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Abstract 

Linear precoding can be viewed as a convenient way to enhance the throughput and 

performance of a Multi-Input-Multi-Output (MIMO) communications system for its 

linear nature that facilitates its low-complexity implementation in a transceiver. 

Nevertheless, linear precoding designs usually assume instantaneous channel responses 

perfectly known at the transmitter, which is unrealistically difficult (if not impossible) in 

fast time-varying channels. 

An alternative to the assumption of full channel state knowledge is to consider the 

availability of partial channel knowledge at the transmitter, including information that 

changes much slower than the instantaneous channel responses such as the channel 

statistical parameters. The work presented in this thesis focuses on the design of 

precoding schemes that are mainly based on partial channel information. 

Starting with point-to-point MIMO systems, we show that it is possible to design 

suitable precoding schemes that achieve a considerable gain in terms of performance or 

throughput by considering the spatial and path correlation matrices of the frequency-flat 

and frequency-selective fading channels, respectively. 

Next, we investigate the problem of transmission in point-to-multipoint MIMO 

systems based on partial channel information. We show that in a MIMO broadcast system, 

using a partial channel knowledge-based user selection scheme in conjunction with 

precoding can provide an asymptotic optimum sum-rate performance for a growing 

number of users. 

Using the results obtained in the previous steps, we consider the problem of 

transmission in cooperative relay networks. We first examine and identify the similarities 

and differences between MIMO and cooperative relay systems especially in term of 

diversity and multiplexing gain and their trade-off. We then develop the possible 

solutions for transmission and reception in the relay networks for both cases: single-

antenna and multiple-antenna relay nodes. When a large number of single-antenna relay 

nodes available in the system, we show that a partial channel-knowledge based relay 

selection scheme in conjunction with a distributed BLAST transmission scheme can 

achieve the optimum multiplexing-diversity trade-off. In the case of multi-antenna relay, 
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we first derive the optimum combining scheme at the destination for both amplify-and-

forward (AF) and decode-and-forward (DF) relay systems, and then address the optimal 

precoding designs at the source and relay nodes. We show that a generalized maximum 

ratio combining (GMRC) in conjunction with linear precoding can offer the optimum 

received SNR for both AF and DF relay systems. 
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Sommaire 

Le precodage lineaire peut etre vu comme une fa9on commode d'ameliorer le debit et la 

performance d'un systeme de communication a entree multiple sortie multiple (MIMO) 

par sa nature lineaire qui facilite son implementation peu complexe dans un emetteur-

recepteur. Neanmoins, des conceptions de precodage lineaire habituellement des reponses 

de canaux instantanees parfaitement connues a l'emetteur, qui sont d'un niveau de 

difficulte pratiquement irrealisable (voire impossible) dans des canaux rapides a temps 

variables. 

Une alternative a l'hypothese de connaissance d'un etat plein canal est de considerer 

la disponibilite de connaissance de canal partiel a l'emetteur, y compris les informations 

qui changent beaucoup plus lentement que les reponses de canaux instantanes comme les 

parametres statistiques du canal. Le travail presente dans cette these met l'accent sur la 

conception de schemas de precodage qui sont bases principalement sur 1'information de 

canal partielle. 

En commencant par un systeme MIMO point-a-point, nous demontrons qu'il est 

possible de concevoir des schemas de precodage appropries qui realisent un gain 

considerable en termes de performance ou de debit en considerant les matrices de 

correlation spatiale et de chemin d'acces^ des canaux a evanouissement de frequence en 

palier et de frequence selective, respectivement. 

Ensuite, nous recherchons le probleme de transmission dans les systemes MIMO 

point-a-multipoint base sur l'information de canal partielle. Nous demontrons qu'un 

systeme de diffusion MIMO, utilisant un plan de selection d'utilisateurs a base de 

connaissances de canal partiel en conjonction avec le precodage peut fournir une 

performance de taux de calcul asymptotique optimum pour un nombre grandissant 

d'utilisateurs. 

Utilisant les resultats obtenus dans les etapes precedentes, nous considerons le 

probleme de transmission dans des reseaux de relais cooperatifs. Nous examinons et 

identifions, tout d'abord, les similarites et les differences entre les systemes MIMO et les 

the spatial and path correlation matrices 
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reseaux de relais cooperatifs plus particulierement en termes de diversite et de gain de 

multiplexage et de leur compensation. Nous developpons alors les solutions possibles 

pour la transmission et la reception dans les reseaux de relais pour les deux cas : les 

nceuds de relais a antenne unique, et a antenne multiple. Quand un grand nombre de 

noeuds de relais d'antenne unique est disponible dans le systeme, nous demontrons qu'un 

plan de selection de relais a base de connaissances de canal partiel en conjonction avec 

un plan de transmission reparti BLAST peut realiser la compensation de multiplexage-

diversite optimum. Dans le cas d'un relais d'antenne multiple, nous derivons tout d'abord 

le schema combinant optimum a la destination, pour a la fois, les systemes de relais AF2 

(amplifier et faire parvenir) et DF3 (decoder et faire parvenir), et ensuite la conception de 

precodage optimum a la source et aux noeuds de relais. Nous demontrons qu'une 

combinaison a rapport maximum generalisee (GMRC)4 en conjonction avec du 

precodage lineaire peut offrir le rapport signal sur bruit (SNR)5 optimum recu pour, a la 

fois, les systemes de relais AF et DF. 

2 (AF) amplify-and-forward 
3 (DF) decode-and-forward 
4 (GMRC) generalized maximum ratio combining 
5 (SNR) signal to noise ratio 
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Chapter 1 

Introduction 

While high data rates and reliability are the key requirements of broadband wireless 

communication systems, limited spectral resources and the complex nature of the 

radio propagation channels presently hinder their development and call for advanced 

multi-dimensional signal processing and transmission techniques such as space-time 

and multi-input multi-output (MIMO) schemes to provide interference cancellation, 

diversity or multiplexing gain. A natural question in a MIMO system is how it is 

possible to achieve the capacity or performance (bit error rate) per transmit and 

receive antenna pairs equal or close to that of a single-input single-output (SISO) 

channel. One way to achieve this goal is to decouple the channel into some 

independent subchannels. It is usually referred as diagonalization of MIMO channel 

matrix. To explain it more, let us consider a simple illustrative example. Assume that 

both the transmitter and receiver are equipped with M antennas. Therefore, there are 

M2 channel links between transmit and receive antennas. Let us further assume each 

transmit antenna transmits an independent signal. The signal received at each element 

of receive antenna is a linear combination of all signals transmitted by M transmit 

antennas. We are interested in separating M independent transmitted signals at the 

receiver. A convenient way to separate these M independent signals is to construct M 

independent parallel sub-channels from available M2 links. In this case, the channel is 

decoupled to M parallel SISO channels and therefore, it is easily possible to achieve 

the capacity or performance per transmit and receive antenna close or equal to that if 

SISO channel. As the above MIMO channel can be modeled as an MxM matrix 

1 



whose entries are the channel responses between each pair of transmit and receive 

antenna, this approach in fact leads to orthogonalization of the channel matrix. 

On the other hand, due to the dynamic nature of transmission media, an adaptive 

scheme that adapts to channel variations is of great significance in order to increase 

the link performance. Channel-state information at the transmitter (CSIT) can be used 

in the design of the transmission schemes for possible further system performance 

improvement or/and complexity reduction. The term "channel state information" can 

refer to either the instantaneous channel response, or channel parameter(s), or channel 

statistics. Channel state information can be estimated at the receiver and fed back to 

the transmitter (assuming the feedback delay is much less than the channel coherence 

time). 

Linear precoding is an approach that makes use of the available channel 

information at the transmitter to remove the inter-relation between MIMO links and 

hence construct independent parallel channels. A linear precoder can be viewed as a 

matrix with complex elements that is multiplied by a vector of input data and can 

result in the diagonalization of channel matrix. In this sense, there is an analogy 

between precoding in MIMO channels and pre-equalization in SISO inter symbol 

interference (ISI) channels. While a pre-equalizer tries to remove/reduce the 

interference between subsequent symbols, a MIMO precoder aims to eliminate the 

inter-relation between sub-channels in a MIMO channel. Pre-equalization can convert 

SISO ISI channel into an additive white Gaussian noise (AWGN) channel and hence 

the performance of the system after pre-equalization is equal to that of AWGN 

channel while precoder transforms the channel into some independent parallel 

channels, each of which can provide a performance equal to that of a SISO link. 

Linear precoding and decoding schemes are scalable to any number of antennas 

and are simpler to implement when compared to nonlinear schemes [1]. Detection 

(decoding) of precoding schemes can be done using linear processing at the receiver 

and hence is simpler, which makes it suitable for the application where receiver 

volume and complexity is important (mobile units). Precoding can be applied to both 

uncoded and coded systems. 

Design of linear precoders has usually assumed perfect knowledge of 

instantaneous channel response at the transmitter to improve the performance (i.e., 

higher information rates or lower bit error rates) [1], [2], [19]. In fast time-varying 

channels, perfect channel knowledge (of instantaneous channel response) at the 
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transmitter is very difficult and hence is not a realistic assumption. At first, it requires 

accurate channel estimation at the receiver. Secondly, even if channel estimation at 

the receiver is extremely accurate, the delay can make feedback information out-dated 

when it is applied to the precoding. 

It is more reasonable to assume that transmitter only has partial channel 

knowledge, for example, in terms of transmit and receive correlation matrices. For 

this reason, linear precoding designs based on partial channel information that is 

slowly time-varying, are desired and more suitable to practical applications. In this 

case, the transmitter can easily achieve long-term information of the channel via a 

low-speed feedback channel from receiver. The performance gain of such schemes 

would not be as high as full channel knowledge schemes, yet their simplicity and 

feasibility makes them appealing to use in MIMO wireless links. 

As correlation is a long-term statistical parameter of the channel, it can be easily 

estimated and tracked (by receiver and/or transmitter). On the other hand, correlation 

(in space or path ...) has been proved to be a main source of performance degradation 

in MIMO communication systems [20], [21], [42]. Having the correlation information 

at the transmitter, it is possible to design the schemes that aim to improve the system 

performance and/or throughput. Our stress in this thesis is therefore on the precoder 

schemes that uses spatial and path correlation information at the transmitter to 

improve the system performance. 

As briefly pointed out above, partial channel knowledge covers a wide range of 

information that can be obtained at the transmitter and it is not necessarily limited to 

correlation. For example there are different precoder designs based on channel mean 

knowledge (precoding on mean CSIT) [100]-[104]. Also, it is possible to consider the 

availability of both channel mean and correlation information at the transmitter 

(precoding on both mean and correlation CSIT) [105], [106]. Other types of partial 

CSIT include channel K (Ricean) factor [109], channel condition number [110] and 

phase distribution [109]. 

In this thesis, the key idea is to use partial channel information in designing 

suitable transmission schemes in MIMO systems. More specifically, we propose to 

mainly investigate the channel statistical properties rather than the actual channel 

time-varying space-frequency responses and use them as partial channel knowledge at 

the transmitter for developing MIMO precoding schemes in single-user and multi-user 

environments. Partial channel information can refer to a wide range of channel 
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parameters such as matrix channel condition number, number of channel paths or 

statistics such as channel mean, correlation in transmit and receive space, path, and 

sub-carrier. In this research work, we will first concentrate on the use of spatial and 

path correlations for precoder design as they have been proved to be very important in 

the performance and capacity of a MIMO link. We consider the precoder design based 

on partial channel knowledge for different frequency-flat and frequency-selective 

fading scenarios. 

We first develop precoder designs for point-to-point transmission in both 

frequency-flat and frequency-selective channels. Next, we consider the problem of 

point-to-multipoint transmission and investigate the design of suitable transmission 

schemes for broadcast MIMO systems. In the last step, we focus on the scenario of 

cooperative relay networks in which one or some relay nodes help transmitter to send 

its information to the receiver. We propose precoder structures that can be applied to 

amplify-and-forward (AF) and decode-and-forward (DF) protocols. 

1.1. Precoder Designs for Point-To-Point Transmission 

In the case of point-to-point transmission, we consider MIMO precoder designs for 

frequency-flat and frequency-selective channels using spatial and path correlation 

matrices to be presented in Chapters 2 and 3. 

As mentioned earlier in this chapter, design of linear precoders (precoding 

matrices or beamformers) usually assumes full channel knowledge at the transmitter 

and aims to improve performance (i.e., higher information rates or lower bit error 

rates) by optimal allocation of resources such as power and bits over multiple 

antennas, based on the channel properties [1]- [3], [6], [19]. Different performance 

criteria can be considered in the design of precoders. The most common and 

important criteria, however, include system capacity, error exponent, pairwise error 

probability (PEP) and detection mean square error (MSE). In [19], linear precoders 

were designed under average and peak power constraints, by using minimum mean 

squared-error (MMSE) and bit error rate (BER) criteria. All those cases can be viewed 

as a weighted MMSE criterion with a proper set of weight coefficients as proved in 

[1], It was shown that the optimum linear precoder and decoder usually decompose 

the MIMO channel into its eigen sub-channels (or eigen-modes) and allocate power 

on these sub-channels according to a water-pouring (water-filling) strategy. In other 
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words, the linear precoder at the transmitter beamforms into the eigen-modes of the 

channel and hence, is also called the eigen-beamformer in the literature. The number 

of eigen-modes is determined by the rank of the channel matrix. 

All of the above schemes assume full channel knowledge or, equivalently, perfect 

channel state information (CSI) at both the transmitter and the receiver. In practice, 

however, perfect CSI is rarely available at the transmitter [2], [3]. Hence, it is more 

reasonable to assume that transmitter only has partial channel knowledge, for example, 

in terms of transmit and receive correlation matrices. In this case, the transmitter can 

achieve long-term information of the channel via a low-speed feedback channel from 

receiver. Knowing the transmit correlation matrix and assuming an identity receive 

correlation matrix, an optimal linear precoder was designed based on the pair-wise 

error probability (PEP) criterion in [3] and [6]. Using capacity criterion and 

knowledge of the channel correlation matrix at the transmitter, [7] proposed a 

precoder for multiple-input-single-output (MISO) channels. In [8], the eigen-

decomposition of the average MIMO channel has been used and thereupon 

implemented a water-filling approach across the eigen-modes of the correlation 

channel matrix with i.i.d. rows and correlated columns (i.e., identity receive 

correlation matrix). 

The assumption of an identity receive correlation matrix is based on the rich 

scattering environment near mobile units in a wireless link. However, such assumed 

environmental conditions are not common in wireless uplink channels, and therefore 

the receive correlation matrix cannot be always neglected. 

In [9], based on the knowledge of transmit and receive correlation at the 

transmitter, a precoder structure was designed for a predetermined orthogonal space-

time block code (STBC). In [10], the so-called Kronecker product model in vector 

form was used to derive the closed-form expression of a precoder for a coded multi-

input, single-output (MISO) system. Due to the channel model used in these papers, 

the effects of transmit and receive correlation matrices could not be seen separately. 

Based on PEP criterion, [11] and [12] presented precoder designs for orthogonal 

STBC using a MIMO channel model that allows the consideration of different receive 

correlation matrices for each of the transmit antennas. 

Based on capacity criterion, [13] derived a precoder for a 2><2 correlated MIMO 

system. In [14], another precoder design based on capacity criterion aims to find an 
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optimal water-pouring policy based on capacity regions. The final result is not an 

explicit formula based on transmit and receive correlation matrices. 

Chapter 2 of the thesis considers precoder designs based on both transmit and 

receive correlation matrices and derives the structures for optimal linear precoders 

under three criteria: minimum pairwise error probability (PEP), minimum mean 

squared-error (MMSE), and maximum ergodic (mean) channel capacity. 

In Section 2.1, we study a MIMO channel model that includes transmit and 

receive correlation matrices in its structure. This model is well-known as Kronecker 

model in the literature. The Kronecker correlation model has been experimentally 

verified in indoor environments for up to 3><3 antenna configurations [96], [97] and in 

outdoor environments for up to 8x8 configurations [98], [99]. The key idea in 

Kronecker model is that all receive antenna elements "see" the same transmit 

correlation matrix. Other more general channel models are also available that assume 

different transmit correlation matrices for each receive antenna elements [107], [108]. 

Here, mainly due to practical considerations, we however confine ourselves to the 

Kronecker channel model. 

In Section 2.2 and under the maximum ergodic (mean) channel capacity, this 

chapter also starts the analysis by using an upper-bound on capacity, similar to the 

approach in [13]. However, unlike [13] that only considers two special cases for high 

SNR and low SNR separately, this paper presents a direct, generalized solution for all 

cases by applying different factorizations and transformations, and shows that the 

optimum precoder based on this criterion for a general MIMO system is an eigen-

beamformer and the power allocation policy on its eigen-values follows a water-

pouring strategy, which is different from the results in [13] for a 2x2 channel. 

Under MMSE criterion, we consider a general MIMO system and derive the 

optimum precoder that beamforms into the eigen-modes of the transmit and receive 

correlation matrices. 

Under the minimum pairwise error probability (PEP) criterion, while a unity 

receive correlation matrix was assumed in [3] and [6], this chapter takes into account 

the effect of receive correlation matrix to derive objective function for computing the 

optimum precoding matrix applicable to both general uncoded and coded MIMO 

systems. It is further shown that, for orthogonal ST coding, the PEP-based optimum 

precoder also has the structure of an eigen-beamformer based on the eigen-modes of 

the transmit and receive correlation matrices. 
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In other words, the optimal linear precoder for any uncoded and coded MIMO 

system based on the MMSE or ergodic capacity criterion, or for an orthogonal ST 

coded MIMO system based on the minimum PEP criterion, is shown to be an eigen-

beamformer that transmits the signal along eigenvectors of the transmit correlation 

matrix. Based on the eigen-values of both the transmit and receive correlation 

matrices, power loading across the eigen-beams is determined and can be viewed as a 

kind of water-pouring policy. Moreover, by simulations, we show that the receive 

antenna correlation matrix has a minor effect on the design of the optimal transmitter. 

Section 2.3 considers the same scenario while optimizing a tight upper-bound on 

ergodic capacity of a MIMO system. The results are interesting because it gives us the 

same precoder structure in Section 2.2 except for a power-loading matrix. In fact, the 

precoder turns out to be an eigen-beamformer with different power loadings over 

eigen-modes compared to the case of PEP and MMSE. 

Finally, in Sections 2.4 and 2.5 illustrative results and chapter summary are 

presented. The results in this chapter have been partly presented in [21], [22], [86], 

[87] and [91]. 

While Chapter 2 deals with designs for frequency-flat channel, Chapter 3 is 

allocated to the scenarios in which the underlying channel is frequency-selective. 

Frequency-flat fading channels have been considered for various precoding designs 

based on partial channel knowledge. There are, however, very few works addressing 

the frequency-selective fading environment. In [5], a precoder has been designed for 

an OFDM based MIMO system exploiting the transmit- and path-correlation 

properties. However, in the final design, the effect of path-correlation matrix was 

neglected. In practice, multi-path signals can be correlated in various cases. For 

example, they are generated by scattering clusters seen in a narrow angular range and 

at a long distance from the transmit (or receive) antenna, or they are faded signals 

before a pinhole and after a pinhole with delay spread [5], [20]. Due to the transmit 

and receive filtering structures, the fading coefficients from various paths with 

different delays can be statistically correlated and their correlation can be significant 

sometimes in some part of the channel (e.g., near the keyhole). Other types of 

precoder design for frequency-selective channels are also possible, which are not 

necessarily linear. For example, a non-linear precoding scheme for MIMO frequency-

selective channel using the Tomlinson-Harashima precoder was proposed in [111]. 
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Chapter 3 considers MIMO precoding designs for general frequency-selective 

fading channels based on both spatial and path correlation matrices and derives the 

structures for capacity-approaching linear precoders. Three separate cases are 

considered: (i) uncorrelated channel paths with similar spatial correlation, (ii) 

uncorrelated channel paths with different spatial correlation, and (iii) correlated 

channel paths. For uncorrelated channel paths, it is shown that the precoder is 

composed of a number of parallel precoders for frequency-flat fading channels. The 

power allocation to each precoder is based on the power of channel paths and the 

eigenvalues of transmit correlation matrix and can be calculated based on a statistical 

water-pouring policy. Furthermore, in the case of similar spatial correlation, these 

parallel precoders have the same structure. For correlated paths, we show that the 

selected precoder is an eigen-beamformer and the power allocation on each 

eigenmode follows a statistical water-pouring strategy based on the product of the 

eigenvalues of transmit and path correlation matrices. Capacity improvement of the 

proposed precoders based on partial channel knowledge is investigated in different 

propagation scenarios such as correlated and uncorrelated channel paths and transmits 

antennas. 

The rest of Chapter 3 is organized as follows. Based on the representation of a 

frequency-selective fading channel by a model with L effective paths, Section 3.1 

develops a comprehensive model suitable to analyze a general MIMO system in a 

frequency-selective fading environment with emphasis on the spatial and path 

correlations. We consider different propagation scenarios and develop the channel 

model that fits to the three cases mentioned above. Using this model, Section 3.2 

formulates the optimization problem to develop precoder/decoder designs that 

maximize an upper bound on the ergodic capacity under the transmitted power 

constraints, based on the knowledge of spatial and path correlation matrices at the 

transmitter. The optimum precoding structures are derived for both uncorrelated and 

correlated channel paths. In Section 3.3, performance in terms of achievable ergodic 

capacity versus SNR of the proposed precoders is evaluated and compared with that 

of systems using either no precoding or spatial precoding in various scenarios by 

simulation. Finally, conclusion is presented in Section 3.4. 

Parts of the analysis and results studied in this chapter have been already 

presented in [86], [88], [89], [90] and [91]. 
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1.2. Precoder Designs for Point-to-MuItipoint Transmission 

In Chapter 4, we focus on the problem of transmission in point-to-multipoint MIMO 

systems based on partial channel information. More specifically, Chapter 4 proposes 

efficient user-selection and zero-forcing precoding schemes based on partial channel 

knowledge at the transmitter, suitable for broadcast MIMO wireless systems. The 

design criterion is based on the average user sum rate. 

We stated that linear precoding is an effective tool to achieve better performance 

and higher throughput in multiple-input-multiple-output (MIMO) communication 

systems. It is shown [19], [22], [58] that MIMO precoding techniques for single-user 

systems can be applied to obtain the achievable capacity of a MIMO channel1. The 

MIMO channel capacity can be computed by optimizing the transmit covariance 

matrix that can be interpreted as a linear precoding matrix. In other words, derivation 

of the capacity of a point-to-point MIMO channel and optimum linear precoder design 

to achieve the capacity of a single-user system are in fact dual problems. The duality 

between precoder design and system capacity calculation, however, does not exist in 

MIMO broadcast (BC) systems, i.e., there is no linear scheme that achieves the 

capacity of MIMO BC channels. In [59], the achievable region of MIMO BC 

channels for two single-antenna users was evaluated using an approach known as 

dirty paper coding (DPC) [60]. Later, [61] and [62] suggested a duality between 

multi-access (MA) and MIMO BC channels, and used it to calculate the rate region 

and capacity of a general MIMO BC system with an arbitrary number of multi-

antenna users, which can be approached by DPC [61]. DPC based on the nonlinear 

structure of generalized decision feedback equalizer (GDFE) can be implemented 

using a successive interference pre-cancellation technique at the transmitter [65]. 

However, due to the complex nature of optimization processes in use and required 

assumptions, application of DPC is limited in real communication systems with 

relatively large number of users and time-varying MIMO wireless channels. 

While it is shown that channel knowledge at transmitter is very important to 

achieve high performance and capacity [62], similar to the point-to-point transmission, 

the assumption of full knowledge of actual channel responses in multi-user wireless 

systems is impractical since such knowledge is very costly to acquire due to a large 

number of user channels and quickly outdated due to the channel time-varying nature. 

1 limited by the minimum number of the transmit and receive antennas [53], [57]. 
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Therefore, partial channel knowledge at transmitter based on channel statistical 

parameters with much slower variation than the actual channel responses, has been 

recently considered as a realistic assumption in multi-user communication systems. In 

[63] and [67], a random beamforming scheme based on partial channel state 

information (CSI) has been suggested, in which, as the number of users increases to 

infinity, its sum rate can achieve the same scaling factor as the capacity obtained with 

perfect CSI using DPC, i.e., 

lim — = l i m - = 1 (l.i) 
^sum ^DPC 

where n is the number of the users, R is the achievable rate of the proposed scheme 

and Csum is the sum capacity of the system assuming full channel knowledge at the 

transmitter which is the same as the rate achieved by DPC (RDPC)-

In Chapter 4, we investigate downlink precoding schemes that can achieve the 

capacity of a MIMO broadcast channel in which a multiple-antenna transmitter 

communicates with a number of mobile units, based on the assumption that the 

transmitter just has a partial knowledge of users' channels. 

In [66], using full channel knowledge at the transmit side, a zero-forcing 

precoding scheme has been introduced and its performance has been evaluated. It has 

also been proved that when the number of users tends to infinity, the zero-forcing 

scheme is optimal in term of capacity, i.e., it can achieve the ergodic sum capacity of 

BC channels when the number of users is large. The problem with this scheme lies, 

however, in the need for full channel knowledge of the channel at the transmitter, 

which is difficult to obtain in fast-varying wireless channels. Another difficulty with 

the scheme proposed in [66] is the complexity of the transmit operations. The 

transmitter has to find a set of best channels in each transmission interval that have 

the most-orthogonal channel vectors. Note that, the optimality of the above 

approaches in [63] and [66] is asymptotical, i.e., the optimality decreases with 

reduced number of users. An interesting zero-forcing approach which is also similar 

to the one proposed in [66] but with the assumption of partial channel information has 

been proposed in [112] and [113]. The authors prove that this scheme can also be 

asymptotically optimum at the limit of large number of users. 

Our study shows that a careful selection of channel side information is very 

important in the sense that it can reduce the feedback cost and transmit complexity 

while still provides a considerable performance. We propose a zero-forcing 
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transmission scheme that uses only partial channel information with low feedback 

load and also facilitates the algorithm of selecting the best users at the transmitter. 

The proposed scheme achieves the same ergodic sum capacity as the scheme in [66] 

(and hence DPC) with much reduced feedback load and algorithm complexity. 

By distributing the processing loads among users communicating in the network, 

the proposed scheme greatly relaxes the feedback load needed to calculate the optimal 

precoding vectors, and the complexity of selecting the best user algorithm at the 

transmitter. This reduction in feedback overhead and complexity as compared to other 

schemes is increased with the number of users and/or transmits antennas and hence, 

makes the proposed scheme a desired candidate for distributed network management 

systems. 

Four different strategies for user selection, power allocation and precoding are 

proposed. Each of these strategies is suitable for a specific propagation scenario and 

channel condition. However, as the structure and algorithms of all of these schemes 

are identical with minor difference, it is possible to implement all of them at the base 

station and switch amongst them when necessary. This gives a degree of robustness to 

the system that can cope with channel impairments and changes. 

Furthermore, in [66], users with high channel gains (e.g., closer to the base station) 

always have a better chance to be selected. Such unfairness is avoided in the 

proposed schemes since the chance of the selection of a user does not depend on the 

channel gain (power) and the distance to the base station, i.e., all the users have equal 

chance to be selected as the best (winner) users. 

This chapter is organized as follows. In Section 4.1 we propose a simple model 

suitable for multi-user MIMO broadcast systems. In Section 4.2, the achievable sum 

rate and capacity of a MIMO broadcast system is investigated and the idea of zero-

forcing precoding is proposed. It is shown that under certain circumstances zero-

forcing precoding is asymptotically optimum in term of sum rate of the system 

achieved by applying dirty paper coding (DPC). In Section 4.3 and 4.4, the main zero-

forcing precoding scheme that uses very limited channel information is proposed and 

it is shown that it can also achieve to the optimum sum rate at the limit of high 

number of active users. Some practical and design considerations of the proposed 

scheme such as feedback load and complexity are studied in Section 4.5. Section 4.6 

considers some numerical results while 4.7 provide chapter summary and some 

concluding remarks. 
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Note that the scheme proposed in Chapter 4 has been partly presented in [92] and 

[93]. 

1.3. Precoder Designs for Cooperative Relay Transmission 

Cooperation has been subject of intensive study in different branches of science. 

Nevertheless, the extensive use of this concept in communications is relatively new 

and has recently gained a considerable attention in the related literature [80]. 

Chapters 5 and 6 of this thesis concentrate on precoder designs for cooperative 

relay networks. Relay networking [2]-[6] is one of the frameworks in which the 

concept of cooperation becomes meaningful. In these systems, a source node tries to 

send its corresponding information to the destination node with the help of one or a 

number of relay node(s). Cooperative relaying targets additional diversity and coding 

gain and provides additional level of reliability particularly when the forward link 

(channel between source and destination) is not reliable enough, i.e. forward channel 

is poorly conditioned. 

In Chapters 5 and 6, we develop collaborative precoding strategies for cooperative 

MIMO relay systems. In the cooperative systems, several terminals collaborate to 

assist each other in transmission of their signals. More specifically, in cooperative 

relay systems, a source node transmits a signal to a number of relays. These relays 

resend the processed version of the received signal to the intended destination node. 

The destination node then can combine and process all the received signals (may also 

include the signal directly transmitted from source node) to enhance the detection 

performance. Because of the nature of the wireless channels and the fact that the 

channels between transmit, receive and relay nodes are independent, the cooperative 

relaying system can achieve a diversity order that is a function of the number of 

independent channels. In a multi-user environment, cooperative relaying systems can 

also mitigate the interference by optimizing the transmission scheduling and 

processing done in the cooperative relays to minimize mutual interference and to 

facilitate information transmission by cooperation. Diversity and interference 

mitigation can result in a higher performance and throughput. Cooperative diversity 

concept, therefore, promises a power-efficient solution for future wireless 

communications systems to achieve broader coverage and to mitigate channel 

impairments without the need to use large power at the transmitter. 
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It has been shown that there exists a fundamental trade-off between spatial 

multiplexing and diversity gain in multiple-input-multiple-output (MIMO) 

communication systems. It has been proved that for a MIMO system composed of m 

transmit and n receive antennas, using a sufficiently large code length (l>m + n-\) 

for transmission, for a given rate r, the optimal diversity order d*(r) that can be 

considered as the optimum trade-off is [68]: 

d (r) = (m-r)(n-r) ; 0<r<mm{m,n} (1.2) 

In particular, the maximum diversity order of the system and the maximum 

multiplexing gain are cfmax= mn and rmax= m\x\{m, n}, respectively. The maximum 

diversity order of mn is achieved at multiplexing gain of r = 0 and vice-versa 

maximum multiplexing gain is obtained when there is no diversity gain. Furthermore, 

increasing diversity order will decrease multiplexing gain and any increase in 

multiplexing gain comes at the cost of reduced diversity order of the system. 

A relay system [69], [39], [70] can be also considered as a multiple antenna 

system in which a source node transmits its information to the destination node with 

the help of the relay node(s). This system is in fact a MIMO system with m equal to 

the sum of the antennas at the source and relay node(s) [71]. However, the main 

difference from a MIMO system is that the transmit antennas cannot fully cooperate. 

This fact shows that the optimal trade-off between diversity and multiplexing gain of 

a MIMO system is in fact an upper-bound on that of a relay system. It means that 

regardless of the network topology and transmission scheme, it is not possible to 

achieve to the diversity-multiplexing trade-off of the same-scale MIMO system. 

In the literature, two different kinds of relay systems have been recognized. In the 

first strategy, the relay node(s) does not decode the received signal but reflects it to 

the receiver with a specific weight. This is called amplify-and-forward (AF) relay 

network (e.g. [35]-[37]). It is also sometimes called transparent relay. On contrary, it 

is also possible that the relay node(s) decode the received signal from source node and 

transmit a decoded version of the signal to the destination node. This strategy is 

usually called decode-and-forward (DF) relaying (also regenerative relay) (e.g., [73], 

[74]). The application of relay networks covers a wide range from multiple-access 

(MA) and broadcast (BC) systems to sensory and ad-hoc networks [69], [78], [79]. 

In Chapter 5, our focus is in the case of amplify-and-forward relay networks, in 

which all the nodes are assumed to transmit in a half-duplex mode, i.e., the units 
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cannot transmit and receive at the same time. This is a common assumption in the 

literature related to the practical complication and difficulty in preventing transmit-to-

receive interference in a transceiver due to the large difference in operating power in 

the same frequency. While this half-duplex constraint is restrictive to protocol 

development, we nevertheless consider it throughout this paper. 

On the other hand, to avoid mutual interference between channels and to make the 

system design easier, some works assume transmission in orthogonal channels. This 

assumption, however, results in a suboptimal use of resources such as bandwidth. We, 

on the other hand, assume non-orthogonal channels in which all the corresponding 

nodes transmit in the same frequency slot. Therefore, our study is on the non-

orthogonal amplify-and-forward (NAF) relay systems. 

Consider a two-hop, single-relay AF network, in which the source node transmits 

in the first interval while both relay and destination nodes listen and in the second 

interval relay node sends a weighted version of the signal received from the source 

while the source node remains silent. It has been shown in [75] [76] (and also [77] for 

a more general case) that this two-hop, single-relay AF network can achieve the 

following diversity-multiplexing trade-off 

d\r) = (l-r) + (l-2r)+ ; 0 < r < l / 2 (1.3) 

where + represents the positive part, i.e., [x]+=max(0,x). In other words, (1.3) shows 

that the maximum achievable diversity order of this two-hop, single-relay AF network 

is 2 while its maximum multiplexing gain is just Vz as compared to an equivalent 2x1 

MISO system with the maximum diversity and multiplexing gain of 2 and 1, 

respectively. As mentioned, this is partly due to non-collaborative nature of transmit 

antennas in relay systems and partly due to the assumption of half-duplex terminals. 

In [76], it has also been proved that (1.3) is in fact the optimum trade-off that can be 

achieved in an amplify-and-forward half-duplex single-relay system. 

While there is an extensive study on the relay systems in which each individual 

terminal is equipped with single antenna, there has not been a great attention to the 

cases that some or all terminals are equipped with multiple antennas. It still remains 

an open problem to exploit the ability of multiple antennas to increase the 

multiplexing gain and diversity order of the relay systems. In particular, as the main 

target in relay systems is to achieve higher diversity orders, how we can optimize the 

diversity order while still keeping the multiplexing gain at an acceptable level. 
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This question is the main focus of our study in Chapter 5. More specifically, while 

we assume the transmit and relay nodes to be single antenna (to avoid complexity of 

the terminals), the receive node is assumed to be equipped with multiple antenna. 

Generalization to the case of multi-antenna transmit and relay nodes is straight 

forward. While this set-up is more suitable for the uplink of wireless communication 

systems and multiple access (MA) schemes, it can also be applied to ad-hoc and 

sensory networks, in which the access point (AP) is equipped with multiple antennas. 

In Chapter 5, after providing a simple system model in Section 5.1, we briefly 

study a relay system from a theoretical point of view in Section 5.2. We investigate 

the question of diversity-multiplexing trade-off in a relay system with multi-antenna 

source and destination nodes, and single-antenna relay nodes. In Section 5.3, we 

propose a relay-assisted transmission scheme and using diversity-multiplexing trade­

off concept to derive the minimum number of relay nodes that can approach the 

optimum diversity-multiplexing trade-off. In the rest of Chapter 5, we study to realize 

this promising trade-off using a BLAST-like algorithm [114], [57], [42] but in a 

distributed sense. We show that it is possible to achieve the optimality by a simple 

reception technique given that a suitable relay selection is applied to the system. 

Our study shows that at any specific source rate smaller than one, careful selection 

of the number of relays and the relay nodes themselves can result in the optimum 

trade-off. In addition at relay nodes a distributed BLAST-like transmission scheme 

for sending the information already broadcast from source node can preserve the 

optimality. While detection of this distributed BLAST-like scheme is complex, it can 

be simplified by suitable selection of relays. We show that for a suitable selection of 

relays, a simple successive nulling and cancellation method can achieve optimality. 

Finally, we propose the idea of distributive precoding to combat non-optimalities in 

relay selection. For the problem of relay selection, a partial knowledge-based scheme 

(as discussed in Chapter 4) can be applied. This selection significantly reduces the 

amount of the feedback needed for relay selection. 

In other words, the transmission scheme studied in Chapter 5 consists of two main 

aspects. First, based on the number of receive antennas, the optimal number of relay 

nodes and the optimum relay nodes amongst all possible combinations in the network 

are selected. Second, it applies a BLAST-like approach in conjunction with a 

distributive precoding scheme to the transmission of source information. The 

precoder is a simple linear transformation matrix that is calculated at the destination 
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node (e.g. base station or access point) and is fed back to the source node. Numerical 

results and chapter summary are presented in Sections 5.3 and 5.4, respectively. Some 

of the results in Chapter 5 have been presented in [94]. 

We continue our study on cooperative relay systems in Chapter 6 from a more 

practical point of view. Two natural questions in the context of relay networks are the 

problems of transmission and reception strategies. Mainly, how the source and relay 

node(s) should send the information to the destination node and how the destination 

should optimally combine the source information with replicate version(s) of 

information from relay node(s). Obviously, one can not answer to these two questions 

separately. In other words, transmission and reception strategies should be jointly 

optimized. 

A major practical issue that should be addressed in the design of transmission and 

reception schemes in relay networks is complexity. Unlike point-to-point transmission 

schemes in which transmitter and receiver are responsible for the recovery of their 

own information, in a relay system, other parts of the network are also engaged in the 

communications. Hence, it is very desirable that the communication strategy imposes 

minimum level of computational load on the relay nodes. This point becomes one of 

the constraints that should be taken into account in the design of strategies for relay 

systems. 

While there is a vigorous body of work on the relay systems in which each 

individual terminal is equipped with single antenna, the case of multi-antenna nodes 

has not been studied extensively. [83] shows that the relay systems with MIMO 

capability offer a promising capacity and this capacity scales linearly with the number 

of antennas at source/destination and logarithmically with the number of relay nodes 

or antennas. [84] also considers a similar case and proposes a cooperative 

beamforming approach that can achieve the network capacity in the limit of a large 

number of relay nodes. The effect of relay-assisted transmission on the capacity of 

rank-deficient MIMO systems was considered in [85]. While all the above results and 

most of those reviewed in Chapter 5 are attractive from a theoretical point of view, 

there are also the needs for practical transmission and reception schemes to practically 

realize multi-antenna relay networks in order to provide higher capacity and better 

performance than systems with single-antenna terminals. 

The lack or scarcity of such a study on design of communication schemes for 

multi-antenna relay systems in the literature is the main motivation of our study in 
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Chapter 6 for development of practical transmission and reception schemes for both 

AF and DF protocols and in a half-duplex operation mode. More specifically, 

throughout Chapter 6, source, destination and relay nodes are assumed to be all 

equipped with multiple antennas. Our goal is to find optimal transmission and 

reception schemes for this set-up while avoiding a huge complexity, especially at 

relay node. 

We show that a maximum ratio combining scheme at the receiver in conjunction 

with suitable linear precoding techniques at transmit and relay node can lead to this 

end. Our study shows that the proposed scheme is optimal in term of received SNR 

(and capacity) while maintaining an acceptable computational load at all nodes. In 

addition, the technique can be applied to both AF and DF protocols with small 

modifications. This feature can facilitate switching between two protocols when 

necessary. On the other hand, structures of source and relay nodes are identical, which 

enables a node to play the role of the transmitter or relay in different time instants 

without the need of additional software or hardware overhead. 

We further show that a generalized maximum ratio combiner (GMRC) at the 

destination is optimum for both AF and DF protocols in term of SNR. Furthermore, 

for DF protocol, the precoders at the source and relay nodes should send the 

information in the direction of the eigenvector associated strongest eigenvalues of the 

channel matrices. While it is straight forward to derive the structure of precoders in 

the case of DF protocol, the case of AF can not be elaborated easily. We instead 

propose a relay selection scheme that can result in the best possible received SNR. 

Chapter 6 is organized as follows. In Section 6.1, we present the system model of 

the multi-antenna relay network. In Section 6.2, maximum ratio combining schemes 

for different setups such as point-to-point MIMO, multipoint-to-point system, AF and 

DF relaying are studied. Section 6.3 is dedicated to precoder designs for source and 

relay nodes. Numerical results and chapter summary are presented in Sections 6.4 

and 6.5, respectively. Materials of Chapter 6 have been partly presented in [95]. 

Finally, Chapter 7 concludes this thesis with an overall summary of the proposed 

schemes and results and a brief discussion of potential further work. 

Our work in this thesis starts by the simple case of point-to-point transmission and 

moves to the more general case of point-to-multipoint transmission (broadcast system) 

and finally lands in the scenario of cooperative relay network. Figure 1.1 shows that 

one can interpret a cooperative relay network as a combination of two broadcast and 
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Figure 1.1: Different system scenarios considered in this thesis: (a) point-to-point, 
(b) point-to-multipoint and (c) cooperative relay transmissions 

multi-access system. Therefore, cooperative relay networks can be viewed as a 

generalization to the case of broadcast system. This argument sheds more lights on the 

sequence of our research work presented in this thesis. 

1.4. Summary of Contributions 

• Precoder design for point-to-point MIMO systems based on partial channel 

information knowledge: 

•S Closed-form derivation and comparison of the precoder structures for 

frequency-flat fading channels with transmit and receive correlation 

matrices known at the transmitter 

•f Proposing the use of path correlation matrices as a partial channel 

information in frequency-selective fading channels 

S Derivation of precoder structure for frequency-selective fading channels in 

different propagation scenarios 

• Precoder design for point-to-multipoint multi-user MIMO systems: 

•f Development of a partial channel knowledge-based user selection scheme 

using pre-defined orthonormal set in MIMO broadcast systems 

•S Development of a combined precoding and user-selection scheme that 

assymptotically achieve the optimum transmission in MIMO broadcast 

systems 
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•S Comparison of different user-selection techniques in term of complexity, 

feedback load and design considerations 

• Precoder design for cooperative relay systems: 

S Derivations of diversity-multiplexing trade-off in cooperative relay 

networks 

•S Development of a distributed BLAST scheme with distributive precoding 

for transmission in relay systems 

S Derivations of the optimum combining schemes for AF and DF systems 

•S Derivations of the optimum precoding structures for AF and DF systems 
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Chapter 2 

Partial Channel Knowledge-Based Precoding in 
Frequency-Flat Channels1 

2.1. MIMO Frequency-Flat Channel Model 

In the design of communication systems, appropriate channel modeling is of great 

importance. As much as the channel model is close to reality and it considers different 

propagation phenomena, the transmission/detection schemes designed based on that 

specific channel model can work better in reality. Here, our main emphasis is on the 

models that consider the long-term statistics in addition to the short-term statistics of the 

channel. Long-term channel statistics are those parameters that do not change as 

frequently as instantaneous channel. For example, in a MIMO communication link, the 

correlation between different subchannels is a long-term statistics because it changes 

slowly (slower than channel instantaneous response (gain)). There are several channel 

parameters that are fixed or change slowly in time and hence can be considered as long-

term information of the channel. Some of them are channel mean, variance, number of 

paths in multi-path channels, transmit and receive antenna correlation in MIMO channels. 

In this section, we develop the channel models suitable for precoder design based on 

partial channel knowledge at the transmitter for a frequency-flat channel. Later in 

Chapter 3, we present a suitable model for frequency-selective channels as well. Partial 

channel knowledge at the transmitter is in fact those parameters that are related to the 

' This chapter has been partially presented in [21], [22], [86] and [87]. 
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long-term statistics (behavior) of the channel. Compare to the full channel knowledge 

case (transmitter knows the channel instantaneously) partial channel knowledge is much 

easier to obtain at the transmitter because it does not change very fast and can be tracked 

or fedback from receiver to the transmitter easier. 

We mainly propose the models that consider the spatial correlation for frequency flat 

channel model and path correlation for frequency selective case as partial channel 

knowledge. Correlation (either spatial or path) has been proved to be a main source of 

performance degradation in MIMO communication systems [20], [21], [42]. Proper 

modeling of correlation is therefore, very important in the design of MIMO transmission 

schemes. On the other hand, as correlation is a long-term statistical parameter of the 

channel, it can be easily estimated and tracked (by receiver and/or transmitter). Hence, 

obtaining correlation information at the transmitter is easy. 

Using the correlation information, it is possible to design the schemes that aim to 

improve the system performance and/or throughput to a high extent. Our stress in this 

thesis proposal is therefore on the precoder schemes that uses spatial and path correlation 

information at the transmitter to improve the system performance. Hence, in this chapter 

we propose the channel models that are suitable for this purpose. 

Figure 2.1 shows a typical MIMO channel in which transmitter and receiver are 

equipped with a number of antennas. A traditional frequency flat MIMO channel model 

for a system composed of M transmit and N receive antenna is simply an NxM matrix, H 

whose components are random variables. Each entry represents a single-input-single-

output (SISO) channel between each pair of the transmit and receive antenna arrays 

sometimes known as subchannels and they are usually assumed to be zero-mean complex 

Gaussian random variable. For example, hnm is the channel from the mth transmit to the nth 

receive antenna. The system model can then be written as: 

y = Hx + n (2.1) 

where x is the Mx\ input vector and y and n are the N*l output and noise vectors, 

respectively. 
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Figure 2.1: A Typical MIMO Channel 

Traditional channel models for MIMO systems, however, do not consider spatial 

correlation separately. Spatial correlation is in fact the correlation between the elements 

of the MIMO channel matrix. They simply model channel as a matrix with independent 

random variables entries. Each entry specifies a SISO channel between a pair of transmit 

and receive antenna. It clearly does not take into account the effect of the interaction 

between subchannels. Nevertheless, because of the proximity of the antenna elements in 

channel, the signals on different subchannels interfere with each other and hence, it will 

result in correlation between subchannels in a MIMO system. 

Here, to consider the effect of the spatial correlation and facilitate the design of the 

precoder based on spatial correlation, the following widely used channel model is used. 

In many applications, the transmit and/or the receive antennas can be correlated. For 

example, in cellular systems, the base-station antennas are typically unobstructed and 

have no local scatterers. This induces correlation across the base-station antennas, as a 

result of which the MIMO channel matrix entries do not fade independently. Antenna 

correlations tell us about the available spatial diversity in a MIMO channel. If the 

antennas are highly correlated, very little spatial diversity gain can be extracted from the 

channel and vice-versa if the antennas are uncorrelated [2]. 

We consider the transmitter and receiver equipped with M and N antennas, 

respectively. The MIMO channel is represented by the NxM matrix H and its entry, hnm 

is the complex-valued gain from the ml transmit to nl receive antenna. Assuming that 

the transmit and receive scattering radii are large compared to the distance between the 

transmitter and the receiver, the channel matrix model H can be decomposed as [4], [20] 

H = RR
1/2GR r

1 /2 (2.2) 
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where G is an N*M matrix with i.i.d. zero-mean complex Gaussian entries and Vi 

variance per dimension. Furthermore, RR = RR
m(RR

V2)H= E{UHH} and Rr = 

RT
U2(RT

mf= E{HHR} are the receive and transmit correlation matrices, respectively. 

Entries of RR and Rr are determined from the receive and transmit antenna spacing and 

angular spread [4]. The superscript H denotes the Hermitian transposition (i.e., the 

operation of transposition combined with complex conjugation). 

AWGN 
Figure 2.2: MIMO System Block Diagram 

The channel model structure of (2.2) facilitates the following analysis in deriving the 

optimum precoding structures based on the transmit and receive correlation matrices, and 

the performance evaluation to examine their individual effects. This Kronecker model 

[43], [44] has been widely used in the literature for correlated MIMO systems [3], [6], 

[13], [44] although it may have limitations in representing some propagation phenomena 

such as keyhole phenomenon related to the media correlations corresponding to scatterers 

that are not local [4], [20] and propagation characteristic changes in different transmit 

antennas [11], [12], [21]. 

Figure 2.2 shows the block diagram of the MIMO system under consideration. The 

transmitter includes a ST encoder followed by a linear precoder governed by an MxM 

matrix W. Input data, S, is first mapped to a codeword c by the ST encoder, and 

subsequently undergoes the linear precoding to form the codeword Wc to be transmitted 
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over the MIMO channel H. At the receive side, the noisy codeword is recovered by 

maximum likelihood (ML) decoding. 

The transmitter is assumed to know R7- and R« matrices. Based on this information, 

the transmitter design chooses the optimum W according to the design criteria. 

2.2. Optimal Precoding Using PEP and M M S E Criteria 

2.2.1. Derivations of Optimal Precoding using PEP Criterion 

In this subsection, we will first derive the general objective function based on PEP 

criterion, which can be used to compute the optimum precoding matrix for a general 

coded or uncoded MIMO system. We will then demonstrate that, for orthogonal space-

time codes, the optimum precoding matrix structure turns out to be an eigen-beamformer 

with orthogonal beams pointing to the eigenvectors of the transmit correlation matrix. 

Based on the model described in the previous section, the pair-wise error probability 

(PEP), i.e., the probability that a transmitted codeword c is erroneously received as a 

different codeword e, can be upper-bounded as 

P£P(c,e)<exp 
f E ^ 

—^ tr(HW(c - e)(c - e)H W " H H) 
AN, 

(2.3) 

where N(/2 is the noise variance per dimension, Es is the average constellation energy, c 

and e are MxK codeword matrices (K is a constant that depends on the code structure). 

Furthermore, the power constraint tr( W W " 1 = M should be imposed on W to limit the 

total transmitted power. 

By using (2.2), the equality tr(AB) = tr(BA) and the eigen-decomposition of the 

nonnegative definite matrices 

R ^ W ( c - e ) ( c - e ) / / W / / ( R ^ f = U A U / / , R f ( R ^ f = VDV" , (2.3) can be 

rewritten as 

r 
PEP < exp 

v 4vV0 

trfvDV^GUAU^G") (2.4) 

Furthermore tr(vDV"GUAU"G" ) = tr(DV"GUAU"Gwv)= tr(DGAGff) 

whereG = V"GU. 
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Since V and U are unitary matrices, the entries of G and G have the same distribution. 

The diagonal entries, d,•, i=l,..,N and X}•, j = 1,..,M of the diagonal matrices D and A, 

respectively, are nonnegative since they are the eigen-values of the nonnegative definite 

matrices jR1
7 , / 2W(c-e)(c-e) / / W " (R" 2 ) [ and I R ' ^ ^ 2 ) " J , respectively. 

Therefore, 

t r (DGAG H )=t r ( (D , / 2 GA , / 2 ) (D 1 / 2 GA , / 2 f )=X2;^^ |g 
N M 

(2.5) 
/=1 7=1 

where g, is the (i,j) entry of G . Using (2.5), (2.4) can be expressed as 

N M 

PEP<YIU^ 
/ - I 7=1 V 4JV0 

d X \g \ 
™l'*J \Olj 

(2.6) 

Note that gU's are independent Rayleigh-distributed components. By averaging (2.6) 

with respect to \g(j , we obtain the upper bound on average PEP 

1 N M ^<nn 
(=i ./=' 

i+ d,Xs 

det 1 + 
f E. A 

V V V ^ o ; 
(DOA) 

J) 
(2.7) 

where ® stands for the Kronecker product. 

Our goal is to find the optimum W that minimizes the right-hand side of (2.7). 

Toward this objective, we perform the following manipulations 

det 1 + (D®A) det 1 + (DOUAU") 

r 
det 

det 

1 + 
v 
( r 

' Em V , 

v*Noj 
D® 

1 + 
V^o, 

^2W(c-e)(c-efw f f(R['2) 

(D®A)(l®($//,p))(l(8)P)|I®(€>//,I')// 

(2.8) 

In deriving the above expression, we used the eigen-decomposition of the nonnegative-

definite Hermitian matrices: W(c - eXc - e)H WH = W^ H and R r = OAO>" . 
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So far, the derivations are for a general case of c and hence applicable to both general 

uncoded and coded MIMO systems to compute the optimum precoding matrix by 

minimizing the right-hand side of (2.8). 

Further simplification is possible for the orthogonal case, i.e., (c -e) (c-e) = a\ 

where a is a scalar. It follows that W9H = W(c-eXc-e )" W " and the power 

constraint translates to tr(p) = aM. 

Now, turning our attention back to (2.8), our optimization problem takes the 

following form 

max det 
p 

V ^ 
. 4 ^ o j j 

(p®b)V(l®Y)VH s.t. tr(p)=«M (2.9) 

Since U = I ® ( o / / ^ ) is unitary, the Hadamard's inequality [23] suggests that U = I 

or*F = O . Therefore, the optimal precoder Wop, is 

Wopl=(a-m)t>Pmr (2.10) 

where r is an arbitrary unitary matrix which has no effect on the system performance 

and therefore can be set to identity. In other words, the optimal linear precoding matrix 

Wop/ turns out to be an eigen-beamformer with orthogonal beams pointing to the 

eigenvectors of the transmit correlation matrix, R^. 

Furthermore, the power loading policy across the eigen-beams can be obtained by 

substituting U = I in (8) as 

max det 
p 

r ( E \ \ 
1+ —±- (D®A)(l®P) s.t. tr(p)=aA/ (2.11) 

2.2.2. Derivations of Optimal Precoding using MMSE Criterion 

Corresponding to the transmitted vectors,, s, is detected at the receiver. The mean 

squared error (MSE) is defined as MSE = i?j(s( -s,)(s, -st)
H jand can be expressed in 

terms of H, W, U, V, G, G, D and A (as previously defined and developed in Section 

2.2.1) as 
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f 
MSE = tr 

= tr 

\ -A 

I + - ^ W H H f f H W = tr I + ^ -VDV^GUAU" 
-A 

f A -iA 

I + ^^DGAG7 7 

(2.12) 

AtlowSNRs, Using(I + A ) ~ ' = I - A + A 2 - + . . . « I - A with A = -^-DGAG / / in (2.12) 

we obtain MSE « £„tr 
#n 

DGAG7 

Wn 

In this case, for independent Rayleigh-

distributed components g J 's, we obtain the average MSE by averaging the right-hand 

side of the above equation, i.e., 

M N 

MSE»E,YL 
'=1 7=1 

1 s-dl, 
2Nn ' J 

= E. tr I *-(D®A) 
V 2No 

(2.13) 

Our goal is to obtain the minimum MSE (MMSE) in (2.13) or equivalently, to minimize 

tr 
\ 

I - - ^ - ( D O A ) 
f 

or maximize tr 
E. 

v2iV0 

^(D<8>A) . Following the same steps as for 

PEP, the precoder structure will be the same as (2.10) and the power across eigen-modes 

can be computed from the following optimization problem: 

max tr(-^(D<8>A)(I<2>P)) 
P 2iVn (2.14) 

s.t. tr(P) = aM 

At high SNRs, the second term in (2.12) becomes dominant 

and MSE * £ tr 
E. 

yN0 
^DGAG' After taking its expectation, we obtain the average 

MSE, i.e., MS£*£ v t r (^(D _ ,®A- 1)) where K is a constant that can be calculated by 

taking the expectation of the components ofG"'. Following the same steps as PEP, we 

achieve to the same optimal precoder as in (2.10) and the optimization problem to the 

power loading policy across the eigen-beams can be obtained from: 

min tr(/c(D®A)(l®P))_1 s.t. t r (P )=aM (2.15) 
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In other words, in both high and low SNRs (2.10) is also applicable to the problem using 

MMSE criterion, i.e., the MMSE and PEP criteria lead to the same optimum precoder 

design except for the power loadings. However, the derivations for MMSE criterion do 

not assume orthogonality and hence the optimum linear precoder is applicable to both 

general coded and uncoded MIMO systems. 

2.2.3. Power Loading Policy under PEP and MMSE criteria 

In the following we consider the special cases that lead to a simpler form for the power 

loading policy for PEP case. 

No Receive Correlation: For R# = I, we have D = I and (2.11) becomes 

f f f r 

s.t. tr(P) = aM max 
p 

det 1 + 
v ^ o y 

AP 
j 

(2.16a) 

It can be shown that (2.16a) has the following solution for P 

v - —k 
-!> 

(2.16b) 

where 8t' s are the diagonal entries of A and v is a constant determined by the power 

constraint. This clearly has the form of the well-known water-pouring policy and 

coincides with the solution in [3]. From an intuitive point of view, when Rr is full rank 

(i.e., all Si' s are positive), as SNR increases, the second term on right hand side of (2.16b) 

decreases and allows the power to be distributed evenly among all eigen-values. 

Nevertheless, when some of the (5,'s are zero, the total power is divided among all other 

eigen-values of Rr, according to the water-pouring policy. 

No Transmit Correlation: For Rr = I, A = I and (2.11) becomes 

max det 
p 

N M 

I+-£-(D®P) =nn 
4N, 

1+ T ^ - djPi s.t. t r (p)=«M (2.17) 
J '=1 7=1 V. 

Due to perfect symmetry with respect to ph for all variations of D, the expression adopts 

its maximum when P = a I, i.e., the final solution is independent of D. 

General Case: (2.11) can be equivalently expressed in log-domain as 

N M 

max 
p Z2> 

,=\ 7=1 

1 + 
E. 

4/V, 
djfapi) s.t. t r (p)=aM 

oy 
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Apply Karush-Kuhn-Tucker (KKT) optimization conditions [56] on each of the elements, 

f E.^ 
JV 

Pi s, ofP, i.e., V/': ]T- K4Noj 
djSt 

7=1 1 + 

: ju where JU is a constant for KKT equations. 

v 4 ^ y 
«/,(*,/>,) 

When receive correlation matrix is well-conditioned, the KKT conditions can be 

1 
approximated as V/': 

1 + 
A 

V ^ o y 

ju . This leads to the following 

t r(D)$A 

approximation of the solution 

Pi 

fr v - l V 

v -
V 4 ^ o y vV 

tr(D)$ (2.18) 

where St and v are the same parameters defined in the special cases. This solution is in 

complete agreement with the solutions of two above special cases. 

For MMSE, based on the same discussions for PEP, in low SNR case, the optimum 

water-pouring policy which is the solution to (2.14) is to poor water on the strongest 

eigen-mode of transmit correlation matrix. In high SNRs, using KKT conditions, one can 

achieve to the following solution for the optimization problem in (2.15): 

P,= 

(f 

vS, -1/2 

W 2 ^ o y 
— tr(D)3 
N ' 

-iA 

(2.19) 

2.3. Optimal Precoder Using Ergodic Capacity Criterion 

2.3.1. Derivations of Optimal Precoder using Maximum Ergodic Capacity Criterion 

Ergodic capacity is the mean capacity over all channel realizations for a specific average 

SNR: 

C = E{C(y)} 
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where E{.} denotes expectation with respect to the channel matrix distribution and y is 

the average SNR. Ergodic capacity is used to see how the average capacity changes as a 

function of average SNR. The ergodic capacity of the MIMO system in Figure 2.2 is 

defined as 

C=E log; det I + — W " H f l H W 
JJ 

(2.20) 

Again, the power constraint t r ( w W H ) = M should be imposed on W to limit the total 

transmit power. 

Getting expectation from the log function in (2.20) is very hard (if not impossible). 

By applying the Jensen's inequality [16] to the concave log2[det(.)] function, 

i.e., £{log2[det(A)]}<log2[det(£'{A})], one can obtain the following upper-bound on 

capacity 

C<C UB 
:log; det I + — W W £ { H " H ) W 

The above upper bound is simple but not very tight. Although it can provide a fast 

computation of the precoding matrix, it may result in a suboptimum precoder design. In 

the following, we will derive a tighter upper-bound. 

Since log2(.) function is also concave, we can use the Jensen's 

inequality E{\og 2 [det(A)]}< log 2 [is{det(A)}], to obtain a tighter upper bound on the 

ergodic capacity as follows: 

C < CUB = log2 

= !og2 

E<dst 

det 

VI > 
H-uH, 1 + — W r t H"HW 

Nn n) 
/ + _ L W ^ ( R ^ ) / /

G / / ( R 1 / 2 J / /
R ^ G R U 2 W 

\A 
(2.21) 

We will show that it is possible to get the expectation from the above equation with a 

reasonable complexity. Using the same relations developed in Section 2.2 for the 

matrices T, W, U, V, G, G, D, and det(l + AB) = det(l + BA) , we have 
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G UB log2 

log2 

Eldet 

E<det 

1+—AU^G^V^DVGU 

I + — AG^DG 

(2.22) 

The operation £"{det(.)} can be computed by using the following determinant expansions 

[17] 

det(I + A) = XXde t(A)S 
k=0 dk 

and 

A(**> = f l A / -* det(A) = X Z - . - Z d e t ( A 1 ) ^ d e t ( A 2 ) j ; . . . d e t ( A „ ) 
k=\ a), al a? ' 

{1,2,...,*} 

«* «* «* 

where det(A)"* denotes the determinant of a sub-matrix of A obtained by selecting the 
ak 

row and column subset from the matrix A indexed by d'k ={a\,a'2,...,a'k} and 

a I = {a(, a J
2,...,«/}, respectively. The cardinalities of the subsets d'k and a{ are k. 

Furthermore, for a diagonal matrix, det(A)^ =0 ; a^ cCj. 

Since the matrices A and D are diagonal, by using the above matrix expansions, (2.22) 

can be expressed as 

CUB
 = 1°g; * ( i z E ( ^ > ' ^m det(°)j det(G)s det(G") -p (2.23) 

*=0 « | a t
2 J V 0 

where ^ = min{M, N]. 

Consider a matrixX = [x,,x2,...,x„] where Xj is an m*\ vector with zero mean i.i.d. 

complex Gaussian entries with Vi variance per dimension. It follows that the product 

n\ 
-, r- [46]. The entries of 
\n - my. 

Y=XX// has a Wishart distribution and £(det(Y)): 

submatrices (G)a, and (G ) a \ in (2.23) are zero mean i.i.d. complex Gaussian random 
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variables with Vi variance per dimension. Therefore, E{det(G)a,k] det(GH)a
2} 

ak ak 

E{dQt((G)f(GH)f2)} = -^— 
"k ak (k-k)\ 

= log2 

CUB = l o §2 

= k! and 

'o ' 
M a J a] VN0j 
I I S * ! - ^ - det(A)2det(D)J 

a* 
-1* 

z' , A 

KNoj 
det //v* R ^ W W " ) ^ 2 ) ]det(D)g (2.24) 

= log2 in 
Wo I 

-detfA^^TPT^ of* det(D) 
>&l _k=0a[

t ai L J V0-

The above derivation uses the relations between W,*F,P,T,<D and A as discussed in 

Section III. 

Since O and *P are unitary matrices, the maximum value of CUB in (2.24) is 

achieved when the product AOw*FP*Fw O is diagonal. For this purpose, we can set 

*F = O H and consider the following structure of precoder matrix W= <1>P 1/2T . 

Similar to the previous case, T is an arbitrary unitary matrix that has no effect on the 

optimization problem and therefore can be set to I. The linear precoding matrix W turns 

out to be an eigen-beamformer with orthogonal beams pointing to the eigenvectors of the 

transmit correlation matrix, Rr. 

In this case, the power loading policy across the eigen-beams can be obtained by 

setting *FOH =1 in (2.24), i.e., 

max log-
p I > ! (^-)*5](det(A)J det(p)J )Z det(°)^ 

i V 0 &\ a\ 4=0 

s.t. tr(P) = M (2.25) 

2.3.2. Power Loading Policy under Maximum Ergodic Capacity Criterion 

In the following, we will consider some special cases as well as the general case. 

Capacity Bound: For a MIMO system without any precoding, if there is no correlation in 

the channel (i.e., the correlation matrices are equal to identity), we can find an upper-

bound for capacity as 
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Cm = log, 
k\ 

v k J \k J 
(2.26) 

& tor 
The above result has also been derived in [13]. 

No Receive Correlation: For simplicity, consider the case of M = N = 2. For R# = I, we 

have D=I. Furthermore, for the sake of brevity, the factor [N0]'k in (2.24) can be omitted 

by simply multiplying each diagonal elements of matrix A by-—. The upper bound in 

(2.24) is reduced to CUB = log2 [l + tr(AP) + 2 det(AP)]. For 2x2 diagonal matrices A and 

P, it can be verified that det(I+AP)=l+tr(AP)+det(AP). Therefore, 

Cm = log2[det(I + AP) + det(AP)] . By using the Minkowski's inequality, 

det(^ + B) > det(A) + det(5) [23], we get 

Cm <log2[det(I + 2AP)] (2.27a) 

Now the structure of the maximization problem changes to a simple water-pouring 

problem. Its solution is 

Nn 

2d, 
(2.27b) 

ij 

where the constant v has to be found such that the power constraint on the summation of 

Pi's is satisfied and 5i is the i diagonal entry of A. Note that the above result is similar to 

that obtained for the PEP criterion with no receive correlation shown by (2.27b). 

No Transmit Correlation: In this case, we have Rr = I and consequently, A = I. 

Therefore, (2.24) becomes 

Cm = log2 [1 + tr(p)tr(D) + 2 det(P)det(D)] (2.28) 

The right-hand side of (2.28) has perfect symmetry with respect to diagonal entries of D. 

Furthermore, tr(P)is constant due to the power constraint. This implies that P=al is the 

solution to the optimization problem, similar to the same case for PEP criterion discussed 

in the previous section. This indicates that the receive correlation matrix has weaker 

effect in the power allocation problem in comparison with the transmit correlation matrix. 
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General Case: Using the Karush-Kuhn-Tucker conditions [56], for a MIMO system, the 

solution can be found to have a water-pouring form rather than that proposed in [13] and 

can be expressed as 

Pi = V ^ " 
V tr(D)<5, j 

•th 

(2.29) 

where 8t is the / diagonal entry of A and the constant v can be found via a water-

pouring process such that the power constraint on the summation of p,'s is satisfied. This 

answer is in agreement with the above special cases. 

Note that, the above derivations for capacity criterion do not assume orthogonality 

and hence the optimum linear precoder is applicable to both general coded and uncoded 

MIMO systems. 

2.4. Numerical Results 

2.4.1. BER Performance of PEP/MMSE Precoder: 

We evaluate the "BER versus SNR" performance of MIMO/BPSK systems using 

Alamouti full-rate [18] STBC with M transmit antennas and N receive antennas. We 

consider 4 cases: (i) full correlation at both Tx and Rx sides, (ii) full correlation at the Tx 

side only, (iii) partial correlation at both Tx and Rx sides, and (iv) partial correlation at 

the Tx side only. By ''partial correlation', we mean that the correlation between each 

different pair of antenna is less than one. In simulation, we consider p=0.5 for adjacent 

antennas and we assume p decreases linearly with distance. For each case, results in 

Section 2.2 are used to derive the corresponding optimum PEP/MMSE precoder. As 

discussed before, these two criteria lead to the same design for precoders. 

Figures 2.3-2.5 show the simulation results for systems using Alamouti full-rate 

STBC scheme, in 4 cases (i), (ii), (iii), and (iv), respectively. We assume 2 receive 

antennas, i.e., N=2, in all cases. The PEP/MMSE precoder provides a gain of 3dB (for 

M=2) to 5dB (for M=4) in the full correlation cases (Figs. 2.3-2.4). This precoding gain is 

reduced to 2.5dB (for M=2) to 4.5dB (for M=4) in the partial correlation cases (Figs. 2.5-
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2.6). Comparing Figures 2.3 and 2.4 (or equivalently, Figures 2.5 and 2.6) indicates that 

precoding gain is mostly due to the correlation in transmit side2. 

The precoder aims to remove the correlation effect by sending signals over the 

independent eigen-modes of the channel. As shown by the channel model in (2.2), the 

rightmost matrix is for transmit correlation. Therefore, the precoder tends to send signals 

on the eigen-modes of the transmit correlation matrix and to load power on its strongest 

eigen-modes. As the channel model used here has the same receive correlation for all 

transmit antennas (and hence all eigen-modes), the effect of receive correlation is the 

same for all transmit eigen-modes. 

2 We also evaluated the "BER versus SNR" performance of MIMO/BPSK systems using Tarokh rate-3/4 code [41]. 
Although the simulation results show a larger precoding gain as compared to systems using Alamouti full-rate STBC 
scheme, they indicate the same trends, i.e., Precoding gain in the full correlation cases is larger than that in the partial 
correlation cases and it is mainly due to the Tx correlation. 
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Figure 2.3: BER Performance for full correlation at both Tx and Rx sides 
(with Alamouti Code [18]) 
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Figure 2.4: BER Performance for full correlation at the Tx side only 
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Figure 2.5: BER Performance for partial correlation at both Tx and Rx sides 
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Figure 2.6: BER Performance for partial correlation at the Tx side only 
2.4.2. Performance of Ergodic Capacity Precoder 
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In this part, we evaluate the ergodic capacity in terms of bits/channel/use versus SNR. 

First, we compare the ergodic capacity of 2x2 and 3x3 MIMO systems with uncorrected 

channel transmission matrix obtained by simulations with its upperbound given by (2.26). 

We examine the performance of 2x2 systems with and without precoding in 4 cases: (i) 

full correlation at both Tx and Rx sides, (ii) full correlation at the Tx side only, (iii) 

partial correlation at both Tx and Rx sides, and (iv) partial correlation at the Tx side only, 

as shown in Figures 2.7-2.10, respectively. For each case, results in Section 2.3 are used 

to derive the corresponding optimum ergodic-capacity precoder. 

In general, as SNR increases, the precoder provides a larger improvement in ergodic 

capacity. A similar trend is observed: Capacity improvement offered by precoding in full 

correlation cases (Figures 2.7-2.8) is larger than that in partial correlation cases (Figures 

2.9-2.10) and correlation at the Tx side has a major effect on the system performance. For 

example, for an SNR of 5dB, the precoder provides a capacity improvement of 12.9% 

(from 3.1 to 3.5 bits/channel/use) for the case of full correlation at both Tx and Rx sides 

(Figure 2.7). The precoding capacity improvement at SNR of 5dB becomes 8.3% (from 

3.6 to 3.9 bits/channel/use) for the case of full correlation at the Tx side only (Figure 2.8), 

7.7% (from 3.9 to 4.2 bits/channel/use) for the case of partial correlation at both Tx and 

Rx sides (Figure 2.9), and 4.9% (from 4.1 to 4.3 bits/channel/use) for the case of partial 

correlation at the Tx side only (Figure 2.10). 
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2.5. Chapter Summary 
In this chapter, we investigated three optimal multi-antenna transmitters based on the 

knowledge of only transmit and receive correlation matrices of the underlying MIMO 

channel using PEP, MMSE and ergodic capacity as the performance criteria. Also, an 

upperbound on capacity of MIMO systems was introduced. The optimal precoders are 

eigen-beamformers, which transmit the signal along the eigenvectors of the transmit 

correlation matrix and power loading across the eigenbeams is determined based on the 

eigenvalues of the transmit (and receive) correlation matrix. 

Simulation results on performance of MIMO systems with and without precoding in 

various channel conditions show a significant performance improvement provided by the 

precoder, especially in the fully correlated cases, i.e., low-rank transmit and receive 

correlation matrices. 
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Chapter 3 

Partial Channel Knowledge Based Precoding in 
Frequency-Selective Channels1 

3.1. M I M O Frequency-Selective Channel Model 

MIMO precoder design based on full channel knowledge at the transmitter for 

performance enhancement in frequency selective channels has been investigated [19]. As 

mentioned before, it is usually assumed that the transmitter does have the instantaneous 

channel information and based on that the precoder tries to optimize a performance 

metric related to the instantaneous channel realizations. The performance metric includes 

a wide range of criteria such as pair-wise error probability (PEP), mean square error 

(MSE) and ergodic or outage capacity. 

In fast fading channels, however, because of the fast varying nature of the channel, 

full channel knowledge may be difficult to obtain at the transmitter and hence, it is more 

reasonable to assume partial channel knowledge at transmitter. Although researches have 

mainly focused on the problem of precoder design based on partial channel knowledge 

for frequency flat channels, there are few works in the literature that talk about precoder 

design for general frequency selective environments based on partial channel knowledge. 

There are several reasons for the existence of path correlation in a multi-path 

communication channel. For example, the scatterers that are far from the transmit or 

receive antenna can result in a temporal correlation between the multi-path signals that 

' This chapter has been partially presented in [86], [88], [89] and [90]. 
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are scattered from these scatterers and hence will result in a correlation on each channel 

link. Also the paths in a keyhole channel [20] are correlated as they all experience the 

same propagation scenario in some part of the channel (near the pinhole or keyhole). In 

these channels, a transmitted signal experiences the channel fading before the pinhole and 

it experiences the delay spread after the pinhole [21]. 

In• [21], a precoder has been designed for an OFDM based MIMO system exploiting 

transmit and path correlation. However, in the final design the effect of path correlation 

matrix has been neglected. In this chapter, we consider the precoder designs for general 

frequency selective channels based on both spatial and path correlation matrices and 

derive the structures for optimal linear precoders under maximum ergodic (mean) 

channel capacity. We show that the optimum precoder based on this criterion is an eigen-

beamformer and the power allocation policy on each eigen-mode follows a water-pouring 

strategy that depends on the product of the eigenvalues of transmit and path correlation 

matrices. 

Capacity improvement of the proposed precoders based on partial channel knowledge 

is investigated in different propagation scenarios such as correlated and uncorrelated 

channel paths and transmit antennas. Note that for the sake of brevity, we just consider 

the capacity criterion in this subchapter. Based on the system model described in this 

section, it is straight-forward to derive the precoders based on PEP and MMSE criteria in 

frequency selective channels. The derivations are similar to the capacity criterion which 

is discussed here. 

We consider a general MIMO communication system with M-element transmit and 

TV-element receive antenna arrays in a wireless frequency-selective fading environment as 

shown in Figure 3.1. The equivalent complex baseband channel, including the RF 

transceivers and broadband wireless frequency-selective fading MIMO environment, is 

represented as a multi-path model with L effective paths where each path introduced by a 

scattering cluster can be modeled as an NxMmatrix denoted by H/ with / = 0,1,...,Z-1. 

Assuming proper pulse shaping at the transmitter and filtering and sampling at proper 

instances in the receiver, we develop the following discrete time MIMO channel model 
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Figure 3.1: A MIMO communication system in a frequency-selective fading environment 

for frequency selective channels. At each time instant, the M*l transmitted complex 

baseband signal vector, the Nx 1 received complex baseband signal vector and the Nx 1 

complex baseband Gaussian noise vector at time instant k can be written as: 

x(k) = [x](k),x2(k),...,xM(k)f , y(k) = [yl(k),y2(k),...,yN(k)f and 

n = [nl(k),n2(k),...,nN(k)]T , respectively. The superscript [.]T denotes the transpose 

operator. 

Consider a transmitted block of P+L vectors of size Mxl where P is an arbitrary 

integer. We stack them in an M(P+L)x\ vector, 

x(k) = [xT(k(P + L),...,xT(k(P + L) + P + L-\)]T . We also stack P received snapshots in 

a PNxl vector, y(k) = [yT(k(P + L) + L),...,yT(k(P + L) + P + L)f , in which we 

eliminated the first L vectors to cancel the inter-block interference (IBI)2. We obtain the 

following relation: 

: A similar assumption was used in [19]. 
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y(k) = H.x(k) + n(k) (3.1) 

where n(fc) = [n (k(P + L) + L),...,n (k(P + L) + P + L)] is the noise vector, and H is 

the N(P+\)xM(P+L) block-Toeplitz channel matrix: 

H 

H lL-\ 

0 

0 

0 

llL-2 

HL_, H L - 2 

H w 

0 

Hn 0 

H 

H 
L-2 Hn 

L-\ H Z,-2 

0 
0 

0 
(3.2) 

The Nx-Mmatrix H/(&) represents the spatial response corresponding to path /, / = 0,1,..., 

L-\, at the time instant k, i.e., its entry, hnm{k) is the complex-valued random gain from 

the mth transmit to nth receive antenna over the effective path / at the instant k, assumed to 

be unchanged during a frame transmission. Due to the different delays between L 

effective paths, (3.2) can provide a frequency-selective fading MIMO channel model, 

while each individual Hi(k) just represents a frequency-flat fading MIMO channel. 

For each resolvable path, its transmit (or receive) spatial correlation matrix, R^ (or R«) 

can be formulated with its (m,k)th component representing the spatial coefficient, pmk, 

between the mth and kth transmit (or receive) antenna elements, e.g., for a simple uniform 

antenna array with equal small antenna spacing d (see, for example, equation (3), page 

588 of [47], equation (6) page 176 of [48]), 

Pm,k C"max I 

9„„l 

(m-k)d . . 
/2 -J2TT : sin^ 

Pang(0)d6 (3.3) 

where X is the signal wavelength, Pang{&) is the angular power spectrum (APS), and #max 

represents the angular spread of the path, defined as the maximum angle at which the 

antenna array can "see " the path as shown in Figure 3.1. 

The existence of correlation between channel paths has been investigated by some 

works [21], [49]. Measurement and experimental results show that in many practical 

cases the assumption of independence of channel paths is not valid. One simple and easy-

to-imagine case is the so-called keyhole or pinhole channels [20] in which due to sheer 

number of scatterers there is just a small aperture in the middle of the channel that all the 

signals should go through before being received at the destination. In this case, all of the 

paths experience the same fading scenarios and therefore are correlated at the receiver. 
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Modeling path correlation in term of channel physical parameters is a non-trivial task 

and has not been done extensively in the literature. As an illustrative example to obtain a 

rough idea of the relation between the physical parameters and path correlation, consider 

each resolvable path formed by a scattering cluster with the same transmit (or receive) 

small angular spread fa (or fa). By assuming the same simple model of (3.3) in which 

two clusters play the same role as two antenna elements, the (iff* component of the L xZ 

path correlation matrix can be approximated as 

P',=M, pt-ge-^'p^lOXie. S = TorR (3-4) 

where dy is the average distance between two clusters i and j . It indicates that as dy 

and/or fa (or fa) decreases, the correlation is increased. In other words, it implies that the 

replicas of transmitted signals that are caused by scattering from two nearby clusters (i.e., 

with small dy) that are far away from transmit and receive antenna arrays (i.e., with small 

fa (or fa)), are highly correlated. 

Based on the general channel model in (3.2), the following paragraphs present further 

derivations of the detailed channel models3 to characterize path and spatial correlation in 

the frequency-selective MIMO channels in three different propagation scenarios. 

3.1.1. Uncorrelated Paths with the Same Spatial Correlation: 

Spatial correlation has been modeled by using a Kronecker product model, in which the 

channel correlation is the product of the transmit and receive correlation matrices. 

Kronecker model is mathematically tractable and suitable in many propagation scenarios 

and hence has been exploited by many works. It is also worth noting that its ability to 

model some other propagation environments has been questioned in the literature. 

However, it has been shown that Kronecker model is still valid in many scenarios and its 

performance and accuracy is acceptable compared to more complex correlation models, 

e.g. [50]. Therefore, we adopt the Kronecker model for spatial correlation in this chapter. 

As mentioned in the previous subsection, the fading correlation is governed by the angle 

spread, antenna spacing, and wavelength [4]. Note that, this structure results from an 

assumption that transmit and receive scattering radii are large enough and only immediate 

surroundings of the antennas on one side (transmitter or receiver) have an impact on its 

3 to be used in precoder designs in Section 3.2. 
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antenna correlation without affecting that of the other side. In this part, we further assume 

that the angles of departure (AoD) and arrival (AoA) of all channel paths are almost the 

same. In this case, for the t path, the path matrix H/(&) can be decomposed as: 

Hl(k) = RR
mGl(k)RT

U2 (3.5) 

where G/(&) is an N*M matrix with i.i.d. zero-mean complex Gaussian entries. Note that 

their variances are not the same since the paths can have different gains. More 

specifically, E{tr(GjG^)} = Pl, where P/ is the power of the /* path. Furthermore, RR 

and R r are NxN and MxM receive and transmit spatial correlation matrices, respectively. 

Entries of RR and Rr can be determined from the receive and transmit antenna spacings, 

angular spread and angular power spectrum of the channel [4] and are the same for the L 

paths. When the departure and arrival angles of all channel paths are almost equal, the 

spatial correlation matrices can be the same for all channel paths. 

Consider the first row of H in (3.2), H = \HL.U H£.2, ..., H0, 0, ... 0] as an mM(P+L) 

matrix that consists of (P+L) matrices of size (NxM). The second row of H in (3.2) is 

the right-shifted version of the first row by one (NxM)-matrix and can be written as HE, 

where E is an M(P+L)xM(P+L) matrix, E = 

lM are the M(P+L-\)xM(P+L-l) and MxM identity matrices, and 0M(P+I-I)*M and 

®MXM(P+L-\) are the M(P+Z-l)xMand M*M(P+L-\) zero-matrices, respectively. Similarly, 

the (J+l)'h row of H in (3.2) is the right-shifted version of the / ' ' row by one (N*M)-

matrix and can be written as the product of the j ' h row by E fory-2,3,..., P. In other 

words, the channel model can be written as: 

H = 

where I/>+i is the (P+\)x(P+\) identity matrix and <8> stands for Kronecker product. E 

has the following properties: 
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®M(P+L-\)xM *M(P+L-\) 

*M ^MxM(P+L-l) 

, 1M(P+L-\) and 

H 

HE 

HE2 

UEP 

=a™®H). 

*M(L+P) 

E 

E2 

Ep 

=(I p+\ >H).E (3.6) 



- Vz, 0<i<P:det(Ei) = ±\ , E'(E')r = I and hence E'(E')r has the same 

eigenvalues and eigenvectors as the identity matrix. The eigenvalues of E' have 

the same absolute values as those of the identity matrix. 

• Given an M(/>+Z)xM(f+Z)-matrix A and the eigen-decompositions of 

A = UAU" and B = AE' = U,A,Uf, A, = A and U, = UE'. 

Proof: Because of the first property of E;, A and B are in fact similar. Two similar 

matrices have the same set of eigenvalues [23]. For any x to be an eigenvector of 

B corresponding to eigenvalue X, one can then write Bx = Ax , then 

(E') rAE'x = Ax, or AE'x = AE'x and hence E'x is an eigenvector of A. Vice 

versa, if x is an eigenvector of A, then (E') rx will be an eigenvector of B. 

• 

From the above properties, (3.5) and (3.6), the channel model can be written as: 

H = (lP+i ® Ri /2G(I,+/, ® R^)) .E (3.7) 

in which RR and Rr are the NxN and M*M receive and transmit correlation matrices 

defined in (3.5), and G = [G L_VG L_2,...,G0,0,...,0] is an iV"xM(Z+F)-matrix composed 

of (P+L) matrices of size N*M. 

3.1.2. Correlated Paths with the Same Spatial Correlation 

We consider now the case of L correlated channel paths with the same spatial transmit 

and receive correlation matrices for all L paths. From (3.6), the channel model can be 

written as: 

H = (lP+l®RR
/2G(Rlp2 ®Rlr2)).E (3.8) 

where G is the same NxM(L+P) matrix as in the previous case except that, for simplicity, 

the entries of G/'s are assumed to be i.i.d. zero-mean complex Gaussian with V2 variance 

per dimension (in fact, we consider the power of paths in the diagonal entries of path 

correlation matrix). RR and R^ are the NxN and M*M receive and transmit correlation 

matrices and Rp is the (P+L)x(P+L) path correlation matrix. Elements of Rp show the 

correlation between different paths. Note that Rp has only L2 non-zero elements. 

Therefore, to feedback the path correlation matrix RP to the transmitter, it is sufficient to 

send L values (not (P+L) ) and other entries of this matrix are zero. 
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An example of this scenario is when the paths generated from the two scattering 

clusters travel in the same directions and therefore would experience possibly correlated 

propagation situations. It will result in correlated fading between these two paths. For 

tractability in analysis, path correlation is assumed to be separated from the transmit and 

receive antenna correlation, which corresponds to the situation of multipaths caused by 

scattering clusters seen in a narrow angular range and at a long distance from the transmit 

and receive antenna surroundings [21]. 

3.1.3. Uncorrelated Paths with Different Spatial Correlation 

Unlike the previous case, the spatial correlation matrices in this case are not the same for 

all channel paths, i.e., (3.5) is not valid. We can write each channel path matrix as: 

1/2, Hl(k) = RR/'iGl(k)Rr 
1/2 (3.9) 

where RRI and RTJ are the N*N and MxM receive and transmit correlation matrices 

associated with /th channel path. 

A possible propagation scenario leading to this channel structure is when the channel 

is composed of a number of local scattering clusters located in the vicinity of transmitter 

and receiver, but with different angles of arrival (AoA) and departure (AoD). In this 

scenario, the spatial correlation matrices are different for different paths. As a result, the 

channel structure of the previous case in (3.6) cannot be used. In other words, the effects 

of transmit and receive correlation need to be considered as follows. Assuming that every 

channel path has different transmit and receive correlation matrices, one can develop the 

following model: 

H = (I,+1®H).E = ( I , + 1 ® R ^ G R y 2 ) E = ( I , + ^ ^ (3.10) 

where 

0 

0 

NxM 

NxM 

'L-2 

'NxM 

0 NxM 

'NxM 

0 NxM 0 NxPM 

'NxM 

'PNxM 

'NxM 

0 PNxM 

'NxM 

'PNxM 

'NxM 

'PNxM 

'NxPM 

'NxPM 

'PNxPM 

49 



is an N(P+L)xM(P+L) block diagonal matrix whose elements, G/'s are N*M matrices 

with i.i.d. zero-mean, complex Gaussian entries and XA variance per dimension. The 

remaining entries are zero, i.e., Oyv*yw denotes an NxM zero matrix. Furthermore, RR and 

Rr are N*N(P+L) and M(P+L)xM(P+L) receive and transmit correlation matrices with 

the following structures: 

Rj* — 

R7 

Rv0,...,0] 

*-T,L-\ 

R T,L-2 

Rr, i 

(3.11) 

0 

where R^ l and R r l are, respectively, the NxN receive and M*M transmit correlation 

matrices associated with the /th channel path as defined in (3.9). 

Now the system model consists of a channel with M and N transmit and receive 

antennas and L channel paths and precoding/decoding matrices at the transmitter and 

receiver can be written as: 

y(k) = WRU(k)WTx(k) + WRn(k) (3.12) 

where y(&)and n(k) is the N(P+l)x\ output vector by stacking P+\ subsequent iVxl 

receive and noise vectors y and n in long vectors (for suitable elimination of the IBI 

effects as previously discussed), x(k) is the M(P+L)x\ transmitted vector that can be 

constructed by stacking P+L subsequent Mxl input vectors x in (3.1) in a vector, H is 

N(P+\)xM(P+L) composite channel matrix defined in (3.1) and Wr and WR are the 

M(P+L)xM(P+L) and M(P+L)xN(P+\) precoder and decoder matrices, respectively. 

After applying W« over the received vectors an ML decoder detects the signal vectors. 

Our objective is to find Wr and W# based on a performance metric while we assume that 

we have full channel knowledge at the receiver but just spatial and path correlation 

matrices at the transmitter. 
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Transmit and receive correlation matrices can be estimated by taking time average over 

measured samples of channel path matrices, i.e., for the f path, R r / = £'{H/
//H/} and 

RRl = £'{H /Hf}. In practice, they can be continuously updated by using the simple 

exponential-smoothing moving average technique4 applied to the past K channel path 

matrix samples as 

RTl(n) = {\-(3)RTl{n-\) + p - £ H,W(*)H,(*) (3.13) 

and 

K k=(n-\)K 

1 nK-\ 

RRI{n) = {\- /3)RRJ(n~\) + (3- £ H,(£)Hf(£) (3.14) 
& k=(n-\)K 

where Rr,/(0 and RRJ(I) are the Ith channel path transmit and receive correlation matrices 

at the j t h time frame, H/(£) is the Ith channel path matrix at time instant k. The forgetting 

factor /? and number of frames K are adjusted based on channel correlation changes. 

It can be verified from (3.8) that R P ® R r = ^{H^H,} where H{ is the first 

block row ofH. The same moving average technique can be used to calculate ^{HfH,} 

and RT = £'{H/
//H/}(V/)to derive the path correlation matrix Rp. 

Note that in real systems, usually receiver calculates the correlation matrices and 

feeds them back to the transmitter via a low-speed feedback channel. 

3.2. Capacity-Approaching Precoding Structure 

We assume that the receiver has the perfect channel information but transmitter knows 

only spatial and path correlation matrices. Our objective is to design the precoder (Wr) 

matrix to maximize the ergodic capacity for a given total transmit power. Using the 

channel matrix descriptions in the previous subsection, the capacity proof is a simple 

extension of the well-known capacity result for single-input single-output (SISO) 

4 This simple technique is presented as an illustrative example. Estimation techniques for correlation matrices and 
properties are a separate issue beyond the scope of this chapter and can be found, for example, in [52]. 
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channels with memory, similar to the scenario discussed in [51]. Subsequently, for 

sufficiently large values of P, the ergodic capacity per dimension can be derived as5 

P *2 det(W,W^) ( 1 1 5 ) 

= jE{\o%2 det(I^(P+1) +rW f iHW rW/ /H / /W^ /(W^WK
//r1)} 

where W r is the M(P+L)xM(P+L) precoding matrix, WR is the M(P+L)*N(P+l) 

decoding matrix and y is the channel signal to noise ratio (SNR), E{.} denotes 

expectation over different realizations of channel matrix H and the superscript H denotes 

the Hermitian transposition. Assuming that the spatial and path correlation matrices are 

available at the transmitter, we want to design the precoding and decoding matrices Wr 

and W/? to maximize (3.15) under the power constraint criterion on W7 based on the 

limited power at the transmitter. 

At first, consider the optimization of decoder matrix W«. With the assumed 

knowledge of the instantaneous channel information at the receiver, a reasonable 

criterion to design a linear receiver W«, for given H and Wr, is to maximize 

instantaneous mutual information (rather than its average): 

/(y;x) = log^de ta^^ , ) +rW/?HWrWr
//H//Wi/(WftWfl

//r1)) (3.16) 

Lemma 3.1: Any decoding matrix of form W R = r w / / H / / maximizes the 

instantaneous mutual information in (3.16) with an arbitrary M(P+L)xM(P+L) matrix T 

which T rH=I. 

Proof. For brevity and simplicity, assume white noise at the decoder input with 

identity noise correlation matrix, i.e., Rn=I. The mutual information in (3.16) can be 

written as: 

/(y; x) = log2 (det(Iw(/J+/0 + ^ W ^ S " W«w (W«W«" )"' W«HWr)) 

<log2 (det(IM(/)+i) + rW r
wH"HW,)) 

5 The ergodic capacity of a frequency-selective channel based on the model (3.1), can be found by taking the limit on 
the average mutual information when the dimension of the channel matrix approaches infinity [53]-[55]: 

C = l im-£{logdet ( I + rHH f f)} 

52 



by using the matrix identity det(I + AB) = det(I+BA). The inequality in (3.17) comes 

from the fact that W# is an M(P+L)xN(P+\) matrix and hence, in general, 

W^(WSW") _ 1WS < I . It is clear that (17) can achieve its maximum when HW r is in 

the range space of W^ , i.e., W^ = HWrII where II is an arbitrary invertible 

M(P+L)xM(P+L) matrix where IIIIH = I. Therefore, 7(y;x) is maximized when 

WR = rW^HH with r = TLH. More specifically, T is a unitary matrix. In all the 

derivations, we assume that M(P + L) < N(P + 1). It is, however, easy to generalize the 

derivations to the case thatM(P + L)> N(P +1). 

• 

Substituting the decoding matrix Wfi = TW^H^ into (11) will result in: 

C = ±E{\og2det(IM{P+L)+yW?UHHWT)} (3.18) 

Our objective is now finding the optimal precoder matrix Wr, to maximize the ergodic 

capacity based on the partial channel knowledge of only the spatial and path correlation 

matrices, Rr, R/? and R/>, available at the transmitter. Note that, while the decoding matrix, 

W«, can be updated at each time instant by using the instantaneous channel information at 

the receiver, the precoding matrix at the transmitter is only needed to re-compute over a 

long interval whenever the spatial and path correlation matrices are changed. 

We will first derive the capacity-approaching precoding matrix for uncorrected paths 

and then extend the solutions to the correlated channel paths. 

3.2.1. Uncorrelated Channel Paths 

In this case, substituting the channel matrix from (3.7) in (3.18), we obtain: 

C = l£{ log 2 d e t ( I w + i ) + rW r"E r(IP+1 ®(l p + i ® Rf / 2 ) G " R f 2 ) 
r ( j . 1 y) 

(IP+l <x>R';2G(IP+L ®R!
r
/2))EWr)} 

Getting the expectation of the above equation is very tough if not impossible. Instead, we 

try to find an upper bound on the capacity, which of course will result in a near-optimum 

solution to the precoder problem. We use the well-known Jensen's inequality [16] to the 

sum of these concave functions to optimize an upper bound on the ergodic capacity for its 

analytical tractability. Applying Jensen's inequality to (3.19) leads to: 
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C < CUP = l l o g 2 d e t £ { I w ( m ) +yWT
HET(lP+i ®(lP+L®R»/2)GHRH

R<2) 

(lP+]®R'<2G(lP+L®R];2))EWT} 

Lemma 3.2: The M(P+L)xM(P+L) precoding matrix that optimizes the right hand 

side of (20) can be written as: WT = diag(W;), / = 0,1,...,(L+P-l) where W, is an M*M 

matrix. The problem can be reduced to a symbol-wise precoding problem in which the 

selected candidate is an M*M precoder applies to each of the P+L vectors, separately. 

Furthermore, candidate W,-'s can be found using the eigen-decomposition of the transmit 

correlation matrix and have the form W, = <DEJ/2r/ , where r , 's are M*M arbitrary 

unitary matrices, L,'s are P+L diagonal matrices, and <I> is the AfxM transmit eigenvector 

matrix resulting from eigen decomposition of R^. 

Proof: Using the properties of Kronecker product, one can rewrite (3.20) as: 

C ^ i l o g . d e t ^ I ^ ^ + r W f E ^ I ^ ^ a ^ ^ R ^ ^ G ^ R f X 2 

G(I m ®R^ / 2 ) )EW r } 

By using matrix identitydet(I + AB)=det(I + BA) and the eigen-decompositions of the 

nonnegative definite matrix R ^ ^ R 1 / 2 = YDVH where V and VH are unitary matrices 

and D is a diagonal matrix that contains non-negative eigenvalues, (3.21) can be written 

as: 

C<CUB=±\og2detE{IM(P+L)+yWT
HW(lp+]®(lP+L®R?/2)GH 

D G K I ^ R ^ E W ^ } 

Since V and \H are unitary matrices, G = V / /G and G / / = G / / V have the same 

distribution as G and GH, i.e., they are zero-mean circularly symmetric complex Gaussian 

random matrices. By taking the expectation in (3.22) and some simple manipulations, we 

obtain: 

C<CUB = Uog2det(IM(P+L)+yWT
HET[IP+l®(lP+L®R?12)] . . . 

[IP+1 ®(ir(V)Y®lM)(lP+L ® R f ) ] E W r ) 

where P is a (P+L)x(P+L) diagonal matrix whose first L diagonal entries are powers of 
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channel paths, Pt, z-0,1,..., (L-\), and the P remaining diagonal entries are zero. 

The right-hand side matrices in (3.23) can be multiplied and hence it can be written as 

the sum of P products: 

C < Cm = ^ l o g 2 det(IM(/3+i) + 2>tr(D)(E /)7 '(P®IM)(I /3+L ®R7.)E/W7.Wr") (3.24) 

Using the properties of E and based on the special structure of diagonal matrices 

(Ip+L <8> RT) and (P <8> lM), it is interesting to see that: 

f (E / ) r (P®I M ) ( I / J + , (g )R r )E / =(P r (E) I M XI / ) + ,®R r ) (3.25) 
/=o 

p 
where P r ® I M = ̂ (E /) r(P<2>Iw)E / is a (P+L)x(P+L) diagonal matrix constructed by 

1=0 

summation of entries of P. For an assumed P>L, P^has the following form: 

p r = 

PL_,+...+P0 

PL.2+...+P0 

P0 

h-x 
PL-I+PL-2 

PL-I+-+PI 

PL-I+- + PO 

P,^+... + Pc 

Now, Consider the eigen-decompositions W^W/7 ̂ TLT^andR^ =<PA<&H . Therefore, 

(3.24) can be rewritten as: 

C < Cm = -^log2 det(IM(P+L) + rtr(D)(P r ®lM)(\P+L ® * A * / / ) T O F " ) (3.26) 

Our aim is to maximize CUB in (3.26) subject to the constraint on the total transmit power, 

i.e., t r(W rW/ /) < constant. Using Hadamard's inequality [23], it can be shown that we 

need T( I P + i ®0>//) = *9H(\P+L ® <D) = lM(P+L)or*¥ = (IP+L ®<D) . This identity ensures 

that the argument of the determinant function in (3.26) is a diagonal matrix. Therefore, 

the precoding matrix can be written as: 

Wr=(IP+i®<I>)L1/2r=diag(<I>E! /2r\) i=0,\,...,P + L-l (3.27) 
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where T,- is an arbitrary unitary matrix that has no effect on the system performance and 

therefore can be set to identity for simplicity. Therefore, Wy will be a block diagonal 

matrix with diagonal block W, = <l>L{/2r; and it proves the Lemma 3.2. 

• 

In other words, the selected linear precoding matrix WV consists of P+L eigen-

beamformers whose orthogonal beams point to the eigenvectors of the transmit 

correlation matrix, R/\ Furthermore, the diagonal matrices L/s are in fact the power 

loadings on each of the eigen-beamformers. 

The power loading policies across the eigen-beams can be obtained by substituting 

¥ = ( 1 ^ 0 0 ) in (3.26) as: 

max log2 d e t ( I w + i ) + ytv(D)(PT ®1M)(IP+L<8>A)Z) s.t. tr(E):constant (3_28) 

By solving the optimization problems in (3.24) using Karush-Kuhn-Tucker optimization 

conditions [56], power loading matrix £ can be found as: 

ex, = [ / u - ( r t r ( D ) ^ m o d , + / ) ) ^ m o d M ) r 1 ] + i = \,2,...,M(P + L) (3.29) 

where [x]+ =max[0,x] for a scalar x, <5,'s are the eigenvalues of transmit correlation 

matrix Rr, y. is the constant determined by the power constraint, and er, andjo^'s are the 

diagonal entries of £ and Pr, respectively. 

The capacity-approaching precoding design for uncorrelated channel paths can be 

summarized as follows: 

i) Eigen-decomposition of MxM transmit correlation matrix and calculation of 

entries of Pr. 

ii) Computation of the power coefficients by solving M(P+L) power constraint 

equations (3.29). 

iii) Construction of the precoding matrix based on (3.27). 

Figure 3.2 illustrates the resulting precoding structure that consists of P+L parallel 

precoders. In this case, each Mxl symbol vectors x[k(P+L)+i], i=\,2,...,(P+L-\), can be 

precoded separately using precoder W,. The resulting vectors are then can be stacked and 

transmitted through the channel, respectively. 
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Figure 3.1: Precoder structure for uncorrelated channel paths 

We now consider the case of uncorrelated channel paths with different spatial correlation 

matrices (described in subsection 3.1.3). The following Lemma specifies the structure of 

the precoder in this case. 

Lemma 3.3: The M(P+L)'xM(P+L) linear precoding matrix, WV, that maximizes the 

ergodic capacity in (3.18) for the channel model in (3.10) is a block diagonal matrix 

W r = diag(W,), with (P+L) optimal MxM-matrices W, =0> ;Lj /2r ; , where 17 s are 

M*M arbitrary unitary matrices, E,-'s are diagonal matrices, and O/s are the M*M 

unitary matrices resulting from eigen-decomposition of transmit correlation matrices 

Rr/s,/=0,l,...,(Z-l). 

Proof. Following the same steps as in the previous case, we can derive the ergodic 

capacity similar to (3.26), i.e., 

C<CUB =Uog2det(IM{P+L)+yRTW¥H)) (3.30) 

where R r=X(E / ) r (P.diag( t r (D ; ) )®IM )R rE
/ . Also, D; /=0,1,...,(Z-1) come from 

/=o 

eigen-decomposition of RR as RR = V/^D, V and Rr is defined in (3.11). 

Considering that R r =diag(0 ;A ;Of), i = 0,1,...,(P + L-1), and using the 

Hadamard's inequality, one can fmdT = diag(0 /), / = 0,1,...,(P + Z-1) . Therefore, the 

precoding matrix can be written as: 

W r =diag(0;)L1 / 2r = diag(<D,2:;/2ri), i = 0,\,...,(P + L-\) (3.31) 
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where T,- is an arbitrary unitary matrix that can be set to identity for simplicity. Therefore, 

the transmit precoding matrix Wr is also a block diagonal matrix with (P+L) optimal 

MxM-matrices W, = OiH)/2ri where 0 ; is one diagonal block of the eigenvector matrix 

p 

I 
/=o 

omT=^(El)T(Y.diag(tv(Di))mM)RTEl. 

Furthermore, the diagonal entries of L can be obtained from an optimization problem by 

setting,P = diag(0 /) in (3.30): 

maxlog2det(Iw + / i )+7'diag(A /)E) s.t. tr(E):constant (332) 

Solving (3.32) results in the power loading policy of transmit precoding matrix as follows: 

cr^[v-(yS{imodM)y
]J, i = \,2,...,M(P + L) (3.33) 

where er„ Si 's and pn's are the diagonal entries of E, \ t and P7-, respectively, and JU is the 

constant determined by the power constraint. 

In other words, when the spatial correlation matrices are not the same for different 

channel paths, the structure of the precoder is also block-diagonal and therefore it can be 

decoupled into (P+L) frequency-flat MxMprecoders, similar to Figure 3.2. However, the 

construction of the (P+L) precoders requires to solve the eigen-decomposition of an 

M(P+L)*M(P+L) matrix R r (or equivalently, L different transmit correlation matrices 

of size M*M), and hence, it is more complicated than the small (M*M) eigen-

decomposition for transmit correlation matrix Rr in the previous case of similar spatial 

correlation matrices. 

3.2.2. Correlated Channel Paths 

Similar to the case of uncorrelated paths, getting the expectation of general capacity 

equation in (3.14) is difficult. Instead, substituting (3.8) into (3.18) and applying Jensen's 

inequality, we can obtain an upper bound on the capacity, 

C<CUP =ilog2detJE{IM(/)+i )+rWr
/ /E7'(I /J+1®(R^ /2(8>R.f /2)GwRf2) 

(\P+l <E>R^/2G(R^/2 ®R!/2))EWr} 
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Our objective is to find the precoder matrix W7- in (3.34), which maximizes the upper 

bound on ergodic capacity under transmitted power constraint, based on the knowledge 

of only spatial (transmit and receive) and path correlation matrices at the transmitter. 

Theorem 3.1 provides the structure of the precoder in this scenario. 

Theorem 3.1: Let Wr be The M(P+L)xM(P+L) linear preceding matrix that 

maximizes the upper bound on ergodic capacity in (34) has the formWr = O L 1 / 2 r , 

where <& is a unitary matrix that can be calculated from Kronecker product of the 

p 

eigenvector matrices of transmit, RT and ^] (Ei ) r R p Ei where Rp is the path correlation 
/=o 

matrix, T is an arbitrary unitary matrix, El is a (P+L)x(P+L) column-shifting matrix, 

E i _ * — 
"/x(P+£-/) I/x/ 

\p+L-l)x(P+L-l) ^(P+L-l)xl 

•Nth 
and £ is a diagonal matrix with the (Mi+j) diagonal 

element found from c M + • / / - ( r t r ( D ) r r ^ r j i = \,2,...,M,j = \,2,...,(P + L),/u is 

a constant determined by transmit power constraint and r^' s and rp/ s are the 

p 

eigenvalues of transmit correlation matrix and ^ ( E i ) r R / J E i , respectively. 

Proof: Using the same procedure as in the previous case and applying the eigen-

decomposition of receive correlation matrix, one can derive an equation similar to (3.23) 

but involving the path correlation matrix, Rp, as follows 

C<CUB =l log2det£{Iw (^ ) + r t r(D)W/ /E r(I / 3 + , ®(R^2 ®R^ /2)) 

(1P+1 ®(R^ /2 ®R^2))EW7.} 

As mentioned in Section 3.1, in this case, we assume that the entries of G/'s are i.i.d. 

zero-mean complex Gaussian with V2 variance per dimension and the power of paths are 

taken into account in the diagonal entries of path correlation matrix. 

The second term in the expectation in (3.35) can be rewritten as a summation of P 

terms, i.e., 
_ p 

s 
_/=o 

C < Cm = -^log2 det(Iw(/J+£) + rtr(D) XCE'fCR^R^E' W rW r") (3.36) 
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It can be seen that ^ ( E ' f ( R ^ R ^ E * = 
1=0 

p 

^(E*) RpE* 
.1=0 

® R r = R p ( 8 ) R r 

Considering the eigen-decompositions of RP =(Ei) rR / JEi =<S>PAP®P and 

RT = O r A r O " and the fact that the eigenvector matrix of the Kronecker product of two 

matrices is the Kronecker product of their eigenvector matrices, the eigen-decomposition 

p 

of 2 ( E / ) r ( R p ® R r ) E / can be written as: 
/=o 

p 

XCE'^CR, ® R7-)E
/ - (9P ®<t>T)(AF ®AT)(^ <8>0^) 

1=0 

Applying Hadamard's inequality to (3.36) and using the eigen-

decomposition W r W^ = *FL*FW will give us an equation for the eigenvector matrix 1*: 

¥=<I>P <g>Or (3.37) 

Therefore, the optimal Wr structure can be derived as 

W r=(O f(g)<D r)L1 / 2r (3.38) 

where T is an arbitrary M(P+L)xM(P+L) unitary matrix. 

The selected linear precoding matrix Wr is an eigen-beamformer with orthogonal 

beams pointing to a matrix that is a function ofRP <S> RT. The diagonal matrix £ can be 

found via a power loading on each of the eigen-beamformers. Finding the eigen-

decomposition of RP ® RT is sufficient for calculation of optimal precoding matrix with 

a complexity close to the case of unequal spatial correlation matrices. 

The power loading policy across the eigen-beams can be obtained by substituting 

(3.37) in (3.36) as: 

max log2det(IM(/>+i)+^tr(D)AL) s.t. tr(E):constant (3.39) 

The elements of A are the products of the eigenvalues of Rr and R/>, and the solution to 

this optimization problem becomes a water-pouring policy [15] with power loading: 

°Mi+j =[^-(rtr(D)JM ,+ y .)"1]+ =[v-(rH»)rTirPjT
]J i = \..M,j = \..P +L (3.40) 

where aMi+j and SMi+J are the {Mi+j)x diagonal elements of L and A, respectively, rji s 
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and rpj s are the eigenvalues of RT and RP, and JU is a constant determined by the power 

constraint. 

• 

Therefore, based on the results of Theorem 3.1, assuming all matrices to be full-rank, the 

optimal precoding design is reduced to finding M(P+L) eigenvectors of the matrix 

R ? ® R r and M(P+L) power coefficients on each of the eigenmodes and can be 

summarized in four following steps: 

i) Eigen-decomposition of M*M transmit correlation, R r and (P+L)*(P+L) RP 

matrices, 

ii) Computation of the eigenvector matrix of precoder matrix, *P, based on the 

summation in (3.37). 

iii) Calculation of the power coefficients by solving M(P+L) power constraint 

equations (3.40). 

iv) Construction of the precoder matrix based on (3.38). 

It can be shown that, in the special case of uncorrelated equal-power channels paths, the 

first part of Theorem 3.1 will be reduced to Lemma 3.2 and the precoding structure can be 

decomposed into P+L similar M*M precoders, i.e., the case of uncorrelated channel 

paths with similar spatial correlation matrices is a special case. 

3.3. Numerical Results 

We will first investigate the effect of correlation on the capacity of MIMO systems with 

different numbers of transmit antennas and effective channel paths. Next, the achievable 

ergodic capacity of the spatial and proposed precoders over frequency-selective fading 

channels with different numbers of antennas and channel paths is evaluated. 

Although actual characteristics of correlation coefficients depend on various factors 

(e.g., channel power angular spectrum (PAS), angular spread and antenna spacing, 

propagation environment), as an illustrative example and for simplicity in simulation, we 

assume that the correlation is linearly decreasing with antenna distance, e.g., for a 4x4 

MIMO channel using ULA, we consider the following transmit correlation matrix: 
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1 p 0.5p 0.25/7 

R = P 1 P 0.5p 
T 0.5p p 1 p 

0.25p 0.5p p 1 

where p is selected to be 0.5 and 1 for partial and full correlation, respectively. 

Figure 3.3 illustrates the effects of spatial and path correlations on the capacity of a 

MIMO channel with equal-power paths, vV=2, M=2, 4 and Z=2, 4 and P=6 when 

precoding is not used. In general, the ergodic channel capacity is increased with L, but is 

greatly reduced as correlation is increased. Furthermore, increasing the correlation also 

reduces the capacity increase due to increased L. For example, in the case of full 

correlation, the three capacity-versus-SNR curves for different values of L are almost the 

same. This can be explained by the fact that full correlation reduces the channel matrix 

rank and hence, the number of independent eigen-modes of the channel. This is 

equivalent to reduction in the number of effective parallel channels and hence in the 

channel capacity. Figure 3.3 also indicates that the increase in the number of transmit 

antennas, M, does not have any major effect on the capacity because it is known that the 

capacity in a MIMO system is proportional to the minimum number of transmit and 

receive antennas, which is JV=2 for all capacity-versus-SNR curves. 

Figure 3.4 shows the capacity-versus-SNR curves for three systems: (i) without 

precoding, (ii) with spatial precoder, and (iii) with the proposed precoder, when no path 

correlation exists in the channel but the transmit antennas are fully correlated. Without 

path correlation, as previously discussed in Section 3.1, the proposed precoder structure 

can be decomposed into L similar spatial precoders. The results confirm that the 

proposed and spatial precoders have the same performance. Also, the capacity gain 

provided by the precoders is increased with the dimension of the uncorrelated channel, M 

andZ,. 

Figure 3.5 shows the ergodic capacity of a partially correlated channel for two 

different values of M and L (2 and 4). The simulation results indicate that the proposed 

precoder outperforms the spatial precoder and achieves better capacity with increased 

numbers of channel paths and transmit antennas. Furthermore, the gain in achievable 

capacity of the proposed precoder is increased with larger values of L and M due to the 
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mitigation of path correlation by the proposed precoder, e.g., as compared to the spatial 

precoder, at SNR=10dB, the proposed precoder provides a capacity gain of about 10% 

for M=L=2, and 25% for M=L=4. 

Figure 3.6 shows the capacity for the cases of full spatial and path correlation. In 

general, compared to the results in Figure 3.5, the achievable channel capacity is reduced 

due to increased correlation at high SNR. However, the proposed precoder still provides 

large gain in the achievable channel capacity as compared to the spatial precoder and 

system without precoding. As shown in Figure 3.5 and Figure 3.6, this gain is larger with 

increased values of L and Mand increased correlation. 
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Figure 3.3: Ergodic capacity with different correlation levels and numbers of transmit 
antennas and channel paths 
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Figure 3.5: Ergodic capacity with partially correlated transmit antennas and channel paths 
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Figure 3.6: Ergodic capacity with fully correlated transmit antennas and channel paths 

3.4. Chapter Summary 

In this chapter, we proposed a precoder structure for MIMO systems in a frequency-

selective fading environment, based on the knowledge of transmit and receive antenna 

and channel path correlations. Optimum precoding designs to maximize the ergodic 

capacity under constraint on transmitted power were developed for three different cases: 

uncorrected channel paths with similar spatial correlation, uncorrected channel paths 

with different spatial correlation, and correlated channel paths. The precoder structures in 

the cases of uncorrected channel paths are composed of P+L parallel precoders for 

frequency-flat fading channels. The power assignment to each precoder and the power 

allocation over the eigen-modes of each precoder was calculated based on the power of 

channel paths and eigenvalues of transmit correlation matrix. In the case of correlated 

channel paths, the precoder structure is in fact an eigen-beamformer with the beams refer 

to the eigenvectors of the Kronecker product of path and transmit correlation matrices. 

Furthermore, the power allocated to each eigen-mode can be obtained from a water-

pouring policy which is specified by the product of eigenvalues of transmit antenna and 

path correlation matrices. 
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Simulation results for MIMO systems in a frequency-selective fading environment 

with different scenarios indicate that the proposed precoder can increase the system 

ergodic capacity in presence of spatial and path correlations and its offered capacity gain 

is increased with the level of correlation and numbers of antennas and channel paths. The 

effectiveness of the proposed precoder is more pronounced in the environment with 

severe spatial and path correlation. 
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Chapter 4 

User Selection and Precoding in Point-to-
Multipoint Systems1 

4.1. Multi-user System Model 

In this chapter, we investigate downlink precoding schemes that can achieve the capacity 

of a MIMO broadcast channel in which a multiple-antenna transmitter communicates with 

a number of mobile units, based on the assumption that the transmitter just has a partial 

knowledge of users' channels. 

Our study shows that a careful selection of channel side information is very important 

in the sense that it can reduce the feedback cost and transmit complexity while still 

provides a considerable performance. We propose a zero-forcing transmission scheme that 

uses only partial channel information with low feedback load and also facilitates the 

algorithm of selecting the best users at the transmitter. The proposed scheme achieves the 

same ergodic sum capacity growth rate as that of dirty paper coding (DPC) [60] with 

reduced feedback load and algorithm complexity. 

Furthermore, by distributing the processing loads among users communicating in the 

network, the proposed scheme greatly relaxes the feedback load needed to calculate the 

optimal precoding vectors, and the complexity of selecting the best user algorithm at the 

transmitter. This reduction in feedback overhead and complexity as compared to other 

1 This chapter has been partially presented in [92] and [93]. 
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schemes is increased with the number of users and/or transmits antennas and hence, makes 

the proposed scheme a desired candidate for distributed network management systems. 

Four different strategies for user selection, power allocation and precoding are 

proposed. Each of these strategies is suitable for a specific propagation scenario and 

channel condition. However, as the structure and algorithms of all of these schemes are 

identical with minor difference, it is possible to implement all of them at the base station 

and switch amongst them when necessary. This gives a degree of robustness to the system 

that can cope with channel impairments and changes. 

We consider a broadcast system using a transmitter with M transmit antennas to serve 

n users, each with Nt antennas (i = 1, ..., n). The channel matrix for user / can be 

represented by an N^M matrix H, whose entries are assumed to be Gaussian with zero 

mean and unit variance. At time instant k, the Mx\ transmit vector s to different users has 

a constrained power, i.e., E{ssH} < P and the JV,-xl received signal vector for user i is y„ 

we can then write: 

y, =H,.s + n;. i = \,2,...,n (4.1) 

where n/ is the JV,xl additive white Gaussian noise sample vector for user /. Using 

precoding, the transmitted vector s is a linear combination of transmitted symbols for each 

user s„ 

i=\ i=l 

where W„ s, and Pt are the M*Nt precoding matrix, transmitted symbols, and allocated 

power for user i, respectively. For simplicity, in the following discussions, we assume Nt 

=1, i = 1, ..., n. The received signal for the /th user can be represented as 

where the second term is due to the interference from other users. The bold-faced, lower­

case symbols in the equation denote vectors corresponding to the case of N,=l. Our 

objective is to find the set of precoding vectors to maximize the achievable sum rate, i.e., 
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r .1. |2 

/?= max £ log( l + - ; | ' ; | 

"'nZKf-^ <=i 1+ y -P-
J h,w,. 

(4.3) 

4.2. BC Capacity and Zero-Forcing Precoding 

The sum rate capacity of a BC channel achieved by DPC approach has been shown to be 

[59], [61]: 

n 
c
Sum=RDPc= m a x logdetCI + X ^ h f 1 1 / ) 

,2>," '-' (4'4) 

which is in fact the capacity of the dual MAC channel. Note that ofs are not the same as 

Pi's in (4.3). In [63], it has been shown that when the number of users (n) is large, the 

ergodic capacity asymptotically scales like M log log n. In other words, the ergodic 

capacity can be written as: 

lim E{Csum} = E{RDPC} = M log (1 + • £ log n) (4.5) 

i.e., in the limit, it can provide a diversity order of log n compare to a single user system. 

Also, a linear increase in the capacity is achieved by increasing the number of transmit 

antenna (M). It can be seen from (4.5) that a scheme allocating an average power of 

(P/M)logn to each of M best users via M independent paths (subchannels), can provide the 

same ergodic capacity as the DPC and hence, is asymptotically optimal. 

On the other hand, although sub-optimum, zero-forcing scheme can provide M parallel 

(independent) sub-channels from transmitter to M users by selecting the precoding 

vectors, w/s, such thath^w^ = 0 (/ * j) (i.e., no interference from other users). Since the size 

of h,'s is \xM, there will be at most M precoding vectors that can satisfy the above 

equations. Therefore, at most M users should be selected among n available users. Let 

S c {\,...,n}, \S\ < Mbe a subset of user selected for transmission. By suitable selection of 

precoding matrices , there will be M independent sub-channels and hence the achievable 

rate can be written as: 

The easiest selection of W/ is such that W(S) is the pseudo-inverse of H(5) where W(S) is a matrix that is composed of 
the precoding vectors in S and H(S) is the channel matrix whose columns are composed of channel vectors of the users 

in S, i.e. W(5,) = H t(5) 
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RZF(S) = max £log(l + V5) 
^ 2 > , ^ te5 (4-6) 

where A, is the ith sub-channel gain. Furthermore, Pi's can be found via a water-pouring 

process as Pt = [v - A[l ]+ where [x]+ =max[0,x] for a scalar x and the constant v is such that 

the power constraint P is satisfied. 

Note that there are different possible selections of user subsets. Achievable sum rate of 

optimum zero-forcing is defined as [66]: 

RZF =max RZF(S) (AJ) 

where S c {1,..., n) \S\<M. The optimal solution may need a lengthy and complicated 

exhaustive search of all possible user subsets for zero-forcing schemes. Furthermore, 

required knowledge of instantaneous channel vectors (full channel information) at the 

transmitter may need a large amount of channel feedback load. This limits the application 

of optimal zero-forcing method to simple cases with small number of users. In [66], it has 

been shown indirectly that in the limit of large number of users (n), the zero-forcing 

beamforming scheme can provide a sum rate equal to that of DPC in (4.5), i.e., 

E{RZF } = M log(l + • £ log n) = E{RDPC } (4.8) 

M 

An appealing sub-optimum zero-forcing scheme with simple selection of M best users was 

discussed in [66]. However, it still needs full channel knowledge at the transmitter with 

potentially high complexity and feedback load in real wireless applications. 

By increasing the number of users in the network, it is more likely that there exists a 

subset of M users such that a linear precoding scheme (like zero-forcing) can achieve the 

sum rate capacity of the system. In other words, for a large user population, different sub-

optimum zero-forcing algorithms have similar asymptotic performance, and hence, 

complexity becomes the key selection factor. This chapter mainly focuses on how to 

reduce the processing and feedback load in selecting the best M users with as much as 

possible orthogonal channels to maintain the asymptotic gain of log log n over ergodic 

capacity in (4.8). 
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4.3. Partial Knowledge Zero-Forcing Scheme 

Assume that transmitter and all users have a predetermined known orthonormal basis3 

U = (u,,u2,...,uM) of size M (e.g., standard basis forCw). We will discuss the selection 

of this orthonormal basis in Section 4.5. 

Now, we consider two different strategies: power user selection (PUS) and 

normalized user selection (NUS). In the first strategy, at the start of each transmission 

period, each user calculates the projections of its channel vector on each of the vectors in 

orthonormal basis (u,), i.e., for/h user, the projection on *,th vector is: 

r„=(h y ,u j )
2=|h,u, / ' | 2 ; \/i:l..M j:l..n (4.9) 

While in the second strategy, each user calculates the norm of the projections of its 

channel vector on each of the vectors in orthonormal basis, i. e., 

-2 2 
ry=\hj\ (h, ,u,) =|h,|~ hyuf ; \/i:\..M j:\..n (4.10) 

Next, in both strategies, each user then sends its maximum yy along with its index to the 

transmitter, i.e., 

Yj = max ytJ ; a^ = arg max yy (4 j 1) 

Transmitter then easily selects the best user over each of the orthonormal basis by finding 

the maximum yj over those users. Assume that the indices of users for which ccy = / are 

saved in a set S(i). Therefore, 

Yt,™* = max 7j V/:1...M (4_12) 

The transmitter selects these M users as the winner users and asks them to send back their 

channel vectors (in total M vectors of size M><1). It then selects the precoding vectors. For 

selection of precoding vectors we also consider two different precoding schemes: 

opportunistic precoding (OP) and channel-aware precoding (CAP). In opportunistic 

precoding, as its name implies, the transmitter does not know the channel vector of 

selected users and therefore transmit in the direction of orthonormal basis, i.e., 

w,=u , V/:1...M (4.13) 

3 A „ _ . . , : „ . . . u l :c w, .• ..H.. _ ! ' l~J 1 A set U is orthonormal if VJ, / u, u, 
' 7 0 i*j 
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where w,'s are the Mprecoding vectors associated to each of the selected users. Sending 

users' signals at the direction of orthonormal basis clearly produces zero interference. 

Therefore, opportunistic precoding can also be referred as interference-minimizer 

precoding. Maximum sum-rate of the users can then be written as: 

M p 

^ = E0+—— ir 7) ,=i M M 2> (4.14) 

In the limit, a large number of the channel vectors of M selected users are in the direction 

of orthonormal basis with high probability. Therefore, the sum rate can be rewritten as: 

M P 

(=1 M 

2 M p 
ROP = I l og ( l + — k u f ) = I l o g ( l + — |lm,| ) (4.15) 

i=\ M 

(4.15) is the direct result of (4.14) and the fact that in opportunistic precoding there is no 

interference between users. In channel-aware precoding transmitter does know the 

selected users' channel vectors and selects the precoding vectors as the normalized vector 

of users' channel vectors: 

w,. =|h,.|_1h;. Vz:l...M (4.16) 

where the best M users in (4.14) are indexed from 1 to M. In this scheme, we target 

maximizing received SNR. It is easy to see that by sending at the direction of selected 

users' channel vectors, we maximize the receive SNR of each user regardless of 

interference introducing to other users. Therefore, channel-aware precoding can also be 

called SNR-maximizer precoding. Again, the idea behind this scheme is that each channel 

vector of M selected users is almost in the direction of one of the basis vectors; hence their 

channel vectors are near-orthogonal to each other. This orthogonality increases with 

increased number of users in the network. In the best case when the selected channels 

compose an orthogonal set, the following rate is achievable: 

RCAP=umx 2 > g ( l + />|h,|2) s.t. ^ <P (4.17) 
Pi i=\ i 

The set of M power loading values P,'s are selected based on waterpouring 

as J) = [v - |h; I ] + . Obviously, other users have zero power. 
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We can therefore, distinguish between four different user selection and precoding 

strategies: PUS-OP, PUS-CAP, NUS-OP, NUS-CAP. The features of each of these 

schemes have been summarized in Table 4.1. Regarding fairness, as PUS selects users 

based on the maximization of projection of their channel vectors over orthonormal bases, 

it is more likely that users with strong power (i.e., users near base station) are finally 

selected. Therefore, the issue of fairness is not considered in PUS while it is not the case 

in NUS scheme. Note that we will elaborate the performance and specifications of each 

scheme more in Section 4.6 when we present numerical results. 

Scheme 

PUS-OP 

PUS-
CAP 

NUS-OP 
NUS-
CAP 

channel 
knowledge of 

all users at 
Tx 

No 
No 

No 
No 

channel 
knowledge of 

selected users at 
Tx 

No 
Yes 

No 
Yes 

Power 
alocation and 
waterpouring 

No 
Yes 

No 
Yes 

Fairness 

No 

No 

Yes 
Yes 

Interference 
between 

users 

No 

Yes 

No 
Yes 

Table 4.1: Features of user-selection/precoding strategies 

4.4. Asymptotic Performance of Zero-Forcing Scheme 

In this section, we investigate the asymptotic performance of NUS user selection schemes. 

Since the analysis of PUS scheme is also very identical to CAP, for the sake of brevity, we 

do not discuss it here. 

For any two arbitrary vectors a and b, we define the following orthogonality measure: 

e(a,b) = l - a"b|2|a|"2|b|"2 (4.18) 

Clearly, for a close to b, s(a,b) tends to zero. For the best user channel h, in the direction 

of basis vector ii;, we have: 

. . .xlM,"'2' st = f (h / , u / ) = min£ ,(hy,u;) = l -max hyuf (4.19) 
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Lemma 4.1: For large number of users, the cumulative distribution function (cdf) 

function of ei (i: \..M) is linearly increased with n, i.e., V7: Fs (x) = Vx{st <x)U 0(nx). 

2 
hyU, H 

are i.i.d. over i and Proof: Since U is an orthonormal set, the random variables 

2 2 

j with x (2) distribution. As hy is the sum of square of M Gaussian random variables, it 

is %2(2M) distributed. It follows that the probability density function (pdf) and cdf 
of t„ = v." - 2 

are, respectively, 

M-\0-y 
/ , ( * ) = ^ye"yx.-——*> - Mn + - r ( M + 1 ) dy = M(\ + x) 

and 

F/(JC) = 1 - ( 1 + X ) " M . 

Hence, the cdf of et is 

F £ ( x ) - P ( ^ < x ) = J P(maxr ( ,> l -x ) - l -F , ' , ( l -x ) = l - r i - ( 2 - x ) - M T 
j L J 

For small x, the right hand side of (4.22) can be approximated as 

FS) (x) «1 - [l - 2~M (1 + 21_M Mx)J ~ 2l~2M Mnx D 0(nx) 

for any et (i:\..M). 

(4.20) 

(4.21) 

(4.22) 

(4.23) 

Lemma 1 indicates that the probability of ei smaller than a specific small value increases 

linearly with the user population, n, and the best users' channel vectors become more and 

more orthogonal to the basis directions (vectors). One can also say that by increasing the 

number of users, it is more probable that there would be M users with each channel vector 

very close to the direction of a basis. The following Lemma sheds some light on this fact. 

Lemma 4.2: For large number of users, the probability that a user has the largest 

channel vector projection among all users on two or more directions is linearly 

proportional to \ln. 

|2 
Proof. From Lemma 1, the squared projections, hjU, H are i.i.d x (2) -distributed 

variables over / and j . Among them, let Y„ and XMA denote the largest of the whole 
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population of n users, and the second largest of the selected set of M users, respectively. 

A user has the best channel for two basis vectors if its second largest squared projection is 

larger than the squared projections of all other users for this specific basis vector. The 

probability of this event is: 

P{XM_x>Yn) = \-^{\-Fx{x))F^\x)nfx{x)F"x-\x)dx (4.24) 

where Fx (x) = 1 - e"x and fx (x) = e~x are cdf and pdf of a x2 (2) random variable. 

Therefore, 

-l 

P{XM_x>Yn) = \-^n{\-e-x) -x\n+M-2 -2x dx • 1 + -
M 

(4.25) 

The right hand side of (4.22), behaves like 0(1/«) when n is larger than M. 

The following Lemma guarantees that the proposed NUS-CAP method performs always 

better than opportunistic zero-forcing precoding (OP) in which M orthonormal vectors are 

selected randomly at the transmitter and the best users are selected for those random 

vectors. Transmitter then sends the information to the best M users on those random 

orthonormal vectors. 

Lemma 4.3: The proposed NUS-CAP zero-forcing method with equal power allocation 

always performs better than NUS-OP zero-forcing precoding. 

Proof: Consider st (z:l..M)in (4.19). Assuming equal power allocation, from (4.15) 

the average sum rate for the defined NUS-OP zero-forcing precoding can be written as: 

M 

R, 
P 

o, - £ { ! ( ! + — 
/=i M 

hp, H 

M 

1 + 1 
j=Ui 

H htUj /=I M\ + et 
(4.26) 

The last equality results from the fact that u;'s are orthonormal. Our proposed NUS-CAP 

scheme, however, is based on the distance of the best users' channel vectors, i.e. 

h ; U » 
H (i:\..M;j : 1: M)and can be found in terms off, (/: 1 ..M). It is easy to check that 

on average: 

h < h , 
r - l ZM-'efi-e,) V/:1..M (4.27) 
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Therefore, considering equal power allocation (no water-pouring), the average sum rate of 

NUS-CAP scheme is: 

I wl2 

M_ p h,h" M p j 
RCAP=E{YQ + IT^ )} = E{Y(l + )} r4,m 

htf 

From (4.26) and (4.28), as 1 - sl,11 + st < [1 + et (1 - ei )]_1, the average sum rate provided by 

the NUS-CAP scheme is always greater than that of NUS-OP zero-forcing. 

• 

Note that in the proof of Lemma 3, we considered equal power allocation on basis vectors, 

while if we apply the water-pouring in (18), NUS-CAP scheme performs much better than 

random zero-forcing scheme. Now, we prove that our scheme is optimum for large 

number of users. 

Theorem 4.1: In the limit of large number of users, the NUS-CAP partial knowledge 

zero-forcing precoding approach proposed in Section 4.3 can achieve an average sum rate 

equal to that of DPC strategy in (4.5), i.e., 

E{RP} = Mlog(l + — logw) (4.29) 

M 

Proof: Based on Lemma 3, it is sufficient to show that the discussed NUS-OP zero-

forcing precoding scheme can achieve the rate in (4.29). As the proposed NUS-CAP 

precoding scheme always outperforms NUS-OP zero-forcing scheme, it turns out that it is 

capable of achieving the rate in (4.29) in the limit of large n. 

Based on the results from extreme value theory in [63], 

max ty = max *J< 
-2 

behaves like log n + 0(log log n). Therefore, from (4.18) and 

(4.25), the average sum rate of the NUS-OP zero-forcing precoding for large n 
M P 1 P 

UmRmnd=limE{J](l + — ( l)} = Mlog —(1 + log/i) (4.30) 

As the NUS-CAP scheme always outperforms NUS-OP zero-forcing precoding, from 

Lemma 3, it can achieve the sum rate in (4.30). 
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Note that in the proof of Theorem 4.1, we assumed that the available power is distributed 

equally among M precoder vectors (sometimes called directions). In practice, as 

mentioned in Section 4.4, we apply a standard water-pouring to achieve to optimum power 

breakdown. However, as the proof shows, using equal powers on all precoder vectors is 

also asymptotically optimal (when the number of users is large). 

4.5. Feedback Load, Complexity and Design Issues 

In this section, we briefly discuss the practical considerations and design issues for our 

proposed schemes. We show that the proposed schemes can be applied with very low 

amount of feedback load and transmitter complexity compared to that of full channel 

knowledge schemes. At the end of this section, we briefly point out the selection of basis 

vectors set U. 

4.5.1. Feedback Load 

Consider a BC system using a transmitter equipped with M antennas to serve n single-

antenna active users. For schemes based on full channel knowledge such as DPC, optimal 

zero-forcing described in Section 4.3, and the zero-forcing scheme proposed in [66], at 

any transmission period, 2Mn real values should be fed back to the transmitter. On the 

other hand, the proposed CAP scheme based on partial knowledge scheme initially needs 

only n integer indices of the best basis vectors and n real best projections of the users' 

channel vectors and only 2M2 for the best M users channel vectors after initialization. 

Therefore, in total, it needs n+2M2 real and n integer values. Clearly, the proposed scheme 

requires much lower feedback load, especially at large number of users. 

It is also possible to exclude bad users (those are not near-orthogonal to any of the 

basis vectors) from channel information feedback. Similar to the idea in [63], we can 

define a threshold value and if a user has its maximum channel vector projection below 

this threshold, it is considered as a bad user. 

Lemma 4.4: At the limit of large number of users, for each of the basis vectors, there 

exists at least one user / with its channel vector h, satisfying max 
i=\..M 

Proof. Based on Lemma 2, for large number of users, n, it is not likely that a particular 

user can be the best one for two or more basis vectors. Hence, maximization over a set of 

hyu; 
H > log n. 
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users that have the maximum projection on a specific basis vector is equivalent to 

maximization over all users for that particular basis vector, i.e., 

max 
j=\..n 

M? 
2 

= max »x 2 

As h , < 

V/ = 1..M. (4.31) 

are %l (2) distributed random variables, by applying the extreme value theory 

H 2 

[63], for any i, max h u, and its average behave like log n at large n. Therefore, there is 

always at least one user with channel satisfying 

>logn = Atr V/:1..M (4.32) 
max|h ,.uf 

for all basis vectors. 

J*S«)I ' ' 

Lemma 4 indicates that a good threshold value is Atr = log n. Using this threshold, the 

feedback load can be expressed as «Pr{^ > Atr} (z: l..M)real and integer numbers. Note 

that, in practice Pr{Ar > Atr} is much smaller than 1 and therefore, inserting this threshold 

value decrease feedback overhead dramatically. 

4.5.2. Complexity 

The proposed NUS-CAP scheme which is the most complex amongst four schemes just 

needs n comparisons at the transmitter and M projections and M comparisons at each user 

while DPC, optimal and suboptimal zero-forcing schemes are much more complex. For 

example, the zero-forcing algorithm proposed in [66], needs almost 

^.=l(n-Y)(i + \)> nM(M+ Y)/2 projections and nM comparisons at the transmitter to 

find a near-orthogonal channel vector set. In other words, the proposed NUS-CAP method 

has a much lower complexity than the other optimal and sub-optimal schemes, and also 

distributes low processing among users in the system. 

4.5.3 Selection of Basis 

As mentioned at the beginning of Section 4.4, the set of orthonormal basis U, can be 

generally any arbitrary orthonormal basis inCM and as shown in Section 4.5, the proposed 

schemes can still work fine. However, orthonormal basis can be optimized by a very 

minor increase in the feedback load from active users to the transmitter. 
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Let assume that instead of just one predetermined orthonormal basis, we have a 

number of k bases, U1, U2, ..., U*. Both the transmitter and users know these bases. Each 

user calculates its channel vector projections onto each of these bases vectors and reports 

the best value along with the indices of this basis and its own basis. This requires one real 

and two integer numbers (instead of one real and one integer). From the reported 

information, the transmitter selects the orthonormal basis, corresponding to M users with 

the best orthogonality measures. As an illustrative example, consider M=2 and two 

orthonormal bases to select. If we select the first one as standard basis for C2 , 

i.e.,U' ={(1,0),(0,1)}, the other one should be the one whose vectors are as much non-

2 1 1 
orthogonal as possible to the standard basis, i.e., U = {—^=(1,1),-j= (1,-1)}. Similarly, if 

V2 V2 
we want to select three orthonormal bases, a reasonable choice is U1 = {(1,0),(0,1)}, 

U2 = {(a,b),(b,-a)} and U3 = {(b,a),(a,-b)} wherea = 0.5,6 = V3M . 

The same approach can be applied for larger M and larger number of orthonormal 

bases. Increasing the number of orthonormal bases can greatly improve the performance 

of the proposed schemes at the cost of a slight increase in the feedback overhead. More 

precisely, using k different orthonormal bases, the probability in (4.23) is linearly 

increasing with almost nk (instead of n) and the probability in (4.25) is linearly 

proportional to link (instead of \ln). It means faster orthogonality rate by increasing the 

number of users and hence, the proposed schemes become optimal at lower number of 

users. 

4.6. Numerical Results 

In this section, we examine the ability of zero-forcing precoder schemes in terms of 

ergodic capacity by means of simulation. We also compare the complexity and feedback 

overhead of the proposed precoding schemes to that of DPC and full knowledge based 

zero-forcing precoders. 

We consider a four-antenna transmitter (M=4), for all simulations. Besides, for our 

schemes we just consider one basis vector set. First, let compare four different schemes in 

two different scenarios; i.e. in low and high average users' channel power. Figure 4.1 
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shows the sum rates of different user selection and precoding schemes in two low and high 

SNR regimes. By SNR regimes we mean the channel SNRs averaged over all available 

users' channels. As shown, while PUS selection strategy works better at low SNRs, NUS 

strategy outperforms it at high SNR regime. Therefore, one can conclude that when the 

average users' SNR is high, it is more reasonable to use NUS selection scheme while in 

low average SNR, PUS is more beneficial. Also, consider that at very fast fading 

environment, it would be more desirable to use OP rather than CAP schemes. Based on 

this discussion, the diagram in Figure 4.2, gives us an idea how to select between different 

schemes. Note that, because of similarity of structure and algorithms, it is possible to 

switch between them in a real time system. In other words, when fading is very fast the 

system uses OP schemes and in slow fading environment switches into CAP schemes. On 

the other hand, in high quality channel, it works in NUS regime while in poor-conditioned 

channels it switches into PUS regimes where users' channel power becomes a very 

important and significant factor. 

Next, we simulate the feedback load, complexity and performance of our scheme and 

compare it with that of optimum and sub-optimum schemes. In Figure 4.3, the feedback 

load of the schemes for different number of users (n) is illustrated. As shown, our CAP 

schemes needs much lower amount of feedback compared to full channel knowledge 

based schemes and this difference in feedback overhead increases with the number of the 

users in the system. For comparison, it has been compared with the precoding scheme 

proposed in [63]. At large n, it needs the same amount of channel feedback as that of [66]. 

Figure 4.4 shows the complexity of different schemes in term of the number of CPU 

operation needed to finish the optimization tasks. Complexity of NUS-CAP scheme grows 

linearly with the number of users compared to optimal zero-forcing and DPC that their 

complexity is exponentially increasing with the number of users. Besides, NUS-CAP 

scheme needs less CPU clock compared to the full channel knowledge based zero-forcing 

in [66]. 
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Figure 4.1: Comparison of sum rates of different precoder schemes in different SNR 

regimes 
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Figure 4.2: Selection guideline based on average power and fading coherence time of the 

channel 
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In Figure 4.5, achievable sum rates of different precoding schemes are compared with 

each other for different number of users. We assume a fixed available power of P=10dB at 

the transmitter. Different schemes considered are random user selection (M users are 

selected randomly each time), scheduling zero-forcing discussed in [66], random zero-

forcing (OP) scheme proposed in section 4.5, NUS-CAP precoding scheme, full channel 

zero-forcing scheme in [66], optimal zero forcing described in Section 4.3 and dirty paper 

coding. Due to high level of complexity, the sum rate of DPC and optimal zero-forcing 

has been just depicted for small number of users. As shown, NUS-CAP scheme is better 

than the schemes need partial channel knowledge. Furthermore, the achievable sum rate of 

our scheme is close to that of full channel knowledge based schemes and the rate of 

growth is the same as that of optimal schemes at the limit of large number of users. Note 

that, NUS-CAP scheme works better in high number of users; however, by increasing the 

number of basis sets it is possible to compensate this drawback in low number of users. As 

mentioned we have just considered one basis vector set for our proposed schemes. By 

increasing the number of basis sets, our schemes perform better even when the number of 

users is small. 

i i i i i i i i i i i i i i i i i i 

101 i o 3 1 0 3 10* 
Number of users (n) 

Figure 4.3: Feedback overhead comparison of different schemes with M-\ 
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4.7. Chapter Summary 
In this chapter, we investigated the design of a partial knowledge based precoder scheme 

for broadcast MIMO systems. By partial knowledge we mean that the transmitter does not 

have the instantaneous channel realizations of all active users in the network. This 

assumption arises because of the fast changing nature of real wireless channels that makes 

full channel knowledge difficult to obtain at the transmitter. 

We proposed different combined user-selection/precoding schemes with no or small 

amount of channel feedback and low complexity of algorithms, which can achieve the 

performance of schemes based on full channel knowledge in the limit of large number of 

users. More precisely, it was shown that the ergodic capacity offered by the proposed 

schemes can achieve the same growing rate with the number of users (log log n) as that of 

DPC and optimal zero-forcing precoding. Note that, regardless of the complexity of these 

optimal algorithms and the time takes the transmitter executes them, they also need a large 

amount of channel feedback overhead, which makes them and similar approaches difficult 

to implement in real wireless communication systems. 

The ability of proposed schemes in achieving optimality in terms of ergodic capacity 

growth rate was demonstrated by analysis and simulation. It was shown that, by 

increasing the number of users, the proposed methods need lower amount of feedback 

and processing load as compared to others. Moreover, in comparison to each other, each 

of the proposed schemes provides the best performance in different propagation scenarios 

and SNR regimes. As the proposed schemes share the same basic structure, it is possible 

for the base station to switch between them in order to adjust with the physical 

propagation environment while necessary. This fact also gives a degree of freedom and 

flexibility in the design of the system and also provides more robustness in compensating 

for channel changes. 
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Chapter 5 

Relay Selection and Precoding for Cooperative 
Relay Systems1 

5.1. Relay System Model 

We consider a relay system composed of one single-antenna transmit (source) node, a 

number of single-antenna relay nodes and one multi-antenna receive (destination) node 

with n antennas. We assume that all terminals are half-duplex; i.e. they can both 

transmit and receive at different times but just one at a specific time. 

Considering this setup, the operation of the system can be described as follows. 

First, source node transmits a symbol block of length l\ symbols to the destination as 

well as the relays. This step takes l\ symbol blocks to complete. In the second 

transmission interval (of length h), each relay sends a part of the information to the 

destination. Note that in the second interval, all the relays transmit simultaneously. 

We assume block (quasi static) fading channels over blocks of length /) + l2 with 

the channel coefficients are assumed to be Rayleigh distributed. It means that they are 

fixed during the coherence interval of l\ + h but change from one interval to another. 

Depending on the nature of the block fading in the channel, quality of source 

destination channel and number of available relay nodes, source node can cooperate in 

the second interval or not. Mainly, if the quality (in term of receive SNR) of the source 

destination channel is high it might be beneficial that source also participates in 

transmission during the second interval and therefore transmits during the interval of 

length /] +12. On the contrary, if the direct channel quality is poor and sufficient relay 

1 This chapter has been partially presented in [94]. 
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Figure 5.1: Transmission frames for AF cooperative system: (a) source cooperates, (b) 
source remains silent in the second transmit interval 

nodes are available in the system it is meaningful that source remains silent during the 

second interval. 

The diagram of transmission of the system during two subsequent intervals of 

length h and h is illustrated in Figure 5.1 for two different scenarios discussed above. 

While in the former, source node also collaborates in the second interval; in the latter, 

it remains silent. Note that the number of relays in two scenarios is different. It is 

because in the first scenario source node also plays the role of one of the relays in the 

second interval. In this chapter, we consider the first case and assume the source also 

cooperates in the second interval, however, most of the derivations and results can be 

applied to the later case with slight modifications. 

Let assume at any transmission interval and based on a specific criterion K relays 

are selected amongst all available relays. The system model in the first transmit 

interval can hence be written as: 

.J 
Y ^ M ' + N , (5.1) 

where x = [x],x2,...,xl f is the /ix 1 transmit vector, Y, and N) are the n*/, receive and 

noise matrices in the first transmit interval, respectively and h0 is the «xl source 

destination channel vector. Elements of channel vector and noise matrix are assumed 

to be circularly symmetric complex Gaussian random variables. In the second transmit 

interval: 

K 

Y2=h0x0
r+Xh /A(g,x;+v(.) + N2 (5.2) 

i=i 
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where Y2 and N2 are the n^h receive and noise matrices in the second transmit interval, 

respectively; g/ and v, are the channel gain and the noise corresponding to the channel 

between source node and the z'th relay and h, is the channel vector corresponding to the 

channel between /th relay and destination nodes. Moreover, x, (i:0..K) are 

/2><lvectors each contains a portion of transmit vector x in (5.1). We assume that all 

relays (including source node) participate equally in the transmission and each symbol 

is relayed once. Therefore, h= l]/(K+\). 

In (5.2), Pi is the repetition gain of the z'th relay node and assuming an average power 

limitation of P, and noise power of No at relay, it can be selected as [35]: 

/?,< — j - 5 (5.3 ) 

This selection can satisfy the power criterion at each node with high probability. If 

there is a total power constraint over all relays, the repetition gains should be jointly 

optimized to optimize a performance measure while satisfying the power constraint. 

This problem is however, out of the focus of this chapter. We therefore consider /?,'s 

coefficient to be inside channel vectors h;'s and omit them in analysis for brevity. 

5.2. Relay Selection 

In order to develop a transmission scheme based on the model in Section 5.2, the 

first step is to select the relays. In that, a natural question is what the optimum number 

of the relays is. In any system, the number of candidates for the relay nodes would be 

more than the necessary numbers. For example, in an MA system, the number of idle 

user terminals that can help the specific source node (user) to transmit its signal is very 

large. The same thing applies to ad-hoc and sensory networks where the density of 

nodes is normally very high. 

To answer this question, we suggest the use of multiplexing-diversity trade-off [68] 

in relay systems. Using this tool, it is possible to specify the optimum number of relays 

for any specific rate. To this end, let us first give a formal definition of multiplexing 

and diversity gain [68]. 

Definition: A transmission scheme is said to achieve spatial multiplexing gain r and 

diversity gain d if the data rate: 

R(SNR) 
hm — -r f5 4) 

SNR-*« log SNR v ' ' 
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and the average error probability: 

,. Pe(SNR) , 
hm — = -d (5 5) 

SNR^«> \ogSNR K } 

where SNR=P/No is the signal to noise ratio. At any specific signal to noise ratio, these 

two parameters are related to each other and any increase in multiplexing gain will 

result in a reduction in diversity and vice versa. Therefore, it is natural to define 

diversity as a function of multiplexing gain; d(r). The optimum diversity gain d*{r) is 

defined as the supremum of diversity achieved by all schemes. It is further possible to 

define maximum multiplexing gain and diversity order of the system as: 

d*max = d\0) r^ = sup{r: d\r) > 0} (5.6) 

For example, a MIMO system with m transmit and n receive antenna has the 

multiplexing-diversity trade-off of [68]: 

d (r) = (m-r)(n-r) ; 0<r<m'm{m,n} (5.7) 

and therefore, for such a system d*max= mn and rmax= mm{m, n}. 

Now we are ready to discuss the multiplexing-diversity trade-off of a relay system 

with K relays and system model described in (5.1) and (5.2). The following claim 

states the trade-off for this system. The formal proof of this claim however seems to be 

very involved and we just give an intuitive proof. 

Claim 5.1: For the NAF relay system whose model is described by (5.1) and (5.2) 

with/2 > K + n-\, the multiplexing-diversity trade-off over transmission length of/i + 

l2 can be written as: 

d\r) = n{\-r) + nK{\-ar)+ ; 0 < r < l (5.8) 

whereor = K + \. 

Proof. At any specific rate, diversity order of this system can be defined as the sum 

of the diversity gains achieved by source node ds and relay nodes dr, i.e.: 

d(r) = ds(r) + dr(r) (5.9) 

But as the source node transmits all the times, it can be viewed as a MIMO system 

with one transmit and n receive antenna and therefore at a given rate r, ds(r) = n(\-r). 

On the other hand, the transmission of the relays in the second interval can be viewed 

as a multiple access (MA) system composed of K users with similar rates. This is 

sometimes called symmetric MA system. Two separate cases can be recognized: 

\)K < n - 1 : In this case, for each user rate one is achievable and the system is always 

under-loaded [71]. Note that to achieve rate one for each user, one should 
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have l2 > K + n-\ . Therefore, the diversity order offered by an under-loaded MA 

system at rate r' can be written as: 

dr(r') = fjdi(r') = nK(l-r') (5.10) 
1=1 

where dt(r') is the diversity offered by user / at rate r'. But as the relay nodes 

transmit only hlih+li) portion of time and given the system model of Section 5.2: 

/, K + n-\ 1 
r<—— = = (5 11) 

/ ,+/2 K(K + n-l) + K + n-\ K + \ K } 

Therefore, maximum achievable rate of relays is l/(K+l). Note that r and r'are not 

necessarily the same. On the other hand, any increase in the rate of the source node r 

will result in at least K+\ times increase in r'because relays transmit only V(K+\) 

portion of times and therefore r'> {K + \)r . Considering this fact and plugging ds(r) 

and dx{r) from (5.10) into (5.9) will result in the optimal trade-off equation of (5.8). 

2) K > n -1: In this case, it is not possible to achieve the rate one for all relay nodes. 

Moreover, for r < n/(K+l) the system is under-loaded and for higher rates it is over­

loaded. Nevertheless, as showed in the previous case the rate of the MA system can 

not exceed l/(K+l). Therefore, the relay system with model described in Section 5.2 

has the multiplexing-diversity trade-off of (5.8) and it completes the proof of Claim 1. 

• 

Note that in the special case of n=K=l, (5.8) will be reduced to (5.12): 

/ ( r ) = ( l - r ) + ( l - 2 r ) + ; 0 < r < l / 2 (5.12) 

which is the same as the result proposed by [75] and [76]. Figure 5.2 shows the 

diversity multiplexing trade-off of a system composed of K relay nodes whose model 

described in Section 5.2. As seen, for multiplexing gains larger than \/{K+\) there is 

no gain using the relays and in fact the NAF relay system with K relays can not 

provide multiplexing gains more than l/K+l and therefore for higher gains system 

switches into direct transmission. 

Figure 5.3 is more interesting from a practical point of view. It shows that a system 

composed of K relays not only can not transmit at multiplexing gains higher than 

\/(K+l) but also in a specific multiplexing gain range, it does not achieve to higher 

diversity gains compared to a system with K-\ relays. In fact, if \I2K < r < 1/(AT) the 

NAF system with model described in Section 5.2 composed of K-\ relay nodes is 
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superior to a system with K relays in term of multiplexing-diversity trade-off. This 

gives us a practical rule to select the optimum number of relay nodes. 

The next step after finding the optimal number of relays is to find the optimum 

relay nodes among a number of available nodes in the system. Normally, the number 

of the available nodes in the system is much larger than the number of the antennas at 

the destination node (n). Selection criterion is however very dependent to the 

transmission scheme used for sending information from source to destination through 

relay nodes. Therefore, we postpone this discussion to the end of the next section. 

(fX(K + 1)n) 

Cooperative transmission 

Direct transmission 

Multiplexing Gain 

Figure 5.2: Multiplexing-diversity trade-off for a relay system with AYelay nodes and n 
receive antenna 
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Figure 5.3: Multiplexing-diversity trade-off comparison for two systems composed of K-
1 and K relays 

5.3. Cooperative Transmission Scheme 

It has been shown that Diagonal BLAST (D-BLAST) transmission with ML detection 

at the receiver is optimal in terms of diversity-multiplexing trade-off. This gives us an 

idea to design a transmission scheme for relay systems. The nice characteristic of 

BLAST system that makes it suitable for cooperative relay transmission is that there is 

no cross coding between transmit antenna elements. Therefore, it is a suitable 

candidate for transmission in relay systems in which no collaboration or cross coding 

is possible. The whole idea is that each relay will receive a part of transmitted 

signal from source and will retransmit the receive data in a specific order. 

In D-BLAST, the input data stream is first divided into separate substreams. Next, 

each stream is transmitted on different antennas in different time slots. The 

transmission is such that each stream constructs a diagonal in the transmitted symbol 

matrix. For example, in a 3x3 D-BLAST system, the transmitted signal matrix can be 

written as: 
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x = 

0 

0 

x<» 

0 

x(1) x2 

x(2) x3 

x|1} 

x<» 

x?> 

v(2) x l 

x(3) ••• 
x 2 
x (4) ••• 
x 3 

e C M (5.13) 

where x̂ A) denotes the symbol block of length / from kl substream which is 

transmitted over antenna /. In (5.13), we assumed that the length of the block is l2 (the 

length of the second transmit interval in our formulation), the length of each substream 

in this example is 3/ and the number of independent substreams in each block turns out 

to be {hll) - 2. Note that the optimality of D-BLAST in term of multiplexing-diversity 

trade-off is valid if we ignore the slight increase in throughput due to the zero blocks 

transmitted at the start of each transmit interval. However, this overhead can only be 

ignored when h is sufficiently large. 

On the other hand, ML detection of D-BLAST becomes very complex specially 

when the dimension of the channel (number of transmit and receive antennas) or the 

length of transmission h increase. Therefore, in the context of D-BLAST several 

suboptimum detection schemes have been proposed to overcome the substantial 

complexity of ML detection. The problem is that these schemes undermine the 

optimality of D-BLAST in term of multiplexing-diversity trade-off. 

The simplest detection method of D-BLAST is called successive nulling and 

cancellation. To describe the method briefly, let consider the transmitted matrix X in 

(5.13) as an example. The successive nulling and cancellation receiver, first estimates 

x3 -
1 and then estimates x2

!) by nulling x3
2) and considering it as interference. This 

process will continue over sufficient number of columns of X until all symbols of first 

substream are estimated. The estimates of the first substream are then fed to a joint 

decoder to detect the first substream. For detection of the second substream, the 

contribution of the first substream is subtracted from the rest of the signals and each of 

the substreams will be detected in a specific order. To achieve to the best result, an 

ordering of substreams is also necessary. 

It can be shown that for x\k) blocks with lengthl>n, this scheme in a MIMO 

channel with n transmit and receive antenna, achieves the trade-off equation in (5.14) 

[71]: 

1 
d (r) = -(n-r)(n-r + \) ; 0<r<n (5.14) 
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which is clearly suboptimum compared to (5.7). Now turning back out attention to the 

problem of relay transmission, let consider the channel matrix 

H = [h^ h^,,... h, h0] in which h; e C" with independent complex Gaussian entries is 

an «x 1 vectors corresponding to each of the channel vectors. In that, ho represents 

source-destination channel vector. 

Assuming the same ordering as of the indices in H (i.e. relay K is first and source 

last detected), in successive nulling and cancellation method each channel vector h; is 

in fact divided into two parts. The first part is h(j| which is in the vector space spanned 

by all other channel vectors with lower indices ĥ  (0 < j < i): 

g<h„hj> 
hi\\~L , |2

 bj (5.15) 
y=o hJ 

where <.,.> represents internal product and |. | denotes vector norm. The second part is 

h,.± that is orthogonal to this range space: 

ha=h,--h,1l (5.16) 

Clearly, h a contributes in the SNR in detection of /* substream while h(1| causes the 

interference of substream /th over all other substreams whose indices are greater than /. 

The suboptimality of successive nulling and cancellation method rises from this fact 

that the detected substreams have non-zero interference over remaining substreams. 

This gives us an insight to the question of relay selection from Section 5.3. To make 

the successive nulling and cancellation optimum, one should select relay nodes such 

that h,|| is close to zero for all relay channel vectors h; (1 < i < K). Note also that there 

is also no need to send zero overheads when channel vectors are orthogonal. 

Starting from the source-destination channel vector and assuming there are 

K'(> K) relay nodes in the system, by relay selection in K steps one can build an e-

orthogonal vector set composed of K+\ vectors given that K<n in the following way: 

\Sj\ 
arg maxJ J±l - 1 J±l i = l:K (5.17) 

N j=M:K' \gj | l 

where g, is the channel gain of the source to the/h relay node defined in (5.2) and: 
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e = m a x 

I I2 I I2 

nil h*ii , \hK± 
|2 

= \-i-^r (5.18) 
| n i | \nK\ | U A : | 

To exclude selection of relays with poor channel gain, we make the selection among 

the relays whose channel gain g7- h J is greater than a specific threshold value. Note 

that if the vector set of {h(, (0 <i<K)] is an orthogonal set, {{gihi:(0<i<K)}} is 

also orthogonal. The selection algorithms such as the one proposed in [17] can be 

applied to reduce the complexity of (5.17). Here, we give an asymptotic analysis of 

this user selection scheme when the number of available relay nodes is large. 

Claim 5.2: For large number of users, the cdf function of e in (5.18) is linearly 

increasing functions of K'; the number of available relay nodes in the system, i.e. 

Fs(x) = ?r(s<x)~0(K,x). 

Proof. We prove the Claim by finding the cdf function of e from (5.18). For any 

vector /, the random variables <h,-,h • >2 is %2(2) distributed given that h, is a fixed 

I |2 I |2 

vector. Fixing h, (i=0:K-l) and finding distribution of h^J and \hK1\ , one can see 

from (5.15) and (5.16) that they are %2(2K)and %2(2(n-K)) distributed, respectively. 
I |2 2 

Considering that h -̂ is % (2n) distributed, it is then easy to calculate the pdf of 
I |2 I |2 

/ = h J f l / h -̂ as: 

K-\e-yx vn-\0-y (K + H-2^ \ 
Jt h (K-\)\ (n-l)\ J { n-\ 

Therefore the cdf function can be written as: 

(\ + x)K+n-' 
(5.19) 

where C = (K + «-3)! / («-1)!(^ -1)! . Hence, the cdf of s in (5.18) considering the 

relay selection over K'-Knodes in (5.17) can be found as: 

FJx) = P(s <x) = P(maxt, >\-x) 
K'-K J 

K> K C K. K (5-21) 

(2-x)K+n~2 

For small x the right hand side of (5.21) can be approximated as: 
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F£(x)*l-(\--£^(l + 2-K-"~](K + n-2)x))K'-K 

(5.22) 
* ( * '~* , ) C 2^ -""1 (K + n - 2)x ~ 0(K' x) 

and it completes the proof. 

• 

The result of Claim 2 is important because it shows that by increasing the number of 

relays, it is more probable to find a set of relays with near orthogonal channel vectors 

to use in our cooperative transmission scheme. Note also that the destination node does 

not necessarily need to know the source-relay channel gains g, and the power |g(| is 

sufficient for relay selection as it does not change the orthogonality conditions. 

Considering the above discussions in Sections 5.3 and 5.4, the algorithm of 

transmission in relay system can be summarized as follows: 

1) Assuming that the destination node knows all relay-destination channel vectors as 

well as source-relay channel powers, for a given rate it can select the optimum number 

of relays based on the multiplexing-diversity trade-off discussed in Section 5.3 and the 

optimal relay nodes based on the selection algorithm in Section 5.4. 

2) Destination then informs the source node of the number of available relays nodes 

(K) and source node divides the data into independent substreams of suitable length 

and transmits the data to the destination and relay nodes during the first transmit 

interval in Figure 1. 

3) In second transmit interval, source and relay nodes will cooperate to send the 

information already transmitted from source node in the first interval using a 

distributed BLAST approach with transmit matrix in (5.13). 

It is also possible to compensate the non-optimal ity of the selected channel vector 

set by applying a precoding approach at the source node. The precoding structure is 

very close to that of MIMO systems and in the context of cooperative communications 

can be called distributive precoding. The coefficients of the precoder matrix are 

calculated at the destination node and fed back to the source node. This can buy us 

some more coding gain at the cost of a slight increase in the complexity of 

transmission at the source node. 
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5.4. Numerical Results 

We examine the ability of precoder in terms of ergodic capacity by means of 

simulation. We consider the outage probability as the performance measure of the 

system. Figure 5.4 shows the outage probability of a system with n-2 antennas and we 

assume that the relay node is selected among a number of available nodes in the 

system. We further assume that there is no coding applied at the source node. While 

finally according to multiplexing-diversity trade-off, just one of the relay nodes is 

selected as the optimum candidate, Figure 5.4 shows that increasing the number of 

available relay nodes from 10 to 100 can improve the outage performance of the 

system. Also, adding the distributive precoder at the transmit side can also buy some 

gain in term of outage probability. The same simulation can be done in term of 

probability of error and the same conclusion can be made. 

random relay selection 
10 relays - no precoding 
10 relays - with precoding 
100 relays - no precoding 
100 relays - with precoding 

20 25 

SNR(dB) 

Figure 5.4: Outage probability of system with different number of avilable relays 
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5.5. Chapter Summary 

Cooperative diversity has gained a lot of attention in modern communication systems. 

It is mainly due to the attractive diversity-multiplexing trade-off offered by such 

systems compared to direct transmission systems. There are, however, currently many 

researches focused on transmission schemes that practically benefit from this 

promising level of multiplexing gain and diversity order. On the other hand, the 

ability of cooperative systems when multi-antenna terminals are used instead of single 

antenna has not been investigated extensively. It remains an open problem to specify 

the optimum number of relays in a multi-antenna cooperative relay system and the 

way to share the information amongst these relay nodes. In this chapter, our focus was 

on the design of a system in which the receive node is equipped with multiple 

antennas. We addressed the problem of optimal number of relays as well as relay 

selection and showed that the proposed cooperative transmission scheme can provide 

an appealing multiplexing-diversity trade-off. We next focused on the design of a 

transmission scheme that can achieve this trade-off. We showed that a distributed 

BLAST transmission in conjunction with successive nulling and cancellation at 

destination can achieve optimal trade-off given that the relays are selected based on a 

specific criterion. Numerical results demonstrated the ability of the proposed method 

to increase the strength of relay networks in providing reliable communication. 
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Chapter 6 

Optimum Combining and Precoding in Multi-
Antenna Cooperative Relay Systems1 

6.1. Multi-Antenna Relay System Model 

In this chapter, we consider a relay system composed of a multi-antenna source 

(transmit) node, a multi-antenna relay node both with M antennas and one multi-

antenna destination (receive) node with N antennas. We assume that all terminals are 

half-duplex; i.e. they can both transmit and receive at different times but just one at a 

specific time. We consider single symbol transmission in each time interval; however, 

it is not difficult to generalize the discussion to the case of multiple symbol 

transmission. 

Considering this setup, the operation of the system can be described as follows. At a 

specific time instant, source node tends to transmit a symbol x of a pre-determined 

code book (or constellation) to the destination. It applied a precoding vector W) of size 

Mx 1 to this symbol and broadcast it to the destination as well as the relay node. The 

relay node receives it and in the next time slot based on the specific protocol (AF or 

DF), multiplies it by another precoding vector w2 of the same size and resends this 

precoded version to the destination. Destination then combines the two received 

signals based on a maximum ration combining strategy. 

Based on this, the received signal at the first time slot can be written as: 

yi =V^ H i w i*+ n i (6.i) 

1 This chapter has been partially presented in [95]. 
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where Hi is the NxM forward channel matrix with normalized circularly symmetric 

Gaussian random entries, yx is its corresponding SNR, yi and ni are the receiver and 

noise vectors of size JVxl, respectively. We assumed that the noise is also additive 

white Gaussian (AWGN). In the second time slot, the signal: 

y2=Vr2"H2W2-* + n2 (6-2) 

is received where x is either a detected version of x at relay node for DF 

orjf = ̂ y^TGw^ + n for AF scenario. G is the M*M channel matrix between source 

and relay nodes, n is the Mx 1 noise vector at relay and ya is its corresponding SNR. 

H2,/2 ' v2 ar,d n2 are defined similar to their equivalents in (6.1). 

The destination combines these two signals using two weight vectors w, andw2 to 

construct the received signal. Therefore, we finally have: 

y = w?y]+w%y2 (6.3) 

The decision is made on y to detect the transmit symbol x. Our goal is to find two 

precoding (w,andw2) and two weight vectors (w,andw2) such that the received 

SNR is maximized. Here, maximizing SNR will minimize the probability of wrong 

decision over x. Also, we show that maximizing SNR in this scenario is equivalent to 

maximizing the instantaneous mutual information and ultimately the system capacity. 

Note that, we consider the transmit power at each of the source and destination 

nodes are limited and it means that we can write: 

wfw, = ||w, |2 < 1 wfw2 = |w2 f < 1 (6.4) 

6.2. Generalized Maximum Ratio Combining (GMRC) 

In this section, we study the optimal combining schemes at the receive side. We start 

by maximum ratio combining in point-to-point MIMO systems and gradually 

generalize it to optimal combining scheme for MIMO cooperative relay systems. 

6.2.1. Point-to-Point MIMO system (Case .4) 

Let consider a MIMO system with Mtransmit and N receive antennas in Figure 6.1(a). 

The transmitted symbol x is precoded at transmitter by precoder w and the received 

vector is combined using vector w at the receiver. Therefore, the system model can be 

written as: 
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Figure 6.1: Diagrams of different transmission systems: (a) point-to-point MIMO, (b) 

multipoint-to-point MIMO and (c) relay-assisted MIMO 

y = y^w//Hwx + wn (6.5) 

where H, n and y are similar to Hi and ni in (6.1). The following Lemma shows that 

maximum ratio combining is optimum in the sense that it maximizes the received SNR 

and system capacity. 

Lemma 6.1: The optimum combining scheme for the point-to-point precoded 

MIMO system whose model is stated in (6.5), is maximum ratio combining. 

Proof. Writing the received SNR for the system described above, we get: 

SNR = y -r, (6.6) 

w w 

From (6.5), one can directly conclude that to maximize SNR, the two vectors w and 

Hw should be in the same direction and hence one should selectw = Hw. This is the 

case of maximum ratio combining. For this choice of w , SNR will be derived 

as SNR =/w^H^Hw . Therefore, maximum ratio combining indeed maximizes the 

receive SNR in precoded MIMO systems. Also, writing the instantaneous mutual 

information between x and x will result in: 
I(x;x) = log(l + SNR) = \og(\ + ywHnHHyv) (6.7) 

which is clearly the maximum that can be obtained in a precoded MIMO system. Note 

that as Log is a convex function, maximizing SNR will ultimately result in maximizing 

mutual information. This completes the proof. 
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6.2.2. Multipoint-to-Point MIMO system (Case B) 

Now let consider the case when two transmitters send similar information to a receiver 

but in different time instant. Both transmitters are equipped with M antennas while 

receiver has N antennas. Figure 6.1(b) illustrates this scenario. It is similar to DF 

protocol assuming perfect information recovery at the relay node. The system model is 

the same as (6.1) and (6.2) except that x is replaced by x in (6.2). 

Lemma 6.2: The optimum combining scheme for the multipoint-to-point precoded 

MIMO system described above is a generalized maximum ratio combining (GMRC) 

scheme in which w, = HjW, andw2 H2w2 

Proof: Combining (6.1), (6.2) and (6.3), one can write a compound system equation 

for the above scenario as: 

'J^H, 0 Vw,^ „ „ (nA 
(6.8) y = (*?*%) 

0 vw2; 
x + (wfwf) 

Vn2y 

0 

This is clearly a MIMO system with 2M transmit and 2N receive antennas. Because of 

Lemma 1, the optimum combining scheme for such a system is w = Hw in which: 

H 
o y ;w; 

o 

Reorganizing the equations, one can derive: 

fy, \ 

VW2 7 
and w = w, 

V w 2 7 

w^HjW, and w2=H2w2 

(6.9) 

(6.10) 

Note that there is a fundamental difference between MRC and GMRC as MRC just 

considers combining in space domain over elements of receive antennas while GMRC 

includes combining over both space and time. 

In the case of hybrid DF protocol where the relay resends its information only when 

it can regenerate the information correctly, the result of Lemma 2 is still valid. In 

general DF protocol, the result should be modified as there is a possibility that the 

information coming from relay node is already inaccurate. In this case, destination 

should apply a higher weight on source and a lower weight on relay information. 

For simplicity, let consider transmission of BPSK symbols. The result can be 

generalized to higher order constellations by applying proper approximations. In 

addition, let us assume that the probability of wrong decision at relay is a. The 

following Lemma specifies the structure of combiner at the destination node. 
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Lemma 6.3: The optimum combining vectors for a general DF transmission 

protocol can be written as: 

w, H,w, and w2 =<5H2w. (6.11) 

where 8 can be approximated as 8 « 1 - 2a when a is small. 

Proof. Let SNRi and SNR2 represent the SNR corresponding to the cases of correct 

and wrong detection at the relay, respectively, i.e., 

SNR, = 
(dx+d2){d\+d2) S N R _{d^-d2){d\-d'2) 

(6.12) 

where dt = / , w f H f w l , d2 = y2yv"H"w2, d\ =x ,wfH 1 w 1 , d2 = y2w2H2w2 and 

rf0=wfw,+w"w2. Now, the average received SNR can be written as: 

SNR = ( l - « ) S N R , + a S N R 2 = 

r . w f H f w,w?H,w, + r 2 w ? H ^ v 2 w ? H 2 w 2 + 

( l - 2 a ) V r ^ ( w r H ^ w l w 2
Y H 2 w 2 + w f H l w , w 2 " H 2 w 2 ) 

(6.13) 

wfw, +wlvw2 

From (6.13) and considering a system equation similar to (6.8), one can easily find the 

corresponding equivalent system equation for this scenario as: 

^ ( w f w ^ H 
(y, \ 

\^2) 
x + iwfw?) 

r„ \ 

Vn2y 
(6.14) 

where H is the channel matrix of the equivalent MIMO system and: 

H = 
X.H, 0 

0 V^7( l -2a )H 
(6.15) 

1) 

Therefore, like Lemma 2, the combining weight vectors can be written as (6.11) and 

this concludes Lemma 3. 

Although we derived (6.11) for the case of BPSK transmission, it is also valid for 4-

QAM transmission. For higher order modulations, however, it is not straight-forward 

to derive the weight vectors. Note that one can use other estimations to find coefficient 

8 or find the optimum weigh ad-hoc. In general, the idea is to reduce the weight of the 

erroneous signal arrived from relay compared to the case when it does not have error. 
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6.2.3. AF Relay-Assisted MIMO System (Case Q 

In this part, we study the case of a relay system with AF protocol. The difficulty with 

this scenario is that the noise in the second time slot is no longer white. In other word, 

based on (6.1) and (6.2), the system equation in this case can be rewritten as: 

^(wfwf ) 
0 

0 

V ? V G H 
2J 

w, 

vW2"Gwiy 

\ f 
x + twfwf) 

V 
n2 +N/x2H2W2 n 

(6.16) 

w^HjW, and w2 =D- , / 2U / /H2W2
/ /Gw, 

The difference between here and DF protocol is that W2 is the M*M precoding matrix 

(instead of vector) at the relay node. Therefore, the SNR equation can not be written as 

(6.6) and Lemma 1 and 2 can not be directly applied. Instead, we can define a pre-

whitening filter to make the noise in the second interval uncorrelated. Note that, this 

filter is just used in the second time interval. This idea has been addressed in Theorem 

6.1. 

Theorem 6.1: The optimum combining vectors for an AF relay-assisted MIMO 

system whose model is described by (6.16) can be written as: 

(6.17) 

where D and U are the diagonal and unitary matrices resulted from eigenvalue 

decomposition of autocorrelation matrix of noise matrix n2 +Ay^H2W2
/ /n . 

Proof. Assuming n and 112 are uncorrelated, the autocorrelation function of the noise 

in the second time interval can be written as: 

A = £{(n2 + V ^ H 2 W2"n)(n2 + ̂ H 2 Wfn)^} 

= IM+r2H2W2"W2Hf 

where \M denoted for identity matrix of size M. Applying an eigenvalue decomposition 

over A, one can write A=UDU// where U and D are NxN unitary and diagonal 

matrices, respectively. 

Defining the pre-whitening filter asW^ =Wxn\]H and applying it to the received 

signal in the second time slot will ensure us that the output noise is white. With that, 

one can apply the results of Lemma 2 directly to derive the structure of combining 

vectors. The system model can be considered as (6.14) with: 

(6.19) 

(6.18) 

H 
0 

0 

V^D- , /2U f fH 2) 

From (6.16) and (6.19), the structure of combining vectors in (6.17) will be directly 
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concluded. 

• 

In other words, the optimum weight vector in the second time interval is a 

combination of an MRC vector and a pre-whitening filter. Note also that, by applying 

pre-whitening filter, the output noise will be white and therefore one can apply (6.7) 

to calculate instantaneous mutual information. On the other hand, as the combining 

weight vectors in (6.17) maximize the SNR, these also maximize the instantaneous 

mutual information and ultimately the system capacity. 

6.3. Precoding for Relay-Assisted MIMO Systems 

In the previous section, we elaborate the structure of optimum receiver based on MRC 

approach. In this section, we focus on the optimum transmit and relay structures. In 

other words, out goal here is to investigate the design of precoding vectors, wi and W2, 

in (6.1) and (6.2). 

We start by simple case of point-to-point MIMO transmission and then generalize 

the results to the case of relay-assisted MIMO systems. 

Lemma 6.4: The optimum precoding vector that maximizes the SNR of an MRC 

based MIMO system can be written as: 

w = umax(H"H) (6.20) 

where umax stands for the eigenvector of H corresponding the maximum eigenvalue. 

Proof: The proof is straight forward and comes from the calculated SNR equation in 

(6.6) after applying MRC weight vector, i.e. SNR = j 'w / /H / ,Hw. To maximize this 

SNR subject to power constraint over w similar to (6.4), one should take w in the 

direction of the eigenvector of Hermitian matrix H^H associated with lmax where Xmax 

is the largest eigenvalue of H^H. 

• 

With this precoding vector and considering the receive combining vector 

ofw = Hw, the receive SNR of the system can be written asSNR=^/lmax. This result 

can be generalized to the case of GMRC directly by Lemma 5. 

Lemma 6.5: For a multipoint-to-point MIMO system with GMRC combining 

vectors at receiver, the optimum precoding vectors are: 

w, =umax(Hf/H1) and w2 =umax(H2"H2) (6.21) 
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Proof: The proof follows from Lemmas 2 and 4. 

• 
The same conclusion is also valid for the case of DF protocol for relay-assisted 

MIMO systems. Now, we are ready to revisit the problem of AF protocol. The 

difficulty with this case is that the optimization of precoding matrix at the relay node, 

W2, is not independent of optimization of precoding vector at the source node, wi. This 

is because the receive SNR equation resulted in the second transmit interval is: 

SNR2 = V ^ w f G " W2H2"H2W2"GWl (6.22) 

and therefore, is a function of both wi and W2. (6.22) comes from plugging (6.17) into 

original SNR equation in (6.6). Although direct maximization (6.22) for W2 would be 

difficult, one can make a clever guess that if we select W2 such that SNR over source-

relay link, G, this can ultimately result in the maximization of the SNR in (6.22) over 

the entire link from source to destination. Therefore, let assume W2 can be written as: 

W2 = Gw,wf (6.23) 

where the part Gwi is responsible for maximizing the SNR at relay node while w2 is 

an independent vector reserved for further optimization of precoding matrix at the 

relay node. Moreover, for maximizing the SNR over the relay-destination link, using 

Lemma 4, it is easy to check that w2 turns out to be: 

W2=Umax(H2) (6.24) 

Now, wi, the precoding vector at the source node is the only remaining parameter to be 

selected. However, Wi appears in both SNR equations in the first and the second time 

slots, i.e. SNR] and SNR2. Therefore, to optimize W], the SNR equation similar to 

(6.16) should be considered which makes the optimization problem very difficult if not 

impossible to solve. To solve this problem, we focus on each of the SNR equations, 

separately. Since in a communication systems, there are usually a number of available 

relay terminals (rather than just one), we, ultimately, propose the use of relay selection 

approach to maximize the overall SNR of the system. The following claim is the main 

result of this section. 

Claim 6.1: Amongst all AT candidate relay nodes, the best relay node is selected as: 

*wg max ^ 11 max (H,),umax(G)) XoMnaxfllfHa) (6.25) 

if source-destination link is stronger that the source-relay and relay-destination links, 

or: 
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/ = argmax (umax(H1),umax(G))Amax(H1
//H1) + xGr2Amax(Hf H2) (6.26) 

/=1 ..A 

if source-relay and relay-destination links are stronger than source-destination link. 

Note that < , > stands for inner product. 

This selection maximized the SNR of the relay-assisted AF system with high 

probability. In other words, Theorem 2 articulated that the best relay is the one with 

strong source-relay and relay-destination links, i.e. large ya and yi, and when the 

eigenvector corresponding to the maximum eigenvalue of source-relay link matrix is 

the closest to um a x(H,). 

Proof: Let first, take the receive SNR in the first transmit interval: 

SNR! = yxvi" Hf H,w, (6.27) 

Based on Lemma 6.4, this is clearly maximized if one selectsw, =um a x (H,) . On the 

other hand, in the second transmit interval, by plugging W2 from (6.23) into (6.22), it 

turns out that the source precoding vector will be responsible for the source-relay 

portion of the SNR2. Therefore, to maximize this portion, one should 

selectw, =um a x (G). These two equations for Wi are definitely in contrast with each 

other. The best scenario is thatumax(H,) = um a x(G). In this case, based on Lemma 4, 

the overall receive SNR of the system can be written as: 

SNR = /Lnax(H]"H1) (h +rGr2^ax(H2
VH2)) (6.28) 

Now, let assume that umax(H,) ^ umax(G)but there are K available relay nodes in the 

system. The best relay should be selected such that the overall receive SNR is 

maximized. The performance degradation appears as a factor of 

(umax(H1),umax(G)) in the SNR equation. Two extreme cases can be considered. 

First case is that the source-destination link is very strong. In this case one should 

choose the precoding vector in the direction of umax (H,). Therefore, the SNR loss will 

be in the second transmit interval (compared to the optimum case in (6.28)) and overall 

SNR can be expressed as. 

SNR = Amax(HfH,) yx +(umax(H,),umax(G)) yGy2Ams>i{GHG) Amax(H2"H2)) (6.29) 

Therefore, the best relay node is the one that maximizes the right hand side in (6.25). 

Second case is that the relay links are much stronger compared to direct link. The 

natural selection in this case is to select the source precoding vector in the direction 
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ofumax(G). In this case, the SNR loss will be in the second transmit interval. The 

overall receive SNR can also be written as: 

SNR = (um a x(H,) ,um a x(G))>U(Hf H,) h + ^ ^ ( G ^ G ) Amax(Hf H2)) (6.30) 

which maximizing this SNR over all possible K relay nodes will result in (6.26) and 

this concludes the proof of Claim. 

• 

6.4. Numerical Results 

In this section, we study the performance of the proposed MRC-based precoding 

technique by means of simulation. We consider all source, relay and destination nodes 

are equipped with two antennas, i.e. M=JV=2. We simulate received SNR and average 

mutual information over these systems. 

Figure 6.2 shows received SNR for different setups in Figure 6.1. For the sake of 

comparison we also show the performance of precoding based equal gain combining 

in point-to-point MIMO transmission. First we observe that MRC-based precoding 

(case A) is superior to precoding with equal gain combining in term of received SNR 

by about 3 dB. On the other hand, in the case of multipoint-to-point transmission 

(case B), precoding based on MRC can provide us with an additional gain compared 

to the case of point-to-point transmission. This is mainly due to the availability of an 

additional path between second transmit and receive node which provides a higher 

average SNR at the receiver (especially when the link from first transmitter to receive 

node is poor). Finally, we see that the relay-assisted amplify-and-forward precoding 

system (case Q provides us with a received SNR comparable to that of ideal 

multipoint-to-point system. The slight decrease in the received SNR is due to the 

noise enhancement in the relay node. The same conclusion is also valid for the case of 

decode-and-forward system as there is a decrease in the received SNR due to the 

probability of wrong decision at the relay node. 

Figure 6.3 also shows that the average mutual information for all the above 

scenarios. The same conclusions can be drawn for averaged mutual information, i.e. 

relay assisted MIMO precoding can provide us an average mutual information close 

to the case when two transmitter send identical information to the relay node. 
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6.5. Chapter Summary 

In this chapter, we studied optimal linear transmit and receive strategies for a variety of 

MIMO systems. Our focus was mainly on relay-assisted MIMO systems. These 

systems are very attractive from both theoretical and practical point of view. However, 

there are still many open questions concerning transmission and reception schemes in 

the field. We built a framework based on well-known MRC scheme at receive 

(destination) side. As we demonstrated, the optimal combining strategies for both DF 

and AF relaying protocols can be constructed based on the concept of MRC. 

We first derived the optimal linear receive structure for these systems. Next, based 

on the structure of optimum receivers, we investigated the optimal linear precoding 

vectors for source and relay nodes. Our results, showed that for the optimum receiver, 

the optimal transmit precoding strategy for DF protocol is to end the information in the 

direction of the eigenvector of forward and relay channel matrices associated with 

strongest eigenvalues. This simple result is, however, not valid in the case of AF 

relaying protocol. Instead, for AF protocol, we proposed the use of relay selection 

scheme to facilitate the design of precoders at the source and relay nodes. Finally, 

different numerical examples proved that the proposed optimal transmission and 

reception techniques are indeed effective and provide a meaningful gain in term of 

received SNR and system capacity while maintaining the complexity very low due to 

linearity. 
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Chapter 7 

Conclusions 

7.1. Summary and Concluding Remarks 

In this research, the key idea was the use of partial channel information in the design 

of low-complexity transmission schemes for MIMO and cooperative communications. 

More specifically, we investigated the problem of designing linear precoders based on 

partial channel information for MIMO systems in different scenarios. As stated, in 

MIMO communications one possible way to achieve capacity or performance (bit 

error rate) equal or close to that of single-input single-output (SISO) channel is to 

decouple the channel into some independent subchannels by applying linear 

precoding. Linear precoding is an approach that makes use of the available channel 

information at the transmitter to remove the inter-relation between MIMO links and 

hence construct independent parallel channels. While precoding techniques usually 

assume perfect knowledge of instantaneous channel response at the transmitter, we 

focused on the designs based on partial channel information due to its practicality in 

fast fading environments. More precisely, we proposed to investigate channel 

statistical properties rather than the actual channel time-varying space-frequency 

responses and use them as partial channel knowledge at the transmitter for developing 

MIMO precoding schemes in single-user, multi-user and cooperative communications. 

Our approach in this research was analogical (deductive) meaning that the thesis flow 

started by considering optimal precoding design for the simple case of point-to-point 

transmission. While in the big picture, this can be considered as a per-link 

optimization of transmission scheme. Next, we considered the case of precoding 

design for multi-user broadcast systems. This is a more general problem as it targets 
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optimization over several links rather than single channel. Therefore, this scheme can 

be applied on top of the per-link optimization of previous step. The last step toward 

generalization of our discussion was to consider the case of cooperative relay 

networks. We argued that in our context, cooperative communications can be 

considered as the combination of broadcast and multi-access transmissions. Hence, 

the discussed cooperative communication is composed of two multi-user transmission 

phases. This key observation shed lights on the analogical relationship between steps 

three and two. Therefore, an approach like the one discussed in the second step for 

multi-user systems can be applied to each of these phases while in a more general 

perspective, it is meaningful to optimize the transmission over two transmission 

phases in cooperative communications. Based on this roadmap, we divided the 

structure of the thesis into five main chapters. 

In Chapters 2 and 3, we tackled the first step to design precoding techniques that 

are optimal in the sense of per-link performance. We came up with two precoder 

designs for point-to-point MIMO systems with underlying frequency-flat and 

frequency-selective channels based on partial channel information. While we 

considered three different criteria, namely PEP, MMSE and ergodic capacity, for 

designing the precoder in the case of frequency-flat channels, it was assumed that we 

only know the spatial (transmit and receive) correlation matrices at the transmit side. 

It turned out that in all three cases, the structures of the precoding matrices are the 

same and they are composed of two unitary and diagonal matrices. They, hence, can 

be viewed as eigen-beamformers with beams refer to the eigen structure of transmit 

correlation matrix. The difference is in the entries of diagonal matrices which specify 

the power to be allocated to each eigen-mode. While selection of spatial correlation 

matrices appeared a reasonable choice for frequency-flat channels, we showed that in 

the case of frequency-selective channels, adding another level of partial channel 

information at transmitter at the cost of slight increase in feedback load is indeed 

helpful. More precisely, in the case of frequency-selective channel, in addition to 

spatial correlation matrices, we also added the knowledge of path correlation matrix at 

the transmit side. Although, the structure of precoder in this case is more complex 

compared to the case of frequency-flat channel, we showed that one can come up with 

optimal solution by eigen-decomposition of spatial and path correlation matrices. 

Nevertheless, the solution can not be generally interpreted as eigen-beamforming over 

correlation matrices. 
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Although the derivations in chapters 2 and 3 are appealing for point-to-point 

(single-link) transmission, it could not provide us with any big picture insight into the 

problem of transmission optimization in a multi-link network. Therefore, in the 

second step and in Chapter 4, we switched into the problem of precoder design for 

point-to-multipoint MIMO systems. More specifically, our target was to design user 

selection and precoding schemes for a multi-antenna transmit unit given that we just 

have a small knowledge about users' channels at transmit side. We showed that 

having a very limited knowledge about channel, transmitter can select the users and 

allocates power to them in an efficient way. The proposed scheme was a combination 

of user selection and precoding. A group of best users is selected based on the 

closeness of their channel vectors to a pre-defined orthonormal vector set without the 

need of channel information at the transmitter. The second stage, however, assumed 

availability of channel information of selected users at the base station. This is 

however a small feedback load as the number of selected users is far less than the 

actual number of available users. Note that, assumption of partial channel information 

is a key assumption here and this becomes very important in real broadcast systems 

where there are a lot of active users available and it is not feasible to acquire their 

channel information at the transmitter. 

In the third step and in Chapter 5, we focused on optimum transmission in 

cooperative communication systems. Collaborative transmission is an important class 

of transmission strategies in today communications. It will result in higher diversity 

degrees and also can provide us with interference mitigation. Diversity and 

interference mitigation can result in a higher performance and throughput. 

Cooperative diversity concept, therefore, promises a power-efficient solution for 

future wireless communications systems to achieve broader coverage and to mitigate 

channel impairments without the need to use large power at the transmitter. It is, 

therefore, important to examine the potential behind cooperative communications. We 

proposed the use of diversity-multiplexing trade-off as a means to evaluate the 

capabilities of such systems. More specifically, we, first, concentrated on the 

theoretical question of multiplexing-diversity trade-off that a relay system can offer 

assuming multi-antenna source (transmit) and destination (receive) and single-antenna 

relay nodes. The result was very interesting even from a practical point of view 

because it can give us an idea for selecting the minimum number of relays that should 

be used in order to optimize diversity-multiplexing trade-off. It turns out that at some 
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point, adding more relay nodes is not beneficial from diversity-multiplexing point of 

view. 

This result is significant yet does not suggest any practical transmission scheme to 

use in cooperative communication. We, therefore, proposed to apply a distributed 

BLAST transmission scheme over selected relays in Chapter 5. It has been proved 

that a BLAST transmission with ML detection can offer the optimum diversity-

multiplexing trade-off offered by MIMO channels. Therefore, BLAST is a suitable 

candidate for applying in the case of relay networks. We argued that ML detection is 

not indeed practical. Instead, we proposed a near-optimum relay selection scheme in 

conjunction with successive interference cancellation. We showed that assuming a 

suitable relay selection scheme such as the one proposed in Chapter 4, it is possible to 

achieve a considerable performance gain compared to point-to-point transmission 

without adding large processing overhead at relay nodes. 

For the last milestone of this thesis and in Chapter 6, we designed a practical and 

easy-to-implement maximum ratio combining (MRC) precoding scheme for 

cooperative relay networks. Compared to Chapter 5, this chapter provided a practical 

framework for the case when relay nodes also equipped with multi-antenna rather 

than single-antenna. We proposed suitable transmission and reception strategies for 

both amplify-and-forward (AF) and decode-and-forward (DF) MIMO relay systems 

to improve the performance of the system. We showed that by simple linear precoding 

at combining techniques at source, relay and destination nodes a substantial gain in 

terms of performance can be achieved. 

In general, our study showed that partial knowledge based precoding is a simple 

but practical technique that is applicable to any transmission system and propagation 

scenarios. The selection of type of partial knowledge and target performance measure 

is of vital importance for its effectiveness. In practice, successful implementation of 

partial knowledge based precoding in a wireless network is dependent to many 

parameters such as target performance measure (throughput, performance, etc.), 

propagation environment (fast or slow fading, frequency-flat or selective, etc.), 

acceptable feedback load, tolerable complexity at each network node (centralized or 

distributed) that should be carefully addressed in the design issues. 
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7.2 Suggestions for Further Studies 

Our main focus in this thesis was on the use of partial channel information in the 

design of transmission techniques for MIMO communications. The term "Partial 

channel information" is a general term and covers a wide range of channel parameters 

and statistics. We, however, touched some certain classes of partial channel 

information such as spatial and path correlation matrices. Advantages and 

disadvantages of different partial knowledge based transmission techniques in terms 

of performance, complexity and feedback load are laid in the type of the partial 

knowledge they use. It is therefore of great importance to select the type of channel 

information to be acquired at the transmitter carefully; especially when the system 

becomes more complex (i.e. moving from simple point-to-point transmission to point-

to-multipoint and cooperative systems). To continue this research in the future, we 

propose a comprehensive study on other types of partial channel information that can 

be acquired and utilized at transmit side to increase the overall system performance. 

On the other hand, throughout this study we did not touch other performance 

measures such as outage probability. Therefore, a study on different types of channel 

information and comparing their advantages and disadvantages over several system 

performance measures becomes of considerable importance. To make the later point 

clearer, let consider the example of spatial correlation matrices. It is well known that 

spatial correlation degrades the capacity (throughput) of a MIMO system significantly. 

While on the other hand, its effect on the bit error rate of the system is less 

pronounced. Therefore, for transmission schemes that target throughput such as 

spatial multiplexing, it is vital to have spatial correlation information at the transmit 

side while it is not the case in a space-time coded system that targets higher 

performances rather than capacity. Hence, the effectiveness of selected partial 

knowledge defers from one performance measure to another and one should pick up 

proper channel parameter or statistic to improve any specific performance measure. 

A through study on these two areas can ultimately shed light on proper selection 

of partial channel information in different propagation scenarios and/or for different 

performance measures. 

In the case of point-to-multipoint transmission, we discussed a zero-forcing 

scheme with small complexity and feedback load that is asymptotically optimum in 

term of sum rate. Indeed, there are other transmission schemes such as opportunistic 
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beamforming that benefit from high user population to achieve optimality in term of 

sum rate (or other performance measures). Although very appealing when there is 

considerable number of user terminals available in the system, these schemes are not 

suitable for low populated systems. A significant study is to look for transmission 

schemes that are near-optimum while the number of users is low. On the other hand, 

the proposed scheme requires the selected users to feedback their instantaneous 

channel information to the base station. It would not be practical in fast fading 

channels especially in a multi-user system when the number of selected users is high. 

Therefore, another interesting subject of study in this area is to design codebooks or 

quantization techniques to feedback the selected users' channel information to the 

base station in order to reduce feedback load. 

In the context of cooperative communications, we first briefly addressed the 

problem of multiplexing-diversity trade-off for a specific transmission strategy in 

single-antenna relay networks. It is currently one of active areas of research in 

information theory. Solving the problem of multiplexing-diversity in a more general 

and rigorous framework when all terminals are equipped with multi-antenna is an 

open problem needs to be addressed. Also, from a theoretical point of view, there are 

still several open problems in finding the inherent capacity, diversity and multiplexing 

gain offered by these systems especially when terminals are equipped with multi-

antenna. While these questions are of great importance from a theoretical point of 

view, the problem of transmission in multi-antenna AF and DF relay networks is an 

interesting area of study for future work. We addressed the problem of optimal 

precoding for AF and DF strategies while in the case of AF we did not come up with a 

pure precoding approach and actually combined precoding with relay selection. A 

non-trivial study is to design precoding schemes for AF systems without the need of 

relay selection. There are also very noteworthy problems on the design of partial 

knowledge based precoding for cooperative systems. For instance, from a practical 

point of view, an important yet open problem in this field is the transmission designs 

that need minimum channel feedback at the transmit node. Note that for example in a 

cellular system where some mobile terminals help specific user terminal (source) to 

transmit its information, it is not very convenient to acquire all relay channel 

information. On the other hand, it is far from practical to inform the source user 

terminal of all channel information. Therefore, it is highly desirable to devise 
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cooperative transmission schemes that need no or minimum relay channels 

information. 

We also did not touch the problem of centralized versus distributed signal 

processing in cooperative communications. This problem is however more related to 

networking aspect of cooperative systems. By centralized we mean that a base station 

makes all the decisions on relay selection, power allocation and precoding. While 

distributed refers to the case that all nodes participate in decision making. While 

distributed approach would enjoy less complexity and feedback load over centralized 

strategy, its performance is limited due to limited network information at each node. 

An interesting analysis is to determine whether distributing signal processing load 

through the whole network is helpful or not. If yes, the question is how transmit and 

relay nodes can share the load of processing amongst each other. 
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