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Abstract

The transition from deflagration ta detonation is studied by focusing on the actual

final procesa, Le. the onset of detonation itself. The high speed deflagration prior to

transition is obtained by suppressing the oscillatory structure of a detonation first. A

theoretical model is developed ta analyze the resulting deflagration complex which shows

that it propagates close ta half the CJ detonation velocity with the deflagration slowly

separating from the leading shock. These high speed deflagrations thus obtained just prior

ta transition ta detonation as weIl as the highly turbulent fast deflagrations that have been

observed prior ta transition in earlier studies are shawn to be CJ deflagrations where the

propagation velocities are governed by energetics rather than the f10w structure.

Ta understand how the nonsteady behavior of detonations may affect the transi­

tion pracess, the one-dimensional pulsating detonation is analyzed by computational stud­

ies. The time averaged solution of the non-overdriven detonation over a cycle is found to

recover the steady CJ solution and the independence of the far rearward boundary con­

dition is demonstrated for the activation Energies studied. The self-oscillatory naLere of

the detonation also plays a key raie in the maintenance, failure, and re-establishment of

the detonation structure. Ta study the onset of detonatic.l, the high speed deflagration

obtainel by failing the detonation is subsequently perturbed with periodic disturbances ta

stimulate transition. The numerical simulations show that the perturbations undergo a fre­

quency selective amplification pracess ta accelerate transition where the optimal frequency

is related ta the chemical reaction time of the detonation. The existence of optimal pertur­

bation frequencies ta stimulate transition is also observed in the Experimental investigation

carried out, although its value appears ta depend on the channel dimension. Based on the

oscillatory and frequency selective nature of the detonation phenomena, an oscillator model

is proposed. An Equation that has the basic features of a mechanical oscillator has been

derived for the pulsating detonation. The proposed oscillator concept indicates the need ta

examine detonation phenomena from the point of view of a resonant oscillator.
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Résumé

La transition déflagration-détonation a été étudié en se concentra.nt SHI' la, phase

finale, c'est à dire l'établissement de la détonation elle-même. La déflagrat.ion rapide ,want.

le régime de transition est obtenue en supprimant la struct.ure oscillatoire de la dét.onat.ion.

Un model théorique a été developpé dans le but d'analyser le mécanisme complexe de cett.e

déflagration se propageant a une célérité prôche de la moitié de la célérité de détonat.ion

Chapman-Joug'"et (CJ), tout en se découplant de l'onde de choc de tête. 11" pu èt.re

démontré que les déflagrations rapides et les déflagrations très t.urbulentes précédant. la

transition vers la détonation sont en fait des déflagrations CJ dont les célérités de propaga­

tion sont determinées par l'énergétique plutôt que par l'hydro-dynamic.

Afin de comprendre l'influence du comportement instable de la détonation sur le

processus de transition, une détonation uni-dimensionelle oscillante a été modi,lisée lOrD

d'une étude numérique. La moyenne de la solution dans le temps sur un cycle pour nne

détonation non-surdétonative tend vers la solution stable CJ et s'avère indépendente des

conditions aux limites loin en amont dans la gamme d'énergie d'activation étudiée. La

nature auto-oscillatoire de la détonation joue un rôle clé dans l'entretient, l'amort.issement,

et le re-éstablissement de la structure de la détonation. Afin d'étudier l'établissemeut. de

la détonation, une déflagration rapide obtenue en amortissant une détonation est soumise

à des perturbations périodiques pour exciter la transition. Les simulations numériques

ont montré que les perturbations subissaient un processus d'amplification fréquentiel\ement

sélectif permettant d'accèlerer la transition vers la détonation. La fréquence optimale est.

liée au temps de réaction chimique. Les résultats experimentaux ont aussi montré l'existence

d'une fréquence optimale de perturbation stimulant la transition, même s'il apparait. que

sa valeur semble dépendre des dimensions du tube. Un model théorique a été présent.é

sur la base d'un mécanisme de détonation oscillatoire et fréquentiellement. selectif. Une

équation ayant les caractèristiques d'un oscillateur mécanique a été dérivée dans le cadre

d'une détonation pulsatoire. Le concept oscillatoire proposé indique clairement le besoin

d'examiner le phenomène de la détonation d'un point de vue d'un oscillateur résonant .
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Chapter 1

Introduction

1.1 Background

The propagation velocity of combustion waves can vary over a wide spectrum.

A gaseous combustible mixture can propagate as a deflagration or as a detonation. In

the deflagration regime, in the limit it can burn as a laminar flame that propagates at a

velocity of the order of 0.5 rn/s, or it may accelerate to a turbulent flame with velocities

potential1y orders of magnitnde higher. The turbulent flame may also undergo transition to

a detonation wave and propagate at velocities of about 2000 rn/s. It is not surprising that

a diverse variety of propagation mechanisms may possibly be involved corresponding to the

observed four orders of magnitude of wave velocity. There are still numerous gaps in the

knowlcdge of the vast family of combustion waves and every progress in understanding these

phenomena will have considerable theoretical interest. In this thesis, l will concentrate my

study on the high velocity regimes specifical1y to examine transition to detonation.

The ability to predict the occurrence and characteristics of detonation waves is

also of great practical valuc. As the fastest mode of combustion and with its large power­

dcnsity, detonation poses both a great concern for safety of possible explosion accidents as

weil as a challenge in harnessing it for potential future applications in propulsion systems.

The feasibility of using oblique detonation waves in ram-jets is under current investigation

for application to propulsion of a new generation of hypersonic vehicles.
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The basic goal of detonation research is to gain insight into the diITerellt a"pect"

of the detonation phenomena, namely, its development, steady propagation, and failnre.

By now, il. has been established that even the steady propagation of detomLtion \Vave"

involves periodic formation and failure of individual wavelets. No doubt, ad vance" in the

understanding of the formation process will contribute to a better description of the geueral

behavior of detonations.

The formation of detonations can be realized in two ways: direct or blast iuitiatiou

and transition from deflagration to detonation. Direct initiation will occur if a blast or

shock wave is strong enough to auto-ignite the combustible mixture processed by il. to fol'lu

a detonation. For direct initiation, the energy of the source plays a key roll' in det.erlllining

whether initiatiCln is successful or not. If a sufficient amount of energy is released by th"

igniter, rapid auto-ignition takes place immediately behind the generated blast wave and the

reaction coupled shock wave quickly becomes a Chapman-Jouguet (CJ) detonation. Below

a certain critical value of igniter energy, the reaction front decouples [rom the blding

shock wave and direct initiation is not achieved. For direct initiation, sinee the initiation is

accomplished directly without first propagating as a deflagration, il. has becn appropriateiy

referred to as direct initiation. Bach, Knystautas, and Lee (1969, 1971) have deveioped

a theoretical model to treat direct initiation using reacting blast waves. A subsequent

theory was later established by Lee, Knystautas, and Guirao (1982) 1.0 predict the minimum

initiation energy for direct initiation. A comprehensive review of the blast initiation theory

is given by Lee (1977).

Alternately, the combustible mixture can be ignited by a low energy igniter and

burn as a slow deflagration. Under appropriate conditions, it can accelerate and undergo

transition to detonation. Tlùs process is referred to as deflagration to detonation transition,
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or DDT. Despite significant progress in studying DDT through many experimental as weil

as theoretical efforts, the underlying physics of this complex phenomena remains unc1ear.

1.3 Previous Works

Deflagration to detonation transition has been a subject of intense study for a

long time.! From previous experimental works, the qualitative description of the processes

of transition are quite weil established: starting with weak ignition and the subsequent

acceleration of the laminar flame to turbulent, ail the way to the final stage of detonation

onset. The photographie studies by the research group of Oppenheim are partieularly

noteworthy in elucidating the genesis of detonation. The details of the actual onset of

detonation in smooth confined tubes have been revealed with unsurpassed c1arity by their

stroboscopie laser Schlieren photographie records (Urtiew and Oppenheim 1965,1966,1967,

1968; Meyer and Oppenheim 1971). The onset of detonation was observed to originate from

localized regions in the turbulent flame brush (so-called hot spots). Localized explosions

from these hot spots then become spherical detonation "bubbles" which grow to catch up

with the leading shock front of the deflagration (Urtiew and Oppenheim 1965). The effect

of compression waves emitted by the accelerating flame to induce onset was illustrated by

their experiments and by analytieal calculations (Laderman and Oppenheim 1961) whieh

was derived from the work of Chu (1956). A numerical simulation of the flame acceleration

process was later performed by Kurylo et al. (1979). The role of the leading shock in

tl'iggering auto-ignition and subsequent onset of detonation is also revealed where shock

strellgthening is accomplished by merging of compression waves and shocks ahead of the

!lame front (Urtiew and Oppenheim 1965,1966), and by shock reflection at the c10sed end

of a tube (Meyer and Oppenheim 1971, Laderman and Oppenheim 1961).

IThe comprehensive review of the gaseous detonation and transition phenomena can he found in the
rccenl paper. by Lee (1991) and Shepherd and Lee (1992).
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Although the events that lead to the final onset of detonation lllay vary, Opp"n­

heim pointed out that the transition process observed essentiaJ1y consists of an "explosion

within explosion", as he has labeled the localized explosion center. This has rcnmin"d t.he

most plausible mechanism that leads 1.0 the onset of detonation and many theordical stndies

have evolved around this concept. Modern asymptotic analyses have now been devdop"d to

investigate the formation of the explosion centers (e.g., Clarke 1978, 1979; .la.ek,on, Kapil",

and Stewart 1989; Almgren, Majda, and Rosales 1990). In essence, t.hese ,walyt.ieal sl.ndies

are concerned with the evolution of hot spot.s due to rapid shock wave devdopm"nt 01' 10­

calized pressure buildup in an explosive medium. Although these do indieate the possihility

of explosion center formation, their physical interpret.ations are orten handicapped amidsl.

complex mathematics, and the results are dependent. on the initial spatial inholllogencil.i"s

in the system which must be provided by other means. Moreover, the ,,,tture of thes" aSYIIIp­

totic analyses restricts the predictions to the initial growth, while the final devcl0pIII""1. of

detonation cannot be analyzed.

The physics of rapid sbock wave amplification in detonat.ion forrn,ttion was IIIore

clearly elucidated by the studies of Zel'dovich and independently by Lee. Zel'dovich deIllon­

strated that by controlling the temperature (or induct.ion time) gr;1(lient of an initia.lly

quiescent reactive atmosphere, one can determine whether or not the resulting rea.clion

wave will evolve into detonation (Zel'dovich et al. 1970, Zel'dovich 1980). Lee pointed ouI.

that the rapid shock amplification can be explained by the fact. that t.he chemical energy

release in the reaction front is synchronized with the propagation of t.he compression (or

shock) wave (Lee et al. 1978, Yoshikawa 1980). The suggested interpretation was based

upon the Rayleigh criterion of instability due 1.0 unsteady beat input which st.ated that. "lf

heat be given to the air al. the moment of great.est condensation, or taken l'rom il. al. tbe

moment of greatest rarefaction, the vibration is encouraged". The Shock Wave Amplifiea.
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tion by Coherent Energy Release (SWACER)2 mechanism was proposed in their study of

photo-chemical initiation of detonation where an induction time gradient field in an initial!y

quiescent photo-dissociating gas mixture is generated by strong UV light irradiation. These

theories have provided significant insight regarding the l'ole of inhomogeneities and phase

relations between the heat source and the gasdynamic flow field that may lead to rapid

shock development. However, the initial flow conditions investigated in these studies are

clearly different from those observed during transition and it remains difficult to relate these

theories with the general!y observed transition phenomena. For instance, the actual flow

bcfore onset is not quiescent, and the question of how the initial inhomogeneities are set

up remains unanswered. In order to analyze the onset of detonation, these analyses must

be advanced further together with realistic initial conditions commonly observed prior to

onset of detonation.

On another front, the use of wall obstacles (or so-cal!ed Shchelkin's spiral) to stim-

ulate transition to detonation has been studied by Laffite (1928) and Shchelkin (1940). The

transition process in simiiar experiments is largely associated with the intense interaction

between the flame and the obstacles. The mechanism by which transition is facilitated had

been credited to the generation of turbulence by the obstacles, hence promoting flame accel-

eration (Lee and Moen 1980, Lee 1986). However, more recent experiments by Teodorczyk

(1989) have demonstrated that the transition to detonation may have been facilitated by

the transverse pressure waves generated by the obstacles rather than by the turbulence.

lly placing acoustic absorbing materials underneath wall obstacles, Teodorczyk observed

that the damping of the transverse pressure waves inhibited transition. Hence turbulence

alone, without transverse pressure waves, has thereby been demonstrated to be insufficient

for detonation to form.

2The acronym SWACER was introduced te emphasize the similarity of the amplification mechanism te
the well known LASER mechanism which is based on light amplifir.ation due te coherent energy release by
stimulated emission in a resonant cavity.
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As a whole, the experimental studies performed so far have revealed a var'idy of

mechanisms for transition ta take place, yet the criteria for tra.nsition have not. hecn rully

understood. While the qualitative descriptions of the transition pracess is quite established,

the quantitative understanding of transition is incomplete. It is still not possihle 1.0 predict.

"a priori" for a given system, i.e., for a prescribed mixture in a prescribed tube geolllcl.l'Y, if

a deflagration can accelerate 1,0 detonation or not. Neither is it possible t.o prediet. t.he t.ilue

(or distance) it would take for transition ta accu! for systems whcre transition is knowll t.u

be possible. Experimental measurements in one system (e.g., fixed tu he dialllet.er) cannot

be correlated with another, nor can transition data for one mixture be liuked t.o oUler

mixtures.

It is useful 1,0 note that the transition phenomenon can he classified into t.wo

phases, the initial f1ame acceleration and the final onset. of det.onation (Shephard and Lee

1992). Perhaps foremost amongst the reasons that the transition process remains unclear

is that most 0f the experiments carried out 1,0 study the transition f",n' deflagration t.o

detonation inevitably mixed the initial f1ame acceleration phase with t.lh' eventual ousel.

once the maximum deflagration velocity is achieved. The initial phase involves a COtn­

plex phenomena of f1ame acceleration mechanisms, from laminar through t.he compressible

turbulent regimes which are strongly influenced by initial and boundary conditions. If. is

unlikely that a general quantitative description of this phase may he achieved. Moreover,

due 1,0 the random nature of the formation of the explosive centers, it. is very difficult. 1,0

experimentally obtain repeatable and controllable initial conditions al. which the onset of

detonation can be studied.

On the other hand, il, is important 1.0 recognize that the key step of tr;ulsition is

the onset phase and the phenomenon does appear 1,0 have certain universal characteristics.

In general, the deflagration priar to onset always involves a quasi-steady unstable regirne
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which propagates at a velocity near 1000 rn/s, about half the CJ dctonation velocity (Lee,

Soloukhin, and Oppenheim 1969), and the onset usually undergoes an abrupt event as

detonation is formed. The onset proce% is directly associated with the final establishment

of detonation and much clarification is still needed. Tt thus seems that a fruitful approach

to study transition is ta direct attention to the onset phase, yet this had not been feasible

jn previous experiments.

In order ta progress further in studying the transition process, it is important ta

establish clearly the initial conditions at which the onset of detonation will occur, and ta

recognize the essential characteristics of detonation which the transition process must es­

tablish. The recent results of Dupré et al. (1988) have provided sorne directions in fulfilling

these requiremelits. Their experiments have shown that when the transverse waves of a det­

onation are damped out, the detonation will fail where the leading shock is decoupled from

the reaction Zone. The resulting structure is more or less a one-dimensional deflagration

with a shock/reaction-front complex which propagates also at about half the CJ detona­

tion velocity for sorne distance prior to transition back to detonation. The significance of

Dupré's results is two fold. First, by removing the transverse waves of a detonation, the

wave will fail and the quenched wave decderates to a propagation velocity commonly ob­

tO.:lled prior to transition to detonation. The shock-flame complex is also very similar to the

quasi-steady regime which occurs at critical conditions in different initiation experiments

such as direct initiation (Bach et al. 1969, Edwards et al. 1978) and critical tube diameter

experiments (Edwards et al. 1979). Lee and Ramamurthi (1976) have concentrated on

this quasi-steady regime to build a theory to describe blast initiation. In the propagation

of galloping detonations, the wave intermittently travels in the failed mode for sorne time

before re-transition to detonative condition and then decays to repeat the cycle (Dupré et

al. 1990). Just prior to the establishment of the high velecity regime, a shock-deflagration
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by failing a detonation. Thus, the quasi-steady shock-reaction strncture just prior to the

establishment of detonation is a well-observed entity. It would be of great theoretical and

practical interest to investigate the nature of the wave and determine whether it recover"

the maximum velocity deflagration. If it does, this simple one-dimensional structure Gill

be used as a well-defined initial condition to examine detonation onset which is then free of

the flame acceleration process so dominant in many previous experiments.

Secondly, detonation is demonstrated to require transverse waves for its propa­

gation. Transverse waves are indeed a manifestation of the unsteady coupliug between

the chemical reactions and the gasdynamic flow field, which forms a rather well-organized

cellular structure behind the detonation front. The nonsteady nature of detonations have

been revealed in many expl'rimental and theoretical investigations to be in contrast with

the classical theory of Zel'dovich (1940), von Neumann (1942), and D6ring (194:1) (ZND)

which postulates a steady "Iaminar" detonation structure with a shock followed hy arc·

action front. Theoretical analyses have shown that for high enough activation energies,

detonations are inherently oscillatory even in the on,' dimensional framework (Erpenbeck

1962, 1964; Fickett and Wood 1966). Without the oscillatory structure, a detonation will

not sustain itself. The intrinsic oscillatory nature of detonation has therefore suggested that

the transition to detonation can be considered as the establishment of this fOrIn of organized

structure. Hence, the understanding of the transition process cannot be complete unless

this aspect has been examined. In this sense, the explosion center or hot spot concept sccrns

to be incomp1ete. The amplification of the explosion center may provide a static criterion

for the onset of detonation (e.g., critical temperature gradient, critical shock strength, etc).

What is required, however, may be a dynamic criterion that controls the formation of the

organized cellular pattern. Consequently, the oscillatory behavior of detonation should be
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examined more c1osely. It may be fruitful to consider its similarities with c1assical oscillators

since the properties of classical oscillators are weil known-their natural frequencies and

the physical mechanisms for maintaining the periodic behavior can be easily identified. The

excitation or start-up of an oscillator is also c10sely linked to its frequency. Ail these should

help to shed light on the formation of detonation which may be likened to an oscillator.

1.4 Current State of the Art

In summary, in spite of the extensive efforts to study the transition from deflagra­

tion to detonation thus far, the understanding remains qualitative. This stems largely from

the fact that the associated phenomena are highly complex and involve many aspects of

combustion and wave processes. It is not always possible to distinguish experimentalIy the

initial flame acceleration phase from the final onset of detonation. Neither is the possible

influence of the osciilatory nature of the resulting detonation on the transition process fuily

understood, since the obtained detonation is not 7, steady state wave. Rence, it is some­

times difficult to define precisely what the transition process refers to. (In other words, the

transition from what to what?)

The onset phase of detonation is indeed the final establishment of the detonation.

However, because of the difficulty in distinguishing the flame acceleration phase from the

final phenomenon of onset, the initial conditions for the onset of detonation are hard to

control and the quantitative understanding of the process remains unc1ear. The work of

Dupré et al. (1988) has indicated that when a detonation is quenched, a shock-flame struc­

ture is obtained which has characteristics very similar to the quasi-steady regime observed

in many different experiments just priar to the establishment of detonation. Because of

its apparent universal behavior, the quasi-steady shock-reaction complex just prior to the

establishment of detonation may represent a unique c1ass of combustion wave that deserves
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better understanding. More important!y, this has given a new im;>etus to examine the

transition process by concentrating on the onset phase which can be accomplished by using

the quasi-steady structure as a well-controlled initial condition for the study.

At the other end of the transition process, it is weil known that the final detonation

formed is not a steady ZND wave, but one with oscillatory characteristics. 1l0wever, the

role of the establishment of the organized structure has not been fnlly realized in the current.

understanding of the transition from deflagration to detonation. Existing criteria for transi­

tion to take place usually involve the generation of critical shock strength for auto-ignition

to occur. These qualitative conditions are inadequate since the question of the formation of

the dynamic structure, which may or may not be a stable one, has not been addressed. ln

order to better understand the transition of detonation, it may be necessary to incorporate

the oscillatory characteristics attained in the establishment of the final structure.

In the following section, the objective of the present work will be described and a

brief outline of the thesis will be provided.

1.5 Scope and Outline of the Present Work

The principal. objective of the thesis is to elucidate on the process of t.ransition

from deflagration to detonation by focusing on the events during the onset of detonatioTl

where the deflagration prior to transition has already attained a maximum veiocit.y. The

present work aims at achieving a quantitative description of the events that lead to the final

establishment of detonation through theoretical and experimental investigations. To devote

attention to the onset phase, the initial condition for the study will be obtained by indueing

failure of an established detonation wave. The subsequent re-transition to detonation will

be examined to determine the key factors that control the genesis of detonation.

In order to define more ciearly the starting and ending conditions for the transition
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process to take place, Chapters 2 and 3 will aim to provide a quantitative description of

the initial quasi-steady shock-flame complex and the final oscillatory detonation.

The thesis will start by examining the high speed deflagration just prior to transi­

tion to detonation. In spite of the fact that the quasi-steady regime is a universal metastable

state that occurs just prior to onset of detonation, it is not weil understood. The purpose

of Chapter 2 is to determine the nature of the wave and to develop a quantitative model to

calculate its properties. In view of the approximate one-dimensional shock-flame struc.ture

observed in Dupré's experiments (Dupré et al. 1988), a quasi-steady one-dimensional model

will be developed to analyze the obtained fast deflagration. The propagation velocity will

be derived and the predicted values will be compared with experiments. These fast de­

flagrations will be shown to be the maximum velocity deflagrations prior to transition to

detonation and will thus be served as a well-defined initial state for the present examination

of deflagration to detonation transition. The relation between the quasi-steady regime and

other high speed deflagrations observed prior to transition to detonation in various exper­

iments for different boundary conditions (i.e., tube geometries or wall roughness) will be

discussed.

The final product of the transition process, that is the self-sustained detonation,

will be examined in Chapter 3. Since the final detonation obtained is inherently a nonsteady

wave rather than a steady ZND detonation, it is necessary to understand its properties be­

fore proceeding to study the transition process. A one dimensional computational study

will he carried out using the reactive Euler equations to elucidate the dynamic hehavior of

the one-dimensional pulsating detonation. Numerical simulations will he performed to ex­

amine how the detonation is initiated using a piston. The periodic and oscillatory hehavior

of the estahlished solution and its relation to the steady Chapman-Jouguet solution will he

studied. The similarity of the hehavior of the pulsating detonation to other oscillators will
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also be pointed out to indicate the possibility of understanding the oscillatory mechanisms

of detonation waves using c1assical oscillator concepts. The response of the pulsating wave

to different perturbations and its subsequent failure will be analyzed. The detailed struc·

ture of the resulting metastable wave and its ability for re-transition to detonation will be

examined to help understand the transition process itself.

The transition process will be investigated in Chapter 4 using one-dimension,t1

computational analysis. The high speed deflagration complex obtained by quenching an

established one-dimensional pulsating detonation will serve as the initial conditiou for tran­

sition to start. This quasi-steady shock-reaction structure will be subsequently perturbed

with periodic disturbances to induce transition to detonation. Numerical experiments will

be carried out to determine the optimal condition for transition using periodic disturbances

and the sensitivity of the process to the frequency of the applied perturbation will be exam­

ined. To support this approach, an experimental investigation will be described in Chapter

5 to examine the formation of real multi-dimensional detonations. The initial conditiou

for transition will be obtained by damping out the transverse waves of a self-sustained

CJ detonation using acoustic absorbing walls to produce a maximum velocity deflagration.

Transition will be induced by placing periodic wall obstacles along the channel to gener­

ate artificial transverse pressure waves to facilitate the formation of the natural transverse

wave structure of the detonation. The optimal perturbation frequencies that will facilitate

transition to detonation will be examined.

In Chapter 6, an attempt will be made to establish the analogy of the pulsating

detonation to nonlinear oscillators by deriving the equivalent oscillator equation. The os­

cillator concept may providc a means for the mechanism of pulsation and the oscillatory

structure of detonations to be interpreted. The possibility of treating the establishment of

the self-organized pulsating detonation (Le., transition) as the self-excitation of an oscillator
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Chapter 2

The Quasi-Steady Regime Prior

ta Transition

2.1 Introduction

The purpose ofthis chapter is to define clearly the high speed defiagration obtained

just prior to the onset of ;ie·tonation. Ir. the present research, we propose to generate the

initial condition for the transition study by inducing failure of an established detonation.

A one-dimensional analytical model will therefore be developed to analyze the quasi-steady

regime ",nd to provide a quantitative description of its properties. The predicted velocities

will be compared with the experimentally obtained quasi-steady waves as weil as with other

maximum velocities deflagrations. The nature of the quasi-steady regime will be discussed

in light of the analysis.

2.1.1 Experimentally Observed Quasi-Steady Regime

The generation of the quasi-steady regime by failing an established detonation wave

was first demonstrated by the experimental study of Dupré et aL (1988). The quenching

process is illustrated by the high speed framing photographs taken by Teodorczyk (1989)

from a similar experiment shown in Fig. 2.1. In the figure, a Chapman-Jouguet (CJ)

detonation wave is first generated and enters from the left. As it traverses the damping



•

•

15

section, the transverse waves are damped out by the acoustic absorbing walls and the

reaction zone graduall.y decouples from the leading shock while the velocity decreases. The

resulting reaction front is an approximate one-dimensional deflagration which propagates

at a slightly lower velocity than the leading shock. Unlike a detonation, this complex is

uncoupled since the shock sloy;'y separates from the flame. Nevertheless, each element

seems to be at a quasi-steady state with approximately constant speeds. Furthermore,

this one dimensional shock/reaction-front complex propagates at about half the original CJ

detonation velocity for sorne distance prior to transition back to detonation.

2.1.2 Other Fast Flames Observed

Many experimental observations have indicated that the maximum propagation

velocity of deflagrations appears to be also at approximately half the CJ detonation velocity.

Sorne of the examples will be pointed out below.

Fast Deflagrations Just Prior to Transition

The fast deflagrations observed just prior to the transition from deflagration to

detonation in smooth tubes have generally attained this velocity before the final onset (Lee,

Soloukhin, and Oppenheim, 1969). Above a velocity of approximately 1000 mis, transition

to detonation is imminent. In smooth tubes, these high speed deflagrations consist of a

shock (or a family of compression waves) ahead of a reaction zone. The separation distance

between the leading shock and the flame front is much larger than that for detonations,

indicating that the propagation mechanism is not one of shock-induced auto-ignition. The

fast deflagration prior to the onset of detonation has been obtained in the computational

studies by Clarke et al. (1986, 1990). Using a one-dimensional Navier-Stokes model with

the addition of large amount of thermal power at x = 0 to the half space x > 0, a strong

precursor shock wave followed by a fast deflagration was obtained that propagates in a
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metastable state for sorne time before the appearance of a ZND detonation (Clarke ct al.

1986, 1990).

In galloping detonations, the combnstion wave intermittently propagatcs in a failcd

mode before re-transition to detonativ~ condition and thcn deconples again to rcpcat. t.he

process (Dupré et al. 1990). The shock-deflagration complex in the failed mode shares

similar characteristics as fast deflagration obtained by damping out t.he transverse waves of

a detonation.

Quasi-Steady Regime Vnder Critical Blast Initiation

Although direct or blast initiation of detonation does not involve the acceleration

of a deflagration 1.0 undergo transition 1.0 detonation, a quasi-steady regime that. a1so has a

similar shock-reaction front strncture has been observed 1.0 occur at the critical conditions

just before the initiation of detonation and is found 1.0 propagate al. about half the C.l

detonation velocity (Bach et al. 1969; Edwards et al. 1978). The quasi-steady regime has

also been observed in computational studies. A quasi-steady shock-reaction front. complex

in a slowly evolving configuration was obtained when the energy input 1.0 initiate the det­

ona',ion is supplied by a mechanical piston (Singh and Clarke 1992). The nature of this

metastable regime has not been fully clarified although il. has sometimes been referred to

as "low velocity detonation" because of its sub-CJ propagation velocity. The low velocity

has been speculated 1.0 be a result of incomplete combustion which decreases the effective

energy available 1.0 sustain the wave al. the CJ detonation velocity (Edwards et al. 1978).

This conjecture was based on the experimental observations that unburnt gas can escape the

more intense combustion regions al. the transverse shocks (Edwards et al. 1978). llowever,

all experimental evidences have shown that the transverse wave system is absent in these

quasi-steady regimes, il. is unlikely that the low velocity detonation with a partial energy
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release can provide a meaningful explanation of the sub-CJ wave.

Turbulent High Speed Deflagrations-Choking Regime

In general, the propagation velocities of high speed deflagrations can range from

about 600m/s to 1000m/s which are dependent on the turbulent transport rates, and thus

the detailed f10w structure. However, for turbulent high speed deflagrations in rough tubes,

il is found possible to obtain a steadilj propagating deflagration at about 1000 mis without

it undergoing transition to detonation, whereas in smooth tubes transition to detonation

usually occurs when the deflagration has accelented to such velocities. This maximum

deflagration velocity is again dose to half the CJ detona.tion velocity, a1though the detailed

flow structure is far more complex than that observed in other conditions (Le., the quasi­

steady regime and fast f1ames in smooth tubes, etc). The f10w structure of a turbulent

high speed defiagration is illustrated in Fig. 2.2, which is a time sequence of high speed

framing schlieren photographs of such propagation for a hydrogen-oxygen mixture in a

channel where the walls are roughened with obstacles. The structure consists of a series of

compression waves in the front, followed by a highly turbulent reaction zone. The leading

compression waves are not strong enough to cause auto-ignition so that the trailing reaction

zone propagates at a slightly lower velocity than the leading compression waves.

Figure 2.3 displays a streak photograph obtained hy Wagner (1981), which is a

trace of the trajectory of a deflagration where equally-spaced orifice plates are placed a10ng

the wall. The deflagration is seen to accelerate initially and eventually attains a steady

velocity. The important feature to note from the photograph is that the trajectory of

the steady state deflagration front is quite parallel to the the c+ characteristics in the

product gases, which caIl he identified by the streak lines that propagate in the direction

of the deflagration. These steady high speed turbulent deflagration velocities are found
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to be quite close to the sound speed in the burnt gases and has prompted Lee (1986)

to refer to this regime of combustion as the "choking" regime. Since the sonnd speed

is only a function of temperature, it indicates that thermodynamics play a key role in

these deflagrations. Comparing the velocities of the quasi-steady regimes just prior to the

establishment of detonation (in direct initiation, in transition, and in galloping detonations),

and the highly turbulent choking regime, it appears that they arc similar and depend ma.Înly

on the energetics of the mixture rather than on the deta.ils of the !low structure.

In the following section, the analytical model for the quasi-steady regime will he

developed and the predicted theoretical propagation velocities will be cornpared with the

extensive experimental data that is ava.ilable for some of these high speed defiagrations.

2.2 Analytical Model

The high speed photographs in Fig. 2.1 have thus indkated that the quasi-steady

regime resulting from fa.iling a detonation can be modeled by a one-dimensional shock

followed by a reaction front as shown in Fig. 2.4. Upstream of the cornplex, the gas is

ôtationary so the initial velocity Ua vanishes. The velocity behind the !lame, U2, is assultled

to vanish to satisfy the end-tube boundary condition. We shall assume that the deflagration

is a maximum velocity V/ave that propagates at the sound speed of the burnt gas, that is it

satisfies the Chapman-Jouguet (CJ) condition. This kind of configuration 1,,"" always heen

a topic for theoretical study, Dot least because of the availability of elpmentary solutions [or

its component parts, in this case, a shock wave and a subsonically-propagating deflagration.

The text by Shchelkin and Troshin (1964) conta.ins a lengthy chapter under the he;,ding of

"Double Discontinuities", and refers to an earlier work by Oppenheim (1953). ShcheJkin

and Troshin describe the propagation of separate discontinuities as dictated by the relevant

Hugoniot relationships, either adiabatic or nonadiabatic as the case may be. Oppenheim
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derived the locus of possible states 2 that may exist downstream of a given upstream region

oon the hypothesis that the deflagration is of the CJ-type (Le., it is propagating at exactly

sonic speed relative to the burnt gas in region 2). Oppenheim called this particular locus a

Q-curve, while Shchelkin and Troshin described it as a generalized Hugoniot curve.

There is one particular point on Oppenheim's Q-curve that corresponds to U2 = 0

in Fig. 2.4. Since the form of this special result, which was not noted by the earlier

writers, is particularly relevant to the present study we derive it here from first principles.

Deflagrations in the experiments travel along tubes in the direction away from a solid end

wall. While U2 is certainly equal to zero at such an end wall, observations suggest that the

condition U2 = 0 will also be encountered throughout the domain between the wall and the

flame. In the one-dimensional numerical computations made by Clarke et al. (1986, 1990) of

the Navier-Stokes model of events that follow from the initial addition of thermal power to

a simple combustible gas, the shock wave and the fast-flame predicted by the Navier-Stokes

solution prior to the appearance of a ZND detonation follow paths on an x, t-diagram that

are very similar to the ones sketched in Fig. 2.4 here, and the computed gas velocity in

region 2 is, for ail practical purposes, equal to zero, as proposed in the present case.

A further indication that U2 vanishes is illustrated by the streak photograph ob­

tained by Wagner (1981) in Fig. 2.4. Since the velocity of the deflagration front is close to

the sound speed of the burnt gas (C2), while the c+ characteristics propagate with velocity

U2 + C2 and are parallel to the deflagration front, the photograph demonstrates that the

particle velocity in the burnt gas is indeed small.

The key fact in the present study is the insensitivity of the broad flow-field pat­

tern (of shock followed by deflagration) to any details of behavior within any particular

deflagration .
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Governing Equations

The governing equations for the deflagratioll mode! is derived as follows. The

conservation laws across the shock may be written as

poRs = PI(1ls-uI)

·2 . 2
Po + poRs PI + PI(Rs - UI)

R 2 • 2

ho + --2. =
h (Rs - !LI)

2 1+ 2

(2.1 )

(2.:J)

and similarly for the f1ame

PI (RF - UI) = P2 RF

. 2 ·2
PI + PI(RF - UI) P2 + P2 RF

h (RF- ud 2 Q jl2
1+ 2 + = h2 + --f

Assuming a perfect gas, the enthalpy h can be expressed as a funct;on of Il and pas

h = _,_1!.
,-lp

(VI)

(2.5 )

(2.G)

(2.7)

In the above equations, subscript 0 denotes the initially undistnrbed state ahead of r.he

shock, subscript 1 denotes the shocked gas between the shock and the f1ame, and Sil bseripl.

2 denotes the burned products behind the flame.

Let us first consider the solution for the f1ame. From the conservation of mass

(2.4) the density ratio can De expressed in terms of the velocity ratio as

PI jlF
x = - = ~--'--

P2 RF - "1
(2.8)

Using the conservation of mass and momentum (2.4) and (2.5) the pressure ratio can be

•
expressed in terms of the density ratio and the flame velocity as:

(
. )2R2 1- x

y = 1 +'1 ..1 -2-
CI X

(2.9)
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where y = p2!Pl. Equations (2.8) and (2.9) can be used to eliminate the velodties in the

encrgy cquatioll (2.6). By using equation (2.7) for h, the energy equation becomes

where

(x- a)(y+a) = fJ (2.10)

a = ')'2 - 1 fJ = ')'2 - 1 [(')'1+ 1 + 2')'~Q) _ ')'2 - 1]
')'2 + 1 ')'2 + 1 ')'1 - 1 cl ')'2 + 1

with ci = 1'IPI / Pl being the sound speed of the reactants immediately ahead of the f1ame

front. Equation (2.10) represeIlts the Hugoniot curve on a pressure-density plot which is

the locus of dowIlstream states (P2, P2) for a given initial state (Pl, Pl) and chemical energy

release Q of the mixture. For a perfect gas, the Hugoniot curve is a rectangular hyperbola

as illustrated by equation (2.10).

The locus of possible solutions across the shock can be obtained similarly from the

conservation equations (2.1) to (2.3). Since the mixture is non-reactive across the shock

(i.e., Q = 0), the Hugoniot equation for 1'0 = ')'1 = l' is then

(x -&)(y+&) = ~

_ Po
x=­

Pl
_ ')' - 1
a=--

')'+1

(2.11)

Furthermore, the downstream state across the shock can be obtained using equatiolls (2.1)

to (2.3) to give the usual Rankine-Hugoniot relations for a normal shock in a perfect gas,

i.e.,

Pl ')'+1
(2.12)=

Po ')' - 1 + 21)

Pl ~.'J' - (1' - 1)1)
(2.13)=

Po (1' + 1)1)

Cl [2')' - (1' - 1)1)][21)+ (')' - 1)]
(2.14)=

Co (')' + 1)21)

• Ul 2(1-1) _1
(2.15)= ')'+11)2Co
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where

Ms is the shock Mach numher.

"Ml = 1; coMs = Rs; (2,Hi)

The solution to the conservation equations for the shock/reaction-zone complex

can he represented graphically using a Hugoniot diagram, which is a plot of pressure versus

the specific volume (i.e., 1/p) as displayed in Fig. 2.5. Given an initial state 0, the shocked

state llles on the Shock-Hugoniot given hy equation (2.11). The straight line that connects

the irdtial state and intersects the Shock-Hugoniot at state 1 is the Rayleigh line, which

is given hy the conservation of mass and momentum equations. Since there is no energy

addition across a shock (Q = 0), hoth the initial and shocked states lie on the Shock­

Hugoniot. The solution behind the deflagration (state 2) lies on the Hugoniot for the

deflagration given hy equation (2.10). For a Chapman-Jouguet deflagration, the solution

is obtained by the intersection of the Rayleigh llne from the shocked state to the lower

tangency point on the Hngoniot curve.

2.2.2 Approximate Solution for Constant 'Y

If 1 is further considered to he constant across the flame as weil as atross the

shock, then the downstream states across the flame front can he solved for in terms of the

upstream conditions using equations (2.8), (2.9) and (2.10). For example the density ratio

can he written as

•
where

and

s=

(2.17)

(2.18)

(2.19)
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Similar expressions can be written for the other quantities (e.g. pressure ratio). The two

signs in front of S in equation (2.17) denote the two possible solutions for a given flame

speed. For a Chapman-Jouguet deflagration, the two solutions coincide, i.e. S = 0, and we

obtain

P2 "Y +1

Pl "Y + 'IF

where 'IF (for the Chapman-Jouguet condition) is now given by equation (2.18) for S = O.

Thus, the Mach number of the deflagration relative to the flow between the shock and

reaction front is related to the energy release by:

(2.21)

From the conservation of mass across the shock and the flame (i.e., eqns. 2.1 and

2.4) the flow Mach number relative to the deflagration can be related to that behind the

shock:

(2.22)

where Ml = R,;;UJ is the Mach number of the flow behind the shock relative to the shock.

Utilizing the Rankine-Hugoniot relationships across a normal shock (eqns. 2.12,2.14) equa­

tion (2.22) can he expressed as the following relationship for the Mach number MF of the

flow in front of the flame with respect to the flame, and the shock Mach numher Ms:

•

( 1 ) Il ) CO(l )--MF =21--MI =2- --Ms.
MF \MI Cl Ms

Suhstituting equation (2.14) for CO/Cl, equation (2.21) can he reduced to

The solution for M1 is

M1 = 1 +!!. + )(1 +!!.)2 - 14 4

(2.23)

(2.24)

(2.25)
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For q ~ 1, which in general is the case for explosive gas mixtures (since q is typically of

order 20) the approxîmate value of Ms is

(2.26)

The propagation velocity of the flame cau be obtained using the mass conservation

across the flame and the shock to yield

(RF - Ut) +Ut

= MF:! +Ms (1- po)
Co Pt

(2.27)

Using the Rankine-Hugoniot relations across the normal shock (i.e., eqns. 2.12,2.14) and

equation (2.21), for q ~ 1, the flame velocity relative to the fixed tube cau be approximated

by:

(2.28)

The CJ detonation Macn number MD = RD/co for the same mixture can he

expressed as a function of the heat release q as:

(2.29)

The solution for the quadratic equation for M'b is

(2.:lü)

For q ~ 1, the CJ Mach number is approxîmately

(2.31 )

•
Upon comparing equations (2.26) and (2.31), we see that

Ms
1

"" -MD
2

Rs
1 .

(2.32)or "" -RD
2
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The precursor shock velocity of a CJ deflagration is thus about one half the corresponding

CJ detonation speed for the same mixture. For 'Y = 1.4, the flame velocity of the CJ

deflagration is

and from equation (2.31), we obtain

RF
- '" 0.655yq

Co

RF '" 0.465RD

(2.33)

(2.34)

•

The comparison of RF with RD for various 'Y is given in Table 2.1. It can be seen that the

CJ deflagration velocity (relative to a fixed. coordinate) is about one half the corresponding

CJ detonation velocity RD. This is precisely what the experimental results of Dupré et al.

(1988) showed.

Table 2.1: Comparison of CJ deflagration with CJ detonation velocitles for various 'Y

'Y fiE. = ~I-r 1l+21-r+l
Rn 2{~+lJ'

1.4 0.465

1.3 0.472

1.2 0.479

1.1 0.489

2.2.3 Exact Solution for Arbitrary q

In order to compare quantitatlvely the theoretical model wlth experimental results,

a more exact analysis Is required. In this analysis, the assumption that 'Y is constant across

the flame is relaxed, although the change in 'Y across the shock is still assumed negligible.

The assumption that q :â> 1 Is not necessary as q will be computed directly in the analysis.

Because'Y changes across the flame front, the state downstream of the flame can no

longer be represented by the simple expression of equation (2.17), although the numerical
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values can still he computed. The solution across the Rame will he ohtained using the

Hugoniot equation. Given the state upstream of the Rame, for a perfect gas, the llngoniot

equation for the downstream state is represented hy equation (2.10) which cau he rewritten

in the fol1owing forms:

(3
X=--+a

y+a
(3

y=---a
x-a

(2.35 )

(2.36)

The unknowns across the flame are the density and pressure ratios (x, y) and the !lame

velocity RF, The pressure ratio y can he solved for in the fol1owing manner. The mass

conservation equation (2.8) is first rewritten as:

. XUl
RF=-­

x-1
(2.:17)

Using the alternate form of the Hugoniot equation (2.35), the density ratio x can he l'li mi-

nated:

(2.38)

Suhstituting equation (2.35) for x, and equation (2.38) for RF into the momentum eqlJatioll

(2.9), the pressure ratio across the flame is:

P2 B - -JB2 +4(0' - 1)[(3 +0'(0' - 1) - 0"'Y1(~ )2]
y=-=

Pl 2(1 - a)
(2.39)

•

where B = (3 +(a - 1j2 +"Yl(~ j2. If the coefficients a and (3 are known, the pressure ratio

y can he determined. Equations (2.35) and (2.38) can then he used to calculate the density

ratio and the flame speed, respectively.

Note that since the Hugoniot equation (2.10) wntains only two coefficients (0',(3),

if any two states on the Hugoniot curve are known, a and (3 can he evaluated and the
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downstream state can be determined. The two states chosen here are the constant volume

combustion and the Chapman-Jouguet detonation. Standard equilibrium comb~"tion codes

(e.g. STANJAN) are available to calculate these states so that a and f3 are obtained. Once

the coefficients are known, for a given state ahead of the flame, equation (2.39) will give

the general solution for the pressure ratio that satisfies the boundary condition U2 = o.

Because the condition ahead of the flame front depends on the strength of the

precursor shock, the Chapman-Jouguet deflagration must be solved as an interdependent

shock-flame complex. The Chapman-Jouguet complex can be solved by finding the unique

shock velocity Rs that would satisfy the Chapman-Jouguet condition. The procedure for

computing the flow field is illustrated as follows. The calculation proceeds from an assumed

value of the shock velocity R,. The shocked state 1 is calculated using the Rankine-Hugoniot

relations for the shock, i.e. equations (2.12), (2.13), (2.14) and (2.15). To relate the states

across the flame, the Hugoniot relation across the flarne and the solution for the pressure

are applied (i.e., eqns. 2.39, 2.35, and 2.37).

The coefficients (a, f3) in these equations are evaluated using the chernical equilib­

rium code STANJAN (Reynolds 1987) to fit the Hugoniot equation to two states-constant

volume combustion and CJ detonation, for the given shocked state. The entire flow field is

then calculated for the assumed shock velocity. The flarne velocity is tested to see whether

the Chapman-Jouguet condition is satisfied. If it is not, a new shock velocity is assumed

and the Iteration continues until the CJ deflagration is obtained.

2.3 Results and Discussion

Following the calculation procedures for CJ deflagration, the propagation velocity

of the reaction front is calculated. The theoretical velocities will be compared with the

approximate one-dimensional deflagration obtained by damping out the transverse waves
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of an established detonation (Dupré et al. 1988) and with the rough tube experiments in

Lee (1986).

2.3.1 The Quasi-Steady Regime Following Failure

In Figs. 2.6 to 2.8, the theoretical CJ deflagration velocities are compared with

the velocities of the quasi-steady shock-reaction complex from Dupré. In the figures, the

f1ame velocities are plotted against the initial pressure for three different mixtures-ethylene

(C2H4 ), acetylene (C2H2 ), and hydrogen (H2 ) in stoichiometric concentration with oxygen.

For C2H 4 , Fig. 2.6 shows that the calculated f1ame velocity is about 1100 mis which

increases slightly with the initial pressure. The theoretical values of flame velocity agrec

quite weil with the experimental data. For acetylene (Fig. 2.7), the theoretical dcllagration

velocity is about lOOOm/s which also increases slightly with initial pressure. The calculated

f1ame velocities again exhibit good agreement with the measured values. The calculated

f1ame velocity for the hydrogen-oxygen mixture (Fig. 2.8) is about 1400 mis and is slightly

higher than the measured data, which are at about 1200 mis. Note that because hydrogen

is a very light gas, it has a high sound speed. As a result it ls difficult to maintain strong

shocks in hydrogen so that the transverse waves in the original detonation are more easily

damped than for the other mixtures. It is possible that the hydrogen deflagration may have

decayed further to propagate at a sub-CJ deflagration velocity.

Although the structure of the approximate one-dimensional deflagration from

Dupré's experiments may seem very similar to the idealized model so that the agreement

between the theoretical and experimental propagation velocities is expected, there is never­

theless some fundamental difference between the two strnctures. The idealized deflagration

is in effect a steady "laminar" reaction front that is free of any f10w fluctuations. On the

other hand, the experimental deflagration, although quite one-dimensional, can still be seen

to contain turbulence. Thus, even for the one-dimensional case, the agreement between
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theoretical and experimental results indicates that these high speed defiagrations are quite

independent of the detailed f10w structure.

As a whole, the theoretical f1ame velocities are very close to the measured f1ame

velocities. It is important to note that for the same energy input Q, the CJ deflagration

obtained exhibits a velocity decrease of approximately 50 percent from that of the original

detonation. This sub-CJ detonation velocity wave is thus not due to a partial heat release as

may have previously been suggested (Edwards et al. 1978), but to the change in propagation

mode. Moreover, the observed quasi-steady shock-reaction front structure is also not that

of an induction process as it is for detonation waves. Otherwise the separation distance

between the shock and the deflagration front would have remained constant, as it is dictated

by a constant velocity leading shock. The presented defiagration model clearly demonstrates

that the quasi-steady regime obtained by damping the transverse waves of a detonation is

not that of detonation, but one that is equivalent to a Chapman-Jouguet deflagration.

Thus by removing the transverse waves of a detonation, the detonation fails and

the maximum velocity defiagration is obtained. This maximum velocity deflagration is a

Chapman-Jouguet deflagration which lies on the tangency point of the Hugoniot curve (Fig.

2.5), as is weil established from classical theory.l Yet, CJ defiagrations had been believed

previously not to be readily observable in reality. Such a deflagration was unachievable

in previous experiments of f1ame propagation in smooth tubes because defiagrations usu-

ally undergo a transient state of acceleration due to turbulent interaction which inevitably

destroys the one-dimensional structure and also quickly leads to transition to detonation.

Thus, the high speed defiagrations observed in previous experiments would likely undergo

a highly transient passage through the CJ state.

l For example, see the discussion of the Cl deflagration by Taylor and Tankin (1958) and the analysis of
sle.dy Hames by Kuhl, K.mel, .ud Oppenheim (1973) .
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Aithough the structure of the high speed deflagrations observed in rongh tnbe

experiments (Lee 1986) are much more complex than the one dimensional deflagration of

Dupré, the fact that the flame velocities are also about one half the CJ detonation ve­

locity, and that the flame propagates at about the sound speed of the bumt ga.s indica.t.e

that energetics, rather than the detailed flow structure, is the key factor. Thus, when the

deflagratiofl has achieved the maximum possible velocity without undergoing transition to

detonation in rough tubes, the velocity obtained would be insensitive to the detailed /low

structure and the deflagration would be equivalent to a Chapman-Jouguet deflagration. Let

us investigate this by calculating the CJ deflagration velocities for the rough tube exper­

iments and see how they compare with the measured /lame velocities. The experiment,,/

results in Lee (1986) are obtained for five different mixtures-C2 1I4 ,l12 , C3 IIs , C2 II2 "nd

CH4 , all in air and initially at atmospheric pressure and room temperature, where the

measurements are taken for tube diameters of 15cm and 5cm, with the respective blockage

ratio (B.R.=obstacle area over channel area) of 0.39 and 0.43.

The calculated CJ deflagration velocities and the measured terminal flarne veloci­

ties, which are near the maximum velocities achieved in the rough tube without undergoing

transition to detonation, are compared in Figs. 2.9 to 2.13. In the figures, the flarne veloci­

ties are plotted against mixture concentration expressed in terms of equivalence ratio. Also

plotted in the figures are the corresponding CJ detonation velocities for reference. From

these figures, it can be seen that the calculated /lame velocities are about one half the CJ

detonation speed and are indeed very close to the measured flame velocities. Note that even

though there is a large change in the tube diameter and blockage ratio (B.R.), which repre­

sents drastically different turbulent transport rates in the flow, the measured flame speeds

are not significantly affected. The agreement between theoretical and experimental flame
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velocities are especially good for C2H"H2 , and C3 Hs (Figs. 2.9,2.10,2.11). For C2H2

and CIl, (Figs. 2.12,2.13), the measured f1ame velocities are near, but consistently below

the maximum possible velocities prior to transition to detonation. Therefore, the measured

!lame velocities for C2 Il2 and CH, are slightly lower than the calculated CJ deflagration

velocities. Also to be noted in Figs. 2.12 and 2.13 is that the measured f1ame velocities

for the smaller tube diameter and larger blockage ratio are slightly lower than those for

larger tube diameter and smaller blockage ratio, since the losses associated with the former

condition are expected to be larger so that the velocities are decreased. This effect is more

pronounced for C2 Il2 and CH, because their velocities are below the maximum deflagration

velocity so the influence due to the different transport rates becomes more apparent.

Because the theoretical CJ deflagration velocity is simply the sound speed of the

bumt gas which depends only on the temperature (sound speed is proportional to v'T or

,(Q, the square root of energy addition) the agreement between the theoretical results with

the experimental data strongly supports the premise that the propagation velocities of these

multi-dimensional high speed deflagrations are determined by energetics rather than the de­

tailed flow structure. Indeed, these combustion processes are govemed by thermodynamics

and are quite independent of the f10w structure.

The similarity between the seemingly different forms of high speed deflagration can

obtain further support upon consideration of the Chapman-Jouguet detonation. The latter

is widely known to be inherently three-dimensional and unsteady due to the propagation

of transverse waves normal to the direction of propagation of the detonation. Yet, the

average wave velocity agrees weil with one dimensional theory. For a CJ detonation, which

is the minimum velocity detonation., it is not the detailed f10w structure, but the energetics

that plays the dominant rok. For the CJ deflagration, which is the maximum-velocity

deflagration, a similar argument applies .
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Since the high speed deflagrations under exarr.ination "re energetics dependent,

it is worthwhile to examine the possible energy losses associated with the tn,bulent de­

flagrations in rough tubes to see whether they can affect the propagation velocity. Fir'1.,

there may be heat transfer from the deflagration complex because the combnstion proces,

will generate significantly higher temperatures than its surroundings. However, the tillle

scale associated with the diffusion of heat from the gas to the tube is several orders of

magnitude larger than the characteristic time associated with the propagation of the defla­

gration. Therefore, the energy loss due to heat transfer should be quite negligible. Another

mechanism for energy deficit involves the turbulent nature of the deflagration. The turbn­

lence generated by the rough walls will cause scattering of the kinetic energy of the main

propagation to velocity fluctuations in the other dimensions. Strictly speaking, no energy

is lost from the deflagration complex, yet the distribution of the multi-dirnensional velocity

fluctuations does "lock up" part of the useful kinetic energy. Howev~r, because the propa­

gation velocity is only proportional to the square root of the energy (eqns. 2.20 or 2.28),

it is insensitive to such deficit. Hence, although the high speed deflagrations in the rough

tubes are highly turbulent and multi-dimensional, their propagation velocities still exhibit

good agreement with the theoretical values.

Therefore, the turbulent high speed deflagrations in the choking regime, as classi­

fied by Lee (1986), are indeed Chapman-Jouguet deflagrations. One can now identify these

on the Hugoniot curve as one of the four combustion processes (together with constant

volume combustion, constant pressure combustion, and CJ detonation) that are uniquely

determined by thermodynamics. And in contrast to previous belief, Chapman-Jollguet

deflagrations can be readily observed in the propagation of fast deflagrations in l'ough chan­

nels.



• 2.4 Summary

33

•

In the present research, it is proposed that a maximum velocity deflagration can

be used for the study of onset of detonation by inducing failure of an established detona­

tion. To clearly define the initial condition, the resulting approximate one-dimensional fast

dellagration is analyzed using a simple model that satisfies the Chapman-Jouguet condi­

tion. The analytical solution obtained for constant 7 and large heat release demonstrates

that the propagation velocity is close to one half the CJ detonation propagation velocity

corresponding to the same mixture, as have been shown by previous experiments. The

numerical calculations of the propagation velocities and the comparison with experimental

data have successfully demonstrated that the quasi-steady regime obtained by damping out

the transverse waves of a detonation is a Chapman-Jouguet deflagration.

Moreover, the propagatior. velocity of the seemingly very different form of high

speed deflagration-the highly turbulent deflagration in the choking regime observed in

rough tube experiments, is also found to have excellent agreement with their one-dimensional

counter-part. The comparisons with the extensive experimental data that are available have

demonstrated that these maximum velocity deflagrations, which propagate at the sound

speed of the product gases, are energetics governed and are insensitive to the detailed flow

structure. The present analysis strongly indicates tha, the the quasi-steady deflagration just

prior to the establishment of detonation and the highly turbulent choking regime, are indeed

Chapman-Jouguet deflagrations where the propagation velocities are uniquely determined

by thermodynamics.

The suceess in generating a one-dimensional fast deflagration has also opened up

new opportunities to study the onset of detonation. Because the fast deflagration obtained

by removing the transverse waves of a detonation is a CJ deflagration, one can perturb

this and study the reverse process of the re-establishment of the transverse wave structure
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and the re-birth of the detonation. In many prcvious expcrirncntal studies of the transition

process, the deflagration under observation is generated from ignition and unciergo<.'s an

acceleration phase priar ta transition. In such studies, the observations are alwa.ys c-ompli­

cated by the wide variation of propagation velocity and flow structure of the dellagratioll

prior to the onset of detonation. By using a CJ deflagration to study the transitioll proress,

one can have a clear control of the initial condition of transition that is free from the effeds

due to the acceleration process and can thus concentrate on the onset phenomenoll .
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Chapter 3

The One-dimensional Pulsating

Detonation

The purpose of this chapter is to examine the final product of the transition pro­

cess, i.e., the detonation. Unlike the classical steady state ZND model, real detonation waves

are inherently nonsteady and this behavior may influence the establishment of the detona­

tion itself. It is therefore important to examine the properties of the unsteady detonation

bofore proceeding to study how this entity is formed during transition.

The characteristics of one-dimensional detonations, in particular, the intrinsic os­

cillatory behavior, will be reviewed through direct numerical simulation. The initiation

of the detonation using a piston and its self-sustained propagation will be analyzed. The

study of the response of the oscillatory wave ta perturbations, its failure and the subsequent

natural re-transition will also provide insight for understanding the transition problem.

Tho usefulness of numerical experiments cannot be over-emphasized. There are

limitations as to what can be experimentally measured in order to describe the events ofthe

formation, steady propagation, and failure of the highly transient detonation phenomena.

Numerical experiments can, on the other hand, provide the freedom to probe the unsteady

process to obtain detailed and insightful information that may otherwise be difficult to

measure in real experiments.
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Unlike deflagrations, the combustion process in a detonation is coupled wit.h t.he

shock wave that it generates. The system propagates as an integral st.ructure wit.h the

same velocity. The one-dimensional ZND model is t.he simplest. description of det.onat.ion

propagation. Il consists of a steady-state structure with a leading shock coupied with a

fast reaction front. The ZND model provides a mechanism for the propa~ation of t.he

detonation wave where gas particles are adiabatieally compressed and heated by the leading

shock. Following an induction period, intense chemical reaction occurs and the expansion

of the products provide the feedback of energy to maintain t.he shock propagation. A

unique feature of the steady state wave is that the products in t.he wake of t.he detonation

satisfies the Chapman-Jouguet (CJ) condition with the bumt gas particles travel at sonic

velocity relative to the wave. The sonie CJ plane isolates the detonation from the products

and permits the detonation to be independent of back boundary and initial conditions

once the steady Gtate wave is established. However, the ZND model is unstable and the

coupling between chemieal reactions and the gasdynamie flow field is invariably nonsteady.

Experimental and theoretieal studies have shown that, in general, detonation waves possess

a three dimensional oscillatory structure whieh manifests itself as a complex pattern 01

transverse shock waves at the detonation front. Hence, it is necessary to recoguize that

the resulting detonation following transition will not be a steady ZND wave, but one that

involves an oscillatory and unstable structure.

Although direct numerical simulations are now capable of reproducing two- and

three-dimensional detonations (e.g., Oran and Boris 1987, Taki and Fujiwara 1978, 1981,

1984, Bourlioux et al. 1992), the one dimensional dynamics of the reactive Euler equations

remain a simple and powerful tool to study the underlying physies that governs the os­

cillatory propagation. The dynamie structure in the one-dimensional treatment manileBts
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as a longitudinal pulsating wave that, in essence, maintains the same unstable behavior as

obtained in multi-dimensions.

The first computational investigation of the instability of piston driven (or so-cailed

overdrivcn) dctonations was carried out by Fickett and Wood (1966). Using the method of

characteristics and a single-step Arrhenius law for the reaction rate, they demonstrated that

the unstable one-dimensional detonation evolves into an oscillatory wave for higit enough

activation energies. The calculated stability boundary and the frequency of the oscilla­

tions obtained by varying the activation energy agreed weil with the linearized tneory of

Erpenbeck (1962, 1964). Similar nonlinear oscillatory behavior was again obtained when

the simple Arrhenius law was replaced by a chain branching reaction mechanism (Fick­

ett et al. 1972). In a later study, Abouseif and Toong (1982) used the first order finite

difference method of Rusanov and a simple Arrhenius law to examine the instability of

one-dimensional detonations. By decreasing the degree of piston overdrive, while holding

the activation energy constant, they demonstrated that the shock pressure is transformed

from a regular periodic pattern into irregular oscillatory motion in which the dominant

mode is distorted and overlapped by higher modes. Moen et al. (1984) used a second

order MacCormack algorithm with FCT anti-diffusion scheme and fine mesh resolution to

perform similar computations as those of Abouseif and Toong. They reported that the

periodic pattern breaks up completely into an irregular pattern before the degree of over­

drive approaches one. Large pockets of unburnt gas was found in the product region and

they speculated that the explosions of these pockets may provide the flow perturbations

resulting in the high level of instability patterns observed. More recently, Bourlioux et al.

(1991) used a second order extension of Godunov's method (PPM) with conservative shock

tracking and adaptive mesh refinement to examine the effects of the degree of piston over­

drive on the unstable detonation. Near the instability boundary, the pulsating detonation
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oscillates at a weil defined frequency as predicted by the more recently developed linearized

theory of Lee and Stewart (1990). As the instability pattern grows, their resnlts seem to in­

dicate that the transformation process follows a period doubling sequence before the higher

modes appear as the degree of overdrive is reduced. Naturally, the detailed features of the

oscillatory behavior and their subsequent break up would depend on the specifies of the

numerical methods and the resolution used. Nevertheless, the numerical results obtained

have indicated that the nonsteady one-dimensional detonation manifests itself in an oscil­

latory manner controlled by chemical kinetics and gasdynamics (such as activation energy,

the degree of piston overdrive, heat of reaction, and specifie heats ratio).

The previous works have clearly shown that the pulsating detonation manifests as

an self-organized oscillatory wave. In this chapter, we will attempt to provide an overview

of the different aspects of the pulsating wave to help understand how the self-oscillatory

behavior rnay influence the formation of the detonation itself. We will lirst describe the

governing equations used to carry out the direct numerical simulation of the pnlsating

detonation.

3.1 Governing Equations

The detonation to be studied will be obtained in a manner similar to that treated

by Fickett and Wood (1966) and by Abouseifand Toong (1982). Consider the space initial1y

filled with a quiescent combustible mixture bounded at x = 0 with a piston. The piston

moves with velocity up(t) generates a strong shock wave to initial a detonation (see Fig.

3.1). After the detonation has established a regular oscillatory pattern, its detailed behavior

will be analyzed.

Dissipative processes such as viscous and heat losses are assumed negligible in

the present analysis. The chemical reaction is assumed to take place in a one-step ir-
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reversible process that follows the Arrhenius law. In a piston-fixed reference fr..me, the

one-dimensional equations of motion describing the reactive flow can be exprtssed as fol-

lows:

Mass Conservation:
op o(pu) _ 0

(3.1)ot + ox -

Momentum Conservation:
ou ou 1 op

(3.2)-+u- = ----a
ot ox p ox p

Energy Conservation:
op op ou .

(3.3)- +u- + -YP- = p(-y - l)q
ot ox 8x

Reactant Consumption: oa +uoa = _kae-E/RT (3.4)
ot ox

State Equation: p=pRT (3.5)

The above symbols are defined as follows: t is time, x distance, p pressure, T temperature,

u velocity, p density, a reactant mass fraction, -y and R are the specifie heats ratio and the

specifie heat constant, respectively, and E the specifie activation energy, k the reaction rate

constant, ap is the piston acceleration dupldt, and <i is the heat release rate where the (")

signifies time derivative.

The flow variables are then nondimensionalized with respect to the initial undis-

turbed state (Po, Po, To), and the velocity with respect to the initial sound speed (co), while

the energy quantities are nondimensionalized with respect to RTo. The independent vari-

able of time is nondimensionalized with respect to the half-reaction time (t 1/ 2), which is

defined as the time for half of the reactants to be consumed (l.e., a depleted from 1.0 before

reaction starts to 0.5 when half reacted) in the steady-state ZND detonation. The space

variable is nondimensionalized with respect to cot1/ 2 , while the pre-exponential constant

(k) is aIso normalized with respect to t 1 / 2 • Thus:

•
p* = J!.. r* -!!... T* - '!.- u* = ~

po' - Po' - To' Co

E* E * q
= RTo' q = RTo

(3.6)
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(U)

Accordingly, the acceleration of the piston in equation (3.2) is nondimensionali,.ed as:

* t
'
{2 dupa =--

p Co dt
(3.8)

The normalized value of k* supplies the correspondence of t* = 1 to the time for half of the

reactant mass to react and form products for the ZND solution. In the present work, ail

time units are measured in half-reaction times.

Furthermore, the governing equations are written in the Lagrangian forrn. This

procedure has two advantages, first, it permits the history ofeach gas partieles to he followed

to facilitate the examination of shock-reaction interactions. Numerical1y, the Lagra,ngian

approach of fol1owing the gas partieles also allows an accurate description of the flow near

shock waves-as partieles are compressed behind shocks, the grid spacing is decreased di-

rectly with the gas volume. This characteristic aiIeviates the need (to sorne extent) of lIsing

adaptive grids. The nondimensionalized governing equations in Lagrangian forrn is given

as follows:

Mass Conservation:

Momentum Conservation:

Energy Conservation:

Reactant Consumption:

State Equation:

8v 8u
---=0
8t 8E,
8u 8ph
8ï+~ = -ap

8e 8puh Q.
-+--=--a-a u8t 8E, --y p

. _ da _ ( ) ( ) _ k -E{T
Q - di - -w Ct, t, W Q, t - (Xe

1
p = pT (p = -)

v

(3.9)

(3.10)

(3.11)

(:l.l2)

(:J.13)

•
where e is the sum of the internai and kinetic energies given by:

1 P u2

e= +---y(-r-l)p 2
(3.14)
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Q is the nondimensional heat of reaction and ç is the Lagrangiar: space coordinate defined

by dç = p(dx - udt). Note that ail variables are now expressed in the nondimensional form,

and hence the (*)'s will be omitted in ail subsequent expressions.

The algorithm of the present computation is originally developed by Yoshikawa

(1980) and later by Moen et al. (1984) and has been adapted for more detailed investigation

of the flow structure in the present work. The governing equations are solved using a 2-step

MacCormack algorithm with the flux-corrected transport anti-diffusion scheme. A detailed

description of the numerical scheme is given in Appendix A. In order to start the calculation,

the steady one-dimensional ZND detonation is first calculated to obtain the time scale and

the shocked and burned gas velocities which are used to prescribe the initial motion of the

piston in the unsteady problem. The present results are calculated using a spatial resolution

that is equivalent to 50 numerical cells for determining the half-reacted region in the steady

ZND solution. It should be stressed that the overall resolution is amongst the highest used

compared with previous works. The Courant number used is 0.5.

3.1.1 Parameters used in the studies

In the present calculations, the gas mixture is taken to have a nondimensional

heat of reaction Q of 50, and "1 is assumed constant at 1.2. The so-called degree of piston

overdrive f, as defined in Fickett and Wood (1966) to be:

f= (~)2
DeJ

(3.15)

•

is taken to be 1, where D is the detonation velocity. Thus, f = 1 corresponds to a CJ

detonation wave at steady state. For the parameters chosen in the present study, the ZND

detonation is characterized by a shock pressure of 42.06, shock temperature of 4.813, while

the pressure and tel!lperature in the burnt products are 21.53 and 12.00, respectively. The

detonatioll velocity is at 6.216, the shocked gas velocity at 5.505 , and the products are at
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2.752, ail measured in the absolute laboratory frame. The activation energy will be varied

in the study while keeping the degree of overdrive at 1.

3.2 Initiation and Oscillatory Characteristics

The formation of the pulsating detonation by the action of a piston will first be

examined. In the following calculations, the velocity of the piston to initiate the detonatioll

is given in Fig. 3.2. At time zero, the piston is set to move into the fresh mixture (x > 0)

at the von Neumann shocked gas velocity (up = Ush) and is maintained for 1.8 half-reaction

times (t = 1.8), after which it decelerates linearly to the steady state CJ burnt gas velocity

(UCJ) at 2 half-reaction times (t = 2), and remains at this level afterwards. The value of

Ush and UCJ is obtained from the steady ZND solution.

The transient initiation of the detonation for activation energy ranging from 20 to

30 is displayed in Fig. 3.3 where the evolution of the shock pressure is plotted wilh time.

Due to the sudden and high initial velocity of the piston, the gas near the piston surface is

compressed rapidly to form a shock wave which initiates a strongly overdriven detonation

with a shock pressure typically about twice the steady value of 42. As the piston decelerates

to its final velocity, the shock pressure begins to evolve towards the steady state value. For

activation energies at and below 25, the shock pressure approaches the steady state value

and a steady ZND detonation is obtained. For activation energies above 25, the detonation

begins to exhibit oscillatory behavior. Slightly beyond the stability limit (e.g., E = 26),

the shock pressure oscillation is quite regular and close to being sinusoidal with a weil

defined frequency (period = 12.7). As E is increased to 27, the oscillation deviates from the

sinusoidal appearance and becomes nonlinear, although the frequency is unchanged. When

the activation energy is increased further to 28, regular oscillatory pattern begins to break

up and eventually a new periodic pattern appears near t = 80. Instead of the single mode
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appearance for E = 26 and 27, the cycle now contains a lower maximum in addition to the

largest one, with the overall period being a1most doubled to 25.6. For even higher E of 30,

the oscillation pattern becomes quite irregular and no repeatable cycle is captured within

the time calculated.

The resulting temporal behavior of the detonation front indicates a period doubling

type of bifurcation pattern which can be observed for a more general class of nonlinear

dynamical system where the sequence of break-up would quickly lead to highly irregular

behavior (Feigenbaum 1978, Guckenheimer and Holmes 1983). Figure 3.4 shows in more

detail the break-up sequence for E = 27,28, and 28.5 where the shock pressure oscillations

are displayed after repeatable cycles have been obtained. For E = 27, the period of the

oscillation is 12.7 which becomes doubled at E = 28, and tripled at E = 28.5. Higher order

bifurcation sequence has not been obtained in the present numerical simulation due to the

rapid approach to irregular behavior and the increasing difficulty to accurately capture the

highly transient events. As irregulax behavior is approached, the solution becomes highly

sensitive to initial conditions and hence numerical noise would render the appearance of

repeatable cycles irreproducible. Nevertheless, the results obtained have demonstrated the

resemblance of the pulsating detonation to a broader class of nonlinear oscillators.

3.2.1 Dynamic Structure of the Pulsating Wave

Let us examine more closely the large amplitude oscillations during a periodic cycle

by considering the structure of the one-dimensional detonation when repeatable cycles have

been developed.

The detailed spatial profiles for E = 28 at different times is displayed in Fig. 3.5.

The events coyer the first half of the cycle as shown in Fig. 3.4 with the detonation front

initial!y reaching a minimum pressure (at t = 175) and its subsequent acceleration to the

maximum value, followed by a decay to a second (higher) minimum.
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At the minimum state (t = 17['), the shock pressure, temperature, and velodty are

below the steady state values (cf. the steady ZND profiles on the right of the figure). The

pressure behind the leading shock continuously decrease (in space) white the t.emperature

rises as chemical readion proceeds. When the readion is complete (cf. the reaction rat.e

curves also plotted in t.he figure) t.he profiles approach the CJ bnrnt gas vaines. At a.la.t.e!'

time leve! (t = 178), the detonation has begun to accelerate and the flow properties behilld

the shock increase accordingly. The pressure profile shows that there is a pressure buitd

up behind the leading shock which is similar to that obtained for piston driven detonat.ions

(Fickett and Wood 1966). As a result, the ma.ximum pressure is no longer at. t.he shock

front. The pressure build up is responsible for the acceleration of t.he detonation t.hrough

compression waves that propagate towards the leading shock. In the third curve plot.t.ed, t.he

detonation has almost reached its peak value with the shock pressure attaining close to twice

the steady state value. The pressure behind the shock drops dramatically (in space) while

the temperature rises sharply indicating very rapid chemical reaction immediately following

the shock front. As the detonation decays in the subsequent curves, the shock pressure falb

off with time. However, a region of r~!ativdy high pressure and velocity remains nea!' the

end of the reaction zone. The large pressure and velocity generated behind the shock du!'ing

the peak value of the detonation produces large disturbances and therefore require a longer

distance to equilibrate with the downstream flow.

It is interesting to note that during the acceleration of the detonation (from t = 175

to 178), the temperature behind the reaction zone continues to decrease. Moreover, the

highest temperature in the reaction zone is only attained at t = 184 when the shock has

begun to decay. These events indicate that there is a time lag for the flow conditions to be

transmitted between the leading snock and its downstream elements. Since no heat loss is

assumed in the present analysis, the large increase in temperature due to the fluctuation
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in heat release remain visible downstream of the reaction zone, providing a "permanent"

record of the oscillatory history.

Note also that while the shock pressure exhibits large fluctuations during the

dynamical event, the pressure and velocity at the trailing end remain quite close to the

mean burnt gas values. This effect has been made observable by having the piston moving

at the steady burnt gas velocity, otherwise a nonsteady expansion fan would appear behind

the detonation as the produce gas would decelerate to zero velocity at the left end boundary.

The present results clearly indicate that the dominating events of the evolution of the

pulsating detonation occur within a self-contained hydrodynamic structure. It seems that

the far field boundary behind the detonation does not play a significant role in the problem.

We will return to investigate this further later in the chapter.

The qualitative features of the particle velocity distributions (Fig. 3.5c) are quite

similar to the corresponding pressure profiles. Since the velocity is measured relative to

the piston, the downstream velocity approaches zero, Le., it satisfies the piston boundary

condition, which is at the burnt gas velocity for the steady state propagation. It is interesting

to note that the trailing velocity is slightly larger than zero (Le., higher than the piston

velocity) when the detonation is at the lowest velocity (at t = 175). However, the velocity

then decreases below zero (Le., flow towards the piston surface) as the shock approaches

the maximnm state at t = 181. It is clear that a dynamic flow field exists in the detonation

complex before reaching equilibrium downstream of the structure.

The gasdynamic interaction in the detonation complex can be more clearly illus­

trated by examining the distribution of Mach number (M) measured relative to the leading

shock. In the profiles plotted in Fig. 3.5d, the Mach number in front of the shock represents

the velocity of the shock wave measured in the laboratory frame wllich fluctuates with the

instantaneous speed of the detonation front. Across the shock, the Mach number decreases



•

•

to a subsonic value and then rises to a value near 1 downstream of the structure. In the

steady state solution, the Chapman-Jouguet condition dictates that the trailing end of the

detonation must approach a sonic condition (M = 1) so that small JIow perturbations from

downstream are incapable of penetrating the detonation complex and hence isolating it

from the downstream flow field. In the nonsteady propagation studied here, the trailing

Mach number is subsonic when the detonation velocity is at its minimnm (t = 175) and

gradually increases to a supersonic value with the increase in detonation velocity (t = 181),

before decreasing back to subsonic again. Thus, in the subsonic regime, the flow field behind

the detonation would be able to influence the detonation until the trailing Mach nnmber

becomes supersonic.

In order to further investigate its relation to the steady state CJ solution, the time

averaged flow quantities over a cycle is computed. It is found that the averaged shocked

quantities (Le., shock pressure, temperature, etc.) agree with the steady state ZND solution

to within 2 percent. Moreover, the time averaged quantities at the end of the detonation

comp1ex, where the reactant mass fraction is depleted to 10-7 , also agree with the CJ

burnt gas solution, and in particular, the relative Mach number recovers a value of one.

Thus, although the wake of the pulsating structure traverses through both subsonic and

supersonic regimes, the averaged flow at the trailing end of the complex satisfies the C.I

sonic condition. These time averages have been computed for activation energies of 25.5,

26,27, and 28, ail having good agreement with the steady state solution.

3.2.2 Independence of Back Boundary

The nature of the nonsteady one-dimensional detonation is signiftcantly deter­

mined by its relation with the back boundary condition. The fact that the time averaged

pulsating detonation satisfies the CJ sonic condition suggests that the structure rnay in­

deed b" independent of the flow field behind the detonation as in the steady .tate case. To
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examine this, calculations have been carried out where the flow field behind the detonation

complex (taken at Q = 10-7) is "eut off" and replaced by (spatially) uniform quantities

obtained at the beginning of the eut. This is eqL ,aient to enforcing a "radiation condi­

tion" where flow perturbations originating from downstream of the detonation complex are

removed, allowing only the perturbations generated within the complex. The numerical

calculation is restarted from the full solution by enforcing this condition at ail subsequent

times. Figure 3.6 shows the resulting detonation for E = 28 and 27, where calculationa are

carried out for 2 and 4 cycles, respectively. The obtained detonations reproduce remarkably

the full solutions and the shock pressure trace with time for E = 27 is indistinguishable

from the original solution seen in Fig. 3.4. This confirms that the detonation complex is

a self-contained system where the dynamic behavior is generated. It is important to note

that the detonation complex defined here contains both the chemical reaction zone and the

hydrodynamic equilibrium zone. For the parameters considered, the chemical reaction is

essentially completed within a length of between 2 2.nd 6 (when Q = 0.05) from the shock.

Thermodynamic and hydrodynamic equilibrium, however, requires a longer length to be

achieved. As already seen in Figs. 3.5a and 3.5c, as the detonation reaches a maximum

velocity, the large flow disturbances generated within the complex requires a longer distance

to equilibrate to the downstream value, even though the strong shock implies that high tem­

perature and hence very rapid chemical reaction can be accomplished within a very short

distance. In the present calculation, when the reactant mass fraction decreases to 10-7 ,

the zone length from the shock is approximately la, the pressure and particle velocity both

approach the steady state (or time averaged) values. Thus, the results indicate that the

pulsating detonation can be characterized by a "hydrodynamic thickness" within which the

mechanisms for sustaining the oscillatory detonation is contained.

For real cellular detonations, the boundary of the so-called "hydrodynamic thick-
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ness" is where the energy associated with the transverse wa.ve oscillation is assulllcd to he

dissipated (Soloukhin 1969, Edwards et al. 1976). Experimentally, this thickness is est.i-

mated to he of the order of a few detonation cel! lengths (Vasiliev et al. 1972, Edwards

et al. 1976), although the chemical reactions are essentially completed within a fraction of

a cell cycle. For the steady one-dimensional ZND detonation, the hydrouynamic thickness

corresponds to the reaction zone length since there are no gasdynamic fluctuat.ions. For

the pulsating detonation, the hydrodynamic thickness is also greater than the react.ion zone

length. Therefore, it is not sufficient to require the termination of chemical react.ions to

define the self-contained detonation. A meaningful autonomous structure must inc1ude t.he

thermodynamic and hydrodynamic equilihrium within it.

In summary, the structure of the pulsating detonation il!ustrateu in t.he present.

study is qualitatively similar to that ohtained by Ficket.t and Wood (1966).1 However, with a

piston overdriving the detonation, FickeU and Wood's solut.ions are open t.o int.eraction wit.h

the piston, since the flow field hehind the detonation is everywhere subsonic. By removing

the piston overdrive in the present study, it is now possible to clarify the auton"!flOUH

nature of the detonation complex and its independence of the back boundary, even ill the

nonsteady case. This information is invaluable as weil for understanding the pl'opag>Lt.ioll

of real multi-dimensional detonations which are always nonsteady and where the exist.ence

of the sonie CJ plane is yet to be demonstrated. The present result suggests the existence

of a CJ plane in the time-averaged sense.

1The oscillatory behavior obtained in the simulation is aIso closcly relatcd to the oHciUatiollH obRerVf~d

when a sphere or blunt body is ficed through a combustible I.lixture al ve!ocities close to the Chapmau~

Jouguet value (Alpert and Toong 1972j Lehr 1972). A detailed account of the cxpcrimcntai and thcorctica!
treatment canbe found in Toong (1983). This result has aIso been successfully sirnulatcd recently, BCC , for
example, the work by Wilson and Sussman (1991) .
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Response of the Detonation to Perturbations-Failure

•

An important conclusion from the above analysis is that the pulsating detonation

i8 not a stable wave propagation, but one that oscillates around the time-average steady

state solution. To further explure the stability of the pulsating detonation and its ability

to sustain perturbations, the response of the oscillatory wave to perturbC\tions and the

quenching process will be studied in this section.

To remove the piston support subsequent to the establishment of the self-oscillatory

wave, the piston motion will be brought to stop shortly after the initial driving process. The

initial motion of the driving piston is given as follows. At time zero, the piston is set to move

at the particle velocity obtained behind the shock wave for the steady state detonation. This

velocity will be maintained for 1.8 half-reaction times (t1/2), which then decreases linearly

to zero at 2/1/ 2 , In the subsequent times, the piston will remain motionless to avoid any

Interference with the wave motion.

The parameters used are heat of reaction Q = 50, activation energy E = 27 and

26, and a constant specific heat ratio 1 = 1.2.

3.3.1 Metastable State Following Failure

Figure 3.8 shows the shock pressure evolution with time ofthe resulting detonation

wave and its failure for different amplitudes of density perturbations as sketched in Fig.

3.7. The activation energy used is E = 27. For the undisturbed detonation, Fig. 3.8 shows

that the shock pressure oscillates with a weil defined periodic pattern. The positive density

perturbations applied (Le., negative temperature perturbations for the same pressure) serve

as a quenching process which breaks down the chemical reaction of the detonation. The

wave form of the density perturbation is described by the positive portion of a sine wave.

The amplitude of the perturbation is given with respect to the initial density in the quiescent
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undisturbed mixture ahead of the wave (Le., è>.p/Po). The wavclength is given by the period

of the unperturbed detonation (r = 12.7) multiplied by the average (or C.l) detonation

velocity (DcJ = 6.216).

The perturbation is applied at t = 46, which is elosed to the minimum pressure

of the pulsating detonation. Due to the positive density, the perturbation has an init.ial

effect of increasing the shock strength. However, the temperz.ture deficit soon becomes

dominant and the shock pressure starts to Gec,ease. The decrease in shock st.rengt.h can be

understood in the following simple mode!. In the unperturbed detonatiou, the shock serves

to compress th~ initial gas mixture to a high pressure and temperature. Subseqnent. t.o this

compression, the temperature is high enough for chemical reaction to take place. As t.he

mixtnre reacts, the burnt product increases in temperature and expands. The expausion

of the product in turn acts like a piston to support the shock propagation. The velocity

of the effective piston is given by the rate of increase in volume of the product gas and

would be proportional to the rate of chemical reaction. As the detonation is perturbed, the

temperature perturbation decreases the temperature behind the shock. Since the Arrhenius

chemical reaction law dictates a high temperature sensitivity, the lower temperature wonld

drasticaily decrease the reaction rate and hence the rate of expansion of the burnt partiele".

This then leads to a lower effective piston velocity to support the shock and its velocity will

decrease. As the shock strength drops, the temperature behind the shock decreases [urther

and for large enough temperature deficit, this would causes a perpetuai effect to eveIltually

weaken further the chemical reaction alld decouple the detonation cornplex. As a whole,

the application of the temperature deficit perturbation in the olle-dimensionai analysis cali

be likened to a thermal energy extraction from the initial mixture. For the actuel multi­

dimensional cellular detonation, an energy deficit is also imposed due to the absor;JtioIl

of the energy of the transverse shock waves upon collision with the walls. III both cases,
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the e!fect is ta drastically reduce the ability ta sustain the fast chemical reaction that is

necessary ta support the detonation propagation.

By t ~ 50 (Fig. 3.S), the wave has passed over the perturbation. For a small

perturbation (i.e., 10 percent), the shock decays ta a pressure above 20 but is insufficient

ta decouple the detonation structure and it accelerates back ta a detonation at t ~ 60. For

larger density perturbations, the shock pressure is observed ta decay ta a value of between

10 and 15, which then stays at about a constant level before re-transition ta detonation.

For very large perturbations (i.e., 50 percent and higher), the shock pressure continues ta

decay slowly and re-transition is not observed for the time calculated.

Thus, aiter the detonation is quenched, Fig. 3.S demonstrates that a metastable

state exists where the shock pressure, and hence the shock velocity, remains approximately

constant for sorne time before undergoing re-transition ta detonation. For the conditions

considered (i.e., Q = 50" = 1.2), the CJ detonation has a velocity (or Mach Number)

of MD = 6.216 and a shock pressure of Psh = 42.06. The corresponding CJ deflagration

solution, as can be calculated following Section 2.2.2, has a shock pressure of 12.1, shock ve­

locity of 3.33, and flame velocity 3.0S, corresponding ta 0.53MD and 0.496Mn respectively.

The burnt gas properties for the CJ deflagration has P2 = 5.S, P2 = 0.61, and T2 = 9.5.

Thus, the shock pressures obtained in the quenched waves (Fig. 3.S) are close ta the the­

oretical CJ deflagration solution as presented in Chapter 2. Moreover, in the nonsteady

analysis, pressure jumps can be observed from time ta time during the metastable prop­

agation regime. These may in fact be the one-dimensional manifestation of the so-called

hot-spots formations due ta the localized excited chemical activities which can eventually

cause re-transition ta detonation. Also plotted in Fig. 3.S is the solution for no heat input

which is in effect from t = 69.6 after a 50 percent perturbation is applied ta quenched the

detonation. This calculation shows that without the heat release (i.e., no chemical reac-
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tion), no pressure jumps are observed and the shock pressure decays 1.0 a lower leve! ano at

a faster rate that for the reactive solutions.

Let us now examine the flow profiles during the propagation of the resnlting fast

deflagration. Figure 3.9 displays the spatial profiles of pressure, temperature, velocity,

and density at different times for 50 percent density perturbation. Also plotted with t.he

temperature profiles are the reactant mass fraction distributions a 1.0 indicate the locat.ion

of the reaction front. The first curve al t =47.8 is obtained close 1.0 the initial application

of perturbation, and a typical detonation wave profile is obtained. For this time, chemical

reaction is rapidly completed behind the leading shock, which has pressure of abont. 42,

and a CJ bumt gas pressure of about 21 is achieved. A so-cailed Taylor expansion fan

then brings the l'article velocity down to zero at t.he left boulldary (i.e., x = 0) so that. t.he

pressure also decreases. At a subsequent time, (t =69.6), the det.onation is quenched, and

the shock pressure, temperature, veloc;t.y and density ail decrease 1.0 lower values. II. can

also be observed that the Taylor expansion wave has penetrated ahead of the react.ion zone

as the pressure drops continuously behind the shock 1.0 the reaction front (the locat.ion of

the reaction front is indicated in Fig. 3.9b, where the mass reactant. fraction is plot.t.ed wit.h

the temperature. The mass reactant fraction a is equal 1.0 1 before reaction st.art.s, an,l

drops to zero when the reactants are consumed. The location where the rapid decrease in "

indicates the location of the reaction front). Note that the the Taylor expansion wave has

also decreased in strength as the pressure levels behind the shock are aIllowered. Dy t = 100,

an approximate shock-flame structure similar 1.0 the CJ deflagration model has emerged.

The curves for t = 110 and later times show a leading shock foilowed by a relat.ively uniform

region, and then a fast reaction zone that leads to a rapid decrease in pressure, velocity and

density, while the temperature increases. The shock pressure obtained is approximately 14,

slightly higher than the CJ deflagration solution, however. the solution is still transient and
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localized pressure jumps are destroying the uniformity from time to time. The properties

behind the wave (at x ~ 300 for curve t = 110) alse approaches the Chapman-Jouguet

condition where the pressure, temperature, velocity and density is practieally equal to the

CJ deflagration burnt gas solution that satisfies the sonie criterion. The f1ame velocity is

very close to half the CJ detonation velocity, whieh propagates at a slightly lower speed

than the leading shock. Because of this, the separation between the two increases slowly

with time.

3.3.2 Mechanisms for Sustaining the CJ Deflagration Structure

Thus, the numerieal simulations carried out have shown that when the detonation

fails, the reaction zone separates from the leading shock so that the resulting complex is no

longer a coupled system. By applying a lower ambient temperature, the Arrhenius reaction

rate would drastical1y decrease where the reaction front can no longer support the shock

at the detonation level. The rapid decay in shock pressure is thus due to the decrease

in reaction rate. The Taylor expansion fan, however, would take a much longer time to

penetrate into the wave complex to influence it during the initial failure.

On the other hand, the profiles sho,,:n in Fig. 3.9 indicate that the level of the

shock pressure after the initial failure may depend on the Taylor expansion wave behind

the initial detonation. This expansion wave initial1y supports a velocity equal to the CJ

detonation burnt gas velocity (UCJ = 2.75), whieh can also act as a piston to support

the propagation of the leading shock at approximately half the CJ detonation velocity. To

ensure that the propagation of the reaction front is not merely due to the effect of convection

of the gas whieh could be f"pported by the Taylor expansion wave, the propagation velocity

is further checked by evaluating the mass flux across the reaction frent, which is given by:
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The theoretical CJ deflagration solution yields a mass flux of 18.5, while the uUlllerical

simulation yields approximatdy 15.4 between time t = 100 and t = 110. Thus, the obtaiued

reaction front indeed appears to propagate closely at the theoretical value. F\lrtherlllore,

as the Taylor expansion wave decays with time (e.g., for t > 100), the shock pressure (aud

velocity) only decreases slowly. This indicates that chemical reactiou is required for the

propagation of the deflagration structure.

To illustrate the insensitivity of the flame velocity to the dowustrealll f10w field

due to the residual Taylor expansiou wave, the foliowing steady state analysis has beeu

performed. For a given shocked state (state 1), the flame velocity for different dowustrealll

conditions can be derived using the Hugoniot analysis (eqns. 2.4,2.5,2.6) to give:

(3.16)

•

Consider a shock velocity (i.e., state 1) which is approximately fixed at the C.J defiagratiou

value, and using the same heat release Q, the flame velocity can be computed for various

downstream conditions, such as the pressure P2. Table 3.1 illustrates the solutiou wheu

the downstream pressure deviates from the theoretical CJ deflagration value. For the C.T

deflagration solution, the downstream state falis at the CJ point on the Hugouiot curve as

shown in Fig. 3.10. If the downstream pressure is higher than the theoretical value, the

flame velocity remains very closed to the CJ deflagration solution of 3.07. Even when the

downstream pressure is as large as 70 percent of the theoretical value, the /lame propaga-

tion velocity is hardly changed. The decaying Taylor expansion wave would therefore /lot

drastically alter the flame propagation velocity.

Thus, the heat release plays a key role in sustaining the propagation of the de-

flagration complex. Due to the lower shock temperature, the reaction rate for the C.J

deflagration would he orders of magnitudes smaller than that for detonation 80 that the

deflagration cannot depend On the induction type mechanism for its propagation. How·
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Table 3.1: Insensitivity of the fiame velocity to the downstream pressure

Pressure Flame velocity Relative Mach No. Bumt gas velocity Burut gas sound speed
..EL RF Rp-u?

U2 C2
PC) C2

1.0 (CJ) 3.0745 1.0 (sonie) 0 3.0748
1.05 3.0745 0.955 0.1232 3.0903
1.10 3.0736 0.912 0.2441 3.1017
1.20 3.0696 0.831 0.4738 3.1220
1.30 3.0628 0.755 0.6908 3.1397
1.40 3.0530 0.683 0.8987 3.1553
1.50 3.0396 0.612 1.1008 3.1691
1.70 2.9995 0.486 1.5036 3.0768

ever, the temperature gradient field which still exists even when the detonation fails will

facilitate the propagation of the fiame front. Without the temperature gradient, that is

if the temperature is uniform behind the leading shock, the shock temperature would not

be sufficient to cause ignition of the gas. In actual defiagrations, the effects of transport

are present to further support the propagation of the reaction front. Although these are

absent in the present model, the velocities of the frame and the shock still agree weil with

the theoretical values.

Moreover, the pressure jumps resulting from localized chemieal excitation appears

to provide important support for the propagation of the metastable structure. Figure

3.9 has indieated that there are occasional pressure buildups ahead of the main reaction

front. In the quasi-steady shock-reaction structure, the competition between the effects of

a decaying reaction front and the generation of localized perturbation in chemical reaction

that exists behind the leading shock therefore constitutes the metastable structure. The

preconditioned field behind the shock will play a key role in determining the growth of

possible perturbation and the subsequent re-transition to detonation.



• 3.3.3 Natural Re-Transition to Detonation

•

The shock pressure evolution displayed in Fig. 3.8 has shown that therc exists

a range of perturbation amplitudes which willlead to failure of the detonation where the

resulting deflagration would subsequently undergo re-transition to detonation. If the per­

turbation is too small, the shock pressure is still high enough to cause auto-ignition and the

CJ deflagration state is not obtained. If the perturbation is too large, the localized pressnre

jumps produced are weak and the fast deflagration continues to decay slowly.

Figure 3.11 displays the profiles when a 30 percent density perturbation is "pplied

to the detonation where natural re-transition is possible. In comparing Figs. 3.9 and

3.11, the pressure decay for the 30 percent perturbation is slower than that for the larger

perturbation. At t = 110, large pressure jumps are already observable in the profile, which

event-ùaily lead to re-transition to detonation. The reactant mass fraction a in Fig. 3.11b

st,ows that as re-transition occurs, reactants are consumed (as a decreases to zero) at several

locations in the region between the leading shock and the flame front. These localized

chemical activities are thus a key mechanism for the natural re-transition to detonation,

as is observed in the previous experimental studies of Oppenheim (Urtiew and Oppenheim

1965, 1966, 1967, 1968; Meyer and Oppenheim 1971).

However, for a large perturbation (50 percent), the magnitudes of the localized

pressure fise become smaller with time. After t = 160, Fig. 3.8 shows that the shock

pressure jumps become negligible and re-transition is not achieved. Note that for the 50

percent amplitude perturbation, the disappearance of the pressure jurnps coincides with the

time when the shock pressure just decreases below the CJ deflagration value of l'ah = 12

(at t = 160). Similar result is also observed for perturbations larger than 50 percent. This

suggests that when the deflagration has decayed below the CJ deflagration value (i.e., the

maximum velocity deflagration), natural re-transition is less likely, if not impossible. This
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again reinforces the metastable nature of the CJ deflagration state as a regime just prior to

the transition to detonation.

3.3.4 Effect of Activation Energy

The activation energy is a key parameter that governs the stability of the detona­

tion wave. To understand the influence of activation energy on the ability of the detonation

to sustain perturbations, similar calculations have been repeated when the activation en­

ergy is decreased to 26. Figure 3.12 displays the evolution of the shock pressure when the

detonation is perturbed with perturbation amplitudes ranging from 50 to 80 percent. The

unperturbed detonation is a slightly more stable detonation as it f1uctuates with a smaller

amplitude than that obtained for E = 27. To minimize the difference between the f10w

structures for the two cases studied, the initial point of application of the perturbation is

chosen at approximately the same time and the same shock pressure as those for E = 27.

Comparing Figs. 3.12 and 3.8, it can be seen that by decreasing the activation energy,

a larger perturbation is required to induce failure, furthermore, re-transition can be ac­

cornplished even for a larger amplitude. For 50 percent and larger perturbations, Fig. 3.8

showed that the resulting wave remains as a fast deflagration for E = 27, but this is not

so when E = 26, where re-transition is possible even for an 80 percent perturbation. Since

the Arrhenius law dictates that the reaction rate for high activation energy mixtures is

more temperature sensitive tha'} for low activation energy, when E is high, a small ampli­

tude deficit can have a large effect in decreasing the reactivity belùnd the shock to cause

decou pling of the detr,nation structure.

3.4 Summary

The numerical simulation carried out have shown that the one-dimensional deto­

nation is a self-organized structure that manifests as a longitudinal oscillatory wave. The
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resulting oscillatory pattern depends strongly on the activation energy of the gus. For the

set of parameters studied, the one-dimensional detonation evolves into a steady ZND struc­

ture for activation energy at and below 25. As E increases from this stability limit, a regular

periodic structure is obtalned. When E is increased further, the periodic pattern is seen to

break up that follows a period-doubling type of sequence. For very high activation energies,

the oscillation pattern becomes quite irregular.

The pulsating detonation is found to agree with the steady CI",pm<ln-.louguet

solution when averaged over a cycle of the pulsation. In partieular, the time averaged trailing

flow satisfies the CJ sonie condition. The computations also indicated that the stl'llcture is

autonomous in that it is quite independent of the far rearward boundary condition. The

se1f-contained structure consists of the chemieal reaction zone and a gasdynamic equilibrinll1

region characterized by a hydrodynamie thickness within which chemical reaction terminates

and thermodynamie and hydrodynamie equilibrium has been attained.

The stability of the pulsating wave to density or temperature perturbations and its

subsequent fallure is analyzed. By decreasing the chemieal reactivity through the decrease

in initial temperature, the fast reaction necessary for supporting the propagation of the

detonation structure breaks down. The self-oscillatory coupling between the shock and

the chemieal reaction is destroyed together with a decrease in wave velocity. The results

indicate that the properties of the obtained quasi-steady regime agree quite well with the

CJ deflagration solution proposed in Chapter 2. The fast deflagration then propagates in

a metastable manner for sorne time before undergoing re-transition to detonation. The re­

transition process appears to be facilitated by the occurrence of localized random pressure

rise in the wave structure.

The one-dimensional pulsating detonation is thus shown to be a self-organized

structure and the transition process can be considered as the formation of an oscillatory
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structure rather than the steady ZND detonation. Furthermore, the oscillatory behavior

and the break-up sequence exhibited by the pulsating wave indicate that the detonation

is an"logous to classical oscillators. In order to further understand the mechanisms for

sustaining and establishment of the pulsating structure, it would be of great value to develop

an oscillator model to describe the detonation .
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Chapter 4

Transition from CJ Deflagration

to Detonation

In the preceding chapters, the quasi-steady regime just prior ta the onset of det­

onation has been analyzed. The properties of the detonation wave is also examined and it.

is shawn that the one-dimensional detonation is inherently oscillatory for large act.ivat.ion

energies. In this chapter, the transition of the quasi-steady maximum velocity dell agration

ta the nonsteady detonation will be examined. As opposed ta the initiat.ion of detonat.ion

with a piston, which is an externally driven event and is strongly dependent on the piston

condition, the present study will concentrate on the transition process which is the natu­

l'al development of the self-sustained structure. Since the final obtained detonation i8 an

oscillatory entity, period perturbations will be used ta stimulate transit.ion by helping ta

regenerate the detonation structure.

The fast deflagration complex as obtained in Section 3.3 will he used as the initial

condition for analyzing the transition process, where the left end boundary consists of a

closed end non-moving piston. The gas mixture properties will a1so be identical to those

described in that section. The deflagration chosen for the initial condition will he the ones

that remain as fast deflagrations (Le., no natura! re-transition) unless otherwise stirnulated

by perturbations sa that any subsequent transition is due purely ta external excitations

on the structure. For this reason, the deflagrations generated initially with large deIlsity
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perturbations will be used here. The sequence of failing the established detonation with

a 50 percent density perturbation for E = 27 is described in Fig. 3.8 and with an 80

percent perturbation for E = 26 is displayed in Fig. 3.12. To stimulate re-transition, the

deflagration complex will be systematically perturbed using a wave train offlow disturbance

of different frequencies.

The governing equations used in the study are again the one-dimensional reactive

Euler equations written in the Lagrangian form and the numerical method for solving them

is presented in Chapter 3.

4.1 Periodic Flow Perturbation to Induce Transition

The f10w disturbance consists of a stationary wave train of sinusoidal density per-

turbation, but constant pressure, of fixed length placed just in front of the leading shock at

a specified time t = ta. The wavelength A of the flow perturbation is given by:

A = D CJ Tp2
(4.1)

•

where DCJ is the steady CJ detonation velocity, and Tp is the period ofthe applied excitation

which can be scaled with the unperturbed pulsating detonation period T. Since the fast

deflagration propagates at about DCJ /2, the spatial wavelength of the imposed perturbation

would be approximately equal to that for the unperturbed pulsating detonation if Tp =

T. The period of the perturbation will be varied to generate perturbations of different

wavelengths. The total length of the perturbation is fixed at four wavelengths that have

period T:

(4.2)

The perturbation amplitudes of D.p/Po = 0.2 and 0.4 of the original density will he studied.

In the present work, two activation energies (E = 27 and 26) will he examined. For E = 27,
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the resulting detonation would be a large amplitude pulsating detonation with a singl<,

dominant frequency. As E decreases to 26, the detonation would be more stable \Vith a

smaller amplitude oscillation.

4.2 Effect of Perturbation Frequency on Re· Thansition

We will first examine the re-transition process for E = 27 when tbe period per-

turbations are applied at time to = 100. Figure 4.1 displays the pressure, density, alld

temperature profiles for E = 27 at t = 100 when the flow perturbation with an amplit,lId"

of 20 percent of the initial density is applied.

The shock pressure subsequent to the application of the periodic pcrtllr1mtion

Is displayed in Fig. 4.2 where the period of the pertnrbation varies rrom TI' = 0.G:l5 1.0

25.4. As the shock propagates into the sinusoidal perturbation, the shock pressure exhibits

oscillations which persist until the end of the perturbation near t = 150 (Fig. 4.2). Dnc 1.0

the overplotting of the solutions for various disturbance frequencies, the dctailed f1uctua.!.ion

in pressure cannot be distinguished from the figure. Nevertheless, because or the relal.ively

low amplitude of the perturbations, their growth has not been fed back 1.0 the shock 50 I.h,,1.

the shock pressure does not rise until the wave has propag"ted pass the disturhallcc.

The application of periodic flow perturbations does appear to be able to sl.illluh,te

deflagration to detonation transition. The re-transition process consists of abrupt sharp rise

in the shock pressure to values of about twice the CJ shock pressure (PCJ = 42). The strollg

detonation then decays gradually towards the CJ value while oscillations begill to grow. J'(Jr

the time calculated, the resulting detonations have not established the oscillatory patterll

as observed in the unperturbed detonation yet. However, the solutioll for TI' = :l.81 dOCR

appear to evolve towards the natura! detonatlon period of 12.7. The pulsating detollatioll,

therefore, seems to have the capability to select the final frequency to excite the system. In



•

•

63

contrast to the pressure spikes or hot spots as seen in the natural transition in Fig. 3.8, which

represents the selection from a wide spectrum of random flow perturbation frequencies for

amplification, the application of weU defined frequencies seems to bring out the frequency

dependence nature of the transition process, as is so common in many nonlinear oscillators.

For perturbations with periods around 3, Fig. 4.2 indicates that the transition

process takes place within the shortest time. For periods larger than 8 and less than 2,

transition is much slower. For Tp = 25.4,0.635, and 0.127, transition is not observed within

the times studied, and it is not likely to occur in the latter two cases since the shock

pressures are found to remain very close to that corresponding to the fast deflagration.

4.2.1 Frequency Selectivity of Perturbation Growth

The frequency selective process of the growth of the perturbations can best be

illustrated in the spatial profiles of temperature where the spatial distribution and the

history of the gas l'articles are represented in the Lagrangian (Le., l'article fixed) spatial

coordinate ç as the wave propagates over the perturbation (Fig. 4.3). Four perturbation

periods, Tp = 1.27,3.175,12.7, and 25.4, are plotted in Figs. 4.3a-d. At t = 100 when the

perturbation is imposed, the figure shows the sinusoidal temperature perturbation 'thead

of the leading shock, which is represented by the temperature jump at ç ~ 510. As the

shock propagates into the perturbation, the temperature of the l'articles rises according

to the >:ame Lagrangian wavelength of the perturbation. In other words, the temperature

perturbation is convected downstream of the shock. Since the gas particles are compressed

behind the shock, the actual wavelength of the temperature distribution behind the shock

would be smaller than that ahead of the shock. The compression of the spatial variation is

given directly by the density ratio across the shock.

For very smalI periods, the amplitude of the temperature perturbadon is seen to

decay behind the shock (Tp = 1.27, Fig. 4.3a). As the period decreases these diminishing
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disturbances therefore have a negligible elfect on the deflagration complex and transition

would require a much longer time to accomplish. For Tp = 3.175, Fig. 4.3b shows that t.he

perturbation grows in amplitude behind the shock and at t = 140, the t.emperature p"rtur­

bation has increased significantly for a large amount of gas (ç = 510 to 560). The inerea,,'

in temperature would drastically accelerate chemical reaction to result in transit.ion t.o det.­

onation. For this perturbat.ion period, re-transition is observed wit.hin the shorl.est Ume.

As the period is increased to 12.7, the perturbation amplitude is also capable of gluwing

behind the leading shock. Rowever, the larger wavelength here leads to a Ia.rger separat.ion

between the temperature peaks and confine. the temperature increase 1.0 a smaIler a.mollnt

of gas than that for Tp = 3.175. When the period is increased furt.her 1.025.'1 (Fig. 4.3d),

the growth rate is drastically reduced. Rence, the quasi-steady regime sets up a f10w field

behind the leading shock where the growth rate of the perturbation amplit.ude is freqnency

selectiv~.

The distributions of pressure and density in physical (Eulerian) space x are show n

in Figs. 4.4 to 4.6 for Tp = 1.27,3.175, and 12.7 respect.ively. In these figures, t.he l'ressuI'''

and density profiles are plotted for three times as the wave propagates into the sinusoidal

perturbation. Since the pressure is assumed constant in the perturbation field, the distnr­

bance a;,ead of the leading shock is only observable in the density profile. Th" cff"c!. of

compression of the perturbation wavelength by the shock can be seen in the density dis­

tributions at t = 120 and 140 in al! the figures. For a period Tp = 1.27, the pressure and

density profiles continue to decay to lower values. For Tp = 3.175, the density perturbations

grow behind the leading shock (Fig. 4.5b). Note aise that as the disturbances read (at

t =140, x ~ 620), the expansion of the bumt gas causes the wavelengt.h of t.he disturbance

to increase accordingly. The induced reactions are accompanied wit.h a region of higher

pressure which propagates towards th·" leading shock (Fig. 4..5a, t = 140). These pr"-ssllf"
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waves will feed back to the leading shock to help amplify it and accelerate the transition

process. Similar events can be observed in Fig. 4.6 for Tp = 12.7, although the region of

induced reaction and pressure increase is not as severe as for Tp = 3.175.

Note that as the wavelength of the perturbation decreases, and therefore the spa­

tial gradient of the flow perturbation increases, the time for transition 1,0 take place does

not decrease indefinitely. Indeed, there is an optimal perturb'ttion period near Tp = 3.175

lhat favors re-transition the mûst. The existence of an optimal period for transition to

detonation is closely related to the the critical temperature gradient necessary for the de­

velopment of detonation first investigated by Zel'dovich et al. (1970) and later by Zel'dovich

(1980) and also by Yoshikawa (1980). In their study, Zel'dovich et al. (1970) examined the

formation of detonation waves in a non-uniformly preheated gas. They considered a finite

length of gas in an initially quiescent container with an adiabatic wall. The initial tem­

perature distribution is assumed such that the temperature decreases linearly from a fixed

high temperature al, the wall with a prescribed gradient 1,0 the ambient level. The higher

temperatul'e near the wall would increase the rate of chemical reaction and the expansion

of lhe bumt gas would produce a shock wave. The fiow field for different initial temper­

ature gradients were analyzed and they demonstrated that there exists a range of initial

lernperalure gradient which could facilitate the amplification of the shock 1,0 detonation.

Since the rate of chemical reaction is a strong function of temperature, if the temperature

gradient is too steel' so that the reaction proceeds in the neighborhood of the hot wall

only, then the shock formed would rapidly separate from the reaction zone and the shock

cannot amplify and transition 1,0 detonation does not take place. On the other hand, if the

temperature distribution is nearly uniform, the reaction proceeds al, about the same rate

throughout the entire space and the condition of constant volume thermal explosion arises.

If the temperature gradient is intermediate between the two extremes, then the shock wave
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generated cau, in turn, induce intensive reaction ta produce a closely couplüd system of

shock-reaction complex leading to the development of a detonation wave. In the pre"enl,

study, the wavelength of the imposed perturbation can be considered as having an "n'"etiV<'

prescribed gradient in the shock processed gas. Hence, the existence of an opt.imal pertnr­

bation wavelength to induce transition to detonation is also expected. Moreover, t.he flc,w

condition considered in the present study is far more relevant to the transition problelll.

The frequency sensitive amplification of flow perturbations observ"d here aIso appcars t.o

be connected to the random generation of "hot spots" observed in previous transit.ion ex­

periments, which would correspond to the competition for amplification of a wide frequency

spectrum of flow perturbations.

The above calcu!ation shows that the optimal period for re-transition to ta,k" place

is of the order of the reaction time for the steady detonation solution (recall that the time

units used are the half-reaction lime caIculated for the steady ZND detonation, thns the

reaction time is of the order of 211/2)' In the natural detonation, the characteristic time fol'

chemical reaction to take place is proportional to the steady value of half-reaction time ll/~'

This is the time required for rapid chemica! reaction 1.0 occur in order to maintain tl,e <:l'uci;d

interaction between the leading shock and the chemical readion so that they propagate in

a closely coupled manner. In order to have transition to detonation, the pertnrbation must

also promote the close coupling between the shock and the chemical reaction that grows

with the temperature disturbance. Hence, the perturbation with a period of the order of

the detonation reaction time will best facilitate the coupling between the two clements and

promote transition. The reaction (or induction) time of the detonation wave is therefore a

key parameter that controls the transition process.

The frequency selective amplification of flow nonuniformities has been recognizcd

in other combustion processes, one of which is the chemical-acoustic amplification in a
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constant volume gas. The behavior of small amplitude acoustic amplification in a constant

volume reacting gas has been analyzed by Riley (1984) and the frequency selectivity of

the amplification rates has been established. Using a linearized analysis, the period of

the fastest growing acoustic perturbation Tpm•• can be computed. By curve-fitting the

numerical results, an empirical expression was obtained (Riley 1984) which also indicates

that the fastest growing perturbation has a period proportional to the chemical reaction

time, and hence the induction time, of the gas.

In a more related context, the works of Majda and Rosales (1987) and Almgren

et al. (1990) have studied the high frequency wave interaction in chemically reacting gases

during the induction period. Using asymptotic techniques, they examined the effects ofhigh

frequency waves on the acceleration of the burning rate that is related to the generation

of "hot spots" due to the presence of nonuniformities in the medium. These analyses have

demonstrated several results that are of direct relation to the present work. First, it was

shown that any spatial inhomogeneity in the temperature will enhance temperature growth

so that the gas can explode in a time earlier than the homogeneous explosion time as

predicted by the induction mechanism. Second, high frequency simple waves will always

contribute to additional temper.1ture rise of the mean field than when only low frequency

waves are present. The high frequency temperature waves studied which are convected with

the gas particles are similar to the temperature perturbations examined in this chapter.

These so-called "entropy wave" due to the particle-fixed nature (as opposed to the acoustic

pressure waves) are demonstrated mathematically to interact with the mean flow to enhance

combustion. Their findings seem to support the notion of inducing transition to take place

by periodic perturbations. However, the frequency selectivity of the growth rate has not

been explored in their studies which is also confined to small amplitudes .
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'1'0 examine the effect of the time of application of perturbation, the compu tal.ioual

study is repeated when the 1I0w perturbation is applied at a later time at to = 125.5. The

profiles for the dellagration complex at this moment are shawn in Fig. 4.7 which arc very

similar to those obtained at to = 100 in Fig. 4.1, although the separation betweeu the

leading shock and the reaction zone is increased. Moreover, since the deflagration colllplex

considered is a continuously decaying wave, its properties (Le., pressure, tcmperaLure, etc.)

would decrease to a lower level at to = 125.5 sa that transition is expected 1.0 requin, a

longer time ta accomplish.

The shock pressure evolution subsequent to the application of the flow perturbation

at to = 125.5 is shawn in Fig. 4.8. The times for transition ta take place (1") can be

seen ta be larger than those where the 1I0w perturbations are applied at an earlier tirne.

Nevertheless, the optimal perturbation period ta indnce transition remains around Tl' ~ :J,

while a slight deviation from this value would drastically change the time for transition

ta take place. Figure 4.9 plots the time required for transition ta occnr versUS dirrerent

periods of perturbation applied, where the time required for re-transition t* is defined to

be the time when the leading shock has reached the steady-state detonation pressure (i.e.,

P,h =42) minus the initial time of application of the perturbation to. The figure ilIustrates

clearly the existence of an optimal frequency (or period) for transition ta OCClU.

4.4 Effect of Perturbation Amplitude

The amplitude of the sinusoidal flow perturbation t:.pjPo has so far been restricted

to 20 percent of the initial density. In this section, the re-transition process is exarnined for

a larger perturbation amplitude of 40 percent of the initial density.

The shock pressure evolution due ta the stimulation of the larger amplitude per-
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turbation for E = 27 is shown in Fig. 4.10. Perturbation period of Tp = 1.016 to 12.7 have

been calculated. For these perturbations, re-transition is found to be facilitated and requires

rnuch less time than when 20 percent perturbations were used. Indeed, the shock pressure

traces in Fig. 4.10 show that the perturbations grow after a short delay upon the initial

application of the perturbation. Unlike the smaller amplitude perturbations studied above

where the shock remains near a relatively low pressure of 14 before undergoing a rather

abrupt jump, the shock pressure here grows gradually to values around the CJ detonation

shock pressure of 42. Superimposh.g on the shock pressure rise are the imposed fluctua­

tions due to the external source, which have undergone rapid growth to larger amplitudes.

Subsequent to the termination of the externally applied perturbations, the pulsating wave

rapidly evolves into one with frequency and amplitude very close to the unperturbed deto­

nation. The rapid adjustment of the detonation once the imposed oscillation has terminated

can be c1early seen for Tp = 1.905, as the shock has propagated passed the high frequency

perturbation (at t ce 130), the period of the detonation pulsation is quickly increased to its

natural value of 12.7.

Note that the re-transition observed in Fig. 4.10 is not accompanied by abrupt

shock pressure jumps which usually lead to overpressures near twice the CJ shock pressure

for the smaller perturbations and for natural transitions. Except for Tp = 1.016, where the

applied perturbation appears to have little effect on the wave, and hence when re-transition

does occur, the effect of the applied perturbation would be small so that it resembles the

natural re-transition due to a wide spectrum of perturbation frequencies. The re-transition

for this extremely small period occurs after a much longer time and is accompanied with

an abrupt pressure jump.

The pressure trace for Tp = 1.905 shown in Fig. 4.10 is found to have the fastest

amplification to detonation. Although the shock pressure does rise gradually for Tp = 12.7
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to the detonation value, its growth rate is clearly not as rapid. The frequency selective

amplification of the fiow perturbation within the wave complex for the large amplitude

perturbation is shown in Fig. 4.11. As in Fig. 4.3, the temperature profiles for fonr dif­

ferent perturbation periods, and at different times, are plotted with the Lagrangian spatial

coordinate ç. Again, perturbations of very small I-'"",d (Tp = 1.016) appears to decay

within the wave complex. Thus, although the gradient generated by the large frequency

perturbation is large, the perturbation cannot grow. For period Tp = 1.905, whic.h is c.losed

to the optimal value to induce re-transition, the fiow disturbances appear to grow rapidly.

At time t = 120, the temperature perturbations near ç '" 520 to 580 has already iIlcrease

to the CJ bumt gas temperature of 12. As Tp is increased, the amplification rate is shown

to be reduced (Figs. 4.11c-d).

The effects of perturbation magnitudes on the time of re-transition is snmmarized

in Fig. 4.12, where the time required for re-transition is plotted for different periods of

perturbation for the two amplitudes studied. Since the shock pressure flnctuates widcly

during the transition process of the larger amplitude perturbations, the time l'l'qui l'cd for

re-transition is estimated from a local time-averaged pressure (to filter out the oscillatory

components) which has attained the steady detonation pressure of 42. The figure indicatc,

that the qualitative trend of the frequency selectivity for the two amplitudes arc 'luite sinlÏ­

lar, with the larger amplitude perturbation requiring consistently less time for re-transition

to take place. The optimal perturbation period to facilitate re-transition is again of the

order of the reaction time, and is obtained to be near 1.6 for the 40 percent amplitude.

This is about half the value obtained for the smaller amplitude case. Sincc the l'l'action

rate is highly temperature sensitive, the larger temperature perturbation can influence the

chemical reaction rate more rapidly, and with a shorter wavelength perturbation the reac­

tion rate can increase shortly after as the gas l'article passes the leading shock. Thus, the
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larger amplitude temperature perturbation with short wavelength (or period) will promote

amplification of the disturbance and hence facilitates transition. Consequently, the optimal

wavelength (or period) to induce transition for the large amplitude perturbation is expected

to be smaller. However, it should be noted that if the amplitude is too large, an abrupt

shock pressure can result which can lead to transition regardless ofthe frequency of the per­

turbation. This would not be a natural development process but an externally driven one.

It is the small amplitude perturbation that will bring out the intrinsic frequency selectivity

of the transition process.

4.5 Effect of Activation Energy

The activation energy is known to play a key ro1e in determining the nonsteady

response of the detonation wave. It is therefore necessary to investigate the effect of different

activation energies on the transition process, which have thus far limited to the case for

E = 27. The computations are repeated for E = 26 which would correspond to a more

stable pulsating detonation. Figure 4.13 shows the shock pressure evolution of the re­

transition process when the wave is originally failed using a large density perturbation (80

percent, see Fig. 3.12). As already pointed out in Fig. 3.12, the more stable wave is capable

of achieving natural re-transition even when a larger perturbation is applied (compared to

that for E = 27) to indnce failure. Fig. 4.13 shows that natural re-transition is attained

near t = 200.

Artificial1y applied perturbations with 20 percent amplitude and different periods

were calculated. Similar to the events observed in Fig. 4.2, Fig. 4.13 shows that transi­

tion can be stimulated at a much faster rate than when no f10w perturbation is applied.

Comparing Fig. 4.13 with 4.2, it appears that the shock pressure requires less time to rise

when the activation energy is decreased. Chemical reactions with low activation energies
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are sometimes referred ta as fast kinetics as reaction is less temperature sensitive 80 that

it will proceed more unHormly at different temperatures. Thus, for lower values of E, after

the mixture is processed by the leading shock, chemical reaction proceeds al, a more uni-

form rate and the feedback of the amplification of the perturbation can be felt <Lt <Ln eariier

time. On the other hand, if E is high, the chemical reaetion rate is more temperature

sensitive. Reactivity will initially be very slow, only as the temperature begins 1;0 build up

will reaction abruptly accelerate. Thus, for high E, a longer time is required to fecdback

the information regarding the growth of the perturbation to the shock.

Due to the relatively small amplitude of the applied perturbation, as transition oc-

curs, abrupt shock pressure rise is again observed while oscillatory patterns begin 1,0 devclop

with the period of oscillation approaching that of the natural unperturbed deton,Ltion.

The time for re-transition for different perturbation periods is plotted in Fig. 'l.l~

for both E = 27 and 26. The faster re-transition for the lower activation energy is again

apparent, iildicating that as the stability boundary is approached (i.e., for a more sl,a,ble

wave with low E) transition is accomplished within less time. The minimum re-transition

time calculated for E = 26 is about half that for E = 27. For Tp larger than about :J,

the time for re-transition for E = 26 is typically about 3 detonation periods (T). Since

the detonation period T remains almost identical (T '" 12.7) for both activation energies,

transition takes place within a shorter time for the lower value of E.

Furthermore, Fig. 4.14 indicates that the period that will induce transition fastest

is quite similar for the two activation energies calculated, and has value dose to Tp = :1,

which is of the order of the chemical reaction time. As the period decreases from this vaille,

the time for re-transition increases drastically. However, the results for E = 26 in Fig.

4.14 show that perturbations with periods larger than the optimal value have less influence

on the rapidity of re-transition as t' does not increase as drastically as for E = 27 when
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the perturbation period increases. Since the temperature sensitivity of the reaction rate is

Jower for small activation energies, it is expected that there is less sensitivity toward different

wavelengths of the perturbation which essentially provide a variety of spatial temperature

disturbances behind the shock to accelerate chemical reactions.

4.6 Summary

The one-dimensional analysis carried out illustrates that the ftow condition set up

just prior to the transition to detonation provides a preconditioned environment for which

a frequency selective process for perturbation amplification takes place. The calculations

showed that there exists an optimal perturbation frequency (or period) that can induce

re-transition within the shortest time. The optimal period appears to be of the order of the

reaction time of the detonation wave itself. This is the characteristic time required for the

close coupling between the leading shock and the fast reaction zone in the integral detonation

structure and hence should also be the time scale for controlling the coupling required for

the formation of the detonation itself. For perturbations with periods close to the optimal

value, the perturbation amplitudes are observed to grow rapidly behind the shock which

would generate a region ofhigh pressure to amplify the leading shock further. The transition

process also appears to be highly frequency selective since the newly formed detonation can

adjust rapidly from the imposed frequency to the natural detonation frequency once the

perturbation terminates.

The results therefore indicate that the transition from deftagration to detonation

can indeed be considered as the formation of a self-organized system. The oscillatory

character of detonation observed in Chapter 3 have indicated its similarity to oscillators.

The existence of an optimal frequency to induce transition to detonation further supports

the possibility to treat the transition process as the excitation of the oscillat"r, which would
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be strongly dependent on the eharaeteristie frequeney of the final oseillator. This aspect.

has not been fully recognized in previous researeh whieh has thus far treated the transitioll

as mainly a proeess of attaining the required shoek strengt11 for auto-ignition to take place.

The oseillatory nature of detonation points out that its propagation and its formation shon!"

be eonsidered as dynamic proeesses whieh may depend on the response of the final "y,telll

and the meehanisms that govern its intrinsie frequeney. In order to further nnderst,,,," the

basic meehanisms for sustaining and development of detonations, it would he of great vaille

to formally establish the analogy between the pulsating wave with c1assieal oseiflators .
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Chapter 5

Experimental Studies of

Transition

5.1 Introduction

The one-dimensional investigation carried out in the previous chapter have indi­

cated that the transition phenomenon can be described as the selective amplification of

perturbations which depends on the frequency. While the random generation of localized

explosion centers previously observed between the leading shock and the reaction zone in

actual transition experiments (Urtiew and Oppenheim 1965) may have indieated similar

mechanisms for a spectrum of random frequencies, the frequency selective character of the

transition process have not been explored. An experimental investigation has therefore been

carried out to support the computational study in order to further examine the frequency

sensitivity of the transition process.

In this chapter, we will investigate pxperimentally the transition from high speed

deflagration to detonation. Il should be emphasized that the present study will concentrate

ou the ouset of detonatiou once the maximum velocity deHagration (i.e., the quasi-steady

regime) is attained. The initial condition used for the transition experiments will be ob­

tahwd by damping out the transverse waves of the deton~.tion using acoustie absorbing

materials at the channel wall to general an approximate one-dimensional shock-Hame com-
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plex.

Because real detonations are inherently three-dimensiona], there will be some difli­

culties in performing experiments identical ta the conditions of the idcalizcd onc-dilllcll:"ionaJ

theoretical model. The o3cillatory nature of the detonation would manifest itself as a pat­

tern of transverse shocks or pressure waves. In generaJ, the behavior of the detollatioll

and its failure can also be functions of the tube size. Furthermore, it wonld be dilficult. t.o

generate relatively simple one-dimensionallongitudinal waves to perturb the high specd de·

f1agration complex which would, in turn, undergo transition to a multi-dimension:d cellnlar

detonation rather than a one-dimensional entity.

In view of these differences, the present investigation will follow a simitar concept.,

but using a different technique to carry out the study. The experimellt.s of Dupr(, et al.

(1988) have shown that when the transverse pressure waves of a detonat.ion are d:LllIped,

the detonation will fail. To inducc re-transition, artificial transverse pressure waves will bc

apj)lied to the decoupled shock-deflagl'ation st.ructure to simulate the re-establishment of

the natural transverse wave pattern. The artificial transverse pressure wavcs are generat.ed

by placing periodic obstacles along the channel walls where t.he obstacle spacings arc varied

to change the frequency of the transverse perturbations. Howevcr, no attcmpt has becll

made in the present study to vary the amplitude of the pressure perturbation by ch:U1ging

the obstacle height.

5.2 Experimental Details

The experiments are performed in a rectangular detonat.ion tube of appl'Oxirnately

140 cm in length with a crOSS sectkm of 2.8 x 1.6 cm. Two large gla."s windows extcnding

over the entire lengt.h of the detonation tube are mounted on the side walls to facilit:,te

f10w visualization. The tube consists of three sections: the ignition section wi,'!!e a C.J
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detonation is formed, followed by a damping section ta remove the tra.nsverse W;tVPS t.u

obtain a fast deflagretion, and the obstacle-filled test section to perturb the del!agrali,,"

to stimulate re-transition to detonation. The beginning of the damping seclioll is l''C:1I,,,1

approximately 40 cm from the ignition source. The length of the damping sectioll ill li",

present experiments is 12 cm. The obstacle section has a length of 30 cm. The initiaJioll of

the detonation is achieved using a powerful spark discharge through a gap at the tip of an

igniter rod. The electrical energy is stored in a 100Jlf capacitor charged to 4 kY usillg a high

voltage supply. The energy release in the discharge triggers direct illitiation of detollation

in the ignition section. The acollstic absorbing wal1s of the darnping section are cOllstructcd

with layers of wire screen (nine layers of 1- x 1 mm mesh) to simulate a porous medillm.

The transverse pressure perturbations in the transition section are generated by periodically

spaced obstacles on the walls. The obstacles arc made of small sections of ronnd solid rods

of 3 mm diameter, and the spacings of the obstacles are varied to change the perturbatioll

frequency. A sketch of the damping and obstacle sections is shown in Fig. 5.1.

The phenomenon of transition to detonation is observed using laser stroboscopie

Schlieren photography as weil as streak Schlieren photography. The laser pllises for the

framing photographs are generated at 18.6 Jlsec between frames using a ru by laser. The

streak photographs are taken with a Cordin 330 camera using a ) cnon flash tuhe as the

light source. Figure 5.2 displays the schematic of the experimental SeLUP, which is "imilar

for the two camera systems, showing the double-pass Schlieren system and the triggerinf(

system used in the study. For streak photography the image is taken along the ccnter1ine

of the channel. The field of view for photographing the transition process covers about 20

cm of the obstacle-filled test section and also the end of the damping section so that the

initial structure of the deflagration prior to re-transition can be confirmed. As a further

diagnostic, photodiodes are employed to check the velocity of the deflagration before being
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perturbed by the obstacles as well as at the end of the obstacle section (beyond the field of

view for photography) to monitor the resulting detonation velocity.

5.3 Experimental Results and Discussions

In the present study, three different mixtures were used: stoichiometric oxy­

acetylene with 75 percent argon dilution, stoichiometric propane-oxygen, and stoichiometric

methane-oxygen. These represent typica! mixtures that exhibit, respectively, regular-, ir­

regular, and highly irregular detonation cellular patterns. The cell size of the combustible

mixtures represents the natura! oscillatory wavelength of the detonation and can be con­

troUed using the initial pressure for a given mixture. For the first two mixtures used, the

ceU size is approximately equal for the same initia! pressure, and provides a comparison of

the effects of cell regularity on the transition process.

5.3.1 Transition Induced by Transverse Pressure Waves

The perturbation of the quasi-steady regime using periodic wall obstacles will be

examined using the high speed Schlieren framing photographs. Figure 5.3 shows the framing

photographs as the quasi-steady shock-reaction complex propagates through the section

with obstacles (obstacle spacing equal to the channel height, 28 mm). The mixture used

for this figure is stoichiometric acetylene-oxygen with 75 percent argon dilution initially at

] 00 Torr. In the first frame, the approximately one-dimensiona! structure of the decoupled

detonation can be observed. Between the leading shock and the reaction zone, a region

of relatively uniform state can be seen to separate the two fronts. As the wave complex

propagates to the right, the separation distance increases slowly. This shock-reaction zone

complex serves as the initial condition for re-transition to occur when it is stimulated by

transverse pressure perturbations. In the subsequent frames, the leading shock interacts

with the wall obstacles, refiected transverse pressure waves are generated and propagate
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away frOiu the obstacles as a pair of circular fronts (e.g., third and IHth frames). The

forward propagating fronts of these rellected waves intersect with the leading shock while

the rearward portion propagates iuta the reaction zone. These events arc repeat.cd a.s the

leading shock interacts with a new pair ot wall obstacles. At the same time, the reaction ZOI\('

becomes more turbulent as it enters the obstacle section and interacts with the transverse

pressure waves. The transverse pressure perturbations can increase the rate of bl:."ning by

the production of vorticity through two mechanisms. The three-shock Mach interaction of

the transverse pressure waves with the leading shock produces shear layers in the unbnrned

mixture ahead of the turbulent llame brush. Also the pressure gradient from the transverse

pressure perturbations interacts with the density gradient in the llame zone and generates

vorticity through the baroclinic mechanism ("lp X "ll/p). Note that these mechanislU'

are to be distinguished from the shear flow turbulence generated by the wall roughness

ahd obstacles, as pointed out in the introduction. The increase in burning rate of the

mixture will then generate pressure waves of its own. If the self-genemtion of t.he pressure

waves is coherent with the induced perturbation, then coupling is facilitated and transition

to detonation occurs. The conditions for coherence are a function of the sensit.ivity of

the mixture (Le., initial pressure) as well as the frequency of the induced perturbation.

For the initial pressure tested in Fig. 5.3 coherence is not achieved and the dcll",gratioll

complex remains unaccelerated with the leading shock and reaction zone propagating at

constant velocities. Since the reaction zone propagates at a slightly lower velocity t.han

the leading shock, the relatively uniform region separating the shock and the reaction zone

grows continuously.

When the initial pressure is increased to above 130 Torr, the deflagration complex

is observed to undergo re-transition to detonation. Figure 5.4 displays the time sequence

of framing photographs of the transition process for the mixture at an initial pressure of
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HO Torr. The initial interaction of the leading shock with the obstacles is very similar to

that iIIustrated in Fig. 5.3, however, the interaction of the transverse pressure waves with

the mixture behind the leading shock results in the intensification of reaction as indicated

by the progressively smaller separation between the leading shock and the reaction zon~.

The relative position of the reaction zone from the shock is much closer than that observed

in Fig. 5.3 for the same time. The stronger interaction of the pressure waves with the

fast deflagration also results in a more turbulent structure behind the leading shock. The

resulting region of intense chemical reaction in the otherwise uniform field of separation

immediately behir.:! I:,e shock is very similar to that obtained in the one-dimensional com­

putational studies. At the 10th frame transition is observed to occur as the reaction zone is

confined to a thin region attached to the leading shock. In the last two frames, a detonation

is generated which propagates at about the CJ detonation velocity of the mixture.

5.3.2 The Effeet of Initial Pressure

The effect of initial pressure on transition can be further demonstrated in the

streak photographs shown in Fig. 5.5. The orientations of the time and distance axes are

indicated in the figure. The thin vertical d:.:k tine on the left of each streak photograph

marks the beginning of the obstacle section. In the photographs, the trajectories of the

leading shock and flame front can be clearly iden~ified anJ they propagate at quite constant

velocities (i.e., slopes of the trajectories) as they exit from the damping section. For an

initial pressure of 100 Torr (Fig. 5.5a), as the deflagration enters the obstacle region, the

reflections of the leading shock at the obstacles generate a series of transverse pressure

waves propagating away from the locations of reflection (at the obstacles). The forward

and backward propagatin~ waves form a thick band of V-shaped trajectories near each

obstacle. The average velocity of the structure remains fairly constant throughout the

distance traveled and transition to detonation is not observed. As the initial pressure is
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increase~. GO 135 Torr (Fig. 5.5b) the initial deflagration appears very similar ta the previous

case for 100 Torr. However, as time progresses, the reaction zone bccomcs more illt.ell,sified

and extends much closer ta the shock trajectory. A thick dark region then appears which

covers a wide length behind the leading shock indicating the formation of an intellsified

chemical reaction zone that forms a V-shaped trajectory on the streak photo~raph. The

forward traveling front rapidly overtakes the leading shock and cause an abrupt change ill

slope of the shock trajeetory.

A series of tests were performed systematically for each of the tlnee mixtures at.

different pressures. The initial pressure tested for stoichiometric acetyleJ1e-oxygen wit.h 75

percent argon ranges from 100 ta 160 Torr, for stoichiometric propane-oxygen the initial

pressure tested ranges from 28 ta 46 Torr, and for stoichiometric methane-oxygen t.he pres­

sure tested ranges from 60 ta 160 Torr. The results clearly indicate that high initial pressure

(Le., high mixture sensitivity) favors transition, as would be expected.

5.3.3 Effect of Obstacle Spacing

Ta examine the effect of obstacle spacing or frequency of the transverse pressure

perturbation on re-transition ta detonation, the experiments are performed for obstacle

spacing of 10, 20, and 28 mm, correspondillg ta spacing over channel height ratio (.,/D)

of 0.36, 0.71, and 1. Ta further compare ,he results for no pressure perturbations, the

experiments are repeated when the obstacles are removed, that is, when the quasi-steady

regime propagates into a smooth channel. Figure 5.6 shows a series of streak photographs

for the C2 H2-02-Ar mixture for different obstacle spacings. Figures 5.6a-c are obtained

al. approximately the same initiai pressure near 125 Torr. By comparing Fig. 5.fja and

5.6b, il. can be seen that the frequency of the generated rellected waves for 8 = 10 mm

is doubled over that for 8 = 20 mm due ta the decrease in obstacle spacing. Althollgh

there are more obstacles ta perturb the defiagration for 8 = 10 mm, the mixture remains
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as a steady deflagration with a propagation velocity of about 790 rn/s. When the obstacle

spacing is increased to 20 mm, transition is observed (Fig. 5.6b). The figure shows that,

amongst the different spacings tested, the obstacle spacing of 20 mm is the most favorable

for transition to occur. When no obstacles are present, no transition waJ observed for the

mixture at the pressures tested. Figure 5.6d iIlustrates the shock-flame structure of the

fast deflagration with the leading shock and flame front having quite constant velocities (or

slopes) in the streak photograph obtained at the maximum teEt pressure. The thick dark

trajectory behind the shock indicates that il is indeed an active flame propagating in the

channel.

Figure 5.7 displays a similar set of streak photographs for the propane-oxygen

mixture with different obstacle sections used. These photographs are taken at approximately

the same initial pressure of 35 Torr. Again, by comparing Figs. 5.7a and 5.7b, which have

"bstacle spacings of 10 mm and 20 mm, respectively, it appears that although there are

more obstacles to perturb the deflagration, the rapidity of transition is decreased for s = 10

mm as transition appears to take place at the end of the field of view. When the obstacles

are removed, Fig. 5.7c shows that transition is not achieved. However, the flame is seen

to accelerate to about the same velocity as the shock as indicated by the almost parallel

trajectories of the two fronts. A closer examination of the streak photograph reveals the

acceleration of localized chemical reaction zones that catch up with the shock front, as

indicated by the fine dark trajectories in the thin reaction zone that joint with the shock

trajectory from time to time. These localized activities are analogous to the local intensified

reaction regions and pressure jumps obtained in the one-dimensional computation of the

quasi-steady structure in Chapters 3 and 4. The shock-flame complex is indeed a quasi­

steady CJ deflagration as discussed where the localized enhancement of reaction may lead to

natural re-transition to detonation, which would be quite possible to occur given sufficient
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distance. When the initial pressure is increased ta 44 Torr, transition is achievcd within

the test section, although the transition distance is drastically increascd when there arc no

obstacles.

In comparing the transition pracesses for 2C2lI2 + 502+ 75%Ar and Ca lis +502

in Figs. 5.6 and 5.7, it appears that the transition pracess for the argon-dilnted mixtnre

(a mixture that has regular detonation cell structure) is accompanied with a rather abrnpt

change in dope of the leading shock trajectory. For prapane-oxygen (a mixture with in'eg-

ular cell structure), instead of a sharply defined onset, the transition is accomplished over

several "steps," as the shock trajectory experiences a series of more gradual accelerations.

The minimum initial pressures above which transition is observed for the three

mixtures tested and for different obstacle spacings are tabulated in Table 5.1. The minimum

pressure required for transition to occur in the available tube length for the configurations

tested is lowest (i.e., lowest sensitivity) for obstacle spacing of 20 mm, indicating that an

optimal spacing for transition for the present experiment lies near siD = 0.71 (i.e., of

order 1). In ail of the conditions tested, the generation of transverse pressure waves with

obstacles always leads to transition at a lower initial pressure than the smooth wall case.

This clearly demonstrates the influence of transverse pressure perturbation in the formation

of detonation.

Table 5.1: Minimum initial pressure above which transition is observed

Minimum pressure for transition, Torr
Obstacle spacing, mm

Mixture 10 20 28 No
obstacle

2C2lI2 + 502 + 75%Ar 125 110 130 -
CalIs + 502 40 34 34 44
ClI4 + 202 100 60 65 12.5

The above results are surnmarized in Fig. 5.8 which plots the transition distance
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for the various cases. The transition distance L' is estimated from the streak photographs

where the location of transition is calculated from the intersection of the initial and final

slopes of the wave trajectories. In the fig are, L' is plotted against the mixture sensitivity as

characterized by the cell size À, both being normalized with respect to the channel height D.

Several aspects can be observed from the figure. First, it shows that the transition distance

i5 strongly dependent on the mixture sensitivity. As the cell size increases (or equivalently,

decreasing the initial pressure), the transition distance increases. Secondly, the results show

that above a certain sensitivity (e.g., about À/D < 0.16, for 2C2H2 + 502 +7."%Ar with

s = 10 mm) transition occurs consistently after about one chanDel height (L'/D ~ 1). This

distance seems to be the minimal distance for onset to take place. However, there appears to

be no correlation between the transition with À/ D as it is clearly dependent on other factors,

such as obstacle spacing and the detonation cell regularity of the mixture. Furthermore, the

transition distance is influenced by the obetacle spacing, which corresponds to the frequency

of the transverse wave perturbation. Thirdly, the transition distance for the obstacle spacing

of 20 mm (s/D = 0.71) is consistently lower than for the other obstacle spacings tested

and when no obstacles are used. This again indicates that there is an optimal transverse

perturbation frequency for transition to occur. Another important feature noted is that

[or the same transition distance, the cell size for the propane-oxygen and methane-oxygen

mixtures (Figs. 5.8b and 5.8c) is generally an order of magnitude higher than that for the

argon-diluted acetylene-oxygen mixture (Fig. 5.8a). Propane-oxygen and methane-oxygen

are known to have much more irregular cell structure than the argon-diluted mixture. It

indicates that transition is greatly influenced by the regularity of the detonation cell pattern

of the mixture.
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Two of the main parameters for characterizing detonation waves are the c.dl size

and the regularity of the cell pattern. The relationship between cell size and the sensi·

tivity of the combustible mixture is well establishd. For a mixture with given chemical

composition, a smaller cell size implies a shorter chemical reaction timc a,nrl heuce highcl'

sensitivity. Thus, high initial pressures would promote rapid chemical reaction to facilitate

transition from deflagration to detonation, as demonstrated by the present experimenta.i

results. On the other hand, the relations of the regularity of the detonation cell paUern

with the detonation characteristics are not so c1early understood.

Experimental observations of detonation cell structure have indicated that irregu­

lar cell patterns are associated with frequent local failure and re·initiation in the gas mix­

ture. It appears that cell irregularity is due to the ease of local failure, while the detonation

propagation is sustained through local re-initiation. Complete failure of the detonation

propagation is brought about by the inability to achieve local re·initiations (Lee 1993). Fol'

detonations with regular cell structure, the oscillatory pattern is quite "stable" and the

cell pattern is maintained. This is in fact supported by the existence of galloping waves

whieh are more readily observed in irregular systems than in regular ones. For the high!y

argon-diluted mixtures, the gal.\oping mode (Le., failure and re-initiation) is very dimcult,

if not impossible, to observe as demonstrated in the near limit detonation study of Dupré

et aL (1990).

The relationship between cell regularity and activation energy was first pointed ou t

by Ul'yanitski (1981) who observed that mixtures with low activation energies have more

regular cell structures. This is in accord with the temperature sensitivity of the chemical

reaction time whieh depends on the value of E. The higher temperature sensitivity for high

E implies a more non-uniform reaction process as chemiea! reaction is initially quite slow
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but awaits the temperature to build up before quickly accelerating the chemical reaction.

As discussed in Chapter 3 for the one-dimensional detonation, low activation energies are

<lssociated with regular oscillatory patterns while high activation energies would correspond

to more irregular patterns. The theoretical analyses of Erpenback (1962, 1964) and Lee

and Stewart (1990) have also shown that high activation energy is associated with a wide

spectrum of unstable frequencies and hence a more compJex oscillatory pattern. TI:"S, high

activation energy seems to be associated with irregular detonation cell structure whereas

low activation energy would be associated with regular tell structure.

Shepherd et al. (1987) later demonstrated that activation energy may not be an

appropriate parameter and the complete characterization of cell regularity has not been

achieved to date. Nevertheless, the connection between the stability of the detonation

and the regularity of the cell pattern is clear. Mixtlues with regular cell pattern would

correspond to stable detonations. These mixtures would be more capable of sustaining

detonation propagation and require less time to undergo transition from deflagration to

detonation. Mixtures with irregular cell structure would correspond to unstable detonations

which are easier to fail. Moreover, irregularity is related to a wider spectrum of unstable

frequencies which would imply the requirement to establish different kinds of conditions

in order for transition to occur. Thus a longer time would be needed to accomplish re­

transition in irregular mixtures. These properties are supported by the results in Chapters

3 and 4.

On the other hand, the results from Fig. 5.8 have shown that for the highly argon

diluted mixture (a regular cell mixture), a value of AID of the order of 0.1 is needed for

transition to oecur, whereas for the irregular mixtures of propane-oxygen and methane­

oxygen, transition can occur with a >..jD of order 1. Thus, it appears that irregular cell

mixtures can achieve re-transition under a less sensitive condition (Iarger cell size). This can
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be attributed to the fact that irregular ccli structure is associated with the ability to amplify

perturb:1tions of a wide spectrum of frequencies. However, as pointed out recently by Lee

(1993), the mechanisms responsible for the failure of detonation are different for regu"u

and irregular cell mixtures. Consequently, one may not be able to use the same parametcr

(Le., eell size) to measure the ability to sustain and re-initiate detonation propagatiou.

It can be remarked that the relationship of cell regularity and its charactcrizatiou

of detonation has not been fully understood and requires further studies.

5.4 Concluding Remarks

In the present experimental investigation, the results show that transverse pressure

waves play an important role in the transition from deflagration to detonation. There is

a strong indication that there is an optima.l obstacle spacing, or alternatively an optimal

transverse wave f,-equency, chat facilitates transition the most. The optimal obstacle spaciug

obtained for the present experimental condition is of the order of the tube dimension (wa.ll

spacing). This seems to be consistent with near limit detonations in tubes since the intrinsic

frequency for excitation will be related to the fundamental acoustic mode oscillation in

the tube. While the acoustic interaction of d~tonation with the channel is absent in the

one-dimensional model, the experimental results do support the existence of an opt.imal

perturbation frequency as predicted by t.he one-dimensional simulat.ion. This suggest.s t.hat.

t.he transition phenomenon is one of resonance coupling between th" gasdynamic processes

and the chemical reactions that. drive t.he pressure oscillat.ion.

The results also show that sensitivity with respect to transition is st.rongly affected

by the mixture's cell regularity. However, a complete underst.anding of the relations of

cell regularity with the ability to sustain detonation propagation and to achieve transition

requires further studies. Nevertheless, sinee cell reglllarity is related to the case in which
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pressure perturbations can be amplified, the results therefore reinforce the notion that the

formation of a detonation is a consequence of generating a self-organizing structure from the

gasdynarnic and chernical processes. Thus, the experimental results for ,cansition further

support the need to construct a model in order to understand the self-organizing nature of

detonations .
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Chapter 6

Pulsating Detonation as an

Oscillator

In Chapter 3, the oscillatory characteristics of the one-dimensional detonation and

the period doubling type break-up sequence as the activation energy increases have indicated

its similarity with many nonlinear oscillators. The apparent existence of optimal fre'lnency

1.0 stimulate transition observed in Chapters 4 and 5 indicates fl1l'ther that the forlllation

of detonation is the excitation of a self-organized oscillatory system. These resnlts point

out the possibility 1.0 model the pulsating detonation as an oscillator which wOllld l'l'ovide

insight for understanding the mechanisms responsible for developing and sllstainillg the

oscillatory behavior.

Yet, the remarkable resemblance of the pulsating detonation with elassical nonlin­

ear oscillators has not been fully realized and discussed in previous literature. This chapte ..

will hence attempt 1.0 establish more elearly the analogy of the one-dimensional d"tOllation

with elassical nonlinear oscillators hy formally deriving an analogous oscillator equation 1.0

describe the one-dimensional pulsating detonation.

It should, however, be noted that the purpose here is not 1.0 develop an alten"üe

formulation 1.0 solve the pulsating detonation problem, but 1.0 provide a framework 1.0

interpret the results obtained by direct numerical integration of the governing equations

of gasdynamics.
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We will first discuss sorne of the simple oscillator concepts that may be useful in

understanding the instabilities of the pulsating detonation. We then return to the governing

equations to formulate a nonlinear oscillator mode!.

6.1 Instabilities III Simple Oscillators

The question regarding why detonations behave in a nonsteady manner has been

studied for a long time. The small perturbation analyses of Erpenbeck (1962, 1964) had

demonstrated that for high enough activation energies, the one-dimensional ZND structure

is unstable to small perturbations. However, the physieal mechanisms that lead to insta-

bility are not clear l'rom these studies. Neither can these analyses describe the behavior of

the detonation subsequent to the initial instability. Il is also unclear why the unsteady det-

onation should propagate in an oscillatory manner (i.e., rather than simply grow or decay

exponentially, which could be another form of instability).

To provide the proper perspective to examine the obtained nU'llerieal results, it

is useful to review some of the basic concepts of instability and oscillatory behavior in

the general sense. We will consider i) statie versus dynamic instabilities in an oscillator,

li) instability causing elements-such as negative spring constant, negative damping, and

time lag, and, ili) to revisit the Rayleigh criterion of combustion instability for unsteady

heat input to illustrate the possible role of phase relations in an oscillating system, and

finally, iv) to provide some simple examples of nonlinear oscillators and their characteristie

behavior. These basic concepts are, of course, the mest simplified version of real systems,

nevertheless, they may previde a guide for a meaningful Interpretation of the numerieal

detonation results.

Consider a simple oscillator that can be described by the second order equation:

(6.1)
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This may represent a mechallical osciL;,tor with unit mass, spring constant k, and damping

coefficient 2b. Confining the discussion first to linear theory (Le., for small x with constant

band k), the response of the oscillator can be readily obtailled as follows:

x(t) = Ae(-b+v'b'-k)t +Be(-b--Ib'"=I)t

From this solution, the instability can be classified into two categories:'

(li.2)

•

1. k < 0 (Le., a negative spring constant). This instability leads to exponentia! growth

of the solution x(t), but no oscillatory behavior is obtained. This is therefore hlbclcd

as static instability.

2. b < 0 and k > b2 (Le., negative damping). This instability is oscillatory with cxpo-

nential growing amplitude. Because the behavior of this instability is dynamic, it has

been termed dynamic instability.

Static instabilities can be inferred from viewing the transient evolutioll of the

system as a sequence of (quasi-) steady states. Rence steady-state consideration is enollgh to

define the instability. In the prediction of dynamic instability, on the other hand, paramet.crs

such as inertance and capacitance must be included since they play an essential roIe in

determining the transient response of the system to disturbances. These parameters arc

not part of the information needed to describe the steady-state system. Hence knowledge of

steady-state characteristics alone are not sufficient for prediction of dynamic instability, and

additional information about quanti tics such as zone length and system volume (asBociatcd

with the inertance and storage capacity, respectively), etc., must also be included.

Many unstable oscillatory ftuid dynamic and combustion systems have been found

to be associated with dynamic instabilities and clements of "negative damping" can be

IThe distinction between the two types of instability appears to have been ficst rccognized by MaxweJJ
(1868)
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identified (Greitzer 1981). For detonations, the linear stability theories of Erpenbeck (1962,

1964) and Lee and Stewart (1990) have demonstrated that the instability is associated with

a spectrum of unstable frequencies. The existence of these unstable frequencies implies that

the instability of detonatic.n is dynamic and oscillatory behavior can be expected near the

sta.hility boundary. The description of the dynamic behavior of the detonation must also

involve a dynamic parameter, the hydrodynamic thickness, which, as pointed out in Section

3.2.2 is quite different from the steady-state chemical reaction zone thickness.

6.1.1 RaIe of Phase Relation

In many simple oscillators where the behavior is dynamic but yet there may be

no damping elements in the systems. One way negative damping may arise is through the

concept of time lag (or delay). For example, consider a simple spring oscillator with unit

mass and unit spring constant:

=0
dZx
dt Z + ~

function of t

Now, if the action of the restoring force has a time delay of tI, then

(6.3)

dZx
dt Z + ~

function of t - tl

=0 (6.4)

Expanding the restoring force in a Taylor series in powers of tI, and retaining oruy the first

tenn, we get:

(6.5)+x = 0
dx

-tl-
~

negative damping

This is the equation for a system with negative damping, in other words, a system that will

•
exhibit oscillatory (or dynamic) instability.

Through the concept of time delayed action, it is possible to understand why an

induction-type detonation is dynamically unstable. The induction process behind the shock
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delayed action takes place for the effect of products expansion to be propagated back 1.0 t.he

shock to malntaln its propagation.

The concept of time delay is an indication that the "phase" of action <:<Ln place

an important raie in dynamic instabilities. The most simple and illustrative example is

perhaps the original one by Lord Rayleigh (Rayleigh 1878), who established the Rayleigh

criterion stating that: "If heat be given to the alr al. the moment of greatest condensation,

or taken from it at the moment of greatest rarefaction, the vibration is encouraged." III

other words, the criterion for the maintenance of oscillations by an unsteady heat input is

that the heat input is "in phase" with the pressure rise.

The Rayleigh criterion can be demonstrated using the simplified Helmholtz osci!-

lator derived in Appendix B. Consider the unsteady heat input to a plenum (volume) that.

experiences pressure fluctuation. The fluid under consideration is assumed 1.0 be a perfecl.

gas, and the inertial and flow storage are lumped into two elements, with the mass umler

flow oscillation given by that in the inlet duel. pAL (see Appendix B), and the storage heing

due to the compressibility in the plenum of volume V. For a small heat release rate Q whieh

is proportional to the pressure fluctuation P in the oscillator,

where </> describes the phase relationship between Q and P, an equation for the pressure

fluctuation P is found to be

d
2
P _ 'Y - 1</> dP c

2
A P = 0

dt 2 V dt + LV
(6.6)

•
which is an oscillator equation with a damping coefficient proportional 1.0 the phase of the

heat input rate with respect to the pressure. For </> > 0, Q is in phase with the pressure

fluctuation and dynamic instability is most favored. If </> < 0, Q is 180· out of phase with
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the pressure oscillation, the system is positively damped and no oscillation will result. This

descrih"s the phase relationship as stated by the Rayleigh criterion.

Note also that the "spring constant" of (6.6) is proportional to square of the sound

speed of the gas inside the system. The compressibility of the gas therefore corresponds to

the compressibility of the spring in an analogous mechanical oscillator.

6.1.2 Simple Nonlinear Oscillators

For systems that exhibit finite amplitude "limit cycle" oscillatory behavior, it

will be necessary to consider the effects of nonlinearity associated with them. The second

order equation in (6.1) illustrates a simple linear oscillator during the initial growth of the

instability and will not he sufficient to describe real nonlinear systems. In general, the

system mass m, spring constant k, and damping coefficient b, are not constant. Indeed, the

spring restoring force kx and the damping term -2bdx / dt are general functions of time.

However, by making sorne slight modifications to the linearized equation, the characteristics

of nonlinear "limit cycle" type oscillators can he obtained.

For a mechanical autonomous system with mass m, the standard nonlinear osci!·

lator equation can be written in the form of

mx +kx = /lf(x, x) (6.7)

•

where /l is in general a small positive parameter. The term on the left hand side of equation

(6.7) has their usual meaning of inertia force (mx) and spring or restoring force (kx). The

linear natural frequency of the system is Wo = JkTrii. The right hand term (/lI) refers to a

self·excited driving force since f(x,x) is not an explicit function of time. As examples, for

Ilf = -2bx, the simple damping term of (6.1) in classical system is recovered. For /l > 0,

/lf can provide a negative damping that is responsihle for a self-excited oscillation of the

system. For f = (1 - ax2)x, Cl heing a small positive parameter, equation (6.7) would
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describe a Rayleigh or van der Pol osciilator, a common nonlinear oscillator studied.

Nonlinearity can also be manifested through the addition of a nonlinear spring

force. For instance, the simple structure of the Duffing's equation has embedded in it the

necessary ingredients through which the transformation of the oscillatory patterns by period

doubling and tripling can be manifested. Duffing's equation can be written as:

(6.8)

•

((3, a, 0, Ct, and w are constants) which describes the nonlinear interaction between the en bic

restoring force (ox3 ) and the periodic driving force (see Fig. 6.1). Due to the explicit

time dependence of the external driving force, the Duffing oscillator is not autonomo\ls.

However, replacing the external forcing term with a self-excited force retains the general

transformation features of the Duffing equation.

The above given examples of oscillators, although oversimplified, can provide the

proper perspective to understand the oscillatory behavior of detonations. To achieve this,

it will be necessary to express the governing equations in a particular convenient forrn

and to lump some of the f10w parameters into definite elements in order to overcorne the

overwhelming information generated from the continuum description.

6.2 N onlinear Oscillator Model for Detonation

The analogy of the one-dimensional structure to c1assical nonlinear oscillators will

now be forma1ly demonstrated. In this section, an equation that has the fnndarnental

properties of a nonlinear osciilator will be derived from the basic conservation laws of gas

dynamics. The analysis will be based on the conservation of energy sinee the "driving force"

for the pulsating detonation is provided by the chemical energy release. This equation will

be derived from the integral form of the conservation equation so that the flow variables can

be lumped into more meaningful components of an analogous system. The key elements
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that constitute the oscillator will be identified and compared with those for a mechanical

nonlinear oscillator to illustrate the analogy.

6.2.1 Theoretical Model

Consider a control volume that moves with the detonation complex. The system

begins at the leading shock front and is bounded by a rear boundary shown in Fig. 6.2. The

l'ear boundary is taken to be sorne constant distance lh from the shock front where equilib-

rium CJ condition is assumed to prevai!. Physically, such a rear boundary corresponds to

the hydrodynamic thickness. In the present model, knowledge of the exact hydrodynamic

thickness is not necessary. Il is suflicient to assume that such a rear boundary exists. In

general, an unsteady f10w region fol1ows behind the hyclrodynamic thickness or the rear

boundary. However, one can assume that a uniform f10w created by a piston moving at

the equilibrium CJ partiele velocity fol1ows the rear boundary, as will be the case in the

numerical simulation carried out. This assumption again does not alter the main result,

but simplifies the formulation of the analogous oscillator equation.

Since the numerical results in Section 3.2.1 have shown that the time-averaged

shock velocity agrees with the steady state Chapman-Jouguet value, the instantaneous shock

front location x,(t) is assumed to be composed of a time-averaged part and a f1uctuating

displacement F(t) from this mean trajectory:

x,(t) = DeJt +F(t)

and the shock velocity

i,(t) = D(t) =DeJ +PCt)

(6.9)

(6.10)

where DeJ is the CJ detonation velocity which equals to the mean speed of the oscillatory

•
detonation over the period T, Le.,

11T

DeJ = - D(t)dt
l' 0

(6.11)
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Thus, the shock front displacement F(t) satisfies

1 foT- F(t)dt = 0
r 0

(li.l2)

from (6.10). The fluctuation of the shock trajectory F( t) is chosen as the dependent variable

in the oscillator equation to be formulated.

Using the control volume that follows the instantaneous motion of the shock front,

the reactive Euler equation (eqns. 3.1-3.3) can be cast in the integral form. The conservat.ion

of mass, momentum, "nd energy can respectively be rewritten as:

d ri"
dt Jo pdx +PCJ(D - UCJ) - poD = 0

d fol" fol" dD-d p(D - u)dx +PCJ(D - UCJ)2 - poD2 = -PCJ +Po + p-dx
t 0 0 dt

d ri" [ (D - u)2] [(D - u)2 PCJ]
dtJo p ei+ 2 dx+pCJ(D-ucJ) eCJ+ 2 + pCJ

(
D2 po) ri" ri" dD

-poD ei +2" + Po = QJo pwdx +Jo Pdï(D - u)dx

(li.l3 )

(6.14)

(6.15)

These equations are expressed in their dimensional form and the velocities are measured

in the absolute laboratory frame. Here, ei is the internaI energy, subscript 0 refers to the

initial unperturbed state, and subscript CJ denotes the CJ equilibrium (downstream) stat.".

The last integral term on the right hand side of equation (6.14) represents the pseudo· force

term for the moving control volume. The first term on the right hand side of equation (6.15)

denotes the rate of the chemical energy release, while the second term denot.es the rate of

work done by the pseudo-force. Using the continuity and momentum equations (6.13, 6.14),

the energy equation (6.15) can be manipulated to the following form

where e is, again, the total energy term defined to bp the sum of the internaI and kinetic

energy, Le., e = ei +u2/2.•
d~ r~
dt Jo pedx +pCJecJ(D - UCJ) - poeoD - PCJuCJ = QJo pwdx (6.16)
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For a steady ZND detonation where D(t) = DCJ, the unsteady integra! term drops

and (6.16) reduces to

f1h 0 0
pCJecJ(DcJ - UCJ) - poeoD - PCJUCJ = QJo p w dx (6.17)

where superscript 0 refers to the steady ZND wave. The integral term in the above equation

is obtained from the conservation of reactant mass to be

fi" 0 0
Jo p w dx = PoDcJ (6.18)

which simply states that the rata of reactant depletion inside the control volume is equa! to

the unburned mass flux entering the control volume for the steady ZND wave. Subtracting

the steady state equation (6.17) from equation (6.16), one obtains

d l'" . ri"
dt Jo pedx +pCJecJF = QJo pwdx - QPoDcJ (6.19)

where the term poeoF has been neglected since poeo/PCJeCJ is of the order of I/M8J « 1

(MCJ is the CJ detonation Mach number).

Two nondimensiona! volume-averaged quantities, the reaction rate W and the

energy l, will be defined for the system under consideration:

W = r' pw dt;
Jo poDcJlh'

1 = r' pe dt;
Jo POD2/2

(6.20)

(6.21)

where t; = X/lh' Defining W, = W - 1 to be the fluctuation of the dimensionless mean rate

of the reactant depletion and Î:

•
. d 0

1 = -(1 - 1) =
dt

(6.22)
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as the rate of fluctuation of the dimensionless mean internal-kinetic energy inside the control

volume, the energy equation (6.19) can be reduced to

/ IF + PCJeCJ É' + /h D j = DCJQ w
h ~D 2 D' (6.23)

where the C) convention denotes time derivative. Thus, equation (6.23) states a balance

relation of the rate of energy fluctuation for the control volume. Thefirst term on the Idt

hand side denotes the energy fluctuation rate associated with the shock velocity oscillation.

The .econd term corresponds to the unsteady exit condition at the rear boundary. The third

term represents the rate of the energy fluctuation within the control volume itself, and the

term on the right hand side denotes the fluctuation of the chemical energy release rate inside

the control volume. Note that equation (6.23) has the form of a second order nonlinear

differential equation in terms of the variable F similar to that describing a rnechanical

oscillator.

6.2.2 Analogy to Nonlinear Mechanical Oscillators

Equation (6.23) is in essence the energy conservation equation recast in a form to

model the mathematical behavior of a nonlinear oscillator. The remaining task here is to

identify the elements that constitute an analogous oscillator.

In exallining the results frorn the numerical simulation of the fully developed

pulsating detonation, it appears that the oscillatory characteristics can best be described

by:

1. The fluctuation of the volume-averaged reaction rate has the same frequency as the

shock velocity fluctuation with a small phase shift due to the ignition delay. Thns,

•
W, can be expressed in the form of

w, = g(F, É')É' +p.h(F) (6.24 )
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where Jl is a small parameter and hO(F) = O.

2. The rate of f1nctuation of the volume-averaged total energy is in phase with the f1uc-

tuation of the shock trajectory, because the variation of the shock front ilisplacement

(F) from the mean trajectory represents the temporal change of the system potential

energy. Hence DÏ in equation (6.23) would be proportional to F, and has the form of

DI =

DÏ = s(F,P)F

Ils Taylor expansion with respect to the steady ZND state can be expressed as

Ft t ~C(n, m) [ an:(~, ~~] °Fn- mpm
n:;;:;O m=O n. axs aXa

co n

= boF +.L .L b;:' Fn-m+l pm
n=l m;;;O

where

(6.25)

(6.26)

(6.27)

with Ta being the period obtained from the linearized limit. The period T should

scale with the hydrodynamic thickness (i.e., lh ~ DOJT). Henee, the coefficient ba in

equation (6.26) is proportional to Db, i.e., to cb (the CJ equilibrium sound speed).

Therefore, the coefficient ba exhibits the acoustic compressibility of the system inside

the control volume similar to that obtained in equation (6.6).

Based on the above considerations, equation (6.23) can now be expressed in a more

analogous form of a nonlinear oscillator:

•
lhIË' + ~2lhlaF + 1; t t b;:'Fn-m+l pm =Jlf(F, p)

o n=l m=O

where

. 1 ( POJ.)Jlf(F,F) = D QDOJW1 - p;eOJF

(6.28)

(6.29)
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denotes the net energy input ta the system, Le., the difference between the unstendy part of

the chemical energy release and the energy f1uxed out of the system. Comparing equation

(6.28) with those for a mechanical oscillator, Le. (6.7,6.8), one notes that the pulsating

detonation can be modeled as a self-organized nonlinear oscillator. The euergy II,] stored

in the system, the system compressibility embedded in the tenn j and the net energy input

fi! correspond, respectively, ta the mass, spring, and damper elements in a Illechanica.l

oscillator. These are the key components responsible for the mechanism of self-sllstailled

nonlinear oscillatory detonation and the transformation of temporal patterns via period

doubling and tripling in the firsl bifurcation steps. The linear natural freqllency for the

detonalion system is given by WQ = 2" /rQ.

6.2.3 Numerical Verification of the Oscillator Model

The oscillator model derived for the pulsating detonation is verified by nUlllcri­

cal.ly computing the various terms in the oscillator equation. The numerical solutions are

calculated using the method described in Chapter 3 after which the varia us terms in the

oscillator equation are evaluated. The solutions considered are confined ta the fully de­

veloped detonations that have established repeatable cyelic oscillations. 1'0 eliminate the

nonsteady expansion flow field that exists between the wake of the detonation and the back

boundary, the detonation is supported by a piston which propagatcs at the stcady C.l burnt

gas velocity. The parameters "sed for the calculations are again those used in Chapters :l

and 4, where Q = 50, "1 = 1.2, while the activation energy will be varied.

The hydrodynamic thickness required to define the detonation structure is ob­

tained by examining the spatial profiles of the pulsating structure. The partiele vclocity

profile for E = 27 with period r = 12.7 is displayed in Fig. 6.3. As the partiele vclocity is

approaching the steady burnt gas velocity UCJ at x = 405, an inert acoustic disturbance is

created by the mismatch of the sonic choking condition and running away from the deto-
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nation wave system into the far field. Its amplitude does not attenuate since there are no

physical diffusion terms in the governing equations. This disturbance is in reality dissipated

and its amplitude maintenance in the far field has never been observed. Thus, in the follow­

ing analysis the hydrodynamic thickness II. is chosen ahead of, but close to, this disturbance

origin, Le., II. = 20, that gives a small velocity deviation of lu - ueJI/ueJ = 0.03. The

solution of the oscillator equation (6.23) with the chosen II. agrees wen with the full direct

numerical solution (see Fig. 6.4).

The terms in (6.23) and (6.28) are obtained from the numerical values of the flow

variables and their derivatives. E = 27 is chosen as the first example because the onset

of a period doubling from the limit cycle of r = 12.7 occurs at this activation energy (see

the phase portrait of W, - D, in Fig. 6.5 where D, = P/DCJ) and the nonlinearity is

weil developed. The evolution of the four terms in (6.23) over 2r is displayed in Fig. 6.6.

The two terms associated with l'and W, are evaluated directly from the flow variables,

white the other two terms concerning F and j'1re calculated from the flow variables and

their derivatives. Although the derivatives are locally oscillatory as the numerical data

are insufficiently smooth, the frequency and the phase of the pulsating detonation are not

influenced.

Except for the small phase shift, the main part of the fluctuation of the chemical

energy release rate (Le., the W, term) varies in phase with the energy out-flux fluctuation

(i.e., the term l'). Moreover, this value of the phase shift is of the order of 2t'/2' or about

the induction delay, as is expected. This verifies the first statement (Le., eqn. 6.24) that

the fluctuation of the chemical energy release rate has the same frequency as that of the

shock velocity fluctuation with a small phase shift, since the energy out-flux fluctuation is

proportional to the shock velocity fluctuation. Figure 6.7 illustrates that the rate of the

fluctuation of the total energy (Le., the j term) is in phase with the fluctuation of the
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shock trajectory (i.e., F) in spite of the large nonlinearity obtained in the present example.

This agreement can also be seen in Fig. 6.6 where the stationary points of the i terlll

corresponds to the maxima and minima of the teflu P. Therefore, the second st.atelllent.

(i.e., eqn. 6.25) is also verified. Note the close symmetry between the i and the i' teflns

with the same transient magnitudes but opposite signs, which is a clear indication of the

sign change between the analogous mx and kx terms in a mechanical system." 1I0wever,

unlike the restoring force and the inertia terrn in the linear mass-spring oscillation system,

the symmetry of the two terms with respect to the time abscissa is broken dne to the

nonlinearity and their sum equals the value of the net energy input J1J( F, Pl, displayed

in Fig. 6.8. J1J can be regarded as a damping with an alternating value which is of

one order less than the restoring force caused by the term i. This indicates that the

damping coefficient J1 is indeed small and that the comparatively large rest.oring force plays

a significant role in the dynamic instability of the oscillatory behavior.

Tc verify the linear acoustic compressibilit.y coefficient of (6.27) in the restoring

force t.erm with i, we consider the case of E = 25.5 sinee it is closer to the "eutral bOllndary

(i.e.. , E = 25) below which the steady ZND wave is recovereù. The pPrl)dic pattern for

E = 25.5 is a limit cycle (its period T = 12.7) just bifurcated from the steady ZND statc

and therefore weakly nonlinear (see Fig. 6.9). The evolution of t.he four t.erms in (6.2:1)

over two periods is shown in Fig. 6.10 which indicates the same features as in those in Fig.

6.6. Figure 6.11 clearly demonstrates that the j term of (6.23) is weil in agreement with the

linear compressibility term F of (6.28) for the weakly nonlinear oscillatory detonation. Thu8

expression (6.27) for bo is justified. Adding a cubic power of F improves the agreement.

2For a linear rne:chanical response x = Xc sin wt, mx = -mxow2 sin wt, kx = kxo sin wt, hencc il. f:lign
change accurs between the inertia and the restoring force terms.
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The analogy to nonlinear ,,,echanical oscillator indicates that the net energy input

and the fluctuation rate of tp'" internal-kinetic energy inside the system which correspond,

respectively, to an alternating damping and a restoring force, are the key components of

the self-sustained pulsating detonations. The self-excited driving force is initiated by a

negadve damping, Le., the unsteady part of the chemical energy releasc is greater than

the energy out-flux fluctuation at first. Thus, the system gains the energy to increase the

lluctuation amplitude. However, without the restoring force the fluctuation of the system

can only undergo a monotonie increase. With sufficient restoring force the system is able

to behave ir, an oscillatory manner, but the fluctuation amplitude would continuously grow

if the damping remains negative. Thus, an alternating damping, Le., an alternating net

energy input whose integral over the oscillatory cycles equals zero, is required to maintain

the oscillatory detonation with repeated cycles.

The alternating net energy input is a result of the coupling between the unsteady

part of the chemical energy release (Le., (h = PODeJQW1 ) and the shock velocity fluctua­

tion (i.e., Dl = F/DeJ), since Dl is proportional to the energy out-flux fluctuation. Note

that QI has the same frequency as Dl by a small phase lag associated with the ignition

delay. Thus, the coupling is almost resonant.

Aecording to the Rayleigh criterion for instabilities associated with unsteady heat

inputs (Rayleigh 1878), resonant oscillation can result when the unsteady heat release is in

phase with the pressure oscillation. If the pressure oscillation for the oscillatory detonation

is characterized by the shock velocity perturbation Dl, the Rayleigh resonant criterion

requires QI fully in phase with Dl so that QIDI 2: 0 holds over the entire period and that

the temporal evolution of QIDI is located above the time abscissa. This is not the case in

the preRent result. In faet, the temporal evolution of QIDI has a small negative part below
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the time abscissa because of the phase lag between the two (see Fig. 6.12). The detonation

for E = 28 displayed in the figure is a fully developed quasi-periodic oscillation by period

doubling. Note that the integral of the product of Q, and D, over a cycle would still be

greater than zero. Thus, a generalized resonance coupling criteriou cau be expressed as

1 faTJ = - Q,D,dt> 0
T 0

(6.30)

•

where J has units of jm-2s-', and TJ > 0 refers ta the net excess energy (over the steady

ZND value) needed for the maintenance of a one-dimensional oscillatory detouation. This

energy concept can be clearly elucidated by the nonlinear oscillator model described by

(6.23). The product of the self-excited "driving force" (i.e., the tenn PoDcJQW, / D on the

right hand side of (6.23)) and the "velocity" of the dependent variable (i.e., F') denotes

the "power" input ta the system. The integral of this power over a cycle provides the self-

excited energy requireJ. for the oscillating motion of the shock front. Thus, from the energy

point of view, the criterion (6.30) describes a basic mechanism of the shock perturbation by

the resonance-excited chemical energy release for the self-sustained pulsating drtonations.

It is also implied in (6.30) that the rcsponse of the nonlinear restorin/( force ta the

driving force provides a mechanism for transition of the instability patterns. The restoring

force, i.e., the rate of the fluctuation of the total system energy, is in phase with the f1uctua-

tian of the shock trajectory (F) by equation (6.25), whereas dJ ~ QldF from (6.30). Thus,

expression (6.30) states the integral relation between QI and F over a cycle as well. The

value of J remains constant as the detonation propagates with a fixed oscillatory structure.

When J increases from zero ta sorne threshold, it describes the variety of instability pat-

terns ranging from the steady ZND state (E = 25), regularly periodic motion (E = 25..)),

onset of the first period doubling (E = 27), quasi-periodic motion (e.g., E = 28) ta strong

irregular motion (see Fig. 6.13). Although it must be further studied how the threshold

value of J behaves for the highly irregular motion, it is conclusive that the higher level the
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dctonation instability pattern, the more energy is required ta maintain the propagation of

its oscillatory wave.

6.3 Transition as the Excitation of the Oscillator

The formation of the pulsating detonation and its relation to the excitation of an

oscillator will be discussed in the foIlowing sections. The qualitative influence of nonlinearity

on the excitation process will be briefly examined to point out the differences from linear

oscillators.

6.3.1 Frequency Se!ectivity for Transition

In analyzing the transition from the quasi-steady regime ta the pulsating detona­

tian in Chapter 4, the frequency selectivity for amplification of flow perturbations is rec­

ognized. In general, the intrinsic frequency for a gaseous system is related to the acoustic

frequency, which should agree with the natuf'.l detonation frequency when the detonation

is cstablished. The relation of the acoustic compressibility with the natural frequency of

the detonation oscillator has already been illustrated in Section 6.2.2. In reactive flows,

the work of Riley (1984) on constant volume chemical-acoustic interaction suggests that

the acoustic time scales of the order of the chemical reaction time could most efficiently

promote amplification of acoustic perturbations. There is thus a clear connection between

the establishment of the pulsating detonation with the excitation of an equivalent oscillator.

However, the transition from deflagration to detonation represents a distinct change

in the propagation mechanism of the combustion wave. In the initial state, the quasi-steady

regime is quite different from the final detonation since it is not a coupled system of shock

and reaction complex. The thermodynamic and flow properties (e.g., shock velocity and

temperature) are also much lower than the final detonation values. Therefore, the chemical

and gasdynamic time scales as weIl as the equations describing the initial system will be
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quite different from the final ones. The iütrinsic frequency woul,l then be variable during

the highly transient transition process. Nonetheless, the characteristic time scale of a det­

onation is one that is necessary to accomplish rapid chemical reaction aft.er a gas l'article

has been compressed by the leading shock. To achieve this, the reaction t.ime must be of

the order of the reaction time of the detonation, whieh is represented by its haH reaetion

time t'/2' This is therefore the intrinsie time seale of the eoupling required for detonative

propagation. Thus, perturbations with periods of the order of t'/2 are expected 1.0 promote

transition 1.0 detonation. This is indeed the case as chown in Chapter 4.

When the initial development of rapid chemical reaction is achieved, the deto'nation

level of pressure and other flow properties are approached and the shock-reaction coupling

is attained. The intrinsic frequeney selectivity of the pulsating detonation then takes over

and provides the adjustment or evolution 1.0 the final natural frequency.

6.3.2 Excitations in N onlinear Oscillator

From linear oscillator theory, the frequency of perturbations that can best promote

excitation of the oscillator is of course the natural frequency of the oscillator. White the

numerical results in Chapter 4 does seem 1.0 indicate that the optimal period is within

the order of the natural period of the final detonation (TO = 12.7), it is not conclusive

that il. is due 1.0 the effect of linear resonance. Indeed, the nonlinearity associated with

the pulsating detonation solution can intensify rapidly as the activation energy increases

beyond the nelitral stability limit. Hence, the effect of nonlinearity may play an important

role in the frequency selectivity for the excitation of the nonlinear oscillator.

An important additional consequence of nonlinearity is the facility for interaction

among perturbations of different frequencies and the generation of new frequency compo­

nents. For a nonlinear oscillator under an external excitation, resonance may occur at

frequencies other than the natural frequency of the free (Le., unforced) oscillator. To i\lus-
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trate this, let us return to the Duffing's equation (6.8) which has a cubic nonlinear restoring

force tcrm. For small amplitude oscillations, the oscillator is approximately linear and an

excitation frequency w equal to the natural frequency a would lead to resonant excita­

tion. For fini te amplitude oscillations, the nonlinear system described by Duffing's equation

can be excited (Le., can have a relatively large amplitude response) under three different

conditions (Nayfeh and Mook 1979):

1. Primary resonance: the system is excited when the forcing frequency of the free

oscillator is close to the natural frequency (w = a),

2. One-third subharmonic resonance: the system is excited when the forcing frequency

is one-third the natural frequency (w = 1/3a), and

3. Superharmonic resonance of order 3: the system is exciteè. when the forcing frequency

is three times the natural frequency (w =3a),

where the response of the nonlinear system is, in general, a function of the forcing term as

well as the initial condition. Nonlinearity can therefore have a significant influence on the

frequency sensitivity for exciting the oscillatory system.

Since real systems (such as the pulsating detonation under consideration) will

generally have finite amplitude fluctuations and hence nonllnear interactions among different

frequencies will alter the frequency selectivity for excitation of the system, the ability to

select and amplify disturbances and to excite the final system is common. It therefore

appears that the present proposed oscillator model may provide a useful framework to

examine the dynamic behavior of detonation waves.

The establishment of the oscillator concept for detonation propagation indicates

that the transition process can be considered as the formation of an oscillatory structure

rather than the steady ZND detonation. The results obtained in the present work strongly
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support the need to examine the propagation and formation of the detonation as one that

is analogous to the response of a nonlinear oscillator.



•

•

110

Chapter 7

Conclusions

The transition from high speed deflagration to detonation has been studied the­

oretically and experimentally in this thesis. The present investigation was motivated by

the need to better understand the detailed events during the final phase of deflagration to

detonation transition. The ability to obtain a maximum velocity deflagration which is the

quasi-steady regime quite universally observed just prior to transition to detonation has

provided an excellent opportUIùty to achieve our objective. This has permitted the study

to be focused on the physical processes that occur during the final onset of detonation.

To define clearly the initial condition for onset to occur, an analytical study has

been carried out to examine the quasi-steady regime that occurs just prior to onset. This

high speed deflagration can be obtained by damping out the transverse waves of an es­

tablished detonation. Previous experimental observations have indicated that its structure

can be represented by a one-dimensional shock-reaction front complex. A theoretical model

has been developed and the velocity of propagation of the quasi-steady one-dimensional

complex has been derived. It is found that both the leading shock and the deflagration

front propagate at about half the detonation velocity of the mixture, with the shock wave

traveling at a slightly higher velocity than the reaction front. The deflagration propagation

is not due to an induction type process since it slowly separates from the leading shock. The

propagation velocity of the quasi-steady structure is found to be governed by energetics and



•

•

III

quite insensitive to the detailed f10w structl:re. This has great implications for the predic­

tion of propagation velocities for high speed dellagrations, which can have a highly complex

flow structure and are difficult to predict. Comparisons of the theoretical propagation ve­

locity with that of the high speed dellagration experimentally obtained by damping out the

transverse waves of a detonation, and with the highly tnrbulent high spccd deflagrations

in the choking regime showed good agreement and demonstrated that these maximum ve­

locity deflagrations obtained before transition to detonation are indeed Chapman-Jongnet

deflagrations which can be readily observed in experiments.

Previous experimental and theoretical observations have shown that real deto­

nations are inherently oscillatory and thus it may be necessary ta examine the transition

process from the point of view of the formation of a self-sustained system. The final prad uct

of the transition pte.cess, that is the detonation itself, is therefore analyzed to help under­

stand how the nonsteady behavior may affect the transition pracess. A one-dimensional

computational analysis has been carried out using the Lagrangian form of the reactive Eu­

ler equations. In order to examine non-overdriven detonations, which are more useful than

overdriven ones for understanding real detonations, the piston support is limited to veloci­

ties no more than the bumt gas ve10city of the steady CJ detonation wave. The nonsteady

one-dimensional detonation is manifested as a longitudinal pulsating wave. In spite of the

oscillatory behavior, the time-averaged properties of the pulsating detonation is found to

agree weU with the steady Chapman-Jouguet detonation solution for the range of activa­

tion energies studied. Moreover, the wake of the detonation also satisfies the sonic condition

over a cycle. This indicates strongly that the oscil1atory detonation is quite independent of

the far rearward boundary condition as it is for the steady CJ wave. Numerical "radiation

conditions" are implemented ta confirm this.

The characteristics of the oscillatory patterns of the pulsating detonation is ex-
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amineâ hy varying the activation energy. Il is ohserved that when the activation energy is

helow the neutral stahility limit, a steady ZND detonation is ohtalned. When the activation

energy is slightly ahove the neutral stability limit, regular oscillatory solution occurs. As

the activation energy is increased, the periodic pattern hreaks up in a period douhling type

sequence. As the activation energy is increased further, the periodic pattern hecomes quite

irregular and repeatahle cycles were not ohtalned within the time of computation. The

hreak-up sequence of the periodic pattern appears to he similar to those ohserved in many

nonlinear oscillator systems. The stahility of the pulsating detonation when perturbed with

a density (or temperature) disturhance has also heen analyzed. Due to the high tempera­

ture sensitivity of the reaction rate dictated hy the Arrhenius law, the imposed temperature

deficit can result in a rapid decoupling of the fast reaction zone from the leading shock. The

failed wave then evolves into a quasi-steady high speed deflagration structure quite simi­

lar to that studied in Chapter 2. This metastahle structure also propagates at ahout half

the CJ detonation velocity. Locallzed pressure huild-ups are ohserved in the deflagration

complex which are similar to the so-called "hot-spots" ohserved in previous experiments

and can lead to re-transition to detonation. The numerical results showed that the high

temperature sensitivity associated with high activation energy will result in decoupling of

the detonation wave for a smaller amplitude temperature disturhance, and requires a longer

time to undergo re-transition to detonation, whereas low activation energy gas can sustain

larger amplitude disturbances before fallure and is capahle of re-transition to detonation

within a shorter time.

The high speed deflagration resulting from failing the pulsating detonation is then

used as the initial condition to examine the onset of detonation using the computational

allalysis. Since the final detonation is a self-organized oscillatory structure, periodic per­

turbations are placed ahead of the wave to stimulate the re-generation of the detonation
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structure. The periodic wa.ve train of temperature perturbations used is observed to convect.

with the gas particles after being pracessed by the leading shock. The temperature peab

in the disturbance can graw rapidly as they convect behind the shock. The amplification of

the temperature level and the a'celeration of the chemical reaction then generate regiou"

of high pressure which would propagate towards the leading shock to increase the shock

strength and further intensifies the chemical activities. The effect of different periods or

frequencies of the perturbations were investigated and it is observed that the amplifica·

tion of the perturbations and the subsequent acceleration of the transition pracess is 'luite

fre'luency dependent. Re·transition was found to be most rapid when the period of the pel'­

turbation is of the arder of the chemical reaction time of the detonation wave. When the

amplitude of the temperature perturbation is increased, the numerical results show that the

disturbances graw at a faster rate and re-transition is accomplished within a shorter time.

The observed rapid re-adjustment of the oscillation period to the natural detonation period

once the perturbation has terminated demonstrated the strong fre'luency selective nature of

the formation of the self-oscillatory detonation. The optimal perturbation period that can

stimulate re·transition within the shortest time for the larger amplitude perturbations is

also of the arder of the chemical reaction time. Furthermore, the rapidity of the transition

process is found to be a strang function of the activation energy. For mixtures with a low

activation energy, and hence a more stable detonation wave, transition is observed tooccur

within a shorter time than that for a higher activation energy. lIowever, the optimal period

obtained for both cases are 'luite similar. The frequency selective character of the transi·

tion prOcess has demonstrated the importance of viewing transition as the establishment

of a self·organized system and the process may be 'luite analogous ta the excitation of ail

oscillator.

An experimental investigation has been carried out ta further examine the onset
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of detonation from the quasi-steady regime, which is obtained by damping out the trans­

verse waves of an established detonation. Since the oscillatory structure of real detonations

is manifested as an organized pattern of transverse pressure waves, the experiments are

performed by stimulating the transition process using artificially generated transverse pres­

sure waves. Periodic wall obstacles are placed along the channel to interact with the fast

deflagration complex and the transverse pressure waves generated are observed to promote

re-transition to detonation. The distance required for transition has been measured for

different obstacle spacings (and hence frequency) and the results indicate the existence of

an optimal spacing to facilitate transition. The optimal spacing obtained for the present

configuration is of the order of the channel height which may be related to the acoustic

interaction of the detonation with the tube as has been previously observed in near limit

detonations. The frequency sensitive nature of the experimentally observed transition pro­

cess again supports the notion that the establishment of detonation is analogous to the

excitation of an oscillatory system. It is also observed that the regularity of the detonation

cell pattern of the mixture plays a significant role in the transition process. Since cell regu­

larity is directly related to the oscillatory characteristics of the detonation as weil as to the

ability to amplify perturbations of different frequencies, the results further indicate that the

transition process is a strong function of the final oscillatory structure. However, the rela­

tionship of cell regularity with the formation and self-sustaining propagation of detonation

is still not fully understood. Indced, it is still not possible to characterize cell regularity

with physical parameters. The success of establishing such characterization would provide

the crucial information for future analytical treatment and would thus greatly facilitate

the understanding of the mechanisms responsible for the complex oscillatory behavior of

detonation waves.

The oscillatory characteristics of the pulsating detonation, the period doubling
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type break-up sequence of the oscillation pattern, and the frequency selective chamct.er

of the transition process all indicate that the pulsating detonation can be modded as a

nonlinear oscillator. By reformulating the energy equation in the int.egral form, which

should contain all the energy sources that lead to the unsteady interact.ion necessary in

the solution, a second order differential equation was obtained for the one-dimensional

pulsating detonation which has the characteristics of a nonlinear mechanical oscillatol'. The

equivalent "mass" is given by the total energy in the detonation complex, the "spring force"

is associated with the rate of change of this energy, while the "da1l1ping" or "driving"

force is provided by the chemical energy input minus the energy flux out of the control

volume. The terms in the model equation are verified using the numerical data from direct.

numerical simulations of the regular oscillatory detonation. The solutions very close to t.he

neutral stability limit are shown to agree with the linear limit of the equivalent oscil1at.or

mode!. However, the deri-,:1tion of the explicit expression for the restoring force term and its

rapid deviation from linear behavior will require further work. Neverthdess, the proposed

oscillation model does seem to provide a useful framework to interpret the numerical result.s

of the pulsating detonation and supports the notion that the transition process is analogons

to the excitation of a self-excited oscillatory system. Further analytical verification of the

equivalent oscillator model should concentrate on deriving the full relationships between

the equivalent oscillator component terms from the governing equations. A useful approach

would be to utilize the information from the linearized description of the detonation solntion

as obtained by Lee and Stewart (1990). The linearized analysis should provide a too!

to calculate explicitly ail the terms related to the oscillator equation near the stabili ty

limit, as weil as a basis from which nonlinear analyses can be derived. The establishment

of a full analytical nonlinear oscillator model for detonation should greatly facilitate the

understanding of the mechanisms for developing and maintaining the oscillatory structure
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of the detonation wave.

The present thesis has provided a clear quantitative description of the physical pro­

cesses during the onset of detonation. The oscillatory properties of the resulting detonation

has bcen recognized as a significant feature for which the :ransition process must achieved.

This aspect has not been fully realized in previous studies on transition which had mainly

concentrated on the generation of strong enough local explosion centers or shock strength

for auto-ignition to occur. The present result" serve to emphasize the need to understand

detonation from the point of view as a self-organized system. Indeed, the formation, steady

propagation, and failure of detonation waves are all related to the self-excited nature of the

oscillatory structure, and a unified understand of detonative combustion must address the

dynamic oscillatory nature of the wave.
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Contributions to Original

Knowledge

The theoretical and experimcntal studies carried out in the present re,earch has

contributed to the understanding of high speed deflagrations and the transition fr01ll della­

gration to detonation by:

1. providing a quantitative description of the high speed deflagration observed just prior

to the onset of detonation. This quasi-steady regime is 'luite universally observed

in many transition and detonation initiation experiments. The present work has

also elucidated on the nature of this maximum velocity deflagration-it is in facl. a

Chapman-Jouguet deflagration where the propagation vclocity is governed by ener­

getics rather than the detailed f10w structure. This has great implicatiolls for the

prediction of propagation velocities for high speed deflagrations which are in gelleral

highly turbulent and difficult to predict. The agreement betwcen the pn"licted C.l

deflagration velocities with the velocities of the highly turbulent deflagrations ill the

choking regime confirms the existence of CJ deflagrations, which had beclI previousiy

believed to be 'luite difficult to observe in experiments.

2. analyzing in detai! the oscillatory characteristics of the onc-dimensional puisating

detonation. While the oscillatory behavior of detonations is not new, the relationship

between the pulsating structure and the steady Ch01pman-Jouguet solution, and the

existence of a time-averaged CJ plane are, to the author's opinion, brought out cIeal'ly

for the first time. The identification of the period doubling type break-"p sequence

as the activation energy gradually increases beyond the neutral stability limit 01180
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demonstrates the similarity of pulsating detonation to a more general dass of nonlinear

oscillators. The results point out the importance of viewing detonation as a self­

organized structure.

3. elucidating on the physical processes of transition to detonation by focusing on the

final phase of onset of detonation. This is made possible in the present studies by

using the quasi-steady regime, which is a maximum velocity deflagration, as the initia!

condition for transition to occur. In previous studies, the occurrence of the initia!

!lame acceleration phase would lead to a highly random flow structure prior to the

onset of detonation and would often render the detailed study of the final phase

difficult. The computational and experimental studies carried out have shown that

the essentia! mechanism responsible for transition is the preferential amplification

of perturbations of certain resonant modes that can result in the formation of the

self-organized structure of the detonation wave.

4. developing an equivalent oscilktor model to describe the propagation of the pul­

sating detonation. The establishment of the oscillator model can greatly assist the

understanding of the mechanisms responsible for the oscillatory propagation and the

formation of the detonation, and thus will facilitate a unified description of the birth

and life of detonations.

The results have indicated the importance to examine detonations from the point

of view of an organized oscillatory system rather than the dassical view of one with a critical

shock strength necessary for auto-ignition to take place.
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Appendix A

Numerical Methods

The numerical method nsed to solve the set of time dependent governing equa·

tions is a second order MacCormack explicit finite difference algorithm (MacCormack 1976,

Hung and MacCormack 1976) combined with the Boris·Book flux·corrected transport (FCT)

scheme (Boris and Book 1973, Book and Boris 1975, Boris and Book 1976). The present

compntational code is based on the work of Yoshikawa (1980) and Moen et al. (1984). The

basic algorithm used is identical to that used by Moen et al. (1984), and has been further

tested and compared with the previous results of Fickett and Wood (1966) and Bour/Joux

et al. (1991). The code has been adapted for the different boundary and initial conditions

under consideration in the present work.

The nondimensional governing equations in Lagrangian form obtained in Chapter

3 can be expressed in the following flux form:

•

oF aG _ s
at + a( -

where
v -u 0

u ph -apF= , G= , s=
-Q.à - a ue puh .., p

et 0 _kete-E/ T

The procedure for solving this equation is given below.

(A.1)

(A.2)
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MacCormack Predictor-Corrector Aigorithm

The MacCormack scheme is a two-step predictor-corrector algorithm with non-

centered spatial differences. ln the predictor step, the forward spatial difference is calculated

as follows:

F-n+l _ Fn Llt (Cn Cn) sn Am,l - m - Llç m+! - m + mut (A.3)

where m denotes the spatial location mLlç, and n represents the nth time leve!. The

predicted value of P::,;:/ is then corrected in the second (corrector) step using the backward

spatial difference:

pn+l = ~[Fn +pn+J _ Llt (an+! _ an+J ) + sn+J Llt]
m,2 2 m m,l Ll~ m,l rn-l,l m,l

where a':,.-t;i and S::';ll have been obtained from the predicted value F::.-;l.

Flux Corrected Transport Scheme

(A.4)

The Boris-Book FCT antidiffusion scheme is then applied to the conservation

equatiolls to improve the accuracy of the solution near shock waves. The scheme is carried

out in the following procedure:

i) Diffuse the solution

P;:.+J = P::,v + '7m+J/z(F;:'+J - F::') - '7m-l/z(F;:' - F;:'_l) (A.5)

Llm+J/z = P::,tl - p;:'+l (A.6)

•

<Pm+J/Z = '7m+I/Z' Llm+J/z

ii) Limit the anti·diffusion fluxes

"m+J/Z = sgn Llm+l / z max{O, min[Llm_I / Zsgn Llm+1/ z, l<Pm+J/zl,

(A.7)

(A.8)
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iii) Antidiffusion step

Fn+l - pn+l 1< + 1<
m - m - 711+1/2 711-1/2

where '7m±I/2 is the diffusion-antidiffusion coefficient given by:

(A.9)

'7m±I/2 = { ~2 (1 ~&:: 1+I~ 1) '7m±I/2 :0: ~

1
'7m±I/2 > ;;

(A.lO)

•

with c being the local nondimensional sound speed. The solution F:~+l at the nexl lime

level is thus given by equation (A.9).

Resolution used

In the present analysis, the grid size !lç is chosen such that there are 50 numerical

cells in the half reaction zone for the steady ZND detonation profile. Preliminary calcula-

tions have also been carried out using 20 and 70 numerical ceUs in the half reaction zone for

a relatively high activation energy of 28. Il was found that an three resolutions can repro-

duce the same qualitative results, that is a pulsating detonation with the same frequency

and amplitude. Detail quantitative features during the initial formation of delonation do

differ slightly with 20 numerical ceUs, but the final oscillatory solution is not affected. The

solutions for 50 and 70 cells showed good agreement indicating that the former is sufficienl

for describing the oscillatory detonation phenomena. Higher activation energies were also

tested (up to E = 50) and it was found that the low resolution used (20 cells) may not be

sufficient for capturing the high frequency pressure fluctuations prior to the formation of

detonation. The resolution of 50 numerical cells is thus chosen in the present simulation to

ensure the ability to capture the spectrum of flow fluctuations for the study of deflagration

to detonation transition.

The time stel' !lt is obtained for a Courant number of 0.5.
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Appendix B

Derivation of the Helmholtz

Oscil1ator

The Rayleigh criterion will be demonstrated in the fo!lowing simplified analysis.

Consider the unsteady heat input to a volume (plenum) that experiences pressure f1uctu-

ation. For simplicity, the f1uid under consideration is assumed to be a perfect gas; the

inertiaJ and llow storage will be lumped into two elements-inlet duct and plenum volume,

and small flow perturbations are considered only (see Fig. B.I). Note that this simple

model is commonly referred to as a Helmholtz oscillator.

In the inlet tube, the mass and the mass f10w rate are given by:

Mass in tube:

Mass flow rate:

m=pAL

m=pAu

where p, u are the density and velocity of the incoming f1uid, and A, L are the area and

length of the inlet duct. The inertiaJ force in the inlet tube is:

du 1 dm dm
m- = (pAL)-- = L-

dt pA dt dt
(B.I)

•
The pressure force exerted on the tube is A(po - Pl), where Po and Pl are, respectively,

the constant ambient pressure outside the system and the instantaneous pressure inside the



• plenum which is assumed to be uniform. The momentum balance across the tube is:

d7Îl
A(po - p,) =Ldi"

Writing the thermodynamic first law for the plenum:

dE .
di" = Q+ hinrilin

(11.2)

where E is the internaI energy inside the rentrol volume, Qis the heat release mte, hin 7;';n

is the enthaIpy flux entering the system. For smaIl changes,

--0 :::::miu

dE ., ~ - ~
di" = Q +hinmin +hin min

Here, the (-) denotes the time-mean quantity and ( )' denotes the perturbation component.

The interna! energy of the system for a perfect gas is given by

V
E = pVCvT} = --lPI .

""1-

Thus, the First Law can be expressed as:

Upon relating CpT} to the sound speed c, min becomes:

. V dpI Q'
min = c2 -;jj - CpT}

Let the heat input Q' be described by:

(13.3)

where P is defined to be the PI - Po and if; is a constant. For if; > 0, the unsteady heat

input is in phase with the pressure fluctuation. For if; < 0, they are 1800 out of phase.

Upon substituting the expression for Q' and the First Law iuto equation (n.1), an oscillator

•
equatiou is obtalned:

d2p _ -r-1if;dP c2A P-
dt 2 V dt + LV - 0

(nA)
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For this equation, 1> plays the raIe of the damping coefficient of the oscillatory system.

Thus, for Qand the pressure ta be "in phase" (i.e., 1> > 0), the dynamic instability is most

favored. If Q is "out of phase" with the pressure rise (1) < 0), the system is damped and

'la oscillation will result. This demonstrates the raIe of phase relation as stated by the

Rayleigh criterion.
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Figure 2.1: Time sequence of Schliereu photographs of the damping of transverse Wa\'es

of an e.stablished detonation by an acoustically abscrbing walL Stoichiometric H 2 - 02

mixture at 120 Torr. channel height is 65 mm. width is 6.5 mm, the timo:o inLerv<':i ber""".:€n

[[<unes i5 approximately 3.a psec.
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Figure 2.2: Time sequence of Schlieren photographs illustrating the complex structure of

the propagation of a turbulent high speecl deflagration in a rough channel. Stoichiometric

H 2 - O2 mixture at 150 Torr.
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Figure 2.3: Streak photograph of the acceleration to the steady state choking regirne l'or d,

flame in C1I4-air mixture in a 4 cm diameter tllhe with orifice pl ",te obsta,d,es sp",ucd JO

cm apart. From Wagner (1981).
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Figure 2.6: Comparison of theoretical CJ deflagration velocity with the approximate one­

dimensional deflagration velocity from Dupré's experiment (1988). Stoichiometric ethylene­

oxygen mixture at initial temperature of 298K.
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Figure 2.7: Comparison of theoretical CJ defiagration velocity with the approximate one­

dimensional defiagration velocity from Dupré's experiment (1988). Stoichiometric acetylene­

oxygen mixture at initial temperature of 298K.
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Figure 3.1: Schematic of the piston generated detonation.
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Figure 3.2: Initial piston velocity for initiating the one-dimensional detonation .
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Figure 3.3: The oscillatory shock pressure pattern of the pulsating detonation for different

activation energies .
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[rom 27 to 28.5.
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Figure 3.6: Effect of downstream boundary on the pulsating detonation. So!id !ine: "radi­

ation" boundary condition, dashed !ine: full solution. (a) E = 28, (b) E = 27.
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Figure 3.7: Density perturbation wave form on pulsating detonation.



•

i

. ,
......;~ .....

--...

,' .

--.
\.

".

",

32.5%

:.1

~/30%
"
"
"
".'
"'

1\.f,.,
\! \'.

" ', \' '. .
l " .......

'1 ~ ,1 •
: 1 ~ ,1 ~
J' 1 1

l ,
\ 1 \ ,

'J 'r
.!

l ,
,~

10% perturbation

/

E=27

i ;. '. ~ .... _. 1

; 1:-. , 1
, i _.,~} '. '. 50%

-==~:.:.:;<: ,,' .. ,.,.,,,,,,,,
70% - ------"""C

Q
:

O
°0'----"-20:--4":-0-----!-60:---:8":-0--1:-':OO-=---12':-:0,..---1:-':4..".0--:-1""60'--1:-':8-=-0--'20'0

t

1

Unperturbed
detonati°7

..c:: ~ , ~ . .
"'" "p.., 'l " " "Il " , 1/ " "

"
Il 'l

, ,, " "
" 1 1 , \ , , 1 ' \ ' \1 1 1 \'. 1 \ ,

\
, ,1

~I
,

\ ' \ '\ 1 1
, 1 \ 1

l, 1 Il ,1

Figure 3.8: Failure of pulsating detonation for different amplitudes of density perturbation

applied at t = 46. Amplitudes of perturbation !:J.p/Po calculated include: la, 30, 32.5, 35,

50, 70 percent. Also plotted is the case for Q set to zero at t = 69.6 for a 50 percent

perturbation.

•



t= 47.8

'.

­,.. :- ...­--- -"

50% Perturbation, E = 27

69.6 91.3 110 128.

/: .:/:, V,';·:i
_............... .~ .... :...... ~--( ~

.. ··:.L ,;': .
1 1
1 •

1 1
1

o);----'1;J;:oo;;-------;;;2oov;--~i!v00,---------:4:;);00;n------<,5001i)--i,600

• 4

4(

3

3(

2:
(a) I:l.

2(

I~

l(

5

14r----.---~--~----,~-~--,

Alpha

100 200 300
x

1
1 ..
1 .. : 1
1

....
; 11

....
1 ..

: 1..
1 ..
1

..
: 1..

1
..

: 1
..

1 ....
:1 128.1 ..

1 ..
:11

...
1

..
:1 1.

~\
,

\:i.... lib,1 91.3:
1

.--'...- .-r
1 -.' ., 1.'

400 500

t=47.8 69.6

4

1

..-a8
(b) :;;:

...:

•
Figure 3.9: Spatial profiles of the quasi-steady shock-reaction complex at different times.

E = 27,Q =50,1' = 1.2. 50 percent density perturbation. (a) Pressure, (b) temperature

and reactant mass fraction Q distributions. Note that due to the initial rapid reaction at

t =47.8, the shock temperature (T ::e 4.8) cannot be distinguished from the figure.
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Figure 3.9: (c) Velocity and (d) density distributions .
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Figure 3.11: Spatial profiles of the quasi-steady shock-reaction complex and natura! rc­

transition at different times. E =27, Q=50, "Y =1.2. 30 percent density pert urbatioll. (a)

Pressure, (b) temperature and reactant mass fraction Q distributions. Notc that due to the

initial rapid reaction at t = 47.8, the shock temperature (T ~ 4.8) cannot be distinguished

frorn the figure.
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Figure 3.12: Failure of pulsating detonation for E = 26 with different amplitudes of density

perturbation applied at t = 47. Amplitudes of perturbation t.pjpo calculated include: ,50,

60, 70, 80 percent .
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Figure 4.1: Spatial profiles of the quasi-steady shock-reaction at to = 100 when periodic

density perturbations are applied to induce transition. The form of the perturbations are

shown in the density and temperature plots, where the amplitude is 20 percent ofthe initial

density, periods of 12.7 and 3.175 are displayed. (a) Pressure, (b) density, (c) temperature.
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Figure 4.2: Re-transition of detonation using periodic density perturbations for E = 27.

Perturbation periods shown are Tp of 0.127, 0.635,2.54,3.175,3.81,6.35, 12.7, and 25.4.

The solution for periods 0.127 and 0.635 are over1apped with the fast deflagration solution

with no periodic density perturbation .
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Figure 4.3: Amplification of temperature perturbations for different perturbation periods

displayed in Lagrangian coordinate ç. E = 27, 20 percent density perturbations. (a)

TV =1.27, (b) TV =3.175.
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Figure 4.3: (c) Tp =12.7, (d) Tp =25.4.
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Figure 4.4: Distributions of pressure and density in physical (Eulerian) space at different

times after perturbation is imposed. E = 27,20 percent density perturbation, Tp = 1.27.

(a) Pressure, (b) density.
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Figure 4.6: Distributions of pressure and density in physical (Eulerian) space at different

times after perturbation is impose,!' E = 27,20 percent density perturbation, Tp = 12.7.

(a) Pressure, (b) density.
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Figure 4.7: Spatial profiles of the quasi-steady shock-reaction at to = 12.5 ..5 when perioc!ic

density perturbations are applied ta induce transition. The form of the perturbations are

shawn in the density and temperature plots, where the amplitude is 20 percent of the initial

density, periods of 12.7 and 3.175 are displayed. (a) Pressure, (b) density, (c) temperature .
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Figure 4.8: Re-transition of detonation using periodic density perturbations applied at

to = 125.5. Perturbation periods shown are Tp of 2.54,3.175,3.81,4.445, and 5.08.
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Figure 4.9: Time for re·transition versus the period of the applied perturbation for difïerent

initial time of application to of the periodic density perturbation to induce transition .
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applied at ta = 100. Perturbation periods shown are Tp of 1.016, 1.905, 12.7.
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Figure 4,11: Amplification of temperature perturbations for different perturbation periods

displayed in Lagrangian coordinate~, E = 27, 40 percent density perturbations, (a)

Tp = 1.016, (b) Tp = 1.905.
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Figure 4.13: Re·transition of detonation using periodic density perturbations for E = 26.

Perturbation periods shown are Tp of 1.27, 3.175, and 12.7.
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Figure 5.1: Sketch of the damping and test sections: channel width is 1.6 cm, and s is

obstacle spacing.
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Figure 5.7: Streak photographs illustrating the effect of obstacle spacing on transition,

C3Hs +502 near the initial pressure of 35 Torr: (a) s = 10 mm at 38 Torr, (b) s = 20

mm at 35 Torr, (c) no obstacles at 35 Torr. The thin black verticalline on the le[l; of each

photograph denotes the beginning of the obstacle section (os).
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Figure 6.1: x - :i: phase portrait and temporal evolution of the Duffing equation. /3 =

0.35,<72 = 0,0 = 1,w = 1. x(O) = :i:(0) = O. (a) Q = 6.5, limit cycle occurs, (b) Q = 8.0,
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Figure 6.2: Schematic of an open system for the one-dimensional detonation bounded by

the shock front and the Chapman-Jouguet surface.
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Figure 6.5: Phase protrait of shock velocity fluctuation Dl versus fluctuation of reactant

depletion rate W l , Dl = F/DoJ , W l = W -l, W given byeqn. (6.20). f = l,y = 1.2,Q =
50,E=27.
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Figure 6.13: IntBgral value of unsteady chemical energy release and shock velocity fluctua­
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Figure B.l: Schematic of the Helmholtz Oscillator.




