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Abstract

A new state of matter called quark-gluon plasma (QGP) is produced in ultra-relativistic

collisions of nuclei. Transport coefficients, such as shear viscosity and bulk viscosity,

are fundamental properties of the QGP. Photons give access to these transport coef-

ficients because they are emitted throughout the out-of-equilibrium evolution of the

QGP medium. Previous work on non-equilibrium photons has dealt with the effect of

shear viscosity on photons emitted in two-to-two scattering. In this thesis we evaluate

the correction due to bulk viscosity and show that it has a sizable phenomenologi-

cal effect. Furthermore, we present a first calculation of photons coming from quark

bremsstrahlung and pair annihilation in a non-equilibrium QGP. These leading order

processes in αs are intricate because the emitting quark interacts with the medium

during the photon emission. This is known as the LPM effect. We derive an inte-

gral equation describing all these processes for isotropic momentum distributions of

quarks and gluons.
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Résumé

Un nouvel état de la matière appelé le plasma de quarks et de gluons (QGP) est créé

dans les collisions relativistes de noyaux atomiques. Les coefficients de transport,

comme la viscosité de cisaillement et la viscosité de volume, sont des propriétés fon-

damentales du QGP. Les photons émis durant l’évolution hors d’équilibre du QGP

donnent un accès direct à ces coefficients de transport. La recherche existante sur

les photons émis hors-équilibre s’est penchée sur l’effet de la viscosité de cisaillement

sur des photons venant de la diffusion élastique de deux particules. Dans cette thèse,

nous évaluons la correction de la viscosité de volume et montrons qu’elle est impor-

tante pour la phénoménologie. En outre, nous présentons le premier calcul sur des

photons venant du bremsstrahlung des quarks et de l’annihilation des paires dans un

QGP non-équilibré. Ces processus, au premier ordre en αs, sont plus complexes parce

que le quark interagit avec le QGP lors de l’émission. Nous établissons une équation

intégrale qui décrit tous ces processus pour une distribution statistique isotrope de

quarks et de gluons.
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Introduction

1.1 The phase diagram of QCD

One of the four fundamental forces in nature is the short-ranged strong nuclear force.

It governs the structure of hadrons such as pions, protons and neutrons and underpins

nuclear physics, describing the binding of protons and neutrons in atomic nuclei and

processes such as alpha decay. The fundamental description of the strong force is

given by quantum chromodynamics (QCD), a theory of quarks and gluons which

carry colour charge. This colour charge comes in three types, often called red, green

and blue. The strong force between quarks is mediated by gluons. Gluons are coloured

particles and thus interact among themselves making the theory more complicated.

See Appendix A for a brief review of QCD.

An interesting feature of QCD is how the strength of the force changes with energy

scale. At very high energies the theory is weakly interacting and perturbative calcu-

lations can be used. This is called asymptotic freedom. At the lower energy scales of

hadron structure the force is strong and less understood. In this regime it dictates

confinement, meaning that coloured quarks cannot exist in isolation but must form

colourless hadrons.

A major goal in physics today is to understand macroscopic matter made out of

quarks and gluons. We want to understand the state of matter ruled by the strong

force as temperature and net baryon density are varied. The simpler electromagnetic

force offers a useful analogy here. It gives rise to a variety of interesting phases such

as ferromagnets, superfluids, superconductors and strange metals. See Fig. 1.1 for

1



2 1 Introduction

Figure 1.1: An educated guess of the QCD phase diagram [1]. T is temperature and
µB is the chemical potential associated with net baryon density. The region close
to the temperature axis is well established. QGP stands for quark-gluon plasma.
CFL stands for colour-flavour locking in which quarks form Cooper pairs similar to
electrons in superconductive materials.

an educated guess of the QCD phase diagram.

Lattice studies can give precise information about thermal QCD at zero net baryon

density [2]. This is done by evaluating Feynman path integrals numerically on a dis-

crete space-time lattice. It turns out that there are two distinct phases. At low tem-

perature quarks and gluons are confined in hadrons. At high temperatures the quarks

and gluons are deconfined and form a quark-gluon plasma (QGP). At extremely high

temperatures the QGP becomes weakly interacting because of asymptotic freedom

but at more moderate temperatures, T ∼ 200 MeV, it is strongly interacting [2].1

The hadronic and QGP phase differ in another way. QCD is chirally symmetric

meaning that one can rotate the electric charge of quarks by a phase which differs

for quarks with spin parallel and antiparallel to their momentum. Furthermore one

can change the labels of the light quarks, for example interchanging all up and down

quarks. The hadronic phase is not invariant under this symmetry: it is spontaneously

broken. Chiral symmetry is restored in the QGP phase. Lattice studies have shown

that at zero chemical potential the transition between these phases is smooth and

1We use units where kB = 1 so temperature is given in units of energy.



1.1 The phase diagram of QCD 3

takes place at temperatures 150 − 200 MeV [3, 4]. Furthermore they have established

the equation of state at vanishing net baryon density.

Finding the phases and equation of state of thermal QCD is interesting, but not the

full story. Transport coefficients such as shear viscosity, bulk viscosity, electric charge

conductivity and flavour diffusion are equally important. They describe how quickly

the medium neutralizes small gradients in conserved quantities such as momentum,

electric charge and flavour charge.

This thesis focuses on shear and bulk viscosity. Let’s discuss them more closely.

We consider a fluid in its rest frame that is perturbed from thermal equilibrium giving

rise to a flow u. For a radial expansion a diagonal component of the stress-energy

tensor is

Tii = P − ζ∇ · u (1.1)

to first order in the velocity gradient. Here P is the thermodynamical pressure which

comes from the fluid’s equation of state, P (ǫ), where ǫ is the energy density. The

pressure cannot keep up with the radial expansion so the radial momentum flow Tii

has an additional term, ζ∇ · u. The bulk viscosity, ζ, quantifies how far the medium

is from equilibrium during radial expansion.

Let’s now consider shear flow with ux 6= 0 and ∂yux 6= 0. To first order in the

velocity gradient

Tyx = −η∂yux. (1.2)

Thus the shear force needed to sustain the flow is proportional to the shear viscosity,

η. A fluid with low η diffuses shear flow easily. To get intuition for shear viscosity it

is helpful to consider a gas of hard, classical spheres. Using kinetic theory one shows

that

η ∼ mv

σ
(1.3)

where m is the mass of a sphere, v is their average velocity and σ is the cross section for

scattering [5]. Interestingly the shear viscosity decreases as the interaction strength

increases.



4 1 Introduction

The shear viscosity of thermal QCD has received a great deal of attention. Un-

fortunately, as for other transport coefficients, it cannot be evaluated directly on the

lattice for the time being. The problem boils down to lattice simulations using imag-

inary time to capture the effects of temperature. Dynamical quantities such as shear

viscosity can then only be obtained by analytically continuing to real time. This

turns out to be an ill-posed problem numerically. See e.g. [6] for ways to circumvent

it.

At very high temperatures on can use perturbative QCD to find η. The shear

viscosity of QCD was first evaluated at leading order in the coupling constant g

in [7, 8]. These authors solved the Boltzmann equation numerically for a weakly

perturbed medium. Finally, shear viscosity has been obtained using the gauge/gravity

duality. This duality links observables in an infinitely strongly coupled conformal

field theory with observables in a curved gravitational background of one additional

dimension. There is no known dual to QCD, but η/s of maximally supersymmetric

Yang-Mills theory has been shown to be 1/4π [9]. Here s is the entropy density.

Unlike in the kinetic theory of hard spheres the shear viscosity does not vanish at

infinite coupling strength but reaches a lower limit.

In conclusion the known theoretical tools are unsatisfactory when it comes to

evaluating the shear viscosity of QGP at realistic coupling strength. Lattice studies

cannot give a calculation from first principles, perturbation theory assumes very weak

coupling and the gauge/gravity correspondence assumes very strong coupling and does

not deal directly with QCD. One must turn to experiments.

1.2 Heavy-ion collisions

Many of the questions raised above can now be answered with experiments. Both

the Relativistic Heavy-Ion Collider (RHIC) at the Brookhaven National Laboratory

and the Large Hadron Collider (LHC) at the European Organization for Nuclear

Research, CERN, perform ultra-relativistic collisions of heavy nuclei. There is con-

vincing evidence that droplets of QGP are formed in these collisions. The droplets
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cool and expand. Finally they transform into a soup of hadrons which fly off into the

detectors. In these high energy collisions, pairs of quarks and antiquarks are created

abundantly. Thus the medium formed has almost zero net baryon density, allowing

us to explore the QCD phase diagram close to the temperature axis.

Simulations of heavy-ion collisions using relativistic hydrodynamics have been suc-

cessful in explaining hadronic observables. This suggests that the QGP formed is close

to thermal equilibrium and behaves collectively. A simulation starts with initial con-

ditions which should be constrained by the underlying physics [10]. They are then

typically evolved using hydrodynamics. Ideal hydrodynamics, which assumes local

thermal equilibrium, is inadequate. Rather, one should use the non-equilibrium evo-

lution of viscous hydrodynamics, preferably in 3+1 dimensions [11]. The equation of

state, P = P (ǫ), comes from lattice QCD. As the medium cools into the hadronic

phase hydrodynamics breaks down because of the rapid expansion. The continu-

ous hydrodynamical fluid must be converted into hadrons. This is usually done by

sampling hadrons from a momentum distribution that depends on the fluid’s macro-

scopic observables [12]. Finally the hadrons scatter off each other [13] before being

“measured" in the simulation.

A simple experimental observable that hydrodynamics explains successfully is the

differential elliptic flow, v2(pT ), where pT is the momentum component transverse to

the beam axis, i.e. the component in the xy plane in Fig. 1.2. The coefficient v2 is

defined by Fourier expanding the hadronic yield, N , in the angle φ in the xy plane,

i.e.

E
d3N

d3p
=

1
2π

dN

pTdpTdy

[
1 + 2

∞∑

n=1

vn cosn(φ− Ψn)

]
(1.4)

where y is the rapidity and Ψn are orientation angles.

The elliptic flow is an interesting observable because it can be used to constrain

the shear viscosity of QGP. In heavy-ion collisions the nuclei collide at a finite impact

parameter making the overlap region roughly almond-shaped, see Fig. 1.2. Assuming

collective behaviour, the pressure gradient is larger on the short x-axis of the almond
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Figure 1.2: Cartoon of heavy-ion collisions at finite impact parameter. The QGP
formed is roughly almond shaped which leads to an expansion in the xz plane. Figure
from [14].

than on the long y-axis. The Euler equation of ideal hydrodynamics is

du

dt
= − 1

ε+ P
∇P, (1.5)

to lowest order in velocity where P is pressure and ε is energy density. It shows that

the difference in pressure gradient propels the medium to flow along the x-axis which

leads to a finite v2.

Hydrodynamics can explain the shape of v2(pT ): An early paper varied the shear

viscosity in a hydrodynamical simulation and found best agreement with experimental

v2 when using constant η/s = 0.03 [15], see Fig. 1.3. They did not include hadronic

rescattering and used simple initial conditions.1 Later and more sophisticated studies

have found higher values of η/s but still only a few times the gauge/gravity limit

of 1/4π [17, 18, 19]. This suggests that the QGP formed in experiments is strongly

coupled. It has also been shown that including bulk viscosity is essential to fit the

1There is a further problem that all hydrodynamical studies have in common. The value of
shear viscosity affects not only the hydrodynamical evolution but also how the medium is converted
into hadrons using a momentum distribution. Unfortunately these distributions are not unique
and affect observables heavily. Changing the momentum distribution changes the shear viscosity
extracted. There is a further problem for bulk viscosity because the momentum distributions used
often violate the definition of the fluid’s rest frame, see [16]. It is imperative to constrain these
momentum distributions theoretically.
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Figure 1.4: Two-to-two scattering in the QGP with a photon in the final state.
Straight lines are quarks, wavy lines are photons and curly lines are gluons. Time
runs from left to right.

Figure 1.5: Photon production through bremsstrahlung off a quark and pair annihi-
lation of a quark and antiquark. The quarks interact with the medium through a soft
gluon exchange. These are leading order processes.

netic force: they escape the medium once they are created and give direct information

about the QGP. This should be contrasted with final-state hadrons which are only

sensitive to the final moments of the medium and which scatter off each other before

being measured.

In order to understand photons in heavy-ion collisions we must understand photon

production in the QGP. A convenient tool is perturbation theory. We focus on results

at leading order in αEM = e2/4π and g. One of the leading-order channels is two-to-

two scattering with a photon in the final state, see Fig. 1.4. They were evaluated for

a QGP in thermal equilibrium over 25 years ago in [21] and [22]. When the exchanged

particle is soft one must include its interaction with the thermal medium. We will

discuss these matters at length in Chapter 3.

There are more leading order channels that are just as important. In [23] the

authors evaluated the diagrams in Fig. 1.5. They are leading order when the quarks
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Figure 1.6: Examples of leading order diagrams for photon emission. The LPM effect
says that at leading order hard quarks emitting a photon can interact arbitrarily often
with the medium through soft gluon exchange.

are hard and almost on shell, the exchanged gluon is soft and the photon is almost

collinear with the quarks. These diagrams correspond to a quark emitting a photon

through bremsstrahlung and pair annihilation of a quark and antiquark. The quarks

interact with the medium through a soft gluon exchange while producing the photon.

Without this interaction the processes would be kinematically forbidden.

The fun does not end there. In [24] it was shown that at leading order the quarks in

bremsstrahlung and pair annihilation can interact arbitrarily often with the medium

through a soft gluon exchange, see Fig. 1.6. This is called the Landau-Pomeranchuk-

Migdal (LPM) effect. It reduces the number of photons produced. We will discuss

the physical meaning of the LPM effect in Chapter 4 and the chapters that follow.

Finally Arnold, Moore and Yaffe cut the knot in [25, 26] by showing that the channels

we have listed are the only ones that contribute at leading order. Furthermore they

evaluated the suppression of photon production through the LPM effect for a QGP

in thermal equilibrium.

Having the leading order result for photon production it is natural to ask whether

these perturbative calculation correspond to the strongly interacting QGP formed in

experiments. We can give two arguments in favour of using perturbation theory for

photon production. Firstly, photons have been calculated at next-to-leading order

in g. At realistic values of αs = g2/4π ≈ 0.3 the correction is a modest 20% [27].1

1One should however note that the correction entails a cancellation of a positive and a negative
part each of which is 50 − 70% of the leading order result. This cancellation could be purely
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bulk viscous part. The general distribution is derived from kinetic theory [31, 32].

δfshear and δfbulk contain η/s and ζ/s which explains how we can extract transport

coefficients using photons. See Table 1.1 for an overview of previous work on photon

production in a non-equilibrium QGP and new results in this thesis.

1.4 Photons in heavy-ion collisions

The final goal of calculating photon production in a non-equilibrium QGP is to ex-

tract transport coefficients from photon observables. This is not possible at present

for two reasons: First, the QGP is not the only source of photons in heavy-ion col-

lisions. Photons are emitted in initial collisions of nucleons and after hadronization

when unstable hadrons decay. These sources are well understood. There are further

sources that are less understood such as radiation from the medium before the onset

of hydrodynamics [33, 34], during fragmentation of jets [35] and as quarks hadronize

[36]. Experimentalists cannot distinguish these sources apart from subtracting the

emission from some hadronic decays. Thus we must understand all the sources theo-

retically to isolate the interesting QGP photons.

The other obstacle is that phenomenological studies of photons in heavy-ion col-

lisions do not fit experimental data. Specifically they underestimate both the total

yield of photons and their elliptic flow. This is called the elliptic flow puzzle. It

suggests that we are missing some major source of photons.1

Let’s look at a recent sophisticated photon study [38]. The authors model the

time evolution of the QGP with hydrodynamics, the parameters of which are chosen

to fit hadronic data. During the evolution each fluid cell emits photons according to

rates that e.g. depend on the temperature and the velocity of the cell. In the QGP

phase they use leading order perturbative results extrapolated to a realistic coupling

strength. For the hadronic phase of the hydrodynamics they use phenomenological

models. The rates include viscous corrections where they have been calculated. Ra-

diation from the initial collisions of nucleons comes from perturbative vacuum QCD.

1Tension also currently exists between the PHENIX and STAR photon data sets at RHIC [37].
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Figure 1.8: Differential elliptic flow of photons in Au-Au collisions in the 20-40%
centrality bin (see Chapter 3). The green curve is the calculation of direct photons
from [38]. Direct photons are all photons in heavy-ion collisions apart from those
subtracted by experimentalists. The subtracted photons come from the decay of
final-state hadrons. The theoretical prediction is significantly below the experimental
data from PHENIX. The blue curve is the elliptic flow of photons emitted during the
hydrodynamic phase only.

Figure 1.9: Photon yield as a function of pT in Au-Au collisions in the 20-40% cen-
trality bin. The green curve is the calculation from [38]. It is significantly below the
experimental data from PHENIX. The other curves show photon sources separately.
Thermal photons are emitted during the hydrodynamic evolution, prompt photons
are emitted in the initial collision of nucleons and non-cocktail photons come from
hadronic decays.
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Equilibrium Shear correction Bulk correction
2 to 2 scattering [21, 22] E.g. [39] This thesis
Bremsstrahlung
Pair annihilation

[23, 25] Extension of thesis This thesis

LPM effect [25] Extension of thesis This thesis

Table 1.1: List of previous work on photon production in an equilibrium and non-
equilibrium QGP.

The simulation also includes photons from hadronic decays after the hydrodynamic

medium is converted into hadrons. Some of the results of this study can be seen in

Fig. 1.8 and Fig. 1.9. They underestimate both the elliptic flow of photons and the

photon yield indicating missing sources.

1.5 This thesis

Studying photon emission from a non-equilibrium QGP is important because it could

enable the determination of transport coefficients. Such non-equilibrium QFT calcu-

lations are furthermore interesting in themselves. Table 1.1 summarizes previous work

which has been limited to two-to-two scattering channels. Some of it is inconsistent

in that it only includes viscous corrections to the incoming and outgoing particles

but not the mediator [31, 40]. The first consistent calculations were performed in

[41, 42, 43]. The authors of [38, 39] built on those calculations using a realistic fshear.

In this thesis we give a first calculation of the bulk viscous correction to two-to-two

channels.

This thesis is also a first study of photon production through bremsstrahlung and

pair-annihilation in a non-equilibrium QGP. We treat the LPM effect consistently.

We focus on bulk viscous corrections in which case the momentum distribution is

isotropic, i.e.

f(p) = f(p) (1.7)

Our derivation is valid for general isotropic f . Furthermore the ideas here can be gen-

eralized to allow for shear viscous corrections to bremsstrahlung and pair-annihilation.

The thesis is organized as follows: Chapter 2 is an introduction to the theoret-
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ical tools needed. In Chapter 3 we calculate the bulk viscous correction to photon

production through two-to-two scattering channels using a specific fbulk. We explore

the importance of this correction in phenomenological studies. The remainder of

the thesis deals with bremsstrahlung, pair-annihilation and the LPM effect in a non-

equilibrium QGP. Chapter 4 provides an overview of these channels. There we derive

the resummed occupation density of soft gluons and extend an equilibrium sum rule.

In Chapter 5 we derive the resummed occupation density of hard quarks. In Chapter 6

the Feynman diagrams are evaluated which gives a Boltzmann-like integral equation.

We provide a new way of summing over the diagrams without using the equilibrium

KMS condition. Finally in Chapter 7 we summarize the thesis. Standard material

on QCD and spinors is relegated to appendices.

We use the (+,−,−,−, ) metric. If P µ is a four vector then p0 is its time compo-

nent, p are its spatial components and p = |p|. We use units where ~ = c = kB = 1

except for phenomenological results in Chapter 3.



2

Theoretical foundations

2.1 The real time formalism in thermal equilibrium

Most QFT calculations for high energy experiments use a perturbative expansion in

the coupling constant, λ. One expands an n-point function of the full theory,

〈0|φ(x1) · · ·φ(xn)|0〉, (2.1)

in λ and evaluates each order in terms of two-point functions of the free theory

(λ = 0). The scattering is assumed to take in place in vacuum so the particles are an

excitation on top of the ground state of the theory, |0〉.

Processes in the QGP formed in heavy-ion collisions do not happen in vacuum

but in a mostly thermalized medium. We need to evaluate n-point functions in the

canonical ensemble which describes a system at fixed temperature. These n-point

functions are given by

〈φ(x1) · · ·φ(xn)〉β :=
1
Z

∑

n

e−βEn〈n|φ(x1) · · ·φ(xn)|n〉 (2.2)

where

Z =
∑

n

e−βEn (2.3)

is the partition function. Here |n〉 are the eigenstates of the Hamiltonian H and

15
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β = 1/T where T is the temperature. This can be written more elegantly as

〈φ(x1) · · ·φ(xn)〉β := Tr [ρ φ(x1) · · ·φ(xn)] . (2.4)

where ρ = exp(−βH)/Z is the density matrix for the canonical ensemble. To calculate

these quantities perturbatively we need to derive Feynman rules at finite temperature.

The material on finite temperature field theory that follows is quite standard and

is treated in numerous review articles and text books. For example [44] is a well

known text book that covers the imaginary time formalism (see below) in depth and

gives various applications. Furthermore [45] and [46] treat both the imaginary and the

real time formalism and [45] also covers hard thermal loops (HTL) comprehensively.

Finally [47] talks about the basics of out-of-equilibrium field theory. The treatment

here is partially inspired by [45]. In what follows we assume the reader is familiar with

the derivation of Feynman rules in vacuum using the path integral formalism. In this

section we work exclusively in the canonical ensemble where all chemical potentials

vanish.

In vacuum

〈φb(x)|e−iτH |φa(x)〉 =
∫ φb

φa

Dφ exp
[
i
∫ τ

0
d4x L

]
(2.5)

(see chapter 9 in [48]). The left hand side is the transition amplitude from an initial

field configuration, φa, to a final field configuration, φb, during time τ . The right

hand side is a path integral from φa at t = 0 to φb at t = τ . The weighting of the

integral is determined by the Lagrangian L.

The left hand side of eq. (2.5) has a striking resemblance with the partition

function in the canonical ensemble

Z =
∑

n

〈n|e−βH |n〉. (2.6)

There are only two differences. Firstly, one must substitute τ by the complex number

−iβ. Secondly, we must sum over all initial states and demand that the evolution be
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Re t

Im t

−iβ

(a) Imaginary time formal-
ism

Re t

Im t

I

IIv

−iβ

(b) Equilibrium real-time
formalism

Re t

Im t

I

II

(c) Out-of-equilibrium real
time formalism

Figure 2.1: Time contours in different formalisms

periodic in −iβ. In analogy with the vacuum result

Z =
∫

periodic
Dφ exp

[
−
∫ β

0
d4x LEucl.

]
. (2.7)

The integral is over all possible paths that begin and end in the same field configura-

tion.1 We have analytically continued the Lagrangian to imaginary time giving the

Euclidean Lagrangian.

From eq. (2.7) one derives finite temperature Feynman rules in the imaginary

time formalism. In contrast to Euclidean vacuum theory time is confined to an

interval [0, β]. Therefore one does not get continuous energy values under Fourier

transformation but rather a discrete energy spectrum called Matsubara frequencies.

We will not pursue the imaginary time formalism any further here. When using it one

must do complicated sums in the discrete energies to evaluate diagrams with multiple

loops. More seriously, we have analytically continued the physical time to obtain

the temperature, leaving us with no real time variable. Thus we cannot calculate

dynamical quantities, let alone out-of-equilibrium properties of systems.

In this thesis we use the real-time formalism, also known as the Keldysh-Schwinger

or closed time path formalism. Above we captured the temperature by starting at

time ti and following a vertical path in the complex time plane to ti − iβ, Cv, see Fig.

2.1a. We include real time by adding a horizontal path from ti to tf , CI , as well as

a path from tf − iǫ to ti − iǫ, CII which joins Cv, see Fig. 2.1b. Taking the limits

1This is true only for bosons. Fermionic fields obey antiperiodic boundary conditions [45].
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Figure 2.2: Vertices in the 1/2 basis in the real time formalism

ti → −∞, tf → ∞ we get a contour C. The partition function along it is

ZC =
∫

periodic
Dφ exp

[
i
∫

C
d4x L

]
. (2.8)

The Lagrangian is integrated along the contour. For a more rigorous justification, see

[45].

We write L = Lfree − V where V is the interaction and add a source term, jφ, so

that

ZC(j) =
∫

periodic
Dφ exp

[
i
∫

C
d4x (Lfree − V + jφ)

]

= exp

[
−i
∫

C
d4x V

(
δ

iδj(x)

)]

×
∫

periodic
Dφ exp

[
i
∫

C
d4x (Lfree + jφ)

]
(2.9)

We can evaluate the free path integral in the same way as in vacuum. The result is

Z0
C(j) ∼ exp

[
−1

2

∫

C
d4x

∫

C
d4y j(x)D0

C(x− y)j(y)
]

(2.10)

where D0
C is the free Feynman propagator generalized to our contour,

D0
C(x− y) = 〈TCφ(x)φ(y)〉β

= θC(tx, ty) 〈φ(x)φ(y)〉β + θC(ty, tx) 〈φ(y)φ(x)〉β .
(2.11)

The contour theta function θC(tx, ty) is 1 if tx is later on C than ty and 0 otherwise.

The thermal propagators are defined as in eq. (2.4).

The vertical path, Cv, only contributes through the periodic boundary condition in
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φ.1 As long as we remember that all propagators are thermal we can write C = CI∪CII .

Then the full partition function is

ZC(j) = exp

[
−i
∫
d4x

{
V
(

δ

iδj1(x)

)
− V

(
δ

iδj2(x)

)}]

× exp
[
−1

2

∫
d4x

∫
d4y ja(x)D0

ab(x− y)jb(y)
] (2.12)

Here we have written the source as j = j1 + j2 where j1 lives on CI and j2 lives on

CII . The indices a and b are summed over 1 and 2, and e.g.

D0
12(x− y) = 〈TCφ1(x)φ2(y)〉β (2.13)

with φ1 living on CI and φ2 on CII . In this equation the time integral on CII goes

from −∞ to ∞. To compensate we had to add a minus sign to the term V
(

δ
iδj2(x)

)
.

We can finally state the Feynman rules. For each physical field there are two fields

in the real-time formalism living on CI and CII . Thus there are four free propagators.

Generalizing to complex scalar fields they can be written as

D11(x) =
〈
Tφ(x)φ†(0)

〉

β
(2.14)

D12(x) =
〈
φ†(0)φ(x)

〉

β
(2.15)

D21(x) =
〈
φ(x)φ†(0)

〉

β
(2.16)

D22(x) =
〈
Tφ(x)φ†(0)

〉

β
(2.17)

where T is the usual time ordering and T is anti-time ordering. We have assumed

translational invariance so that D(x, y) = D(x− y). An interaction vertex either has

all fields of type 1 or all fields of type 2, see Fig. 2.2. In the second case we get a

relative minus sign. We must sum over all possible assignments of 1 and 2 to vertices.

1For a thorough discussion of the role of the vertical path see [49] and [50].
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For ease of notation we define the following propagators:

Dret(x) = θ(x0)
〈[
φ(x), φ†(0)

]〉
(2.18)

Dadv(x) = −θ(−x0)
〈[
φ(x), φ†(0)

]〉
(2.19)

D>(x) =
〈
φ(x)φ†(0)

〉
(2.20)

D<(x) =
〈
φ†(0)φ(x)

〉
(2.21)

Clearly D> = D21 and D< = D12. We also define the spectral function

ρ(x) = D> −D< = Dret −Dadv =
〈[
φ(x), φ(0)†

]〉
(2.22)

We have derived the Feynman rules in the 1/2 basis in the real-time formalism.

The propagators have a simpler structure in the so-called r/a basis which lends itself

more easily to power counting arguments [51]. We define

φr :=
φ1 + φ2

2
, φa := φ1 − φ2 (2.23)

and similarly for other fields. Then it is easy to show that the four propagators are

Drr(x) =
1
2
ρ(x) +D<(x)

Dra(x) = Dret(x)

Dar(x) = Dadv(x)

Daa(x) = 0

(2.24)

Here e.g.

Dra(x) =
〈
TC φr(x)φ†

a(0)
〉

=
1
2

[ 〈
TC φ1(x)φ†

1(0)
〉

−
〈
TC φ1(x)φ†

2(0)
〉

+
〈
TC φ2(x)φ†

1(0)
〉

−
〈
TC φ2(x)φ†

2(0)
〉] (2.25)

We will use both bases in this thesis.
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The aa propagator vanishes identically. The number of independent propagators

can be reduced further with general arguments. In translationally invariant systems

we can relate the retarded and advanced propagators in momentum space:

Dret(P )∗ =
(∫

d4x eiP ·xθ(x0)
〈[
φ(x), φ†(0)

]〉)∗

=
∫
d4x e−iP ·xθ(x0)

〈[
φ(0), φ†(x)

]〉

=
∫
d4x eiP ·xθ(−x0)

〈[
φ(0), φ†(−x)

]〉

=
∫
d4x eiP ·xθ(−x0)

〈[
φ(x), φ†(0)

]〉

= −Dadv(P )

(2.26)

Here we did a change of variables x → −x and exploited translational invariance.

Since ρ = Dret −Dadv there are only two independent propagators in eq. (2.24), Dret

and D<.

In thermal equilibrium we can reduce the number of independent propagators to

one using the Kubo-Martin-Schwinger (KMS) relation. It relies on the Hamiltonian

generating time translations and describing the occupation of states in the canonical

ensemble. Indeed

D<(t+ iβ,x) =
1
Z

Tr[e−βHφ†(0)φ(t+ iβ,x)]

=
1
Z

Tr[e−βHφ†(0)e−βHφ(t,x)eβH ]

=
1
Z

Tr[e−βHφ(t,x)φ†(0)]

= D>(t,x)

(2.27)

where we used the cyclic property of the trace. In momentum space this gives

D<(K) = e−βk0

D>(K). One can then easily show that

D>(K) = (1 + fB(k0))ρ(K) (2.28)

and
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D<(K) = fB(k0)ρ(K) (2.29)

where

fB(k0) =
1

eβk0 − 1
(2.30)

is the Bose-Einstein distribution.

In thermal equilibrium we thus have

Drr(K) =
(1

2
+ fB(k0)

)
(Dret(K) −Dadv(K)) (2.31)

Dra(K) = Dret(K) (2.32)

Dar(K) = Dadv(K) (2.33)

Daa(K) = 0 (2.34)

where Dadv = −D∗
ret. These relations are valid for the full propagators and are

therefore true at every order in perturbation theory. The KMS relation has offered

an immense simplification. Using their antiperiodicity one gets similar results for

fermionic propagators in thermal equilibrium. The only difference is that

fB(k0) −→ −fF (k0) = − 1
eβk0 + 1

(2.35)

where fF is the Fermi-Dirac distribution.

The only thing left is to find D0
ret, the free retarded propagator. It is the same as

in vacuum as can easily be seen using canonical quantization. We show this for a real

scalar field. For a free field we can always write [48]

φ(x) =
∫ d3p

(2π)3

1
√

2Ep

(
ape

−ip·x + a†
pe

ip·x
)∣∣∣

p0=Ep

(2.36)

a†
p and ap are raising and lowering operators. Then

[φ(x), φ(y)] =
∫ d3p

(2π)3

1
2Ep

(
e−ip·(x−y) − eip·(x−y)

)∣∣∣
p0=Ep

(2.37)
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is just a number and evaluating the thermal expectation value is trivial. A calculation

using

θ(t) = i
∫ dk

2π
e−ikt

k + iǫ
(2.38)

then gives that

D0
ret(P ) =

i

P 2 −m2 + iǫp0
(2.39)

Using eq. (2.22) we see that

ρ(P ) = 2π sgn(p0) δ(P 2 −m2) (2.40)

We can finally write down the free propagators in the r/a basis. Using the identity

sgn(p0)
(1

2
+ fB(p0)

)
=

1
2

+ fB(|p0|) (2.41)

we get that

D0
rr(P ) =

(1
2

+ fB(Ep)
)

2πδ(P 2 −m2) (2.42)

D0
ra(P ) =

i

P 2 −m2 + iǫp0
(2.43)

D0
ar(P ) =

i

P 2 −m2 − iǫp0
(2.44)

D0
aa(P ) = 0 (2.45)

where Ep =
√
p2 +m2. All information about the thermal medium is contained in

fB(Ep) in the rr propagator. The delta function and the absolute sign in fB tell us

that Drr describes real particles that are on shell and have positive energy. Their

momentum distribution is the Bose-Einstein function. The free propagators D0
ra and

D0
ar describe fields that can be off shell and already exist in vacuum.

Later we will work with resummed rr propagators. They describe quasi-particles

that have acquired a mass and a finite lifetime through their interaction with the

thermal medium. The delta function is then replaced by a Breit-Wigner distribution
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Figure 2.3: Vertices in the r/a basis in the real time formalism

with momentum dependent masses and lifetimes. Owing to the KMS condition the

momentum distribution is still fB in thermal equilibrium.

The propagators for vector bosons in the Feynman gauge are the same as in eq.

(2.42)-(2.45) with an additional factor of −gµν . The propagators for free spin 1/2

fermions are

S0
rr(P ) =

(1
2

− fF (Ep)
)

2π /Pδ(P 2 −m2) (2.46)

S0
ra(P ) =

i /P

P 2 −m2 + iǫp0
(2.47)

S0
ar(P ) =

i /P

P 2 −m2 − iǫp0
(2.48)

S0
aa(P ) = 0 (2.49)

The only thing left before using the r/a basis is to check which vertices are possible.

Let’s consider a vertex with a gluon, a quark and an antiquark. Our knowledge of

the 1/2 basis tells us that, schematically, the vertices are

ψ1A1ψ1 − ψ2A2ψ2 = ψrArψa + ψrAaψr + ψaArψr +
1
4
ψaAaψa. (2.50)

They are summarized in Fig. 2.3. Each vertex has an odd number of a and the vertex

with all indices a has an overall factor 1/4.
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2.2 Out-of-equilibrium propagators

In this thesis we are interested in photon emission of systems that are not in thermal

equilibrium. The relevant n-point functions are then

〈φ(x1) · · ·φ(xn)〉 := Tr [ρ φ(x1) · · ·φ(xn)] (2.51)

where ρ is a general density operator at some initial time t0. Its time evolution can

be absorbed in the fields [52]. We can still use the real time formalism but now the

time contour is as in Fig. 2.1c. Instead of a vertical path denoting the system’s state

we have a weighting from ρ in the path-integral [53]. Intuitively, the time contour

must begin and end at t0 → −∞ where we know the density matrix.

The Feynman rules can be derived in the same way as in equilibrium. We get a

doubling of the degrees of freedom and three non-trivial propagators in the r/a basis.

In this thesis we assume throughout that our system is translationally invariant.

This approximation is valid when the macroscopic length scale of the system is much

longer than the microscopic scale on which quasi-particle interaction takes place.

This assumption allows us to take Fourier-transforms of propagators and to relate

the retarded and advanced propagator. In the same way as before we get that

D0
ret(P ) =

i

P 2 −m2 + iǫp0
(2.52)

The difficulty lies in finding an expression for D0
rr in out-of-equilibrium systems.

The propagator is difficult to evaluate from first principles because of the dependence

on the density operator. We cannot use the KMS condition either as we did in thermal

equilibrium. Instead we rely on our understanding of the rr propagator as a sum

of a vacuum contribution and medium contribution characterized by a momentum

distribution of physical particles.

For scalar particles

D0
rr(P ) =

(1
2

+ f(p)
)

2πδ(P 2 −m2) (2.53)
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where f(p) is a general distribution function that characterizes the system we are

interested in. It must be derived from kinetic theory. The quark and gluon propa-

gators are analogous. For the convenience of the reader we have collected all quark

and gluon propagators in the r/a and 1/2 bases in non-equilibrium systems in Table

2.1 at the end of this chapter. We note that resummed propagators are much more

complicated in non-equilibrium systems because one cannot use the KMS condition

to simplify them as in eq. (2.31).

The non-equilibrium propagator in eq. (2.53) can be justified from first principles.

In [53] Calzetta and Hu considered an out-of-equilibrium λφ4 scalar field theory in the

weak coupling limit. They used the real-time formalism assuming an initial density

matrix of the form

ρ = C exp
[
−
∫
d3k βka

†
kak

]
(2.54)

where a† (a) are raising (lowering) operator for the free fields and βk ≥ 0 describe the

initial occupation of each mode. The path integral depends on external sources Ja(x)

but also on non-local sources, Kab, Kabc, . . . The latter describe the initial state and

are defined by expanding ρ in the φ, i.e.

〈φ1, 0|ρ|φ2, 0〉 = exp
[
i

2

∫
d4x d4x′ Kab(x, x′)φa(x)φb(x′) + . . .

]
(2.55)

Here a, b, c are indices in the 12 basis and the contraction is defined with metric

cab = Diag(1,−1).

Next we Legendre transform the path integral so that it depends not on the sources

but on the mean field φ̂ and connected n-point functions, Gab, Gabc, . . . The relation

defining the Legendre transformation gives rise to an infinite tower of equations which

correspond to the BBGKY hierarchy in kinetic theory. For real calculations it must be

truncated. We truncate at second order, assuming that Gabc and higher are dependent

variables on φ̂ and Gab. This is known as the 2PI formalism. Assuming vanishing

background fields we get equations of motions for the propagators Gab. At lowest

order in the coupling λ the propagators in a translationally invariant system are
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Figure 2.4: Vertices in scalar QED.

= + 1PI + 1PI 1PI + . . .

P 1PI = P

K

+ P

K

Figure 2.5: The resummed scalar propagator in scalar QED. 1PI stands for one-
particle irreducible.

given by eq. (2.53) and corresponding equations. At this point f is some unknown

function that can be shown to be real and positive.

Finally, Calzetta and Hu solved the equations of motion at next-to-leading order.

We Wigner transform the propagators,

Gab(X, k) =
∫
d4(x− x′)eik·(x−x′)Gab(x, x′) (2.56)

where X = (x + x′)/2. We need to assume that Gab(X, k) are slowly varying in X.

This corresponds to the mean free path being much longer than the interaction time

in kinetic theory. Then the equation of motion reduces to a Boltzmann equation in

f(X, p) with the collision kernel coming from the λφ4 term in the Lagrangian. This

shows that f should be interpretated as a momentum distribution, justifying our use

of (2.53). Similar results have been obtained for weakly coupled gauge theories, see

[54, 55].

2.3 Hard thermal loops

Finding out which diagrams contribute at a given order in the coupling constant is

more involved in thermal field theory than in vacuum: it does not suffice to count the

number of vertices to get the order of a diagram. Specifically, one runs into problems
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= +

Figure 2.6: An effective vertex in the HTL scheme. The external momenta are soft
and the internal momenta are hard.

for soft momenta, P ∼ gT .

Let’s take the simple example of scalar QED the vertices of which are shown in Fig.

2.4. The discussion will be schematic. A bare scalar propagator with soft momentum

is
i

P 2
∼ 1
e2T 2

. (2.57)

We can imagine adding self-energy corrections as in Fig. 2.5. Each self-energy di-

agram turns out to be of order Π ∼ e2T 2. When summing over all numbers of

self-energy insertions we get a resummed propagator

i

P 2 − Π
. (2.58)

where Π is of the same order as P 2. This suggests that it is inconsistent to use bare

propagators for soft momenta.

A careful analysis shows that the part of Π with soft loop momentum is subleading.

We can thus assume that the loop momentum is hard, K ∼ T , when calculating Π.

This whole procedure is called hard thermal loops (HTL). It entails using resummed

propagators for soft momenta and restricting evaluation of the self-energy diagrams

to hard loop momenta.

Let’s now turn to the physically more relevant case of QCD. In [56] Braaten and

Pisarski showed that one does not only need resummed soft propagators but also

resummed vertices when all external momenta are soft. We get a correction to the

usual vertex with a gluon, quark and antiquark but also new vertices with e.g. two

gluons, a quark and an antiquark, see Fig. 2.6. The loop momenta can always

be assumed to be hard. Crucially, the HTL reordering of the perturbative scheme
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enables us to get gauge independent results at each order in g. This is because HTL

self-energies and effective vertices are gauge independent, even when the external

momenta are off shell [56, 57].

We will use HTL resummed propagators throughout this thesis. The power count-

ing leading to the HTL scheme turns out to be the same in non-equilibrium systems

that are not very far from equilibrium. As an example the assumption that soft loop

momenta can be ignored holds as long as the density of soft gluons is not exceedingly

high. In this thesis we assume that the momentum distribution functions are well

behaved so that HTL works as in thermal equilibrium. See [58] for the constraints

this puts on f .

2.4 Resummed propagators

In this thesis we use the HTL scheme in the r/a basis of the real time formalism. We

need to derive the form of resummed propagators. For simplicity we consider scalar

fields as in [59]. In later chapters we look at fermions and vector bosons.

The Dyson equation in the real time formalism is

D = D0 +D0 (−iΠ)D (2.59)

or more explicitly



Drr Dra

Dar Daa


 =



D0

rr D0
ra

D0
ar D0

aa


+



D0

rr D0
ra

D0
ar D0

aa


 (−i)




Πrr Πra

Πar Πaa






Drr Dra

Dar Daa


 (2.60)

HereD are full propagators, D0 are free propagators and Π are one-particle-irreducible

self-energies. We define e.g. Πrr as the self-energy diagram with both sources of type

r, see Fig. 2.7 for clarification. The above equation is trivial as can be seen by writing
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a r

Figure 2.7: The ar component of the self-energy, Πar .

it component by component. Using that Daa = 0 and D0
aa = 0 we find Πrr = 0 so



Drr Dra

Dar 0


 =



D0

rr D0
ra

D0
ar 0


+



D0

rr D0
ra

D0
ar 0


 (−i)




0 Πra

Πar Πaa






Drr Dra

Dar 0


 (2.61)

We get simple equations for the full retarded and advanced propagators





Dret = D0
ret +D0

ret (−iΠret)Dret

Dadv = D0
adv +D0

adv (−iΠadv)Dadv

(2.62)

where Πar = Πret and Πra = Πadv. Therefore





Dret = i
P 2−Πret

Dadv = i
P 2−Πadv

(2.63)

since i(D0
ret)

−1 = i(D0
adv)−1 = P 2 for massless particles. We can ignore the iǫp0

term in the free propagators assuming that Im Πret is non-vanishing. Re Πret is a

thermal mass which the particle acquires by interacting with other particles in the

medium. Similarly Im Πret corresponds to the thermal decay width of the particle.

In translationally invariant systems Dret = −D∗
adv so

Πret = Π∗
adv (2.64)

The equation for the rr propagator is more complicated,

Drr = D0
rr +D0

ret (−iΠret)Drr +D0
rr (−iΠadv)Dadv +D0

ret (−iΠaa)Dadv (2.65)

We could solve this equation directly but the result has no clear physical interpreta-
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tion. Instead we write

Drr = D< +
1
2

(Dret −Dadv) (2.66)

where we need to evaluate D< = D12. Using equations (2.62) and (2.65) one gets

that

D< = D0
< +D0

ret (−iΠret)D< +D0
< (−iΠadv)Dadv +D0

ret (−iΠ<)Dadv (2.67)

where we have defined

Π< = Πaa − 1
2

Πret +
1
2

Πadv (2.68)

Solving for D<, using eq. (2.63), we get

D< =
(−iD0

ret)
−1
D0

< (−iD0
adv)−1 + iΠ<[

(−iD0
ret)

−1 − Πret

] [
(−iD0

adv)−1 − Πadv

] (2.69)

Assuming the retarded self-energy is non-vanishing we can drop the first term because

D0
<

(
D0

ret

)−1 ∝ P 2δ(P 2) = 0 (2.70)

We are then left with

D< = Dret (−iΠ<)Dadv. (2.71)

We have derived this simple equation for scalar fields. In the derivation we never

had to reverse the order of propagators. Thus our argument generalizes to propagators

of fermions and vector bosons which are matrix values in the the spinor or Lorentz

indices. For D> = D21 one gets similarly that

D> = Dret (−iΠ>)Dadv (2.72)

where

Π> = Πaa − 1
2

Πadv +
1
2

Πret. (2.73)
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We can write

Πret − Πadv = Π> − Π< (2.74)

In translationally invariant systems this becomes

2iIm Πret = Π> − Π<. (2.75)

which has an intuitive explanation. Π> describes the annihilation rate and Π< the

creation rate of quasi-particles [45]. The equation tells us that the decay width of a

single quasi-particle is related to the difference in annihilation and creation rates.

In order to use eq. (2.71) to do actual computations we need a simpler expression

for Π<. It turns out that going in the 1/2 basis gives

Π< = −Π12 (2.76)

and

Π> = −Π21 (2.77)

To show this we must relate self-energies in the r/a and the 1/2 bases. One can easily

check that 

Drr Dra

Dar Daa


 = A



D11 D12

D21 D22


B (2.78)

with

A =



1/2 1/2

1 −1


 , B =



1/2 1

1/2 −1


 . (2.79)

The same equation is valid for the free propagators. Thus



Π11 Π12

Π21 Π22


 = B−1




Πrr Πra

Πar Πaa


A−1 (2.80)

which gives the expressions we want for Π< and Π>.

We note that the number of independent self-energy components is the same as for
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the propagators. In general Πrr = 0 leaving us with three components. Translational

invariance reduces them to two. Finally in equilibrium the KMS condition D< =

e−βp0

D> along with eq. (2.71) and (2.72) gives

Π< = e−βp0

Π> (2.81)

which reduces the number to one. This equation is just a description of detailed

balance. It tells us that the annihilation and creation rates must balance out so that

the occupation of a state is fixed.

To conclude this chapter we rewrite our equation for Drr. The derivation relies

on the propagators commuting and is thus only valid for scalar particles. Using eq.

(2.64) and (2.63) we see that

Dret −Dadv = 2 (Im Πret)DretDadv (2.82)

Thus we can write eq. (2.71) as

D< =
Π<

2iIm Πret

(Dret −Dadv) (2.83)

or if we prefer

D< =
Π<

Π> − Π<

(Dret −Dadv) . (2.84)

We have therefore shown that

Drr =

[
1
2

+
Π<

Π> − Π<

]
(Dret −Dadv) (2.85)

Using the KMS condition
Π<

Π> − Π<

(2.86)

reduces to the Bose-Einstein distribution in thermal equilibrium as expected. In a

non-equilibrium system Π</(Π> −Π<) has the interpretation of a resummed momen-

tum distribution function. This can be seen by comparing eq. (2.85) with the free rr
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Bare propagator Quarks (i /K×) Gluons (−igµν×)

11 1
K2+iǫ

+ 2πiδ(K2) fq(k) 1
K2+iǫ

− 2πiδ(K2) fg(k)

12 2πiδ(K2) [−θ(−k0) + fq(k)] −2πiδ(K2) [θ(−k0) + fg(k)]

21 2πiδ(K2) [−θ(k0) + fq(k)] −2πiδ(K2) [θ(k0) + fg(k)]

22 −1
K2−iǫ

+ 2πiδ(K2) fq(k) −1
K2−iǫ

− 2πiδ(K2) fg(k)

rr
[

1
2

− fq(k)
]

(−2πi)δ(K2)
[

1
2

+ fg(k)
]

(−2πi)δ(K2)

ra 1
K2+iǫk0

1
K2+iǫk0

ar 1
K2−iǫk0

1
K2−iǫk0

aa 0 0

Table 2.1: List of propagators for quarks and gluons in the real time formalism. The
first half is in the 1/2 basis and the second half in the r/a basis. Gluon propagators
are in the Feynman gauge.

propagator. We emphasize that we only derived eq. (2.85) for scalar bosons. A sub-

stantial part of this thesis is devoted to generalizing this expression for fermions and

vector bosons. We will calculate the resummed occupation density for hard quarks

and soft gluons.
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Bulk viscous corrections to two-to-two channels

Two-to-two scattering with a photon in the final state is one of the leading order

channels for photon production in the QGP. In this chapter we calculate corrections

to it due to bulk viscosity and explore their phenomenological importance. Our

calculation shares similarities with the evaluation of photon emission from QGP in

thermal equilibrium [21, 22] and the shear viscous correction that was calculated

recently [39].

3.1 Photon emission from two-to-two scattering

The rate of photon production, R, in a unit volume is given by [60]

k
dR

d3k
=

i

2(2π)3
(Πγ

12)
µ

µ (3.1)

where k is the photon momentum and Πγ µν
12 is one component of the photon polar-

ization tensor. This equation remains valid in an out-of-equilibrium QGP [60].

The simplest diagram corresponding to Πγ
12 is a single quark loop as in Fig. 3.1.

This corresponds to a quark and antiquark annihilating into a photon. For on-shell

photons this diagram vanishes because of kinematic constraints. Specifically, the

1 2

K

P

Figure 3.1: Hard quark loop. This diagram vanishes for on-shell photons.

35
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1 2 1 2 1 2

Figure 3.2: Leading order diagrams for photon production. The loop momentum is
hard. The diagrams correspond to two-to-two scattering.

delta functions in the 12 propagators are such that K2 = P 2 = P ·K = 0 which has

vanishing phase space.

The leading order diagrams for on-shell photons have at least one gluon propagator

and the rate is O(g2e2). Some of these diagrams can be seen in Fig. 3.2. Using finite

temperature cutting rules one can rewrite their contribution in terms of two-to-two

scattering diagrams. This tedious calculation involves using the delta functions from

propagators to change the integration variables [22, 61]. In the end one gets that

k
dR

d3k

∣∣∣∣∣
2−to−2

=
1

2(2π)3

∑

channels

∫

P

∫

P
′

∫

K
′

(2π)4δ(4)(P + P ′ −K −K ′)

× |M|2 f(P ) f(P ′) (1 ± f(K ′)).

(3.2)

We use the short-hand
∫

P = 1
(2π)3

∫ d3p
2p0 where p0 = p in the integral. M is the

amplitude for the two-to-two scattering diagrams in Fig. 3.3 evaluated in vacuum. f

are momentum distribution functions that come from the original propagators. For

the outgoing particle with momentum K ′ we must include Pauli blocking and Bose

enhancement. Eq. (3.2) has the same form as the collision kernel in the Boltzmann

equation for photons.

The t- and u-channel diagrams lead to infrared divergences in eq. (3.2). This can

be traced back to our incorrect handling of the original loop diagrams. We assumed

that the loop momentum was hard but the case of soft loop momentum is also leading

order. In that case we must evaluate the loop diagrams in Fig. 3.4 directly using

HTL resummed propagators for soft momenta. The infrared divergences are regulated

because a quasi-particle acquires a mass through its interaction with the medium.

We must introduce a cut, qcut, between the regimes with soft and hard quark loops.
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P

K ′
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P ′
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K ′

K

P ′

Q

P

K ′

K

P ′

Figure 3.3: Two-to-two scattering diagrams that are obtained from cutting the loop
diagrams in Fig. 3.2. The upper two are Coulomb scattering and the lower two are
pair annihilation. In Coulomb scattering a gluon can scatter off a quark as shown
here or off an antiquark (not shown).

Q

1 2

Q−K

K +Q

1 2

Q

Figure 3.4: Leading order diagrams with soft loop momentum. Propagators with a
soft momentum must be resummed.
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The HTL approach in the soft regime is only valid for q ∼ gT ≪ T . To avoid infrared

divergences in the hard regime we must have q ∼ T ≫ gT . Thus the cut must fulfill

gT ≪ qcut ≪ T . All final results should be independent of qcut in that range.

Our calculation of the bulk viscous correction to these channels uses a momentum

distribution that was derived in [38]. We explain the derivation briefly. Our starting

point is the Boltzmann equation

kµ∂µf = C[f ]. (3.3)

in which the left hand side corresponds to free streaming and the right hand side is

the collision kernel. We write

f = feq + δf (3.4)

where feq is an equilibrium distribution (Bose-Einstein or Fermi-Dirac) and δf ≪ feq

is the non-equilibrium part. To lowest order

kµ∂µfeq = C[δf ] (3.5)

because C[feq] vanishes. The left hand side is evaluated explicitly and simplified using

thermodynamic and hydrodynamic relations. In principle the collision kernel should

be derived from QCD. Instead, we use the simpler relaxation time approximation

C[δf ] = −Eδf
τR

(3.6)

where τR characterizes how fast the system equilibrates. Assuming that all chemical

potentials vanish one gets that δf is composed of a shear and a bulk viscous part.

One needs to be more careful about δfbulk in QGP. For a conformal system where

all masses are zero the bulk viscosity vanishes. Thus it is crucial to include particle

masses. The physical masses quarks can be neglected but the thermal masses mth of

quarks and gluons are important. In [62] Jeon and Yaffe showed that the effective
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kinetic theory for quasi-particles is

kµ∂µf − 1
2
∂m2

th

∂x
· ∂f
∂k

= C[f ] (3.7)

The thermal mass varies throughout the plasma with the temperature. These varia-

tions act as an external force.

Going through the same calculation using effective kinetic theory one finally gets

that

δfbulk = −feq (1 ± feq)

(
m2

th

E
− E

)
Π

15T (ǫ+ P)(1
3

− c2
s)

(3.8)

where running of the coupling constant with temperature has been neglected. m2
th is

a thermal mass of the quasi-particle and E =
√
p2 +m2

th. The bulk viscous pressure

is Π = −ζθ and θ = ∂µu
µ is the expansion rate. Finally ǫ is energy density, P is

pressure and cs is the speed of sound. The plus sign is for quarks and the minus sign

for gluons.

Assuming that δfbulk ≪ feq allows us to evaluate the correction to photon produc-

tion to first order in δf . Then we can factor hydrodynamic variables out of integrals

and separate the bulk and shear correction. In other words

k
dR

d3k
= Γeq +

Π
15(ǫ+ P)(1

3
− c2

s)
Γbulk + shear part. (3.9)

Our calculation amounts to evaluating Γbulk.

3.2 Evaluation of hard loop diagrams

Photon production through two-to-two in the hard loop momentum regime is given

by eq. (3.2). We need to evaluate M for the different channels in Fig. 3.3 and do

the integrals numerically.

The first diagram in Fig. 3.3 with a quark or an antiquark contributes

〈|M|2〉 = N −u
s
. (3.10)
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Similarly the second one gives

〈|M|2〉 = N −s
t
. (3.11)

and finally the last two pair annihilation channels give

〈|M|2〉 = N u

t
. (3.12)

Here we have summed over spin, flavour and colour of the initial and final particles.

We defined

N = 16Nc CF e2g2Q2. (3.13)

where Nc = 3 is the number of colours, CF = (N2
c − 1)/2Nc = 4/3 is a colour factor

(see Appendix A) and Q2e2 =
∑

s q
2
s where we sum the charge squared of quark

flavours. Finally s, t and u are the usual Mandelstam variables defined as

s = (P + P ′)2 = (K +K ′)2

t = (P −K)2 = (P ′ −K ′)2

u = (P ′ −K)2 = (P −K ′)2

(3.14)

They satisfy s + t + u = 0 assuming that all particles are massless and on shell [48,

Chapter 5]. We can ignore the thermal masses to leading order in the hard loop

diagrams.

We have to evaluate the integrals in eq. (3.2) numerically. Taking the delta

function into account there are five independent integration variables. Choosing them

cleverly we can do two of the integrals analytically, see [39, 7] for details. The integral

over the t and u channels of eqs. (3.11) and (3.12) can then be written as

k
dR

d3k

∣∣∣∣∣
hard; t,u

=
N

16(2π)7k

∫ ∞

qcut

dq
∫ q

max{q−2k,−q}
dω

∫ ∞

(q−ω)/2
dp′

∫ 2π

0
dφp′

× u− s

t
f(ω + k)f(p′)(1 ± f(ω + p′))

(3.15)
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where the φp′ integral can be performed analytically. Here ω is the time component

of the exchanged momentum Q and q = |q|. There is a cut in the q integral. φp′

is the azimuthal angle of p′ in a coordinate frame where k is in the z-direction and

k and q span the xz plane. The Mandelstam variables in terms of these integration

variables are

t = ω2 − q2

u = −2p′k (1 − cos θkq cos θp′q + sin θkq sin θp′q cosφp′)

s = −t− u

(3.16)

where

cos θkq =
ω2 − q2 + 2kω

2kq
(3.17)

and

cos θp′q =
ω2 − q2 + 2ωp′

2qp′
. (3.18)

Eq. 3.15 can easily be expanded to first order in δf , see Appendix C. The final

expression for the s channel which does not need a cutoff can also be seen there. The

numerical integration was done using Gaussian quadrature.

3.3 Evaluation of soft loop diagrams

We now evalute the diagrams in Fig. 3.4. They are

−iΠµ
12 µ

∣∣∣∣∣
soft

= −e2Q2NC

∫ d4Q

(2π)4
Tr

[
γµS21(Q)γµS

0
12(Q+K)

+ γµS0
21(Q−K)γµS12(Q)

]
.

(3.19)
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S0 denotes a bare propagator and S is a HTL resummed propagator. When substi-

tuting in the bare propagators terms one gets

iΠµ
12 µ

∣∣∣∣∣
soft

= −e2Q2NC
fq(k)

2k

∫ d4Q

(2π)4
2πδ(q0 − q · k̂)

× Tr
[
γµ {S12(Q) − S21(Q)} γµ /K

] (3.20)

We have dropped terms with θ(q0 − k0) since K ≫ Q. Furthermore we used that our

momentum distribution is reflection symmetric, f(−p) = f(p), and that

δ
(
(Q−K)2

)
≈ δ

(
(Q+K)2

)
≈ δ (2Q ·K) ≈ 1

2k
δ(q0 − q · k̂) (3.21)

We need to evaluate S12 − S21. In Chapter 2 we showed that

S12 = Sret (−iΣ<)Sadv, (3.22)

S21 = Sret (−iΣ>)Sadv, (3.23)

and that in translationally invariant systems

Σ> − Σ< = 2iIm Σret. (3.24)

Thus

S21 − S12 = Sret 2Im Σret Sadv (3.25)

This is a very convenient expression. The right hand side is entirely in terms of Σret

because Sadv = −S∗
ret so we do not need to evaluate Σ< and Σ>. The retarded HTL

self-energy has been evaluated in non-equilibrium QGP in [63].

The trace in eq. (3.20) can now be written as

Tr
[
γµSret(Q) Im Σret(Q) Sadv(Q)γµ /K

]

= −Tr

[
γµ 1
Q− Σret

Im Σret(Q)
1

Q− Σ∗
ret

γµ /K

] (3.26)
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A tedious exercise in γ algebra shows that this can be simplified considerably. Our

final expression is

k
dR

d3k

∣∣∣∣∣
soft

= −8e2Q2NC

2(2π)3

fq(k)
k

∫ qcut d3q

(2π)3
Im

K · (Q− Σret(Q))
(Q− Σret(Q))2

∣∣∣∣∣
q0=q·k̂

(3.27)

Here

Σµ
ret(Q) = CFg

2
∫ pdp

2π2

dΩp

4π
(fq(p) + fg(p))

P µ

P ·Q+ iǫ

∣∣∣∣∣
p0=p

. (3.28)

Inserting our momentum distribution and expanding up to first order gives some

rather complicated expressions for Γbulk

∣∣∣
soft

which must be evaluated numerically.

See Appendix C for details.

3.4 Bulk viscous corrections in heavy-ion collisions

Γbulk only depends on the coupling constant g and k/T . We evaluated it numerically

using the equations in Appendix C, including up, down and strange quarks which

thermalize in heavy-ion collisions. The physical mass of these quarks is assumed to

vanish.

We must first check that Γbulk is independent of the cut between hard and soft

loops qcut when gT ≪ qcut ≪ T . For weak coupling there is indeed a wide range

of values of qcut that give nearly identical results, see Fig. 3.5. At realistic coupling

strength, g = 2, Γbulk is highly dependent on qcut. This was to be expected as gT > T

for such strong coupling. We chose the value of qcut that minimizes Γbulk in analogy

with the weak coupling result. This is roughly at qcut ≈ √
g. In Fig. 3.6 we show

how the bulk viscous correction at realistic coupling strength varies with k/T . The

correction is exponentially suppressed at high photon energy like the thermal rate.

Our consistent calculation of Γbulk was rather involved. It is interesting to see

whether one can make some approximations and still get a reasonably correct value.

In [31] Dusling evaluated shear viscous corrections, making a number of simplifying

assumptions. The paper assumes that the exchanged momentum in two-to-two scat-

tering is soft so that the incoming particles are not deflected. It only uses equilibrium



44 3 Bulk viscous corrections to two-to-two channels

 0

 5

 10

 0.001  0.01  0.1  1  10

Γ
b

u
lk

 (
1
0

-9
/G

e
V

4
 f
m

4
)

qcut/T

g = 0.01

Hard+Soft

Hard contribution

Soft contribution

√g

 0

 1

 2

 3

 0.1  1  10  100

Γ
b

u
lk

 (
1
0

-4
/G

e
V

4
 f
m

4
)

qcut/T

g = 2 Hard+Soft

Hard contribution

Soft contribution

√g

Figure 3.5: Dependence of Γbulk on qcut at k/T = 10. qcut is the cut between hard and
soft momentum loops. The upper diagram is for g = 0.01. For such weak coupling
there is a wide range of values of qcut that give identical results. At realistic coupling
strength, g = 2, like in the lower diagram the results are highly dependent on qcut.
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Figure 3.6: Γbulk at realistic coupling strength, g = 2, as a function of k/T .

HTL resummation for the soft mediator, neglecting δf corrections. Finally is neglects

the δf correction to the outgoing particle. This gives a closed-form expression for

the shear viscous correction. A similar calculation, which we refer to as the forward

scattering approximation, can be made for the bulk viscosity.

In Fig. 3.7 we compare our full calculation and the forward scattering approx-

imation. There is a big difference at low photon energies where the assumption of

non-deflecting incoming particles breaks down. Even at higher energies there is a 20%

difference suggesting that viscous corrections are important in the HTL scheme. In

conclusion our consistent calculation is necessary for an accurate evaluation of Γbulk.

On its own Γbulk gives limited information about the importance of bulk viscous

corrections in heavy-ion collisions. Since

k
dR

d3k
= Γeq − Π

15(ǫ+ P)(1
3

− c2
s)

Γbulk + shear part. (3.29)

one needs to know hydrodynamical factors like Π and ǫ to ascertain the size of these

corrections. In this aim we combined our calculation with hydrodynamical simulations

of heavy-ion collisions.

We explain the hydrodynamical simulations used only briefly, see Chapter 1.2 for

some background information. The initial conditions are provided by IP-Glasma [10].
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Figure 3.7: Ratio of Γbulk in the forward scattering approximation and our full calcu-
lation. Forward scattering refers to the approximations made in [31]. At low photon
momentum the forward scattering approximation underestimates Γbulk severely. At
higher momenta there is a 20% difference.

The initial medium is formed by soft gluons at high density that are sourced by hard

particles in the nuclei. The gluonic fields are evolved according to the sourceless, clas-

sical Yang-Mills equation until the medium approaches thermodynamic equilibrium.

At that point one switches to a hydrodynamic description. As the plasma expands it

is driven away from equilibrium. At a temperature of T = 105 MeV we switch to a

hadronic transport model [13].1

For the hydrodynamic evolution we used MUSIC [11], a viscous hydrodynamic

code in 3+1 dimensions. The shear viscosity is η/s = 0.095 and independent of tem-

perature. This value was determined by fitting measurements of hadron correlations

[18]. The bulk viscosity is temperature dependent and peaks around the crossover

between the QGP and the hadronic phase, see Fig. 3.8. The form of ζ/s(T ) was

obtained my matching lattice data in the QGP phase [64] and from a hadronic reso-

nance gas model in the hadronic phase [65]. Second order transport coefficients were

determined in [66].

1This switching temperature from hydrodynamics to transport models is lower than in most
studies. It is chosen to include photons produced at low temperature in the hadronic phase [38].
A better approach might be to switch earlier to a hadronic transport model and include photon
production through hadronic scattering. Unfortunately, the available codes for hadronic transport
do not take electromagnetic probes into account.
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Figure 3.8: The temperature dependence of bulk viscosity used in our simulations. It
peaks at the crossover between the hadronic and QGP phase at Tc = 180 MeV. The
points come from [64] and [65].

All hydrodynamical events we present in this thesis are for Au-Au collisions at a

center-of-mass energy 200 GeV per nucleon. The events are in the 0 − 40% centrality

class.1

We add photon production on top of the hydrodynamic evolution. Each fluid cell

emits radiation by a rate R that depends on its hydrodynamic variables. Furthermore

the flow of the cell, uµ, can redshift or blueshift the radiation. The total number of

photons emitted with momentum k is

k
dNthermal

d3k
=
∫
d4x


k

dR

d3k
(T (x), Ek)

∣∣∣∣∣
k=K·u(x)


 . (3.30)

where the integral is over the space-time evolution of the hydrodynamic medium.

Our calculation of kdR/d3k was for an infinite medium with constant hydrodynamic

variables. Eq. 3.30 is nevertheless a very good approximation because photon pro-

1Centrality classes are a convenient way of binning collisions by the impact parameter. 0 − 40%
refers to the 40% of events with the lowest impact parameter. This can be experimentally determined
by measuring the hadronic yield of collisions.
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Figure 3.9: Elliptic flow of photons coming from two-to-two scattering in the QGP
phase. The curves differ in how the bulk viscous correction is treated, whether it is
absent (equilibrium) or evaluated using our full calculation or the forward scattering
approximation. Shear viscous corrections are not included in this figure.

duction takes place on a scale that is much smaller than the macroscopic scale over

which hydrodynamic quantities change.

The hydrodynamic evolution goes through both the QGP and the hadronic phase.

In the QGP phase we use perturbative rates at g = 2. In the two-to-two scat-

tering channels we include a shear viscous correction and our bulk correction. For

quark bremsstrahlung, pair annihilation and the LPM effect we only have the equi-

librium rate. Photon production in the hadronic phase is calculated using effective

Lagrangians, see [38] for further details. We use QGP rates for T > 180 MeV and

hadronic phase rates for T < 180 MeV. The results are only mildly dependent on the

switching temperature between the phases. In addition we include radiation from the

initial collisions of nuclei [38].

Let’s first consider only photons coming from two-to-two scattering in the QGP

phase. The differential yield of these photons, dN/dpT , varies by many orders of

magnitude while the bulk viscous correction only reduces it by 10−20%. The photon

elliptic flow, v2(pT ),1 is more sensitive to the correction as can be seen in Fig. 3.9 we

1In experiments there are not enough statistics to calculate correlations of photons with photons
so one calculates correlations of photons with hadrons. We do the same thing here using the scalar
product method, see [38] for further details.
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Figure 3.10: Yield of photons in different pT bins by the temperature of the emitting
cell. The figure is from a closely related study [67].

show v2(pT ) for photons from the two-to-two scattering channels. All the calculations

are for the same underlying hydrodynamic events. We compare equilibrium radiation

from two-to-two scattering to the case when bulk viscous correction are taken into

account. The difference is small at low pT but at higher pT it is significant.

The bulk viscous correction to v2(pT ) can be understood intuitively. In Fig. 3.10

we show at which temperature photons with different pT are emitted in a closely

related study [67]. Photons at higher transverse momentum, pT ∼ 3 GeV, come

from high temperature cells which have low flow but also from low temperature cells

with high flow. Since bulk viscosity peaks at low temperature the bulk correction

mostly affects these latter cells. Looking at eq. 3.9 we see that for an expanding

medium, Π = −ζθ < 0, the correction reduces the number of photons from these low

temperature cells with high flow. This explains why the elliptic flow of photons is

reduced. Our argument hinges on Γbulk being positive which is true because δfbulk < 0

for an expanding medium.

We finally consider the effect of our bulk viscous correction to direct photons,

i.e. photons in heavy-ion collisions that are not subtracted by experimentalists. In

Fig. 3.11 we compare the elliptic flow of direct photons with and without our bulk
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Figure 3.11: Elliptic flow of direct photons. The curves only differ in the treatment
of the bulk viscous corrections to two-to-two scattering in the QGP phase.

viscous correction to two-to-two scattering in QGP. All other photon channels and

all hydrodynamical events are kept the same in the comparison. The bulk correction

of course reduces the elliptic flow. The reduction is substantial when bearing in mind

that we are only changing one channel out of many.

We have seen that the bulk correction reduces both the yield and the elliptic flow

of photons coming from two-to-two scattering in the QGP phase. Previous studies

have shown that the shear correction to the same channel also reduces v2 [38]. One

would expect viscous corrections to other channels to reduce the elliptic flow even

further. All of this suggest that the elliptic flow puzzle might be more serious than

previously believed. Viscous corrections clearly do not solve the elliptic flow puzzle.

However, once it is solved they will allow for the extraction of transport coefficients

of the QGP from photonic observables, a worthy reward.
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The resummed occupation density of soft gluons

In the next few chapters we will analyze photon production through bremsstrahlung

and pair-annihilation in non-equilibrium QGP treating the LPM effect consistently.

In this chapter we first review why these channels contribute at leading order in

thermal equilbrium. We provide both a heuristic explanation and a more rigorous

argument in the real-time formalism. We then evaluate the polarization tensor of

soft gluons and show that they give the same enhancement in g in non-equilibrium

QGP as in thermal equilibrium. Finally we derive a sum rule which facilitates the

evaluation of the LPM effect in non-equilibrium QGP.

4.1 Heuristics of the LPM effect

Let’s first see why the bremsstrahlung and pair-annihilation channels in Fig. 1.5

contribute at leading order. We focus on bremsstrahlung, following [25] and [23].

The momenta are defined as in Fig. 4.1. Naively the rate seems to go like O(e2g4)

which is subdominant to the leading order O(e2g2). However, this does not apply in

the leading order momentum regime where the gluon is soft, Q ∼ gT , and the quarks

are nearly on-shell, P 2
1 = P 2

2 = L2
1 = L2

2 ∼ g2T 2. Furthermore the photon is collinear

to the quark emitting it, k̂ · p̂2 = 1 − O(g). This is equivalent to K · P2 ∼ g2T 2 since

the quark and photon are on shell.

Let’s consider scalar QED and scalar QCD for simplicity. The square of the

gluon propagator is 1/Q4 ∼ 1/g4. The square of the scalar quark propagator is

51
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P1 P2

K

Q

L1 L2

Figure 4.1: Definition of momenta in our analysis of bremsstrahlung.

g
1/gT

1/g2T

Figure 4.2: Length scales in the LPM effect.

1/(P2 +K)4 ∼ 1/g4. The photon vertex in scalar QED is

ǫ · (P2 +K + P2). (4.1)

Choosing ǫ to be the physical polarization that has only spatial components orthogo-

nal to k we see that the vertex squared gives O(g2e2). The gluon vertices squared are

O(g4). Finally there is a phase space suppression. To obtain the rate in thermal QGP

we must integrate over p1,p2, l1, l2 with the correct momentum distribution. Only

a part of the phase space complies with our kinematic restraints. Specifically q ∼ g

gives O(g3) suppression and k̂ · p̂2 = 1 − O(g) gives a O(g) suppression. Putting

everything together we see that the rate goes like

1
g4

× 1
g4

× g2e2 × g4 × g4 = e2g2 (4.2)

which is leading order.

Let’s now see why the LPM effect in bremsstrahlung matters at leading order, see

Fig. 1.6. The creation of the photon is over when the wavepackets of the photon
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K

P +K

P

Q

Figure 4.3: Definition of momenta in the argument for bremsstrahlung and pair
annihilation contribution at leading order.

and the emitting quark are separated. The photon has momentum O(gT ) trans-

verse to the quark momentum. Thus its spatial extent in the transverse direction is

1/gT . Furthermore the opening angle between the quark and photon is O(g). Simple

trigonometry then shows that the quark and photon travel distance 1/g2T before

separating, see Fig. 4.2. During this time of 1/g2T the quark can scatter arbitrar-

ily often because the mean free time between soft scattering is O(1/g2T ) [58]. This

repeated soft scattering must be taken into account at leading order.

4.2 Power counting of the LPM effect in thermal equilibrium

For actual calculations of photon production rate, R, one uses that

k
dR

d3k
=

i

2(2π)3
(Πγ

12)
µ

µ (4.3)

where k is the photon momentum and Πγ µν
12 is a component of the photon polarization

tensor. The diagram corresponding to bremsstrahlung and pair annihilation is in Fig.

4.3. To include the LPM effect one must sum over all number of gluon rungs in the

quark loop, see Fig. 4.4. Fig. 4.5 explains why this corresponds to the LPM effect.

Let’s analyse the power counting in thermal equilibrium again but now using the

actual diagrams that contribute to Πγ
12. This will lay ground for our evaluation of

them in Chapter 6. Furthermore we will see how to generalize the argument for a

non-equilibrium QGP. Our discussion is based on [25].

We first consider Fig. 4.4. We have on-shell quarks, P 2 ∼ g2T 2, collinear emission

of photons, P ·K ∼ g2T 2, and a soft gluon exchange, Q ∼ gT . We do the analysis in
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Figure 4.4: The diagrams for the LPM effect.

−→
∣∣∣∣∣

∣∣∣∣∣

2

Figure 4.5: Explanation of why the diagram in Fig. 4.4 gives the rate for
bremsstrahlung and the pair annihilation including the LPM effect. The gluon prop-
agators are resummed explaining the quark loops. Cutting the diagram gives the
amplitude squared.

the r/a basis in the real time formalism. For a soft gluon the rr propagator is

Grr =
(1

2
+ fB(q0)

)
[Gret −Gadv] ∼ 1

g3
(4.4)

where we get g−1 from the Bose-Einstein distribution, fB(q0) ∼ T/q0, and g−2 from

the retarded and advanced propagators that go like 1/Q2. Since the gluon self-energy

is also of order g2 we must use resummed gluon propagators.

There is a pinching pole enhancement from the quark propagators. The distance

between the poles of the two propagators in the complex p0 plane is O(g2T ) giving

a factor 1/g2. Let’s for simplicity consider bare scalar propagators. The residue

theorem gives that

∫
dp0 Sar(K + P )Sra(P )

=
∫
dp0 1

[(p0 + iǫ)2 − p2] [(p0 + k − iǫ)2 − |p + k|2]
∼ 1
T 2

× 1
p+ k − |p + k| ∼ 1

g2T 3

(4.5)

when p̂ · k̂ = 1 − O(g). The two pairs of quark propagators thus give a factor 1/g4.

A correct calculation includes thermal masses and decay widths in the propagators

because they are O(g2). In other words, we must used resummed quark propagators.
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The gluon vertices contribute g2 and as we argued above the photon vertices give

a factor g2 when the quarks and photon are almost collinear. There is a g3 phase

space suppression from demanding that q be soft, this forces q0 to be soft as well.

Furthermore there is a g2 phase space suppression since p is collinear to k. P is

automatically on shell because of the pinching poles. Bringing everything together

we see that the diagram is of order e2g2 as we expected.

Adding an additional gluon rung as in Fig. 4.4 gives a factor g3 from the phase

space suppression of the gluon momentum, g−3 from the gluon propagator, g−2 from

the additional pinching poles and g2 from the new vertices. Thus we can add arbi-

trarily many gluon rungs to the diagram at leading order. This gives rise to the LPM

effect.

Most of the argument above hinges on kinematics and is thus equally valid in a

non-equilibrium QGP. We used the properties of propagators in two crucial places.

Firstly we must use resummed quark propagators when evaluating the pinching poles.

We discuss resummed quark propagators in non-equilibrium QGP in Chapters 5 and

6. Secondly we need the resummed Grr propagator for gluons which we derive in

this chapter. The equilibrium argument above relied on an enhancement from the

Bose-Einstein distribution in the resummed Grr. It comes from the KMS condition

which is only valid in equilibrium. In this chapter we show that one gets a similar

enhancement in a non-equilibrium QGP.

4.3 The non-equilibrium retarded polarization tensor

We need to evalute the resummed rr propagator in a non-equilibrium QGP. Using

our results for scalar fields from Chapter 2 we expect it to be of the form

Grr =

[
1
2

+
Π<

2iIm Πret

]
(Gret −Gadv) . (4.6)

However, the polarization tensors Πµν
< and Im Πµν

ret are matrices in the Lorentz indices

making eq. (4.6) ambiguous. In the next few sections we derive the rr propagator for

soft gluons. We show that the occupation number, which we can write schematically
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as Π</2iIm Πret is indeed of order O(g−1). This means that the LPM effect is also

leading order in non-equilibrium systems.

To begin with we need to evaluate Πµν
< and Im Πret using the hard thermal loop

(HTL) scheme. In [63] Mrowczynski and Thoma showed that for reflection symmetric

distribution functions, f(−p) = f(p),

Πµν
ret(Q) = − g2

∫ d3p

(2π)3

ftot(p)
p

×−(P µQν + P νQµ)P ·Q+ P µP νQ2 + gµν(P ·Q)2

(P ·Q+ iǫ)2

∣∣∣∣∣
p0=p

(4.7)

where

ftot = 2Nffq + 2Ncfg. (4.8)

fq and fg are general quark and gluon momentum distributions. Nf is the number of

flavours and Nc the number of colours.

There are two important things to note about eq. (4.7). Firstly Πret = O(g2T 2)

and the leading contribution from the integral is when P ∼ T . This confirms that

the HTL scheme is valid for reasonable ftot. Secondly it is easy to verify that the

polarization tensor satisfies a Ward identity

QµΠµν
ret(Q) = 0. (4.9)

This is true even when the gluon is off shell.1 This is different from vacuum where

the Ward identity is only satisfied for on-shell gluons. The vacuum contribution after

renormalization is suppressed relative to the thermal contribution and can be ignored.

The Ward identity in eq. (4.9) will play a crucial role in our derivation of Grr.

Before proceeding to Πµν
< we write eq. (4.7) in a more convenient form. For any

1In the HTL scheme in thermal equilibrium there are in fact multiple Ward identities connecting
an n-point function with the difference of two (n-1) point functions, see [56].
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function F (P )

∫ d3p

(2π)3

F (P )
2p

∣∣∣∣∣
p0=p

=
∫ d4P

(2π)4
2πδ(P 2) θ(p0)F (P ). (4.10)

Thus

Πµν
ret(Q) = −2g2

∫ d4P

(2π)4
2πδ(P 2)θ(p0)ftot(p)

× ∂

∂P ω

[
P µgων − QωP µP ν

P ·Q+ iǫ

]
.

(4.11)

Integrating by parts leaves us with1

Πµν
ret(Q) = −2g2

∫ d4P

(2π)4
2πδ(P 2)θ(p0)

(
∂ftot(p)
∂P ω

)

×
[
−P µgων +

QωP µP ν

P ·Q+ iǫ

] (4.12)

We interpret ∂ftot(p)/∂P 0 = 0 so that the sum over ω only needs to go over spatial

indices. Then

2i Im Πµν
ret(Q) = ig2

∫ d3p

(2π)3

P µP ν

p
qi

(
∂ftot(p)
∂pi

)
2πδ(P ·Q)

∣∣∣∣∣
p0=p

(4.13)

4.4 Evaluation of the non-equilibrium Π12

We now turn our attention to Πµν
< = −Πµν

12 for soft gluons. To entertain the reader

we present a derivation in the Feynman gauge. The relevant Feynman diagrams can

1One can see that the derivative of the delta function does not contribute after contracting it with
the square bracket. The derivative of the theta function vanishes as long as for small p ftot(p) ∼ pA

with A > −2. This is true for all relevant momentum distributions we are aware of.
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be seen in Fig. 4.6. The quark loop is

−iΠµν
12 AB(Q)

∣∣∣∣∣
quark loop

= −Nf

∫ d4P

(2π)4
Tr
[
(igγµ) tAcd S12(P ) (−igγν) tBdc S21(K)

]

= g2δABNf

2

∫ d4P

(2π)4
Tr
[
γµ /Pγν /K

]
∆̃12(P )∆̃21(K)

= 2g2δABNf

∫ d4P

(2π)4
(P µKν +KµP µ − gµνP ·K) ∆̃12(P )∆̃21(K)

(4.14)

Here K = P − Q. A and B are colour indices of the gluon and a and b are colour

indices of the quark. See Appendix A for evaluation of colour factors and [48] for

traces of gamma matrices. There is an overall minus sign because of the fermion

loop. For convenience we have defined ∆̃12 by

S12(P ) = i /P ∆̃12(P ). (4.15)

Substituting ∆̃12 and ∆̃21 we get

Πµν
12 (Q)

∣∣∣∣∣
quark loop

= 2iNf g
2
∫ d4P

(2π)4
(P µKν +KµP µ − gµνP ·K)

×2πiδ(P 2)
[
fq(p)θ(p0) + (fq(p) − 1) θ(−p0)

]

×2πiδ(K2)
[
(fq(k) − 1) θ(k0) + fq(k)θ(−k0)

]

(4.16)

where we have omitted the colour factors.

In Chapter 6 we’ll discover that we only need spacelike gluon momenta. In that

case some terms can be dropped. Specifically

δ(P 2)θ(p0)δ(K2)θ(−k0) ∼ δ(p0 − p)δ(k0 + k) (4.17)

and by using the triangular inequality we see that this only contributes when

q0 = p0 − k0 = |p| + |p − q| = |p| + |q − p| ≥ |q|, (4.18)
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Figure 4.6: Diagrams contributing to Π12.

Similarly the term with θ(−p0)θ(k0) does not contribute. By doing the change of

variables P → Q− P = −K in the term with θ(−p0)θ(−k0) we get

Πµν
12 (Q)

∣∣∣∣∣
quark loop

= 2ig2Nf

∫ d4P

(2π)2

P µKν +KµP µ − gµνP ·K
4|p| |k|

× 2fq(p) (1 − fq(k)) δ
(
p0 − |p|

)
δ
(
k0 − |k|

)
(4.19)

where we used that fq(p) = fq(−p).

We now use the assumption that Q is soft. Then Q ≪ P allowing us to approxi-

mate K ≈ P everywhere except in δ (k0 − |k|). Expanding to lowest order in Q it’s

easy to see that

δ
(
k0 − |k|

)
= δ

(
p · q

p
− q0

)
= p δ (P ·Q) (4.20)

where p0 = p. Our final expression for the quark loop is

Πµν
12 (Q)

∣∣∣∣∣
quark loop

= ig2Nf

∫ d3p

(2π)3

P µP ν

p
2πδ(P ·K) 2fq(p) (1 − fq(p))

∣∣∣∣∣
p0=p

(4.21)

We now turn to the other diagrams. The tadpole diagram vanishes because the
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vertex must be both of type 1 and 2. The gluon loop diagram gives

−iΠµω
12 AD(Q)

∣∣∣∣∣
gluon loop

=
1
2

∫ d4P

(2π)4
(−i∆12(P )) (−i∆21(K)) (−g2)

× [gµν (Q−K)ρ + gνρ (K + P )µ + gρµ (−P −Q)ν ] fABC

× [gων (−Q+K)ρ + gνρ (−K − P )ω + gρω (P +Q)ν ] fDBC

(4.22)

Here ∆12 and ∆21 are defined by

Gµν
12 = −igµν∆12. (4.23)

See Appendix A for the colour factors.

The ghost loop diagram is

−iΠµν
12 AB(Q)

∣∣∣∣∣
ghost loop

= −
∫ d4P

(2π)4

(
−gfCADP µ

)
i∆12(P )

(
gfDBCKν

)
i∆21(K)

(4.24)

There is an overall minus sign because of the ghost loop. We have used that the ghost

propagators are

i∆(P ) (4.25)

where ∆ is the same as for gluons. In other words the momentum distribution of the

unphysical ghosts is the same as that of gluons, see [68] for a derivation. Making the

change of variables P → Q− P = −K and using that ∆12(−P ) = ∆21(P ) one gets

Πµν
12 AB(Q)

∣∣∣∣∣
ghost loop

=
iNcg

2

2

∫ d4P

(2π)4
(P µKν +KµP ν) ∆12(P )∆21(K)

(4.26)

which is explicitly symmetric in the Lorentz indices.

The integrals in eqs. (4.22) and (4.26) can be evaluated in the same way as the
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quark loop integral. The final result for the full gluon polarization tensor is

Πµν
< (Q) = −ig2

∫ d3p

(2π)3

P µP ν

p
2πδ(P ·Q)

∣∣∣∣∣
p0=p

× [2Nffq(p)(1 − fq(p)) + 2Ncfg(p)(1 + fg(p))] .

(4.27)

This equation can also been seen in [58] but the authors do not provide a derivation.

We remind the reader that this equation is valid for soft, spacelike gluons and reflec-

tion symmetric momentum distributions. This component of the polarization tensor

also obeys a Ward identity, QµΠµν
< (Q) = 0.

Eq. (4.27) has an intuitive explanation. Π< = −Π12 corresponds to the creation

of soft gluons. They are sourced by hard quarks and gluons with momentum P . The

delta function forces the soft gluon to be spacelike. The factor fq(1 − fq) corresponds

to the momentum distribution of the incoming and outgoing hard quark. It includes

Pauli blocking. Similarly fg(1 + fg) corresponds to the hard gluon emitting the soft

gluon.

A crucial thing to note is that Πµν
< ∼ O(gT 2) because of enhancement from δ(P ·Q)

while Πµν
ret ∼ O(g2T 2). Thus

Π<

2iIm Πret

∼ g−1. (4.28)

showing that soft gluons give the same enhancement in the LPM effect in non-

equilibrium QGP as in thermal equilibrium. We will elaborate this point in the

next section.

A critical reader might question the different power structure of Π< and Πret. The

Feynman diagrams are the same in both cases, as is the power structure of vertices.

The propagators are of course different but it’s easy to see that they lead to the same

enhancement in g. Why should the final result then be different for Π< and Πret?

The answer is as follows: Let Q be the soft external momentum and P the hard

loop momentum. The vertices lead to factors

P µP ν (4.29)
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Figure 4.7: One of the diagrams contributing to Πret = Πar

which give O(gT 2) contributions to Π and factors

P µQν +QµP ν , gµνP ·Q (4.30)

which give O(g2T 2) contributions. It turns out that all factors of the first kind

cancel when evaluating Πret making the leading order contribution O(g2T 2). This

cancellation does not take place for Π< so the leading order is O(gT 2).

Let’s look more closely at why this cancellation takes place for Πret. One of the

Feynman diagrams can be seen in Fig. 4.7. The leading order part of the integral

goes like

∫
d4P

P µP νδ(P 2)
(Q+ P )2 + iǫ(q0 + p0)

∼
∫
d3p

P µP ν

2q0p0 − 2p · q + iǫp0

∣∣∣∣∣
p0=p

+
∫
d3p

P µP ν

2q0p0 − 2p · q + iǫp0

∣∣∣∣∣
p0=−p

(4.31)

The delta function comes from the rr propagator and the denominator comes from

the ra propagator. By making the change of variables p → −p in the last integral

it’s easy to see that the two terms cancel. This cancellation does not take place if

P µP ν is replaced by P µQν +QµP ν or gµνP ·Q.
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4.5 The resummed rr propagator for soft gluons

We now evaluate the resummed rr propagator for soft gluons. Just as in the case of

scalar fields we have that

Grr =
1
2

(Gret −Gadv) +G< (4.32)

where

G< = Gret (−iΠ<)Gadv. (4.33)

The propagators and self-energies are all matrices in the Lorentz indices. We want to

derive an expression of the form G< ∼ Gret −Gadv which boils down to interchanging

the order of Gret and Π< in eq. (4.33). We must analyze their tensor structure more

closely.

Let’s first consider the polarization tensors, Πµν(Q). The material that follows

is quite standard, see e.g. [44, chapter 5.4]. In vacuum Πµν(Q) can only depend

on two tensors, Qµ and the flat metric tensor gµν . In thermal equilibrium we also

have the four-velocity of the thermal medium, uµ. In this thesis we consider a general

isotropic momentum distribution, f(p). Then f(q) does not contain any factors of the

form q · A so the only tensors in Π(Q) are uµ, Qµ and gµν . Having more tensors only

introduce technical complications. (See [69] for retarded propagators in an anisotropic

plasma.)

Let Πµν be any of the components of the polarization tensor for soft gluons. Since

Π is symmetric in its Lorentz indices it can only depend on

gµν , uµuν , QµQν , uµQν +Qµuν (4.34)

We have shown that in the HTL scheme we have a Ward identity

QµΠµν(Q) = 0. (4.35)
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Contracting the tensors above with Qµ gives

Qν , Q · u uν , Q2Qµ, Q · u Qν +Q2 uν (4.36)

The Ward identity gives us two constraints on the tensor structure of Π. We are then

left with two tensors that Π can depend on. It is convenient to write

Πµν = ΠTP
µν
T + ΠLP

µν
L , (4.37)

where ΠT and ΠL are scalars. In the frame where u = (1, 0, 0, 0)

P 00
T = P 0i

T = P i0
T = 0

P ij
T = δij − qiqj

q2

P µν
L =

QµQν

Q2
− gµν − P µν

T

(4.38)

It’s easy to check that

P 2
L = −PL

P 2
T = −PT

PLPT = PTPL = 0

QµP
µν
T = QµP

µν
L = 0

(4.39)

As an example the first equation means that P µν
T PT νω = −P µ

T ω. The equation P ij
T qj =

0 shows that PT corresponds to transversely polarized degrees of freedom relative to

the three-momentum q . On the other hand P ij
L qj ∼ qi so PL describes longitudinal

degrees of freedom.

Let’s derive the resummed retarded propagator in the Feynman gauge. To simplify

the notation we write Π = Πret from now on. We can write the bare propagator as
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G0
ret = G̃0

ret g where g is the metric. From

(
1 −G0

ret (−iΠ)
)
Gret = G0

ret (4.40)

we see that

Gret = G̃0
ret

[
1 − G̃0

retg (−iΠTPT − iΠLPL)
]−1

g

= G̃0
ret

∞∑

n=0

(
G̃0

ret

)n
(−iΠTPT − iΠLPL)n g

= G̃0
ret

[
g −

∞∑

n=1

(
iΠT G̃

0
ret

)n
PT −

∞∑

n=1

(
iΠLG̃

0
ret

)n
PL

]

= G̃0
ret

[
g + PT + PL − PT

1 − iΠT G̃0
ret

− PL

1 − iΠLG̃0
ret

]

=
−iQµQν

Q2Q2
+

iPT

Q2 − ΠT

+
iPL

Q2 − ΠL

.

(4.41)

Here we used that G̃0
ret = −i/Q2. The propagator is a sum of transversal and longitu-

dinal propagators with different self-energies. There is also a term corresponding to

our choice of gauges. We have omitted the iǫ prescription in G̃0
ret because we assume

that the quasi-particles have a finite life-time, Im ΠT 6= 0, Im ΠL 6= 0.

We can now move from these well known considerations to our calculation of the

resummed rr propagator. Using eq. (4.33) and Gadv = −G∗
ret we get that

G< =

[
−iQµQν

Q2Q2
+

iPT

Q2 − ΠT

+
iPL

Q2 − ΠL

]
[−iΠ<

TPT − iΠ<
LPL]

×
[

−iQµQν

Q2Q2
+

iPT

Q2 − Π∗
T

+
iPL

Q2 − Π∗
L

]

=
iΠ<

TPT

(Q2 − Re ΠT )2 + (Im ΠT )2 +
iΠ<

LPL

(Q2 − Re ΠL)2 + (Im ΠL)2

(4.42)

Similarly

Gret −Gadv =

−2Im ΠTPT

(Q2 − Re ΠT )2 + (Im ΠT )2 +
−2Im ΠLPL

(Q2 − Re ΠL)2 + (Im ΠL)2 .
(4.43)
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Therefore

Grr =

[
1
2

− Π<
T

2iIm ΠT

PT − Π<
L

2iIm ΠL

PL

]
(Gret −Gadv) (4.44)

This is similar to the scalar field case except we must consider transversal and longi-

tudinal modes separately.

To finish the derivation we calculate

ΠT
<

2iIm ΠT
ret

,
ΠL

<

2iIm ΠL
ret

(4.45)

from eqs. (4.13) and (4.27). To get ΠL one uses that Π00 = q2

Q2 ΠL. In our case

Πµ
< µ = 0 and Im Πµ

µ = 0 so Πµ
µ = −2ΠT − ΠL gives that Π<

T = −1
2
Π<

L and similarly

for Im Πret. Thus we only need to evaluate Π00. We have

2i Im Π00
ret(Q)

= ig2
∫ d3p

(2π)3
pqi

(
∂ftot

∂pi

)
2πδ(P ·Q)

∣∣∣∣∣
p0=p

= ig2
∫ d3p

(2π)3
p · q

(
∂ftot

∂p

)
2πδ(pq0 − p · q)

= ig2q0
∫ 1

−1

d (cos θ)
2π

∫ ∞

0
dp p3

(
∂ftot

∂p

)
δ(pq0 − pq cos θ)

= ig2q0 1
2π

∫ ∞

0
dp p2

(
∂ftot

∂p

)

(4.46)

θ is the angle between q and p. We are only interested in spacelike gluons so the

delta function always contributes. Similarly

Π00
< (Q) = −ig2 1

2π

∫ ∞

0
dp p2 [2Nffq(1 − fq) + 2Ncfg(1 + fg)] (4.47)

Bringing all our calculations together and defining y = p/T we get that

Π<
T

2iIm ΠT

=
Π<

L

2iIm ΠL

= Ω
T

q0
(4.48)

where
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Ω =
− ∫∞

0 dy y2 d
dy

[2Nffq + 2Ncfg]
∫∞

0 dy y2 [2Nffq(1 − fq) + 2Ncfg(1 + fg)]
(4.49)

Finally we can write a simple expression for the rr propagator. We drop the factor

1/2 which does not contribute at leading order. We are then left with

Gµν
rr ≈ Ω

T

q0
(−PT − PL)µχ (Gret −Gadv)χν

= Ω
T

q0

(
gµχ − QµQχ

Q2

)
(Gret −Gadv)χν

= Ω
T

q0
(Gret −Gadv)µν

(4.50)

i.e.

Grr ≈ Ω
T

q0
(Gret −Gadv) (4.51)

Here we used that QµP
µν = 0.

There are a number of things to note about this expression. Most importantly we

get 1/g from the factor T/q0 so the LPM effect matters at leading order, irrespective

of whether the system is in or out of equilibrium. This is interesting because the bare

momentum distribution, fg, need not go like 1/g for soft momenta. Ω describes the

occupation density of soft gluons that are sourced by hard particles in the medium.

The occupation density is the same for longitudinal and transversal modes. This is

not too surprising; when q = 0 there is no axis to define longitudinal and transversal

with respect to so the modes must be the same. For soft three-momenta we expect

the modes to be similar.

Finally we must check that eq. (4.51) reduces to

Grr =
[1
2

+ fB

(
q0
)]

(Gret −Gadv)

≈ T

q0
(Gret −Gadv)

(4.52)

in thermal equilbrium where fB is the Bose-Einstein distribution. We derived this

expression in Chapter 2 using the KMS relation. We only need to show that Ω = 1
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in equilibrium. That’s clear from eq. (4.49) and the fact that

dfF (x)
dx

= −fF (x)(1 − fF (x))

dfB(x)
dx

= −fB(x)(1 + fB(x))
(4.53)

where fF is the Fermi-Dirac distribution. Thus we are guaranteed to have Ω > 0 if

the system is close enough to equilibrium so our interpretation of Ω as an occupation

density makes sense. More generally we have Ω > 0 as long as fq, fg > 0, fq < 1

(Pauli blocking) and fg and fq are monotonically decreasing with momentum.

4.6 A non-equilibrium sum rule

We end this chapter by evaluating an integral over rr gluon rungs that figures promi-

nently in the LPM effect. We get an exceedingly simple result even though the

resummed propagator is quite complicated. Our derivation is an extension of the

derivation given in [70] for the equilbrium case.

In Chapter 6 we shows that the collision integral in the LPM effect is

C(q⊥) = g2CF

∫ dq0dqz

(2π)2
2πδ(q0 − qz) Grr(Q)µνK̂µK̂ν (4.54)

where Grr is the resummed rr gluon propagator. At leading order only soft gluons

contribute so we can safely extend the integral to all of momentum space. We orient

our coordinate system so that K̂µ = (1, 0, 0, 1) is the scaled photon momentum. We

work in the rest frame of the plasma, uµ = (1, 0, 0, 0). q⊥ is the component of q that

is orthogonal to the photon momentum.

Using eq. (4.43) and (4.51) we see that

C(q⊥) = g2CF

∫ dq0dqz

(2π)2
2πδ(q0 − qz) Ω

T

q0

×
∑

α=T,L

−2 Im Πα(Q)
(Q2 − Re Πα(Q))2 + (Im Πα(Q))2

Pα(Q)µνK̂µK̂ν

(4.55)

To simplify the notation we write Π = Πret. After contracting the Lorentz indices
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using K2 = 0 and Q ·K = 0 we get that

C(q⊥) = g2CF

∫ dq0dqz

(2π)2
2πδ(q0 − qz) Ω

T

q0

(
1 − q2

z

q2

)

×
[

2 Im ΠL(Q)
(Q2 − Re ΠL(Q))2 + (Im ΠL(Q))2

− 2 Im ΠT (Q)
(Q2 − Re ΠT (Q))2 + (Im ΠT (Q))2

]
(4.56)

To evaluate this integral we use the following properties of ΠL and ΠT :

1. Π is only dependent on x = q0/q

2. Re Π(−x) = Re Π(x) and Im Π(−x) = −Im Π(x)

3. Im Π(x = 0) = 0

4. Im Π(x) = 0 if x ≥ 1

5. Re Π(x) ≥ 0 if x ≥ 1

6. Π(x) can be extended to an analytic function in the upper half complex plane.

7. |Π(z)| = O(1) as |z| → ∞.

8. Π(z) = −a2 has no solutions in the upper half complex plane for a > 0.

Some of these conditions have a clear physical meaning. Linear response theory

shows that the Debye mass m2
D = Re ΠL(0) describes the screening of static chro-

moelectric fields by the plasma [45]. Specifically the potential due to a static colour

charge is

V (r) ∼ exp(−mDr)
r

(4.57)

Similarly Re ΠT (0) describes the screening of static chromomagnetic fields. It vanishes

in an isotropic plasma. Therefore property (3) means that static colour fields in the

plasma do not decay with time. Property (4) means that spacelike gluon modes in

the plasma do not decay. Property (5) guarantees that these stable modes have a real

mass and are not tachyonic.
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In the isotropic case, f(p) = f(p), properties (1) to (7) can be seen by evaluating

ΠL and ΠT explicitly. We omit the details of the derivation because it is the same as

in thermal equilibrium [71, 45]. One gets that

ΠL(x) = m2
D(1 − x2)

(
1 − x

2
log

x+ 1 + iǫ

x− 1 + iǫ

)
(4.58)

and

ΠT (x) =
m2

D

2

[
x2 +

x

2
(1 − x2) log

x+ 1 + iǫ

x− 1 + iǫ

]
(4.59)

where

m2
D =

g2

π2

∫ ∞

0
dp p [2Nffq(p) + 2Ncfg(p)] (4.60)

is the non-equilibrium Debye mass. We choose the branch cut of the logarithm to be

along the negative real axis. Then

log
x+ 1 + iǫ

x− 1 + iǫ
= log

∣∣∣∣
x+ 1
x− 1

∣∣∣∣− iπθ(1 − x2). (4.61)

When Π(x) is analytically continued to Π(z) the branch cut is in the lower half

complex plane. We have checked property (8) numerically.

We now proceed with our evaluation of eq. (4.56). Integrating qz out and changing

to the variable

x =
q0

q
=

q0√
q2

0 + q2
⊥

(4.62)

one gets

C(q⊥) = g2CF
2ΩT
π

∫ 1

0

dx

x

[
Im ΠL(x)

(q2
⊥ + Re ΠL(x))2 + (Im ΠL(x))2

− Im ΠT (x)
(q2

⊥ + Re ΠT (x))2 + (Im ΠT (x))2

]
.

(4.63)

Here we used property (2) to reduce the integration domain from −1 ≤ x ≤ 1 to

0 ≤ x ≤ 1.
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z

R

Figure 4.8: The contour used in the derivation of the Kramers-Kronig relations.

We define a function χ in the upper half complex plane by

χ(z) =
1

(q2
⊥ + Π(z))(z2 − 1) + izǫ

(4.64)

Π(z) is the analytic continuation of either ΠT (x) or ΠL(x). Note that χ has no simple

poles in the upper half plane: Since Im Π(x = ±1) = 0 and Re Π(x = ±1) ≥ 0 (see

(2), (4) and (5)) the term izǫ pushes the poles at z = ±1 into the lower half plane.

Furthermore property (8) tells us that the factor (q2
⊥ + Π(z)) will not give a pole for

q2
⊥ > 0.1

We want to relate the real and imaginary part of χ using the Kramers-Kronig

relations. Let’s recall the standard derivation. We define a contour, γ, in the complex

plane as in Fig. 4.8. Letting R → ∞ and using that the integral over the semicircle

vanishes (property (7)) we get

2πiχ(y) =
∮

γ
dz

χ(z)
z − y − iǫ

=
∫ ∞

−∞
dx

χ(x)
x− y − iǫ

(4.65)

Taking the imaginary part on both sides gives

Reχ(y) =
1
π

∫ ∞

−∞
dx

Imχ(x)
x− y

=
1
π

∫ ∞

−∞
dx

x Imχ(x)
x2 − y2

+
1
π

∫ ∞

−∞

y Imχ(x)
x2 − y2

=
2
π

∫ ∞

0
dx

x Imχ(x)
x2 − y2

(4.66)

1When q
2

⊥
= 0 there is a pole for ΠT (z) at z = 0, however this single point is of no importance

in the LPM effect where one integrates over q⊥. We will ignore the case of q
2

⊥
= 0 from now on.
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where we used that Imχ(−x) = −Imχ(x). Therefore

2
π

∫ ∞

0
dx

x

x2 − y2
Imχ(x) =

1
y2 − 1

q2
⊥ + Re Π(y)

(q2
⊥ + Re Π(y))2 + (Im Π(y))2

(4.67)

Multiplying both sides with y2 and taking the limit y → ∞ gives

2
π

∫ ∞

0
dx x Imχ(x) = − 1

q2
⊥ + Re Π(∞)

(4.68)

because Im Π(x) = 0 if x ≥ 1. Setting y = 0 in eq. (4.67) and using Im Π(x = 0) = 0

we get that
2
π

∫ ∞

0

dx

x
Imχ(x) = − 1

q2
⊥ + Re Π(0)

(4.69)

Taking the difference gives

∫ ∞

0

dx

x

Im Π(x)
(q2

⊥ + Re Π(x))2 + (Im Π(x))2

=
π

2

[
1

q2 + Re Π(∞)
− 1
q2 + Re Π(0)

] (4.70)

We are only interested in spacelike gluons, i.e. the integration region [0, 1]. Since

Im Π vanishes for x ≥ 1 we must do the substitution (x2 − 1)Im Π(x) → ǫ in that

integration range. Then it’s easy to show that

∫ ∞

1

dx

x

Im Π(x)
(q2

⊥ + Re Π(x))2 + (Im Π(x))2

=
∫ ∞

1

dx

x
(x2 − 1) πδ

([
q2

⊥ + Re Π(x)
] [
x2 − 1

])
= 0

(4.71)

because Re Π ≥ 0 for x ≥ 1.

We can now summarize our result:

C(q⊥) = g2CF ΩT

[
1

q2
⊥ + Re ΠL(∞)

− 1
q2

⊥ + Re ΠL(0)

− 1
q2

⊥ + Re ΠT (∞)
+

1
q2

⊥ + Re ΠT (0)

] (4.72)
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Quite surprisingly the collision kernel, C(q⊥), only depends on four constants. An

easy calculation using eq. (4.58) and (4.59) gives that on the real axis

ΠL(∞) = ΠT (∞) =
m2

D

3
. (4.73)

This is the plasma frequency which describes the energy of a spatially uniform os-

cillating mode in the plasma. It is the same for ΠL and ΠT because one cannot

decompose a spatially uniform mode into a longitudinal and transversal part. Fur-

thermore ΠT (0) = 0 showing that chromomagnetic sources are not screened. Thus

our final result is

C(q⊥) = g2CF ΩT

[
1

q2
⊥

− 1
q2

⊥ +m2
D

]
(4.74)

The collision kernel only depends on the occupation density of soft gluons, Ω, and

the Debye mass, m2
D.
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5

The resummed occupation density of hard quarks

In order to evaluate the LPM effect we will need the resummed rr propagator, Srr(P ),

for hard and almost on-shell quarks, P ∼ T and P 2 ∼ g2T 2. Schematically we can

write

Srr =

[
1
2

+
Σ<

2iIm Σret

]
(Sret − Sadv) . (5.1)

as for scalar fields. Σ is the quark self-energy. In this chapter we will give a rigorous

derivation of this equation and evaluate Σ< and Im Σret for the momentum regime

we are interested in.

5.1 Evaluation of Σ< and Im Σret

Let’s examine the power counting structure of Im Σret = Im Σar for hard, on-shell

quarks. The relevant diagrams are in Fig. 5.1. The r/a indices cannot be placed

differently because the aa propagator vanishes.

a r

r

a r

r

Q

P

(a)

a r

r

r r

a

Q

P

(b)

Figure 5.1: Diagrams contributing to Σret at leading order in g.

75
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Let’s first look at the Feynman diagram in Fig. 5.1a. It is

−iΣret(P )

∣∣∣∣∣
(a)

= (ig)2CF

∫ d4Q

(2π)4
Gµν

rr (Q) γµSret(P −Q)γν . (5.2)

We must use free propagators for hard momenta but HTL resummed propagators for

soft momenta. For the colour factor, see Appendix A. Then

Im Σret(P )

∣∣∣∣∣
(a)

= (ig)2CF

∫ d4Q

(2π)4
Gµν

rr (Q) γµIm iSret(P −Q)γν . (5.3)

This expression relies on Grr being real. That is clear for the bare propagator and

we showed it for the resummed one in last chapter.

There are three separate momentum regimes in the above integral when P is hard.

First Q can be soft. The gluon propagator then gives a g3 enhancement, g coming

from the factor Π</2iIm Π and g2 coming from Gret −Gadv. The quark propagator is

Im iSret(P −Q) ∼
(
/P − /Q

)
δ
(
(P −Q)2

)
≈ /Pδ (2P ·Q) (5.4)

and thus goes like 1
g
. We used explicitly that P is on shell. Finally there is a g4

phase space suppression and a factor g2 from the vertices. Thus the diagram goes

like g−3 × g−1 × g4 × g2 = g2 in this momentum regime.

The second momentum regime is when the internal quark is soft and the gluon is

hard. There is no g−1 enhancement from the gluon occupation density so this regime

is suppressed. Finally both internal particles can be hard. Then both propagators

are bare and the integral goes like

∫
d4Q δ(Q2)δ

(
(P −Q)2

)
∼
∫
d4Q δ(Q2)δ

(
2P ·Q+ O(g2T 2)

)
(5.5)

Q and P are on shell within O(g2T 2) and they must be orthogonal to each other

within O(g2T 2). This leads to a g2 phase space suppression. To see this, integrate

q0 out and express the remaining integral in terms of the angle between p and q.
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1 1

1

2 2

2

Q

P

Figure 5.2: The diagram contributing to Σ< at leading order in g

Schematically,

d3q ∼ dqq2dθ sin θ ∼ g2 (5.6)

when θ ∼ g. There is no compensating enhancement.

One can analyze the diagram in Fig. 5.1b in a similar way. The regimes with a

hard internal quark and a hard gluon or a soft quark and a hard gluon have the same

power structure as before. The regime with a soft gluon and a hard quark now only

contributes at order g3 because there is no Bose enhancement. We have thus shown

that at leading order

Im Σret(P ) = −g2CF

∫ gT d4Q

(2π)4
Gµν

rr (Q) γµIm iS0
ret(P −Q)γν . (5.7)

The gluon propagator is resummed and the fermion propagator is bare.1 Note that

our derivation is only valid for the imaginary part of Σret and relied on that P ∼ T ,

P 2 ∼ g2T 2.

Let’s now find Σ< = −Σ12 for hard, on-shell quarks. This is easiest to do in the

1/2 basis. The relevant diagram can be seen in Fig. 5.2. We can write

−iΣ<(P ) = (ig)2CF

∫ d4Q

(2π)4
Gµν

< (Q) γµS<(P −Q)γν . (5.8)

where G< = G12 and S< = S12 can be either bare or resummed as before. The bare

gluon and quark propagators both contain a delta function. Furthermore G< has a

1A discerning reader might object that the quark propagator in eq. (5.7) is hard and almost on-
shell and should thus be resummed. This would bring about great complications since the equation
for Im Σret would then include a factor of Im Σret, i.e. we would get an integral equation that would
have to be solved self-consistently. Fortunately (P − Q)2 ∼ 2P · Q ∼ gT 2 ≫ g2T 2 so the internal
quark is not sufficiently on shell to warrant resummation.
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Bose enhancement at soft momenta because schematically

G< =
Π<

2iIm Πret

(Gret −Gadv) (5.9)

The power counting argument is thus the same as for Im Πret. In the end we get that

Σ<(P ) = (−i)g2CF

∫ gT d4Q

(2π)4
Gµν

rr (Q) γµS
0
<(P −Q)γν . (5.10)

where S0
< is a bare propagator. We have used that at leading order G< = Grr for soft

momenta.

We are now ready to calculate the resummed occupation density for hard, on-shell

quarks
Σ<

2iIm Σret

. (5.11)

Inserting Im iS0
ret(K) = πsgn(K0) /Kδ(K2), in eq. (5.7) and using P ≫ Q we get

Im Σret(P ) = −πg2CF sgn(p0) γµ /Pγν

∫ gT d4Q

(2π)4
Gµν

rr (Q) δ(2P ·Q). (5.12)

Note how all spinor indices can be taken out of the integral. Similarly inserting S0
<

in eq. (5.10) we get

Σ<(P ) =2πig2CF

[
fq(p)θ(p0) + (fq(p) − 1)θ(−p0)

]
γµ /Pγν

×
∫ gT d4Q

(2π)4
Gµν

rr (Q) δ(2P ·Q).
(5.13)

Im Σret and Σ< have the same matrix structure so we can take their ratio. We finally

get a very simple result for the resummed occupation number

F (P ) := − Σ<

2iIm Σret

= fq(p)θ(p0) + (1 − fq(p))θ(−p0) (5.14)

This makes perfect sense. The KMS condition tells us that F (P ) should reduce to

the Fermi-Dirac distribution fF (p0) in thermal equilibrium. Going from equilibrium

to non-equilibrium we made the correspondence fF (|p0|) → fq(p). Thus F must be a
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function in fq(p) that reduces to fF (p0) when we substitute fq(p) by fF (|p0|). Using

the identity

1 − fF (−x) = fF (x) (5.15)

it is easy to see that eq. (5.14) fulfills this condition.

We can also give a more physical explanation of eq. (5.14). p0 > 0 corresponds to

initial state quarks while p0 < 0 corresponds to final state quarks. The occupation

numbers are then exactly what we would expect from kinetic theory. Here 1 − fq(p)

is Pauli blocking which means that a fermion is less likely to be produced because of

the Pauli exclusion principle. Apart from this, the resummed momentum distribution

is the same as the bare momentum distribution.

5.2 The resummed rr fermion propagator

We have derived the resummed occupation number Σ</2iIm Σret for hard, on-shell

quarks. However, we have not yet shown that one can actually write

Srr =

[
1
2

+
Σ<

2iIm Σret

]
(Sret − Sadv) . (5.16)

or equivalently

S< =
Σ<

2iIm Σret

(Sret − Sadv) (5.17)

We will remedy that in this section. We assume throughout that f(p) = f(p). Our

argument is partially based on [25] and [72].

We have that

S< = Sret (−iΣ<)Sadv (5.18)

where

Sret =
i

/p− Σret

, Sadv =
i

/p− Σadv

(5.19)

and Σadv = Σ∗
ret. These identities can be derived in the same way as for scalar fields

in Chapter 2.

The physical (vacuum) mass of the light quarks is much smaller than the tem-
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perature of weakly interacting QGP and can thus be neglected. The free quark

propagators are then
i

/P −m
≈ i

/P
. (5.20)

The mass term in the propagator is fundamentally different from the /P term because

it does not contain a gamma matrix. This corresponds to mass term in the Lagrangian

breaking the chiral symmetry of the theory, ψ → eiαγ5

ψ. Using massless propagators,

the thermal self energy is Σ = Σµγ
µ. Interestingly, the quarks acquire a thermal mass

but chiral invariance is intact [73].1 We will use this fact throughout our analysis.

Assuming that f(p) = f(p) there are only two relevant four-vectors, the four-

velocity of the system, uµ, and the momentum of the quark, P µ. In the Lorentz

frame where uµ = (1, 0, 0, 0) we therefore have

Σ ∼ p. (5.21)

for all components of the self energy.

In order to show eq. (5.17) we will decompose the propagator into quark and

antiquark components of left- and right-handed helicity. See Appendix B for further

information on spinor indices. We write the Dirac matrices as

γµ =




0 σµ

σµ 0


 (5.22)

where σµ = (1,σ) and σµ = (1,−σ). σ are the usual Pauli matrices. The left- and

right-handed components of the retarded propagator are defined as

Sret =




0 SL
ret

SR
ret 0


 (5.23)

1In an QCD-like theory with nf flavours of massless quarks there is a SU(nf )V × SU(nf )A ×
U(1)V × U(1)A chiral symmetry of the Lagrangian. The SU(nf )A symmetry is spontaneously
broken at low temperatures but our perturbative formalism applies to high temperatures where the
symmetry is intact. Furthermore there is a U(1)A anomaly (see Chapter 30 of [74]) but that is a
non-perturbative effect that does not concern us.



5.2 The resummed rr fermion propagator 81

where

SL
ret =

i (p− Σret) · σ
(p− Σret)

2 , SR
ret =

i (p− Σret) · σ
(p− Σret)

2 (5.24)

and similarly for Sadv and Srr. Let’s focus on the right-handed component. Using

Σ ∼ p we can write

SR
ret =

i

(p− Σret)
2

[
p0 − Σ0 + (p− Σ · p̂) σ · p̂

]

=
i

2

[
1 − σ · p̂

p0 − Σ0 + p− Σ · p̂
+

1 + σ · p̂

p0 − Σ0 − p+ Σ · p̂

] (5.25)

where p̂ = p/p. Here Σ denotes Σret. We define u(p) and v(p) as the eigenvalues

of σ · p̂ with positive and negative eigenvalues respectively. The normalization is

u†u = v†v = 2p. Then

SR
ret =

i

2p

[
vv†

p0 + p− Σ · p−/p
+

uu†

p0 − p− Σ · p+/p

]
. (5.26)

See Appendix B for a derivation of the factors vv† and uu†. Here p+ µ = (|p|,p)

and p− µ = (|p|,−p). u corresponds to a right-handed quark because the pole of the

propagator has Re p0 > 0 and v is a left-handed antiquark. Similarly

SL
ret =

i

2p

[
uu†

p0 + p− Σ · p−/p
+

vv†

p0 − p− Σ · p+/p

]
. (5.27)

where now u is a right-handed antiquark and v is a left-handed quark.

In matrix form S< is given by

S< =




0 SL
ret (−iΣ< · σ)SL

adv

SR
ret (−iΣ< · σ)SR

adv 0


 (5.28)

In Appendix B we show that

u† σµ u = 2p+
µ , u† σµ u = 2p−

µ ,

v† σµ v = 2p−
µ , v† σµ v = 2p+

µ .
(5.29)
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Furthermore all combinations with one u and one v vanish. Using eq. (5.26) - (5.29)

and that Sadv = −S∗
ret it is straightforward to show that

SR
<

∣∣∣
v

=
p− · Σ<

2i p− · Im Σret

(
SR

ret − SR
adv

) ∣∣∣
v

SR
<

∣∣∣
u

=
p+ · Σ<

2i p+ · Im Σret

(
SR

ret − SR
adv

) ∣∣∣
u

SL
<

∣∣∣
v

=
p+ · Σ<

2i p+ · Im Σret

(
SL

ret − SL
adv

) ∣∣∣
v

SL
<

∣∣∣
u

=
p− · Σ<

2i p− · Im Σret

(
SL

ret − SL
adv

) ∣∣∣
u

(5.30)

Here SR
<

∣∣∣
v

refers to the v component of SR
< .

We have derived an expression relating S< and Sret −Sadv for all four components

of the quark field. These components do not interact with each other at photon or

gluon vertices. Therefore the LPM Feynman diagram decomposes into four diagrams

with the different components in the quark loop.

We have shown by an explicit calculation that Σ< and Im Σadv have the same

matrix structure. This means that

p− · Σ<

2i p− · Im Σret

=
p+ · Σ<

2i p+ · Im Σret

= −F (P ) (5.31)

Thus all four components have the same occupation density as expected in an isotropic

plasma at vanishing baryon chemical potential. We can thus write an elegant equation

for the full, resummed rr propagator for hard, on-shell quarks,

Srr =
[1
2

− F (P )
]

(Sret − Sadv) (5.32)

where

F (P ) = fq(p)θ(p0) + (1 − fq(p))θ(−p0). (5.33)
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The LPM effect in a non-equilibrium isotropic QGP

6.1 Summing four-point functions

In previous chapters we derived all the ingredients for evaluating the LPM effect in an

isotropic non-equilibrium QGP. Specifically we showed that the resummed occupation

number of soft gluons gives a O(g) enhancement as in equilibrium. We extended a sum

rule for integrals over gluon rungs. Furthermore we derived the resummed occupation

number of hard quarks. In this chapter our work culminates in finding an integral

equation that describes bremsstrahlung, pair-annihilation and the LPM effect in a

non-equilibrium QGP.

As we have discussed the rate of photon production, R, in a unit volume is

k
dR

d3k
=

i

2(2π)3
(Πγ

12)
µ

µ (6.1)

where Πγ µν
12 is a component of the photon self-energy and k is the photon momentum.

The external photons must link a quark and an antiquark. Thus we must evaluate

the four-point function

S1122(x1, x2; y1, y2) = 〈TC

{
ψ1(x1)ψ1(x2)ψ2(y1)ψ2(y2)

}
〉. (6.2)

See Fig. 6.1a for clarification of the indices. When going to momentum space we

can approximate the momentum in a quark rail as constant because it only changes

slightly through soft gluon exchange. We thus need to evaluate the diagram in Fig.

83
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m k

n l

x1

x2

y2

y1

(a)

1 2

1 2
P

K + P

P

K + P

(b)

Figure 6.1: Definition of the four-point function Snmkl(x1, x2; y1, y2) in position space.
n, m, k, l are either 1 or 2. Also shown is the diagram we need to evaluate, i.e. S1122

in momentum space.

6.1b.1 K is the photon momentum and P is the loop momentum.

Our analysis has all been done in the r/a basis in which power counting is much

simpler. To evaluate S1122 we have to express it in terms of four-point functions in

the r/a basis. Using that ψ1 = ψr +ψa/2 and ψ2 = ψr −ψa/2 it is easy to show that

S1122 =

Srrrr +
1
2
Sarrr +

1
2
Srarr − 1

2
Srrar − 1

2
Srrra

+
1
4
Saarr − 1

4
Sarar − 1

4
Sarra − 1

4
Sraar − 1

4
Srara +

1
4
Srraa

+
1
8
Sraaa +

1
8
Saraa − 1

8
Saara − 1

8
Saaar +

1
16
Saaaa.

(6.3)

At first sight our task seems daunting. We need to evaluate all these different four-

point functions. They correspond to Feynman diagrams with an arbitrary number of

gluon rungs. If there is no simple rule for the placement of r and a indices in internal

vertices in a four-point function we cannot sum up the diagrams with a different

number of gluon rungs.

For a QGP in thermal equilibrium Arnold, Moore and Yaffe used a KMS relation

to simplify the task [25]. Specifically, they used an identity from [75] that relates

1See [25] for further justification. They e.g. show why the diagram with a quark rail from x1

to x2 and another one from y1 to y2 does not contribute at leading order. They also show why
diagrams with crossed gluon rungs are not leading order.
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a
r r

r
=

a
r r

r a r a r

r
r r

a
=

r
r r

a r a r a

a
r r

a
= 0

r
r r

r
=

r
r r

r a r a r
+

r
r r

a r r a r
+

r
r r

a r a r r

Figure 6.2: Analysis of quark rails with begin and end with indices in the r/a basis.

r a

r

a r

r

Figure 6.3: Vertices that contribute at leading order.

four-point functions in equilibrium. At zero chemical potential

S1122 = α1Saarr + α2Saaar + α3Saara + α4Saraa

+ α5Sraaa + α6Sarra + α7Sarar + c.c.
(6.4)

where the coefficients depend on the incoming momenta. As an example α1 = fF (p0+

k0) (1 − fF (p0)). The derivation is similar to the one we gave of a KMS relation for

two-point functions in Chapter 2. We show below that Saarr is the only four-point

function in eq. (6.4) that contributes at leading order. Thus one gets that

S1122 = 2fF (p0 + k0)
(
1 − fF (p0)

)
ReSaarr. (6.5)

The KMS condition is not valid in non-equilibrium systems. We will therefore take

a different route to evaluate S1122, using the power counting scheme explicitly. Let’s
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P+K

P

a

a

r

r

P+K

P

r

r

a

a

Figure 6.4: The pairs of propagators that give pinching poles.

first analyze quark rails as in Fig. 6.2. At leading order all gluon rungs must be rr

propagators to get the 1/g enhancement. Furthermore there is always an odd number

of a indices at a vertex as we showed in Chapter 2. Thus one quark propagator ends

in a and the other one in r at each vertex, see Fig. 6.3. Finally, we will use that aa

propagators vanish identically.

We first consider a quark rail that starts with a and ends with r. (To help the

reader we colour Sra blue and Sar red in Fig. 6.2.) The first propagator must be

Sar because Saa vanishes. The next propagator must start with a and thus it is also

Sar. Continuing like this we see that the rail must end with r and that all quark

propagators are Sar. Similarly, a quark rail that starts with r and ends in a can only

have Sra propagators. Finally, a quark rail that starts and ends with a vanishes at

leading order in our momentum regime. Thus we can ignore Saraa, Saara, Sarra, Sraar,

Saaar, Sraaa and Saaaa. (In fact Saaaa vanishes at all orders [75].)

Quark rails that start and end with r are slightly more involved. A straightforward

analysis shows that they always consist of zero or more Sra propagators, then one Srr

and finally zero or more Sar propagators. For a rr quark rail with n propagators

there are therefore n possibilities depending on where the Srr propagator is. See Fig.

6.2 for the case of a rail with two gluon rungs.

We now analyze the remaining nine four-point functions. At leading order each

pair of propagators must give pinching poles. By a pair we mean propagators from

the two quark rails that are between the same gluon rungs. Sra = Sret and Sar = Sadv

have poles on each side of the real axis so we need one of each in a pair, see Fig. 6.4.

The pole structure of Srr can be seen from

Srr =
[1
2

− F (P )
]

(Sret − Sadv) . (6.6)



6.1 Summing four-point functions 87

a r a r a r

r a r a r a

r a r a r a

a r a r a r

Figure 6.5: Srara and Sarar. There are no pinching poles so these diagrams do not
contribute at leading order.

a r a r a r

r r a r a r

r

r

r

r

P+K

P

Figure 6.6: The only way of placing r/a indices in Srarr at leading order. In a general
diagram with arbitrarily many gluon rungs Srr must still be on the far left.

where

F (P ) = fq(p)θ(p0) + (1 − fq(p))θ(−p0) (6.7)

as we showed in last chapter. Srr has poles on both sides of the real axis, the term

that does not give pinching poles can be dropped.

Our knowledge of quark rails tells us that Srara and Sarar have no pinching poles

and can thus be discarded, see Fig. 6.5. Then there are seven four-point functions

left which we will express in terms of Srraa and Saarr. To get pinching poles from all

pairs in Srarr we must place the indices as in Fig. 6.6 with Srr on the far left. Eq.

(6.6) then gives that at leading order

Srarr =
(1

2
− F (P )

)
Saarr. (6.8)

The leading order diagram for Saarr is in Fig. 6.7. Similarly one can show that

Srrar = −
(1

2
− F (P )

)
Srraa (6.9)

Sarrr = −
(1

2
− F (P +K)

)
Saarr (6.10)

Srrra =
(1

2
− F (P +K)

)
Srraa. (6.11)
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a r a r a r

a r a r a r

r

r

r

r

P+K

P

Figure 6.7: The only way of placing r/a indices in Saarr at leading order.

The only four-point function left is Srrrr, the analysis of which is more involved.

There is exactly one rr propagator on each quark rail. The Srr propagators must be

either on top of each other or immediately diagonal to each other, see Fig. 6.8 for

how we will miss a pinching pole pair otherwise.

For specificity we consider the case of two gluon rungs. Then there are three

possibilities of having the rr propagators on top of each other. In Fig. 6.9 we rewrite

them at leading order using eq. (6.6). In Fig. 6.10 we rewrite the remaining leading

order contributions. Summing all the contributions we see that most terms cancel

and only terms corresponding to Srraa and Saarr remain, see Fig. 6.11. It is easy to

see that a similar cancellation takes place for an arbitrary number of gluon rungs.

Specifically four-point functions with Srr immediately diagonal to each other cancel

out with four-point functions with Srr on top of each other. We are then left with

Srrrr = −
(1

2
− F (P )

)(1
2

− F (P +K)
)

[Srraa + Saarr] (6.12)

Eq. (6.12) can be viewed as an expression of unitarity, i.e. the fact that probability

is conserved in quantum theory. The S-matrix is the time evolution operator from

the distant past to the distant future. Unitarity implies

S†S = 1. (6.13)

It is convenient to define the transfer matrix T by S = 1 + iT . It describes the

probability of scattering and must satisfy

T †T = i
(
T † − T

)
. (6.14)
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r r a r a r

r a r a r r

r

r

r

r

Figure 6.8: An example of a diagram that does not contribute to Srrrr at leading
order because the Srr propagators are placed too far apart. The propagators in the
middle do not give pinching poles.

Srraa is composed of retarded propagators for quarks and antiquarks. It describes

their propagation in the medium as can be seen from the factor θ(t) in configura-

tion space. Thus it corresponds to iT . 1 Similarly Saarr is composed of advanced

propagators describing propagation backwards in time and therefore it corresponds

to −iT †. Finally, Srrrr is a completely symmetric four-point function without time

ordering. It can be viewed as composed of Srraa and Saarr four-point functions so it

corresponds to T †T . The factors with F (P ) and F (P +K) in eq. (6.12) denote Pauli

blocking because of other quarks in the medium.

We have evaluated all the terms in eq. (6.3) at leading order. Summing them up

using eq. (6.8) to (6.12) gives

S1122 = F (P +K) (1 − F (P )) [Srraa + Saarr] (6.15)

It is easy to see that Srraa = S∗
aarr, either from their definition or from the fact that

S∗
ra = −Sar. We have thus derived that

S1122 = 2F (P +K) (1 − F (P )) ReSaarr (6.16)

without using the KMS condition. This expression is convenient because Saarr has

a simple structure, see Fig. 6.12. Of course this reduces to eq. (6.5) in thermal

equilibrium because F (P ) reduces to fF (p0).

1Even the diagram without a gluon rung includes scattering because the quark propagators are
resummed.
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r r a r a r

r r a r a r

= −
(

1
2

− F (P )
) (

1
2

− F (P +K)
)

×
[

r a a r a r

r a a r a r

+

a r a r a r

a r a r a r

]

r a r r a r

r a r r a r

= −
(

1
2

− F (P )
) (

1
2

− F (P +K)
)

×
[

r a r a a r

r a r a a r

+

r a a r a r

r a a r a r

]

r a r a r r

r a r a r r

= −
(

1
2

− F (P )
) (

1
2

− F (P +K)
)

×
[

r a r a a r

r a r a a r

+

r a r a r a

r a r a r a

]

Figure 6.9: Leading order contributions to Srrrr where the Srr propagators are on top
of each other.
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r a r r a r
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=
(

1
2

− F (P )
) (

1
2

− F (P +K)
)

r a a r a r

r a a r a r

r a r r a r

r a r a r r

=
(

1
2

− F (P )
) (

1
2

− F (P +K)
)

r a r a a r

r a r a a r

r a r a r r
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(
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Figure 6.10: Leading order contributions to Srrrr where the Srr propagators are di-
agonal to each other.

r r

r r

= −
(

1
2

− F (P )
) (

1
2

− F (P +K)
)

×
[

r a r a r a

r a r a r a

+

a r a r a r

a r a r a r

]

Figure 6.11: All leading order contributions to Srrrr after simplification.
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a r

+
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+

a r a r a r

a r a r a r

+ . . .

Figure 6.12: Leading order diagrams contributing to Saarr.
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6.2 Summing ladder diagrams

The only thing left is to evalute Saarr by summing up the ladder diagrams in Fig.

6.12. The discussion will be brief because the derivation is almost the same as in

thermal equilibrium [25]. We use the same notation which is taken from [76]. All

equations are for the case of fermionic quarks.

In Chapter 5 we decomposed the retarded fermion propagator into a left-handed

and right-handed part which do not interact. The right-handed part can be written

as

SR
ret(P ) =

i

2p

[
vv†

p0 − Σ0 + p− Σ · p̂
+

uu†

p0 − Σ0 − p+ Σ · p̂

]
. (6.17)

We are interested in the case of hard, on-shell quarks that are collinear with the

photon. If the photon is travelling in the z direction, the quark momentum is pz ∼ T

and p⊥ ∼ gT where p⊥ = (px, py, 0). Furthermore p0 = pz + O(g2T ). We define

the thermal mass of the quark as m2
∞ = 2P · Re Σ and the decay width by p0Γ =

−2P · Im Σ. The are both of order g2T . A simple calculation shows that up to order

O(g2) in denominators we can write

SR
ret(P ) =

i

2p

[
vv†

p0 + Ep + iΓp/2
+

uu†

p0 − Ep + iΓp/2

]
(6.18)

where Ep =
√
p2

z + p2
⊥ +m2

∞ is the energy of the quasiparticle. The first term corre-

sponds to p0 ∼ −p and the second one to p0 ∼ p.

We need an expression for the gluon vertices. We can consider the spinors u and

v from the neighbouring propagators as part of the vertices. We use results from

Appendix B. For terms with p0 ∼ p we get

u†(p)σµu(p) = 2(p,p) ≈ 2(p0,p) = 2P µ (6.19)

and for terms with p0 ∼ −p we get

v†(p)σµv(p) = 2(p,−p) = −2(p0,p) = −2P µ. (6.20)
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The minus sign is cancelled by minus signs from the other quark rail. Thus all vertices

are of the form 2P µ which is the same as in scalar QCD. Furthermore u†σµv = v†σµu =

0 showing that the different modes do not interact. Similarly the photon vertices give

a factor 2P µ +Kµ.

We must find the contribution from pinching poles by integrating over pairs of

propagators as in Fig. 6.4. The integral

F(P ;K) =
∫ dp0

2π
SR

adv(K + P )SR
ret(P ) (6.21)

is easy to evaluate using eq. (6.18) and the corresponding equation

SR
adv(P +K) =

i

2|p + k|

[
vv†

p0 + k0 + Ep+k − iΓp+k/2

+
uu†

p0 + k0 − Ep+k − iΓp+k/2

]
.

(6.22)

The residue theorem gives that

F(P ;K) =
1

4pz(pz + k)
[

1
2
(Γp + Γp+k) + iδE

] . (6.23)

where we omit the spinor structure and include it as part of the vertices. The de-

nominator is the distance between poles from SR
adv(K+P ) and SR

ret(P ). δE is defined

as

δE = k0 + Ep sgn(pz) − Ep+k sgn(pz + k). (6.24)

It is of order g2 for collinear quarks and photons.

We are now ready to evaluate the ladder diagrams in Fig. 6.13. The procedure

is explained in Fig. 6.14. We get an integral equation for the effective vertex, D,

in terms of the bare photon vertex, I, the gluon rung, M, and pinching poles from

quark propagators, F . See Fig. 6.15 for the definition of these quantities.
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+ + + . . .

=

Figure 6.13: The diagrams that contribute at leading order to the photon polarization
tensor Πγ

12. Red propagators are Sar and blue propagators are Sra.

= +

Figure 6.14: Procedure for summing up the diagrams in Fig. 6.13.

D =

I =

M =

F =

Figure 6.15: Definition of the quantities in eq. 6.25.
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The integral equation is formally

Dµ = Iµ +
∫

MFDµ. (6.25)

It can be cast in a simple form by defining

fµ(p) = −4pz(pz + k)
∫ dp0

2π
FDµ. (6.26)

f is implicitly dependent on k. In our case of fermionic quarks one gets that [25]

2P µ +Kµ =
(
iδE +

1
2

(Γp + Γp+k)
)
fµ(p) −

∫ d2q⊥

(2π)2
C(q⊥)fµ(p + q⊥) (6.27)

The term on the left-hand side comes from the photon vertex. The former term on

the right-hand side is the effective photon vertex with δE and Γ coming from pinching

poles. The last term is the integral in eq. (6.25). The collision kernel, C, comes from

the gluon rung and is defined by

C(q⊥) = g2CF

∫ dq0dqz

(2π)2
2πδ(q0 − qz) Grr(Q)µνK̂µK̂ν . (6.28)

In Chapter 4 we evaluated it to be

C(q⊥) = g2CF ΩT

[
1

q2
⊥

− 1
q2

⊥ +m2
D

]
. (6.29)

where Ω is the occupation density of soft gluons and m2
D is the Debye mass.

We have yet to find the decay width Γ. In Chapter 5 we showed that

Im Σret(P ) = −πg2CF sgn(p0) γµ /Pγν

∫ d4Q

(2π)4
Gµν

rr (Q) δ(2P ·Q). (6.30)

Using that Gµν
rr is a symmetric tensor and that

1
2

(
γµ /Pγν + γν /Pγµ

)
= Pµγν + Pνγµ − /Pgµν (6.31)
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we can write

2P · Im Σret(P ) = −4πg2CF sgn(p0) PµPν

∫ d4Q

(2π)4
Gµν

rr (Q) δ(2P ·Q). (6.32)

for an on-shell momentum. A simple rewriting using P µ/p0 ≈ K̂µ then shows that

Γ = g2CF

∫ d4Q

(2π)4
2πδ(q0 − qz) Gµν

rr (Q)K̂µK̂ν . (6.33)

We see that Γp is independent of the momentum p at leading order. Furthermore

Γ =
∫ d2q⊥

(2π)2
C(q⊥) (6.34)

This is an example of a more general result. Using the Ward identity, Gagnon and

Jeon have shown that the collision kernel and decay width must be the same in ladder

diagrams for evaluating transport coefficients [77, 78].

Using eq. (6.34) we can rewrite our integral equation as

2P µ +Kµ = iδEfµ(p) +
∫ d2q⊥

(2π)2
C(q⊥) [fµ(p) − fµ(p + q⊥)] . (6.35)

This is a Boltzmann-like equation with an intuitive interpretation. fµ(p; k) is the

distribution of quarks with momentum p emitting a photon with momentum k.

iδEfµ(p; k) can be viewed as the time derivative of f in momentum space. It de-

scribes how the quark looses energy by emitting a photon. As the energy difference

δE is greater the process is more rapid. The integral, on the other hand, describes

how the quark changes its momentum through the exchange of soft gluons with the

medium. There is a gain term coming from the gluon rungs and a loss term coming

from the quark self-energy.

The only thing left is to express the photon production rate in terms of fµ. The

sum over all ladder diagrams is

W µν =
∫ d4P

(2π)4
2F (P +K) (1 − F (P )) IµRe [FDν ] . (6.36)
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Here we have used eq. (6.16) to relate S1122 and Saarr. This can be conveniently

written as

W µν =
∫ d3p

(2π)3

F (P +K) [1 − F (P )]
2pz(k + pz)

(2P µ +Kµ)Re f ν(p; k) (6.37)

where p0 = (−k0 + Ep sgn(pz) + Ep+k sgn(pz + k))/2. This equation has been

derived for fermionic quarks but it happens to be equally valid for scalar QCD. Finally

one substitutes this in eq. (6.1). The final result for photon production through

bremsstrahlung and pair-annihilation including the LPM effect is then

k
dR

d3k
=

3Q2αEM

4π2

×
∫ d3p

(2π)3
F (P +K) [1 − F (P )]

pz 2 + (pz + k)2

2pz 2(pz + k)2
2p⊥ · Re f(p; k)

(6.38)

The new factors in pz and k come from summing over the physical polarization of the

photon [25]. Q is defined by

Q2e2 =
∑

flavour

q2 (6.39)

where we sum over the charge squared of different flavours of quarks.

6.3 Summary of results

We summarize our results for a non-equilibrium QGP with an isotropic momen-

tum distribution. We have shown that the photon production rate, R, through

bremsstrahlung and pair-annihilation taking the LPM effect into account is given

by

k
dR

d3k
=

3Q2αEM

4π2

∫ d3p

(2π)3
F (P +K) [1 − F (P )]

pz 2 + (pz + k)2

2pz 2(pz + k)2
2p⊥ · Re f(p; k)

(6.40)
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where k is the photon momentum. F is the momentum distribution of quarks with

Fermi suppression of outgoing quarks taken into account,

F (P ) = fq(p)θ(p0) + (1 − fq(p))θ(−p0) (6.41)

Here p0 = (−k0 + Ep sgn(pz) + Ep+k sgn(pz + k))/2

To find the transversal components of f one must solve the integral equation

2p⊥ = iδE f(p) +
∫ d2q⊥

(2π)2
C(q⊥) [f(p) − f(p + q⊥)] . (6.42)

δE is given by

δE = k0 + Epsgn(pz) − Ep+ksgn(pz + k). (6.43)

where Ep =
√
p2 +m2

∞ and m2
∞ is the non-equilibrium thermal mass of hard quarks.

The collision kernel in the integral equation is simply

C(q⊥) = g2CF ΩT

[
1

q2
⊥

− 1
q2

⊥ +m2
D

]
(6.44)

The results are quite simple. Apart from F (P ) the equations only depend on

three constants, Ω, m2
D and m2

∞. Ω is the density of soft gluons sourced by hard

quasi-particles. It is given by

Ω =
− ∫∞

0 dy y2 d
dy

[2Nffq + 2Ncfg]
∫∞

0 dy y2 [2Nffq(1 − fq) + 2Ncfg(1 + fg)]
(6.45)

where fg is the gluon distribution function and y = p/T . In thermal equilibrium

Ω = 1 but in general it can have any positive value. m2
D is the non-equilibrium Debye

mass which describes the screening of chromoelectric fields. It is given by

m2
D =

g2

π2

∫ ∞

0
dp p [2Nffq(p) + 2Ncfg(p)] (6.46)

Finally, m2
∞ is the non-equilibrium thermal mass of hard quarks. It is given by

m2
∞ = 2K · Re Σret(K). By evaluating the full self-energy for hard quarks one gets
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that

m2
∞ =

g2CF

π2

∫ ∞

0
dp p [fg(p) + fq(p)] . (6.47)
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7

Conclusion and next steps

In this work we have investigated how a quark-gluon plasma (QGP) shines when it

is not in thermal equilibrium. The final goal is to use photons to learn about non-

equilibrium properties of the QGP formed in heavy-ion collisions. Specifically we

would like to extract transport coefficients, like shear viscosity and bulk viscosity,

from photonic observables.

There are two leading-order processes for photon emission in the QGP. One is

two-to-two scattering with a photon in the final state. We evaluated corrections to

this channel due to bulk viscosity, complementing a previous study of shear viscosity

[39]. We simulated photons in heavy-ion collisions and checked the effect of the bulk

viscous correction. The yield of photons was nearly unchanged but the elliptic flow

was reduced.

The other process is photon emission through quark bremsstrahlung and annihila-

tion of a quark and an antiquark. This thesis is the first study of these channels in a

non-equilibrium QGP. They are more involved because of the Landau-Pomeranchuk-

Migdal (LPM) effect which says that the quarks scatter off particles in the medium

while emitting a photon. We derived an integral equation describing these channels

without using the Kubo-Martin-Schwinger relation which is only valid in equilibrium.

We assumed an isotropic momentum distribution of quarks and gluons. The integral

equation is dependent on the screening length of chromoelectric fields, the thermal

mass of hard quarks and the occupation density of soft gluons.

An immediate next step is to solve the integral equation for bulk viscous correc-

tions. Our results should also be extended to non-isotropic momentum distributions.
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This would allow us to evaluate shear viscous corrections to all leading order pro-

cesses of photon production. Finally the LPM effect is not unique to photons. Jets

propagating in a QGP loose energy and broaden in a process similar to that in this

thesis. An interesting future direction is to analyze jets in a non-equilibrium medium,

allowing us to learn about the transport coefficients of QGP through jets.



A

The Feynman rules of QCD

This appendix is a brief refresher on quantum chromodynamics (QCD). See [48, 74]

for further details.

QCD is a gauge theory with a SU(3) gauge group. The corresponding charge is

called colour. The Lagrangian is

L = −1
4
F a

µνF
µν
a + ψ

(
i /D −m

)
ψ. (A.1)

Here ψ are the quark fields which are spinors. They transform in the fundamental

representation of SU(3) and thus come in Nc = 3 colours. Furthermore

Dµ = ∂µ − igAa
µt

a (A.2)

is the covariant derivative with ta being the eight generators of SU(3) and Aa the

gluon fields. a is a colour index for the gluon. The field strength is defined by

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gfabcAb

µA
c
ν (A.3)

fabc are the structure constants which are defined by

[
ta, tb

]
= ifabctc. (A.4)

We see that gluons transform in the adjoint representation of SU(3) and thus come

in eight colours.
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a, µ a, µ, k

b, ν, p c, ρ, q

b, ν

d, σc, ρ

a, µ
b, µ

ca, p

Figure A.1: Vertices in QCD. a, b, c, d are colour indices, µ, ν, ρ, σ are Lorentz
indices and p, k, q are incoming momenta.

There are six flavours of quarks called up, down, strange, charm, bottom and

top. The last three are too heavy to thermalize in heavy-ion collisions. We thus

only consider up, down and possibly strange quarks all of which we approximate as

massless.

When quantizing non-abelian gauge theories like QCD one must introduce fictional

fields called Faddeev-Popov ghosts to preserve the gauge independence of physical re-

sults. In this thesis we work in the Feynman gauge. After gauge fixing the Lagrangian

then becomes

L = −1
4
F a

µνF
µν
a − 1

2

(
∂µAa

µ

)2
+ ψ

(
i /D −m

)
ψ + ca

(
−∂µDac

µ

)
cc. (A.5)

where

Dac
µ = δac∂µ + gfabcAb

µ. (A.6)

Here c are the ghost fields which transform in the adjoint representation of SU(3).

Staring at the Lagrangian in eq. (A.5) we see that there are four interaction terms,
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see Fig. A.1. Using the notation from [48] the quark-gluon vertex is

igγµta (A.7)

the three gluon vertex is

gfabc [gµν(k − p)ρ + gνρ(p− q)µ + gρµ(q − k)ν ] (A.8)

and the four gluon vertex is

−ig2
[
fabef cde(gµρgνσ − gµσgνρ)

+facef bde(gµνgρσ − gµσgνρ)

+fadef bce(gµνgρσ − gµρgνσ)
]
.

(A.9)

Finally there is a vertex with one gluon and two ghosts which has value

gfabcpµ. (A.10)

To evaluate Feynman diagrams we need to be able to handle the generators ta and

structure constants fabc of the gauge group. In this thesis we only need a few simple

facts. The generators are usually normalized so that

Tr[tAtB] = tAcd t
B
dc =

1
2
δAB. (A.11)

Here A and B label the generators (adjoint representation) and c and d label their

matrix elements (fundamental representation). Using the Casimir operator one can

then show that

tAab t
A
bc = CF δac (A.12)

where CF = (N2
c − 1)/2Nc = 4/3. The corresponding formula in the adjoint repre-

sentation is

fACDfBCD = Ncδ
AB. (A.13)



B

Spinors

In this appendix we derive some results about spinors used in the main part of the

thesis. Spin 1/2 fields are represented by a four-component object, ψ, called a spinor.

Under Lorentz transformations

ψ → exp(− i

2
ωµνS

µν)ψ (B.1)

where e.g. ω12 is the rotation angle around the third axis and ω01 is the rapidity we

boost with in the direction of the first axis [48].

In order to fulfill the commutation relations of Lorentz transformations we write

Sµν =
i

4
[γµ, γν ] . (B.2)

Here γµ is a collection of four 4 × 4 matrices that satisfy

{γµ, γν} = 2gµν (B.3)

where gµν is the usual Minkowski metric. A convenient convention for the gamma

matrices is

γµ =




0 σµ

σµ 0


 (B.4)
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where σµ = (1,σ), σµ = (1,−σ). σ are the usual Pauli matrices

σ1 =



0 1

1 0


 , σ2 =



0 −i
i 0


 , σ3 =



1 0

0 −1


 (B.5)

that satisfy [σi, σj] = 2iǫijkσk and {σi, σj} = 2δij.

We define u(p) and v(p) as the eigenvectors of p · σ with eigenvalues +1 and

−1 respectively. They correspond to states with spin parallel or anti-parallel to the

particle’s momentum, also known as right-handed or left-handed states or states with

positive or negative helicity. For massless particles the helicity is invariant under

Lorentz transformations. We define the states with normalization

u†u = v†v = 2p. (B.6)

It’s easy to show that

uu† =
1 + p̂ · σ

p
(B.7)

and

vv† =
1 − p̂ · σ

p
(B.8)

by calculating the matrix elements on both sides in the orthogonal (u, v) basis.

In the main part of the text we need to evalute expressions of the form u†σµu.

This is trivial for µ = 0. For the spatial indices we note that

p̂ · σ σi p̂ · σ = p̂np̂m σnσiσm

= p̂np̂m
(
−σiσn + 2δin

)
σm

= −σi + 2p̂i p̂ · σ

(B.9)

where we used that p̂ · σ p̂ · σ = 1. Multiplying by u† on the left and u on the right

we get that

u†σiu = 2pi (B.10)
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and similarly

v†σiv = −2pi. (B.11)

Similar tricks give that u†σiv = 0 and v†σiu = 0.

To summarize

u† σµ u = 2p+
µ

u† σµ u = 2p−
µ

v† σµ v = 2p−
µ

v† σµ v = 2p+
µ

(B.12)

where p+ µ = (|p|,p) and p− µ = (|p|,−p). All combinations with one u and one v

vanish.



C

Final results from Chapter 3

C.1 Hard momentum loops

In this appendix we present final results for the bulk viscous correction to photon

production through two-to-two scattering. We start with the hard loop part, see

Chapter 3 for the notation. The bulk viscous correction to the u and t channels to

first order in δfbulk is

Γbulk

∣∣∣∣∣
hard; t,u

= − N
16(2π)6k

∫ ∞

qcut

dq
∫ q

max{q−2k,−q}
dω

∫ ∞

(q−ω)/2
dp′

[(
1 − 2p′k(1 − cos θkq cos θp′q)

ω2 − q2

)
fF (ω + k) fB(p′)

(
1 − fF (ω + p′)

)

×
{(

1 − fF (ω + k)
)
χF (ω + k) +

(
1 + fB(p′)

)
χB(p′)

− fF (ω + p′) χF (ω + p′)
}

− 2p′k(1 − cos θkq cos θp′q)
ω2 − q2

fF (ω + k) fF (p′)
(
1 + fB(ω + p′)

)

×
{(

1 − fF (ω + k)
)
χF (ω + k) +

(
1 − fF (p′)

)
χF (p′)

+ fB(ω + p′) χB(ω + p′)
}]

(C.1)

where

cos θkq =
ω2 − q2 + 2kω

2kq
(C.2)

and

cos θp′q =
ω2 − q2 + 2ωp′

2qp′
. (C.3)
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We have written

δfbulk = −feq (1 ± feq)χ(p)
Π

15(ǫ+ P)(1
3

− c2
s)

(C.4)

so

χ(p) =

(
m2

E
− E

)
. (C.5)

F refers to fermions (quarks) and B refers to bosons.

We can write down a similar expression for the s channel, see [39] for a derivation.

Γbulk

∣∣∣∣∣
hard; s

= − N
16(2π)6k

∫ ∞

k
dω

∫ ω

|2k−ω|
dq

∫ (ω+q)/2

(ω−q)/2
dp′

[
2p′k(1 − cos θkq cos θp′q)

ω2 − q2
fB(ω − p′) fF (p′)

(
1 − fF (ω − k)

)

×
{(

1 + fB(ω − p′)
)
χB(ω − p′) +

(
1 − fF (p′)

)
χF (p′)

− fF (ω − k) χF (ω − k)
}]

(C.6)

Note that there is no cutoff in the integrals because they are not infrared divergent.

Here

cos θkq =
q2 − ω2 + 2kω

2kq
(C.7)

and

cos θp′q =
q2 − ω2 + 2ωp′

2qp′
. (C.8)
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C.2 Soft momentum loops

In chapter 3 we showed that photon production from the soft loop part is

k
dR

d3k

∣∣∣∣∣
soft

= −8e2Q2NC

2(2π)3

fq(k)
k

∫ qcut d3q

(2π)3
Im

K · (Q− Σret(Q))
(Q− Σret(Q))2

∣∣∣∣∣
q0=q·k̂

(C.9)

where

Σµ
ret(Q) = CFg

2
∫ pdp

2π2

dΩp

4π
(fq(p) + fg(p))

P µ

P ·Q+ iǫ

∣∣∣∣∣
p0=p

. (C.10)

We write the self-energy as

Σµ
ret = Σµ

eq − Π
15(ǫ+ P)(1

3
− c2

s)
Σµ

bulk. (C.11)

The equilibrium part contains the equilibrium distribution and the bulk viscous part

contains δfbulk.

A simple calculation shows that the equilbrium self-energy is

Σµ
eq(Q) =

g2T 2CF

8q
[α(z)Qµ/q + β(z)uµ] (C.12)

where z = q0/q and

α(z) = zQ0(z) − 1 − iz
π

2

β(z) = (1 − z2)Q0(z) + z − i(1 − z2)
π

2
.

(C.13)

Here

Q0(z) =
1
2

ln
1 + z

1 − z
. (C.14)

is a Legendre function of the second kind. Since the bulk viscous momentum distri-

bution is isotropic the evaluation of Σbulk is almost identical. One gets that

Σµ
bulk =

g2T 2CF

2π2q
[α(z)Qµ/q + β(z)uµ]Abulk (C.15)
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where

Abulk =
∫ ∞

0
dx x [fF (x)(1 − fF (x))χF (x) + fB(x)(1 + fB(x))χB(x)] (C.16)

with x = q/T .

The only thing left is to expand C.9 up to first order in δfbulk. One gets that

Γbulk(k)

∣∣∣∣∣
soft

=
8e2Q2Nc

2(2π)3

fF (k)
k

×
∫ qcut d3q

(2π)3

[
− Im

(
K · Σbulk

Q2
0

)
+ 2 Im

(
K ·Q0

Q2
0

Q0 · Σbulk

Q2
0

)

+ (1 − fF (k))χF (k) Im

(
K ·Q0

Q2
0

)]∣∣∣∣∣
q0=q cos θ

(C.17)

Here we have defined

Qµ
0 = Qµ − Σµ

eq. (C.18)

This complicated integral must be done numerically.
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