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Abstract

This work presents the use of a new design methodology for the creation of analog in­

tegrated circuit components featuring optimization with Matlab and Simulink. This proce­

dure aI10ws circuit design to take place at the highest level of abstraction, and has the added

advantage that designs can he implemented with currently used, and widely available tools.

Il results in building black requirements being specified prior to the undertaking of transis­

tor level simulations, thereby saving much valued design time.

Also presented are the issues behind the design of an audio-band, single bit switched

capacitor delta-sigma modulator with 16 bits of perfonnance. This begins with the filtering

function design, continues with the realization in a low voltage standard CMOS process,

and concludes with experimental measurements to gauge Performance. The creation of the

modulator was carried out using the proposed top-down design methodology, and its ex­

perimental perfonnance is used to help validate the procedure.

In addition, the design and fabrication of a multibit LU: modulator including a novel in­

ternaI DAC was carried out. The multibit DAC is based on encoding DC levels into digital

PDM bitstreams, which are then decoded by a single analog filter. The use of a single fil­

tering path reduces mismatch effects in the DAC. The functionality, performance, and lim­

itations are explored by examining the experimental results of a 2.5 V, audio-band, 2nd

order, 3-bit LU: modulator in a 0.25 Jlm CMOS process.
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Résumé

Ce travail présente l'utilisation d'une nouvelle approche de conception pour la création

des composants analogiques de circuit intégré comportant l'optimisation avec Matlab et

Simulink. Ce procédé permet à la conception de circuit d'avoir lieu à un niveau d'abstrac­

tion plus élevé et al'avantage que la conception peut être effectuée avec les outils actuels

disponibles et largement utilisés. Il a comme conséquence conditions de module qui sont

définies avant le début des simulations au niveau des transistors, reduisant consideralement

le temps de conception.

Les differents aspects de la conception d'un modulateur delta-sigma avec 16 bits de ré­

solution pour une application audio sont également présentés. Ceci commence par la con­

ception des fonctions de filtrage, la réalisation dans une technologie CMOS à basse tension

s'en suit, et finit avec des mesures expérimentales pour mesurer l'exécution. La création du

modulateur a été effectuée en utilisant la méthodologie de conception hierarchique (haut

vers le bas) proposée, et son exécution expérimentale est utilisée pour valider le processus.

De plus, la conception et la fabrication d'un modulateur âL multibit comprenant une

nouvelle topologie de DAC interne ont été fabriqué. Le DAC multibit est basé sur l'encod­

age des niveaux DC dans les trains d'onde digitaux de PDM, qui sont alors décodés par un

filtre analogique. L'utilisation d'une voie d'accès de filtrage simple attenue l'impact des

erreurs liées au DAC. La fonctionnalité, l'exécution et les limitations sont explorées en ex­

aminant les résultats expérimentaux du modulateur AL de deuxième ordre avec 3-bits fonc­

tionnant à 2.5 V conçu pour une application audio et fabriqué dans un procédé CMOS de

0.25 J,lm.
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CHAPTER 1 Introduction
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This chapter will discuss the motivation for the work that will be presented in the thesis.

Featured among this work is a new top-down design methodology using Mallab and Sim­

ulink, which will he validated through the fabrication and testing of an integrated circuit.

Also featured is a review of the issues behind the design of LU: modulators, including the

design of their filtering functions, the implementation of a modulator in a low voltage pro­

cess, and other associated problems.

1.1 Motivation

A top-down design methodology consists of the division of labour in a progressive

manner, among several levels of abstraction. On the conception of an idea and the setting

of performance goals, design at the system level can commence. It is at this stage that the

functionality of the proposed system is tested, the design or selection of a high level archi­

tecture is made, and the analog building blocks necessary for implementation are deter­

mined. Following this, the implementation of the building blocks at the circuit transistor

level is performed, followed by the layout implementation of the transistors and other com­

ponents, and this is then completed by jabricating the design in silicon. A top-down design

cycle is illustrated in Figure l.1.

l
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Chapter 1: Introduction

Circ.il

lAyoilt

Fab

Figure 1.1: Top.Down Design Flow

In particular, the design of analog systems primarily consists of three obstacles:

1. The selection of an architecture.

2. The determination of the specifications for the analog building blocks necessary to

implement the chosen architecture.

3. The minimization of the effects due to circuit non- idealities.

These are usually done separately, and more often than not, most of the building block

specifications and non-idealities are explored through simulation at the transistor level us­

ing circuit simulation programs such as SPICE. To verify the circuit with respect to changes

in passive component (resistor, capacitor, etc....) and transistor characteristics requires sim­

ulation over the full range of these variations. Obtaining performance curves, when consid­

ering a single architecture, let alone multiple architectures, also requires multiple

simulations. Attempting to perform this type of analysis at a low level can be problematic

due to long simulation times [1]. Most system simulations require days to run for each case

given the fastest workstations. As a result, the design cycle will take too long to practically

meet the market demands for the technology, especially given the rapid progression seen

today. Table 1.1, shows the Semiconductor Industry Association (SIA) predictions made in

2
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Chapter 1: Introduction

Feature 1999 2002 2005 2008 2011 2014
Line Width (Jlm) 0.18 0.13 0.10 0.07 0.05 0.035

TransistorslChip (Millions) 23.8 47.6 190 539 1523 4308

Frequency (MHz) 1200 1600 2000 2500 3000 3600

Metal Layers (max) 7 8 9 9 10 10

Supply Voltage (volts) 1.5-1.8 1.2-1.5 0.9-1.2 0.6-0.9 0.5-0.6 0.3-0.6

Table 1.1: Long-term Technology Roadmap [2]

1999. As is evident, Very Large ScaIe Integrated circuit (VLSI) technology feature sizes are

expected to shrink, re-enforcing the need for shorter design cycles.

On top of this problem, the results obtained from SPICE may he limited by rounding

and truncation eITors which accumulate over the large amount of time steps needed for ac­

curate simulation. Furthermore, it is often difficult to focus on key design parameters when

working with many integrated devices at the transistor level. In addition to this, the entire

procedure must he carried out for each architecture selected, necessitating even further sim­

ulation. Therefore, the designer has to he very careful when choosing an architecture for

fear of losing much time in the initial design stages.

In order to reduce the number of design iterations and to hetter explore the design op­

tions, it is beneficial to perform the analysis at the system architecturallevel before starting

transistor level design. This allows for a feasibility analysis in which ail the design consid­

erations are treated at the highest level of abstraction. The ultimate goal of this procedure

is to have the low lever circuit parameters dictated by the selected architecture and desired

performance. Therefore, a top-down design procedure using optimization will be presented

which makes use of Simulink modeling and Matlab optimization [3].

1.2 Background

In order to provide sorne perspective on where this work fits in, a brief high-level sur­

vey on the state of Cornputer-Aided Design (CAO) for analog and mixed-signal integrated

circuits is carried out.

3
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It is widely accepted that analog circuit design is a knowledge intensive task that in­

volves a significant amouotoftime including multiple iterations. In addition, successful de­

sign usually involves the participation of designers with a large skill base gained through

much experience. As a result, the techniques required to build good quality aoalog circuits

seem to primarily exist in the fonn ofexpertise held by individual design engineers [4]. Due

to this fact, it is the analog sections of the designs that most negatively impact the tum­

around or cycle time of analog and mixed-signal integrated circuits [5]. Furthennore, most

analog systems are ported by hand as they continually move from one fabrication process

to another.

The lack of easily transferable expert design knowledge, and the length of the design

cycle needed for quality analog design, illustrates just a couple of the needs that motivate

the development of CAO tools for analog circuits. In fact, CAO tools which deal with an­

alog integrated circuit design cao benefit and improve the design process in multiple ways

and have made analog design automation appealing for severa! decades. Sorne of the most

obvious and important benefits of analog CAO tools are [6, 7]:

1. Reduction in design lime, and as a result design cast.

2. Retention of expert design knowledge by capturing the relevant information through

the CAO tools themselves.

3. Improvement in error-free designs on the tirst fabrication run as error prone tasks

become automated.

4. Ability to easily design circuits for different fabrication processes with minimal addi­

tional effort (top-down approaches only).

The first attempts at analog design automation involved linear circuit synthesis. It was

motivated by the growing demand for cheap passive analog filters for use in the telephone

industry between 1920 and 1940 [8]. The main focus was on the use of simple techniques

designed to describe circuits as a series of equations, which couId then be directly solved

4
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to obtain the design values [9]. Although these methods were relatively fast, they proved to

he difficult to update, and were also found to he inaccurate [10].

As lime progressed through the 1970's, CAO tools for generating analog circuit design

equations, such as SNAP [lI], were developed. Their major drawback included the inabil­

ity to generate anything other than exact expressions, and as such could only he used in spe­

cifie situations or cases. It was not until the middle 1980's that the desire and need for self­

contained CAO tools gained prominence.This was primarily molivated by the then recent

success of digital CAO tools, which allowed for most components to he designed quickly

and efficiently [5, 12]. As a result, much work and thought was put into developing more

diverse and comprehensive analog tools [6, 13, 14].

From this renewed interest in CAO tools, two broad categories of approaching analog

designs developed [4, 5]:

1. Bottom-up layout based approach.

2. Top-down knowledge based approach.

The bottom-up approach derives ils origins from digital design ideas, and is carried out

by fixing sorne aspect of the lower level of design [4, 5]. There are three main approaches

that fall into this category:

1. Transistor arrays [15-17]. These arrays are analogous to digital gate arrays. They sim­

plify layout, but have a very poor layout density. They also Iimit the design to a maxi­

mum number of transistors.

2. Analog Iibrary ceUs [18-20]. These ceUs provide a higher layout density, but are not

very flexible because the designer is Iimited to a fixed set of circuit blocks.

3. Fixed-topology module generators [21, 22]. These modules fix sorne aspect of the cir­

cuit's topology and parameterize's the rest. This leaves a restricted number of choices

for the designer.

5
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Ali of these methods help to facilitate layout, but they do not help the designer to create

a circuit from a set of performance specifications, and as a result, they are only effective

for medium performance designs [5].

Top-down design approaches are based on transforming performance goals and speci­

fications into circuit schematics, and have a:ready been encountered in section l.1. In gen­

eral, this design approach can be divided into two groups:

1. Optimization-based design. This type of design models the circuit or system as a large

set of coupled non-lïnear equations, and relies on numerical techniques to determine a

solution. Many of the available CAO tools involve simulated annealing [23] such as

DELIGHT.SPICE [24], ASTRXIOBLX [25], MAELSTROM [10], and AOSA[26].

Altematively sorne tools use a search algorithm similar to gradient based searches

such as the vertically integrated tool for~ modulators does in [27].

2. Knowledge-based design. This type of design is based on translating a set of perfor­

mance specifications into circuit schematics using detailed analog domain knowledge

[28]. This has been accomplished in CAD tools such as BLADES [8], IDAC [29], and

OASYS [4]. It also extends to neural network approaches that can be seen in [30, 31].

Top-down design approaches have demonstrated sorne success, but for the Most part

each tool is limited to a small, fixed number of schematics or components. These tools,

which are not designed to be reproduced, remove the designer from the process, and do

nothing to increase the designer' s knowledge. Furthermore the techniques used in these

programs are hidden and cannot be applied to other designs. As a result, this thesis will in

part present an easily reproduceable top-down design approach using widely available

tools.

1.3 Thesis Overview

Chapter 2 begins by reviewing issues behind the design of LU: modulator filtering func­

tions, and deals with the problems of mapping them onto a viable architecture. A lowpass,

6
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third order Lossless Discrete Integrator (LDI), audio-band (bandwidth of 24 KHz), single

bit, delta-sigma modulator is used as an example to introduce sorne design, simulation, and

implementation issues involved in designing these filters.

In Chapter 3, a new design methodology for the creation of analog or mixed signal in­

tegrated circuit components is presented. It features the use of top-down design techniques

in conjunction with an optimization process, so that circuit design can take place at the

highest level ofabstraction. As a result, it allows for the requirements of the building blacks

to be specified prior to the undertaking of transistor level simulations, thereby saving much

valued design time. This method has the added advantage that designs can he implemented

with currently used, and widely available tools such as Matlab and Simulink. For illustra­

tion, a design example featuring a third order, switched capacitor delta-sigma modulator

will he presented.

Chapter 4 will continue by introducing the issues behind the design of a low voltage

switched capacitor CMOS LU; modulator, starting with the design procedure and realization

in a low voltage (2.5 V) standard CMOS process (0.25 f.lm), and concluding with experi­

mental measurements to gauge performance. The objective of this chapter is to design a

lowpass, third order lossless discrete integrator, audio-band (bandwidth of 24 KHz), single

bit, delta-sigma modulator with a desired 16 bits of performance. The design of the modu­

lator was carried out using the methodology proposed in Chapter 3, and its experimental

perfonnance will be shown to validate this procedure.

Chapter 5 includes the design and fabrication of a multibit LU: modulator, along with

the design of a novel internai DAC. The novel multibit DAC is based on encoding DC lev­

els into digital PDM bitstreams, which are then decoded by a single analog filter. The use

of a single filtering path reduces mismatch effects in the DAC. The functionality, perfor­

mance, and limitations of this method are explored by examining the experimental results

of a lowpass, 2.5 V, audio-band, 2nd order, switched capacitor, 3-bit LU: modulator in a 0.25

Ilm CMOS process.

Chapter 6 wi Il then summarize the work presented throughout this thesis.

7
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This chapter introduces the issues behind the design of~ modulator filtering func­

tions, and deals with the problems of mapping them onto a viable architecture. The primary

objective is to design a lowpass, third order Lossless Discrete Integrator (LDI), audio-band

(bandwidth of 24 KHz), single bit, delta-sigma modulator. [n arder to achieve the desired

16 bits of performance, an oversampling ratio of 128 was used, necessitating a system dock

run at 6.144 MHz.

2.1 Introduction

With the ever growing importance of digital technology in signal processing and data

communications, the need for accurate high speed data converters becomes a pressing is­

sue. Traditional Analog to Digital converters (AOC) and Digital to Analog converters

(DAC) are often a source for non-lïnear distortion in the conversion process, due to the

properties ofquantization components and mismatches in circuit elements. These problems

can be remedied through expensive means such as custom laser trimming, or averaging

techniques that can effectively compensate for systematic distortion, but slow down con­

version speeds [1]. The use of &l: modulators provides for an alternative form of data con­

version, whereby the principles of noise shaping and Pulse Density Modulation (PDM) are

8
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utilized ta arrive at simple yet effective data conversion structures. The characteristics of

conventional AID converters and the associated quantization process involved must he ex­

amined in order to appreciate the alternatives offered by~ modulators.

A quantizer is an integral component of any AOC. It is virtually impossible to represent

an infinite multitude of input analog voltages, since a digital word of fixed length is the re­

sulting output of the conversion process. This fixed word length limits the total number of

voltage levels that can he represented, and as such an element that approximates sampled

analog voltages to the nearest representable voltage is required for an ADe to he rendered

functional. It is the role of the quantizer to Perform such a function.

The quantizing action introduces eITors in signal representation since the output volt­

age levels are merely approximations of the input voltage levels in each sample interval.

Therefore, no ADC operation is exact. The greater the number of quantization levels an

AOC possesses, the more accurately the input analog waveform May be described.

The system that is the subject of discussion, is a one bit lowpass AID LU: modulator.

Figure 2.1 represents a simplified conceptual schematic of a basic~ modulator [32]. The

schematic indicates that in the feed forward path of the system, a discrete time signal, X(I1)

(which is a sampled version of an analog signal) is converted directly into a digital signal

by the use of a one bit AOC. For a one bit converter, there are only two output voltage lev­

els. Any voltage higher than zero volts is represented by positive unit value voltage, while

any voltage below this threshold is represented by a negative unitary voltage.

x(n)

Figure 2.1: Conceptual Scbematic Model of a LU: Modulator

9
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In the feedback path of the system the digital signal is converted back to an analog sig­

nal, and the original input anaIog signal is subtracted from the recovered signal. This oper­

ation inherently produces the quantization error, which is a measure of the amount of error

introduced by the conversion process. This error signal, e(n), which represents a prediction

of the offset that will he produced by the analog to digital conversion operation for a par­

ticular sample is then filtered by the transfer function H(z), and then subtracted from the

input. The aim is to render the effect of the error negligible once it is re-introduced in the

conversion process. The aim of filtering the error is to produce what is called noise shaping,

which will he examined in greater length.

Due to the fact that practical discrete time components are heing utilized, there is in­

variably a delay between the time a sampled analog input is presented to the system, and

the calculation of the error signal. As such, the error signal that is generated is not entirely

representative of the sample being presented at the input, but rather it is that of the previous

sample. If the adjacent samples of the input signal are correlated, then the error produced

by previous samples can be representative enough to he utilized as an estimate for the error

produced by the present sample. This correlation is often accomplished by oversampling

the input signal. In this manner, a more accurate data conversion can be attained, since a

significant amount of the error can he accounted for in advance.

The noise shaping operation mentioned previously refers to the fact that in LU: modu­

lators the signal power of the noise (the discussion will now shift its focus on a frequency

domain analysis) can be shaped or filtered. This approach a1lows for the noise to be pro­

cessed in such a way such that its power is less concentrated in the band occupied by the

signal of interest, and is shifted over to a region unoccupied by the signal. Given that the

noise has now been shifted out of band, a filter can he used at the output of the ât modu­

lator to recover the original analog signal with minimal interference from the quantization

noise.

In order to better appreciate the advantages that this conversion technique possesses,

the spectral characteristics of a conventional quantizer must first be examined.

Figure 2.2(a) represents the Fast Fourier Transform (FFf) of a quantized sine wave. A sin-

10
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gle tone representing the input signal is evident amongst the quantization noise floor. From

the plot it is evident that the spectral components of the noise are spread out over a large

band, including the regjon that contains the signal of interest. Figure 2.2(b) represents the

FFf of a sine wave that has been processed by a one - bit lowpass~ modulator. From the

plot it is evident that the input signal lies in a band relatively unaffected by noise, and that

the noise is predominately concentrated in the high frequency range. By applying a lowpass

filter to the output of the LU: modulator, a relatively accurate replica of the input signal cao

be recovered.

The manner in which the signal and the noise are affected by the circuit is determined by

the structure of the modulator. Specifically, a Noise Transfer Function (NTF), which de­

scribes the behavior of the noise in the system, and a Signal Transfer Function (STF), which

describes the behavior of the input signal in the system, can he derived for each modulator.

Although LU: modulation devices are highly non-linear due to the presence of a quantizer

in the ADC, linear models that describe its behavior can be obtained by accurately

Frequency

(a)

Frequency

(b)

Figure 2.2: Frequency Response ofQuantized (a) Sine wave (b)~ POM Stream

•
x(n~ -:F- ~(n) ~

Figure 2.3: Linearized Model of the Quantizer

n(n)

x(n)-~ t---...+ yen) =x(n) + n(n)
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modeling it as a linear device [33], and cao he seen in Figure 2.3. In essence a quantizer

takes the input signal and superimposes noise. Therefore, it cao he modeled as an adder that

computes the summation of the input analog sample, and a noise component.

Figure 2.4 represents the conceptual schematic of the~ modulator after the quantizer

has been replaced with ilS equivalent linear model. From this, two transfer functions can he

derived. The STF which represents how the input signal will he affected, and the NTF

which will determine in which regions the quantization noise will he suppressed or ampli­

fied. For the particular organization of the modulator presented in Figure 4, the STF and the

NTF are given by

For this particular structure, the input signal remains relatively unaffected by the mod­

ulator, while the noise is fillered by the NTF. By altering the characteristics of H(z) (the

loop filter), different noise shaping characteristics can he attained. This gives designers

flexibility in teons of which bands the noise can occupy, and the issue of designing a LU:

modulator breaks down to a tiller design problem. There are of course other issues that de­

signers must keep in mind, such as stability criteria and practical implementation issues.

Figure 2.4: Schematic Model of LU Modulator with Linearized Quantizer Model

•

•

I(n)

STF = 1

1
NTF = [1 + H (z) ]

y(n)

(2.1)

(2.2)
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None the less, the design of the loop filter predominates since it dictates the NTF, and in

sorne cases the STF.

2.2 Designing the Signal and Noise Transfer Functions

•

For low voltage low power applications, a single loop LU: modulator topology is pref­

erable over a cascaded one. This is because aside frorn the ficst stage, it has more relaxed

design requirements on the amplifiers used. In order to achieve the desired performance, a

third order LDI topology is selected, and can be seen in Figure 2.5. The LDI topology con­

tains feed forward paths frorn the input, as weil as internai feedback. The presence of Many

signal branch paths in the structure provides greater design tlexibility conceming the char­

acteristics of both the signal and noise transfer functions that can be produced. Merely al­

tering sorne of the gain coefficients or eliminating various feedback paths can dramatically

affect its signal processing characteristics. This allows for a certain degree of tlexibility in

ils design. The intention is to acquire through various optimization algorithms, appropriate

coefficients needed for the implementation of this topology as a lowpass~ modulator. It

is important to note that the topology does not force the STF to be unity, and as a result, this

fact must be accounted for in the design process.

The STF is represented by a transfer function that is composed of a combination of the

circuit coefficients, which makes deriving the STF, as weil as the NTF, a complex task. As

a result, the Intermediary Function Analysis Program (lFAP) [34] and Maple, two CAO

tools, were used to derive symbolic equations describing the transfer functions.

l/z-1z/z-llIz-1

Figure 2.5: Signal Oow Graph of 3rd Order LDI Topology•
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IFAP parses a hardware description of a circuit, and produces a Maple file that sets up a

matrix describing a set of linear of equations representing it in a mathematical fooo. This

file is then compiled in Maple, and the STF and NTF are produced in symbolic forro.

Figure 2.6 represents a block diagram of the process required to obtain the STF and NTf:

The signal and noise transfer functions expressed in tenns of circuit coefficients, were

evaluated in the aforementioned manner, and are presented as follows:

.,
STF = (a2+alk2)z-+(-alk2-a2kIRI-2a2+aOklk2)z+a2 (2.3)

3 2
z -(blk2 + kIR 1+ b2 + 3)z + (kIR 1+ blk2 + 2b2 + b2klRI-bOkIk2 + 3)Z -(b2 + 1)

3 2
NTF= z-(kIRI+3)z+(klRl+3):-1 ("4"3" _. )

z - (b Ik2 + kIR 1 + b2 + 3)z- + (kiR I + b lk2 + 2b2 + b2klR 1 - bOk Ik2 + 3)Z - (b2 + 1)

It is important to note that the denominators af the NTF and STF are identical, indicat­

ing that both functions share the same pales. This fact places a large restriction on the de­

sign process, as it is necessary to derive both the STF and NTF such that they share the same

denominator.

Given the existence of the symbolic STF and NTF, a design strategy must he estab­

lished to allow for the selection of numerical values of those coefficients such that the NTF

and STF exhibit the characteristics of a lowpass M: modulatar. In arder to praperly design

these functians, a set of criteria must be established ta determine what traits they must pos­

ses in order ta produce the necessary results.

Since the gaal is ta praduce a lowpass madulatar, the NTF must be a highpass function

in arder ta suppress the quantizer noise as much as possible in the lowpass regian where

•
Signal Level
Tapalagy
Description

Figure 2.6: Metbodology Employed to Derive the NTF & STF

Symbolic
- .....~~ NTF & STF
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the input signal is located. In contrast, the STF must he able to allow the relevant spectral

components of the input signal to propagate through the circuit with minimal distortion and

attenuation. Since the relevant spectral band is in the lowpass region, the STF can be chosen

to resemble a lowpass tilter. The behavior of the STF in any other region is not of much con­

cern in the design process, since no input signal eomponents will lie outside the lowpass

region. Figure 2.7 displays the proposed characteristics for both the STF and NTF.

Given that the general form of the transfer functions have been proposed, more specifie

restrictions must be placed upon them in order to ensure proper operation of the LU: modu­

lator, and to maintain the integrity of the applied signal. The proposed solution involves de­

signing the transfer functions, and then mapping them onto the topology. This is

advantageous because it allows for the design of an STF that can be mapped onto any to­

pology. This in essence breaks down the design procedure into two clearly distinct prob­

lems that can be solved, which include the transfer function design, and obtaining the

circuit coefficients.

2.2.1 NTF Design

The pole - zero plot presented in Figure 2.8 summarizes the constraints enforced on the

NTF, and should be used as a graphical reference for each of the following design criteria:

IH(z)1

Figure 2.7: Proposed NTF and STF characteristics

•

/
1
1

/
/

,/

.,,-.-------

-STF
- - NTF

f
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i) Conjugate pole / zero criteria:

In order to eventually obtain the circuit coefficients in a realizable fonn, it is necessary

that the poles and zeros of the NTF appear in conjugate pairs. If not, it would necessitate

the use of imaginary circuit coefficients, which would obviously be unrealizable.

ii) Stability criteria:

In order to have a stable circuit, it is necessary that the poles of the system he present

inside the unit circle. Since the design will make use of an optimization algorithm, it will

terminate when a certain degree of precision or tolerance is reached. If that tolerance is too

large, it is conceivable that the poles could he placed outside the unit circle without violat­

ing the constraint. As a result, it was necessary to build in a safeguard to prevent the opti­

mizer from misplacing the poles. Therefore, the poles are restricted to fall within a circle

of radius 0.98. This serves the dual purpose of not allowing the optimizer to misplace the

poles, and also, it prevents the poles from being placed on or outside the unit circle. If the

pales were on the unit circle, any small change in the circuit conditions could result in in­

stability, by shifting the poles slightly outside the unit circle.

lmaginary

Real

•
Figure 2.8: NTF criteria P/Z plot
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iii)NTF bound criteria

A requirement for stability which is absolutely necessary is that the magnitude of the

NTF must he less than 2.0 at every frequency [35]. As a result, this bound was integrated

as a constraint in the NTF design procedure. However, there is no guarantee that the mod­

ulator will he stable just because this constraint is adhered to. Therefore, this bound was

lowered to 1.6 to avoid problems.

iv) Zeros on unit circle criteria

Another constraint imposed, was that the NTF zeros he placed on the unit circle. This

is desirable because it provides maximum noise attenuation in the signal passband region.

Computer aided design software can serve as powerful tools that provide designers

with a means of improving design procedures and efficiency. One such tool that aids in the

design of LU: modulators is the Delta Sigma Modulator and Oscillator Designer (OSMOO)

[36], which produces an NTF that is a compromise between SNR and stability, and adheres

to the conditions imposed above. It solves for the NTF based on the model presented in

Figure 2.4.

The NTF designed in OSMOD will he used as the starting point for the NTF eventually

created for the modulator under construction. Since the design of the STF and NTF are not

independent of one another, sorne flexibility has to he left for altering the NTF in order to

aid in the design of the STF. In Figure 2.9, the DSMOO report on the design of the NTF can

be seen, and will be used as initial conditions for the real NTF design.

In Figure 2.10, the ideal NTF plots that are output by the program, including the pole

zero plot and a close-up of the passband can he seen. The three complex conjugate poles

and zeros can clearly be seen in this plot (Figure 2.10(c», and the NTF magnitude response

(Figure 2.10(a» directly demonstrates the low frequency attenuation that the noise under­

goes.
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Figure 2.10: OSMOD Oesigned (a) Ideal NTF (b) Ideal NTF Passband (c) Pole Zero Plot
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Although nSMOD provides powerful features that allow for the design of LU: modula­

tor noise transfer functions, it lacks the ability to design signal transfer functions. This lim­

itation is a direct result of the theoretical model it utilizes to represent these modulators,

which assumes that the signal transfer function is equivalent to unity. As a result, it is re­

stricted to designing modulators with certain fixed topologies. Other topologies do not nec­

essarily have an STF equivalent to unity, and in order to convert them into the form that

DSMOn uses, it would he necessary to use an extra summer in most circuits, which effec­

tively requires the presence of an extra operational amplifier. Most designers find this im­

practical, and wish to implement the circuit without the use of this extra component. In

order to achieve this, an STF must he designed.

2.2.2 The STF Design

The schematic presented in Figure 2.11 represents the logical flow of operations re­

quired to implement a STF solving algorithm. In this instance, the pole and zero locations

of a pre-designed NTF were obtained from OSMOn and used as initial conditions in the

optimization procedure. The pole and zero locations of the NTF as weIl as the STF were

manipulated under the following conditions: the NTF should c10sely resemble the original

NTF designed by nSMOn while adhering to the criteria established in section 2.2.1, and

the STF should abide by restrictions that are presented later in this section. This program

then solves for the NTF and STF poles and zeros simultaneously. Once the optimized pole

and zero locations are obtained, they are converted into transfer function fonn through a

multiplicative process. The numerical STF and NTF obtained from the optimizer are then

Figure 2.11: Pole 1Zero Optimization Methodology•

Inputs

NTFPIZ
Locations

Matlab- - fsolve -- Optimizer - -

Outputs

Circuit
Coefficients
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equated ta the symbolic fonns of the equations that are expressed in tenns of the circuit co­

efficients. As such, a set of non-linear equations result. When solved, these equations will

provide for the circuit coefficients. This task was accomplished through the use of fsolve,

another Matlab optimization routine that employs numerical algorithms to solve sets of

non-Iïnear equations. The following is a list of criteria that were used in the optimization

process for the purpose of designing the STF.

i) Conjugate criteria

The STF zeros must appear in conjugate pairs. The reason for this is identical to the

argument presented previously for the NTF poles and zeros.

ii) Unity gain in passband

Another condition placed on the STF forces its mean to be 0 dB in the passband region.

This provides the STF with unity gain in the passband region, and ensures that the essential

signal components are not attenuated.

The method of error determination for the optimization routine consists of a combina­

tion of three factors which along with the two constraints discussed above determine the

optimization strategy. The three factors of error detennination are the ripple in the STF

passband, linear phase in the passband of the STF, and the distance that the optimized poles

are from the poles deterrnined by DSMOD.

iii)Minimize STF passband ripple

In order to help preserve the input signal, it is important that the gain of the STF be con­

stant in the passband region. Although this is not possible to achieve since a ripple is always

present, the problem now becomes to minimize this ripple, in order to achieve a passband

region that is as fiat as possible. The approach used to set up this condition in the optimizer,

was to minimize the maximum ripple number, defined as the maximum gain divided by the

minimum gain in the passband region.
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iv) Linear phase in passband ofSTF

Phase distortion (which is the departure from linear phase) is an extremely difficult er­

ror to cornpensate for. Therefore, it is necessary to guarantee that the signal will rernain the

same no matter where it is transmitted inside the passband. As a result, it was necessary to

fonnulate an error condition to minimize the effects of phase distortion on the input signal.

This condition was fonnulated in the optimizer by working with the group delay. The group

delay is a measurement of the rate ofchange of phase with respect to frequency. It is desired

that this quantity he constant to ensure linear phase in the passband region. Furthennore, if

it is desired that the group delay he constant, it follows that the rate of change of group de­

lay with respect to frequency should he zero. Therefore, the error condition setup in the op­

timizer specifies that the rate of change of group delay with respect to frequency be

minimized.

v) System Poles and their Proximity 10 the DSMOD Poles

One of the goals of this algorithrn was to maintain the NTF designed by OSMOD. As

a result, the third error condition that was implemented strived ta minimize the distance be­

tween the optimizer designed pales, and the poles designed by OSMOO.

After creating and running the routine, the NTF and STF transfer functions were math­

ematically found and can be seen as follows:

3 2
NTF = z - 2.99964z + 2.99964z - 1

Z3 - 2.07743z2 + 1.53492z - 0.391095

STF = O.0175278z
2
+ 0.033176z + 0.0156986

3 .,
z - 2.07743z- + 1.53492z - 0.391095

(2.6)

•
It is important to note that the NTF was not yet forced to change from the OSMOO ideal.

The fsolve portion of the routine was then used to map the transfer functions into the

LOI circuit coefficients seen in Figure 2.12, which illustrates the system level representa­

tion of the LDI topology.
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Figure 2.12: Mapping ooto the LDI Topology

2.3 Designing with Sïmulink

Once the mapping had taken place, the system was simulated using Simulink, and it

was verified to be stable. The next task was to manipulate the coefficients. In order to obtain

an easily implementable system, ideally one would prefer coefficients that are rational frac­

tions. This allows for very simple common centroid layout, which improves the accuracy

of matching.

2.3.1 Dynamie Range Sealing and Coefficient Modification

Dynamic range scaling is an essential step in choosing the coefficients of the modula­

tor. In order to avoid distortion due to the clipping ofone of the amplifiers, it was necessary

to modify the coefficients so that the outputs of aIl of the integrators peak at the same level

as that of the overall STF. To do so, the spectral peaks of aIl of the integrators were found

using Simulink, and dynamic range scaling was performed in the mannerdescribed in [37].

The result was that the coefficients aO, al, a2 and RI (which cao be seen in Figure 2.(2)

were very smal!.
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Since the coefficients represent the capacitor ratios that will he implemented in the

modulator (i.e.- aO =Cao/Cil), a large ratio is undesirable for two reasons:

1. It is harder to match capacitors whose values are spread far apart in magnitude. For the

worst case a and the RI coefficients above, the spread was 145 and 1000 respectively.

2. A large ratio oecessitates the use of a huge capacitor which cao he impractical due to

area considerations. In the case of this modulator, the unit size capacitor used was 250

fF. If a ratio of 1000 is needed, a 250 pF capacitor would he required, and its presence

would use up the entire area allocated for the design of the modulator.

It is important to consider that the STF can be designed with many restrictions. How­

ever, the more restrictive the STF is, the larger the amaunt of total capacitance is needed.

This is due to the huge capacitor spread involved in the designed STF. Due to this, a re­

evaluation of the design method was necessitated.

After sorne examination, it was noticed that the Rt coefficient contrais the spread of

the zeros in the NTF. In order to stagger the zeros across the signal passband, an extremely

small R is needed. Practically this translates into a huge total capacitance. In arder ta re­

maye this problem, the coefficient was set to zero, thereby collapsing ail of the zeros of the

NTF ta DC. The removal of the R coefficient more than halved the total capacitance need­

ed, reducing it to 780 units of capacitance. It is important ta note that this did nothing ta

solve the large spread in the a coefficients.

It was determined that the huge capacitor spreads in the a coefficients were due to the

placement of the STF zeros. In order to get excellent phase characteristics, the STF zeros

need ta he placed at high frequencies, which in tum necessitated the feedforward coeffi­

cients to be small. As a result, the STF zeros were moved in from high frequencies towards

OC, where the trade-off in phase versus capacitor spread was examined.

An optimization routine in Matlab was employed in order to allow at most 1 degree of

deviation from linear phase in the STF, for the purpose of reducing the capacitor spread.

Following the optimization, the non-lïnear equations resulting due to the mapping of the
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CoefBcieDt Ratio

aO 114

al 118

a2 0

kl 3/8

k2 5/8

bO 1/4

bl 4/8

b2 5/8

RI 0
.

Table 2.1: Absolute Value of Coefficients used in Modulator

•

transfer function onto the coefficients of the topology, were solved in a semi-automatic

manner such that the size of the coefficients could he guided through the use of initial con­

ditions. The result was that the total amount of capacitance was significantly reduced to 71

units, and the capacitor spread was reduced to 8. The absolute values of the coefficients

used cao be seen in Table 2.1. Ali of the ratios are rational fractions whose denominators

are powers of 2. This lends itself to a fairly simple and effective common centroid capacitor

layout strategy which will be discussed in section 4.3.1.

In order to achieve easily implementable coefficients, sorne trade-offs in performance

were made. For example, the coefficient 3/8 was used instead of the value 0.368 at an ex­

pense of 2 dB of dynamic range.

2.3.2 Simulink Extracted Transfer Functions

•

Following the determination of the coefficients, the noise and signal transfer functions

were extracted from the Simulink system. The NTF transfer function can be seen in

Figure 2.13(a), and its corresponding poles and zeros plot can be seen in Figure 2.13(b).

Accompanying these figures are the STF transfer function (Figure 2.14(a» and its pales

and zeros plot (Figure 2.14(b».
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Figure 2.14: Simulink Extracted STF (a) Transfer Function (b) Pole/Zero Plot

If we examine the STF more closely, we can see that the system is approxirnately unity in

the passband as seen in Figure 2.15. The STF appears to exhibit perfectly linear phase

(Figure 2.16), however it has sorne deviation. The deviation in group delay, seen in

Figure 2.17 was calculated to he 795 psec, which translates into a 6.87 mili-degree devia­

tion from linear phase, which was deerned acceptable according to industrial standards

[38]. As a result, we can see that the manipulation/truncation of the coefficients has still al­

lowed us to preserve the important characteristics of bath the NTF and STF.
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Figure 2.17: Simulink Extracted Group Delay in the Passband

2.3.3 Ideal Simulink Simulation Results

The system's signal flow graph representation, which was seen in Figure 2.12, was

then simulated with its finalized ratios (Table 2.1) in Simulink. An audioband coherently

sampled sinusoid [39] was input to the system, and the output was interpreted using a 215

point FFf, and a Kaiser window with a ~ of 30 [40].
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•
A simulation was run with an input amplitude that is 60% of the rails at a frequency of

5812.5 Hz. The resulting SNDR was 101.8 dB, and the resulting FFf can be seen in

Figure 2. 18.The amplitude of the sinusoid input to the modulator was then swept, and an

SNDR curve was obtained. In Figure 2. 19(a) and Figure 2.19(b) below, we can see the

SNDR plots of the modulator. It is important to note, that this is an simulation of the ideal

system as no circuit component non-idealities have yet been considered.

Figure 2.19: SNDR vos. Input Power (Ideal System) (a) Dynamic Range (b) Close-up•
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From these plots one can note that the maximum SNDR is 105.72 dB at 44% of the

maximum amplitude (1.25 volts). The dynamic range of the ideal system was found to lie

between the input signal power levels of -2.9 dB and -114.9 dB, whieh translates into 112

dB, or 18.3 bits aeeording to [41].

2.4 Conclusion

A method for designing and mapping of filter funetions (NTF and STF) onto Â1: mod­

ulators was presented. Guidelines for designing both the STF and NTF were highlighted,

and multiple CAD tools were used in order to obtain functions that adhere to them. Matlab

optimization routines were then employed to map the filler functions onto a specifie LDI

topology. Simulink was then used to validate and verify correct operation.
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This chapter presents a new design methodology for the creation of analog or mixed

signal integrated circuit cornponents. Through the use of top-down design techniques in

conjunction with an optirnization process, circuit design can take place at the highest level

of abstraction. As a result, the requirements of the building blocks will be specified prior to

the undertaking of transistor level simulations, thereby saving much valued design time.

This rnethod has the added advantage that designs can be irnplemented with currently used,

and widely available tools. For illustration, a design example featuring a third order,

switched capacitor delta-sigma modulator will be presented.

3.1 Design Methodology Motivation

Choosing the specifications for an analog circuit given a set of design objectives such

as minimal area and power, is potentially a very complicated and time consuming process.

This task is further complicated by the fact that the number of specifications to deal with is

usually very large, and vary over wide ranges from one application ta another.

One of the main drawbacks to analog design is the uncertainty that arises due to a

change in technology. As a resuIt, it is more amenable to consider a design process that can
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begin without a complete dependence on a specifie technology. This would allow for a

large portion of the design to he carried out independently of the technology, and could lead

to a high degree of reusability. High level optimization geared design avoids the reliance

on a specific technology the longest, and in this case provides the designers with values for

familiar parameters (for example gm and rout in the case of an Operational Transconduc­

tance amplifier or OTA). These are quantities that are very familiar and understood by de­

signers and provide excellent guidelines for the construction of a device. Furthermore,

symbolic analysis is a method by which designers can obtain an understanding ofa circuit's

behaviour. Therefore relating the behaviour of the circuit to severa! descriptive equations

or expressible mies of thumb, and moreover to a few key parameters, can reduce the com­

plexity of a problem and lends itself to a solution through optimization.

The main focus of this chapter is to provide designers with a means of tackling the de­

sign problem by presenting a simple to implement design methodology that involves wide­

Iy used and available tools. As a result, the procedures can he implemented and reused with

little difficulty or expense. In order to make use of widely available tools which are already

known to Many designers [42,43], Simulink is used to implement the system architecture

and model non-idealities, while the Matlab optimization toolbox [44] is used to create rou­

tines ta optimize the circuit parameters.

Input Output

-----1.. CIRCUIT ~------r-----I.

Circuit Parameters:
{girl' Cu rOt /biDS' •••}

Optimization
Procedure

Error
Property

Measurement

• Figure 3.1: Optinlization Procedure

Desired
Property
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3.1.1 Optimization Procedure

Optimization in general concerns the minimization or maximization of a function. In

the case of analog systems, the objective is to maximize or minimize a given set of Perfor­

mance criterion, such as the Signal to Noise and Distortion Ratio (SNDR), power, area or

settling time. To do so, one must establish a trackable set of variables (gm' ro' Ibias or C/oad)

that can he used to model the system while simultaneously providing a link to the Perfor­

mance criterion. An illustrative flow of this procedure can he seen in Figure 3.1. It consists

of four main comPQnents: a property measurement block, a summing block with the desired

property as one input, an optimization procedure, and finally the circuit that is under devel­

opment. The property measurement block detects particular attributes of the output signal

from the circuit and compares it with the desired behaviour. The error signal is then used

to adjust the key parameters of the circuit such that the error is minimized. It is using this

very simple principle that the proposed top-down methodology is executed.

Due to its ability to model nonlinear devices, there already exists much work in a vari­

ety of fields, which use Simulink modeling, and as such it is not difficult to find pre-existing

models, or to create new models specific to a brand new design [45-49]. In order to best

explain the procedure, the methodology will be explained using a Delta-Sigma (~) ana­

log-to-digital converter (AOC). It is important to realize that this methodology is not lim­

ited to~ modulators. It may be used to help design any device or system, in which key

parameters, formulas, or rules of thumb can be identified.

3.2 Switched Capacitor Delta-Sigma Design Procedure

~ ADCs are widely used and weil suited for high resolution conversion. One domi­

nant factor in their popularity stems from their high tolerance for component mismatch and

circuit non-idealities. Despite its high tolerance for non-idealities, the~ modulator is still

govemed by the limitations of its analog building blocks. In particular, switched capacitor

(SC)~ modulators are sensitive to circuit non-idealities at the input stage where no noise­

shaping has yet taken place [50]. Specifically, sampled capacitor (kT/C) noise, switch on-
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resistance, and OTA characteristics (noise, clipping, tinite gain, finite bandwidth, and slew

rate) at the front end limit the achievable dynamic range and therefore performance. A high

level diagram of a Simulink realization of a 3rd Order LU: single loop modulator cao he seen

in Figure 3.2. It is important to realize that upon implementation, each component block

has to he translated into its circuit equivalent (analog building blocks) and then implement­

ed.

In order to use an optimization procedure, it is tirst necessary to isolate the key param­

eters that influence the system's performance. In the design of high resolution SC LU: mod­

ulators, it can appear that there is a large set of parameters to optimize. However, if one

examines the building blocks of the system, it can he seen that Most of the factors that affect

the system's performance (kT/C noise, switch on-resistance, OTA noise, voltage clipping

due to a finite output range, finite gain, finite bandwidth, and slew rate) can he related to a

small set of parameters. These parameters will now he explored, and since LU: modulators

are sensitive to circuit non-idealities at the input stage (the first integrator seen in

Figure 3.2) where no noise-shaping has yet taken place, this section of the modulator will

be the focus of the analysis.

Figure 3.2: High Level Diagram of the Modulator

32



•
Chapter 3: Top-Down Design Methodology For Ana/og Circuits Using Matlab And

3.2.1 Sampled Capacitor (kTIC) Noise and Switch On-Resistance

A critical source of noise, is the kT/C noise injected into the first integrator of the mod­

ulator because it directly increases the noise level at the output. The kT/C noise component

results from the sampled noise stored on the capacitor due to switch on-resistances. As a

result, the input capacitors must he large enough to counter this effect. Therefore the first

key parameter, which can he seen in Figure 3.3, is the input sampling capacitor Cs.

The presence of the on-resistance in a switch is also a source of distortion in SC~

modulator implementations. As with the kT/C sampling noise, the distortion caused by the

switches has its most predominant effect in the first stage of the modulator. This distortion

can he quite significant if not properly accounted for, as a result the maximum on-resistanee

allowable, RMAX, is also a key parameter.

•
3.2.2 OTA Parameters

The OTA within the modulator is the most eritical component, as the non-idealities that

it exhibits causes an incomplete transfer of charge leading to non-linearities. By briefly ex­

amining this device, key parameters that govem its non-ideal behaviour can be isolated and

examined. Shown in Table 3.1 are the corresponding non-idealities that must be considered

in an OTA.

~--"""'-O+

Vaut

CPI
J_S_I_-.,-_--1I-~

+ ~ -1g;3
Vin -

•
CF

Figure 3.3: Switched Capacitor Implementation of the First Integrator
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There are three OTA topologies commonly used in the design of LU: modulators [51],

the Folded Cascode amplifier (Figure 3.4(a», the Two-Stage Class A amplifier

(Figure 3.4(b», and the Two-Stage Class AB amplifier (Figure 3.4(c». Table 3.2 high­

lights the key properties that govern the operational perfonnance of these OTAs. These

properties allow for behavioural modeling of the device, and more importantly, cao be dis­

sected to obtain the key parameters of the device. It is important to note that roI and r o2

refer to the output resistance of the first and second stages. We can see from this table, that

the main sources for non-idealities in the modulator can be related to a few key OTA pa­

rameters (g"" ro' C, and Ibias). As a result, the key parameters for each of the OTA topolo­

gies that can he used in the modeling of each structure are listed in Table 3.3.

Table 3.1: OTA Non-tdeahtles

Non-ideality Result

Finite OC Gain Rise in quantization noise

Saturation Possible harmonie distortion

Bandwidth Limiting Noise due to ineomplete settling

Slew Rate Limiting Noise due ta ineomplete settling and

harmonie distortion

Thennal Noise Added white noise
..

•
Property Folded Cascode Two-Stage Class A Two-Stage Class AB

DCGain gm5*ro gml *gm6*rol*ro2 gm5*ro l

Unity Gain Frequeney gmS"CL gml/CC gm5/Cc

Siew Rate UCL min{[bia/CC- U(CL+Cc ) } Ibia/CC

Table 3.2: Key Propertles ln OTAs

•
Folded Cascode Two-Stage Class A Two-Stage Class AB

gm5- ro_CL_ Ibias• Cs gml' roI- CL_ Cc. [bias- 1. Cs gmS' roi' Cc. [bias' Cs

Table 3.3: Key Parameters for Modeltng
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r

(a) (h)

•

•

(c)

Figure 3.4: OTA Topologies: (a) Folded Cascode (b) Two-Stage Class A (c)Two-Stage Class AB.

Product3

Figure 3.5: kT/C Noise Model in Simulink
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3.3 Modeling of~Modulators in Simulink

In order ta perform behavioural simulations of LU: modulators while taking into ac­

count most of the non-idealities, it is necessary ta create models for them. A set of models

have been proposed that attempt ta simulate the non-idealities in Simulink [49]. The fol­

lowing work is intended as modifications and extensions to thase models for the purpose

of providing reference ta the key parameters highlighted in Table 3.3, and to make them

more suitable for an optimization environment.

3.3.1 Sampied Capacitor (kT/C) Noise

The thermal noise associated with the switching due ta input sampling onto the first in­

tegrator can be modeled as follows:

y(t) = kinr . [x(t) + nswitch(t)] (3.1)

• where

p;'Tn t - =--. RN tsltlitclz{ ) - Cs ( ), (3.2)

•

kim is the integrator gain, Cs is the input sampling capacitor, k is Boltzman's constant, T is

temperature, and RN(t) is a Gaussian random number with zero Mean and unity standard

deviation. This has been implemented in a Simulink diagram shawn in Figure 3.5. It is im­

portant to note that the fonnula used in the I(u) block with its input kint' implements the

nswitclz(t) formula. It is important to note that a 2 appears in the equation for nswitcllt). This

is due ta the fact that the capacitor is sampled twice in the SC circuit (once of each of the

two phases). A SupplyJactorblockcan also be seen in the diagram. This is present for Sim­

ulink simulations in which it is desired to normalize the supply voltage. [f no such normal­

ization is desired, then SllpplyJactor should be set to 1.

3.3.2 Distortion Due to Switches

[n Figure 3.3, a SC integrator was presented to illustrate the input stage of the~ mod­

ulator. On q.b one can see that the input is sampled through switches SJ and S4 onto capac-
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itor Cs. However, since the on-resistance is dependent on the voltage across the switch, it

can he seen that the resistance of 5J depends on the time varying input, and therefore be­

cornes a source of distortion. The resistance of switch 54 has one terminal fixed to a con­

stant voltage, and its source and drain experience a very small voltage difference, making

it a lesser source of distortion. The same holds true for switches S2 and 53 on ct»2' which a1so

have one end fixed to a constant voltage. As a result~ the distortion mechanism introduced

through 51 and 54 will be the focus of the analysis~ and its circuit model representation is

illustrated in Figure 3.6.

In order to model the effects of the distortion created by these switches, one could solve

the following differential equations which are based on the ones presented in [52]:

d vi(t) - va(t)
-v (t) = (3.3)
dt 0 CS.Rsl(vi(t),va(t»

•
and

vi(t)-va(t)

Rs1 (vi(t), va(t»

va(t) - vo(t) - VCM
=-------

Rs4
(3.4)

•

This set of equations can be numerically solved for each dock period, provided that the

voltage dependent RsJ can he quantified.

The model in Figure 3.7 represents a way of implementing the above equations in Sim­

ulink. From that diagram, it can be seen that a look-up table is used in order to represent the

on-resistance values of switch 51 at different voltage levels. It can also he seen that a Matlab

function is used. This function implements the solution to Eq. (3.3) and Eq. (3.4).

\J VCM

Figure 3.6: Model of Sampling Operation [52]
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t
x(t)

Mux

Look-Up
Table

~ ~s
Muxt

Figure 3.7: Switch Distortion Model Using Look-Vp Table

The main drawback of this model is that a complex relationship for the on-resistance

with respect to the input voltage must he derivedorobtained. This can he done through sim­

ulations in Spice or through the use of appropriate equations [53]. This however may be

impractical, and a simpler alternative was sought out.

As a result, a method for finding a bound on the Total Harmonie Distortion (THO) of

the switch was developed out in order to predict the worst case distortion, and thereby pro­

vide a worst case bound for the on-resistance.

The distortion associated with the sampled capacitor network can be quantified by a

THO measure. A procedure for doing this using a switched current integrator was presented

in [54], and has been modified for use here. According to [54], a bound on the THO is given

by

(3.5)

•

where THD refers to the distortion level relative to the first harmonie, VOUT1 represents the

power of the first harmonie (the input signal), and VOUT represents the total power associ­

ated with aIl of the hannonics present. Il is important to note that

Vour- Vour1 = âVour ·
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In order to get a measure for these components, one needs to refer to the difference

equation that describes the sampled capacitor network shown in Figure 3.6. The difference

equation is given by

Vour(n) = (l-y(n»· V'N(n) , (3.6)

where y(n) represents the lime varying settling error that occurs on the nlh sample, and is

-r

equal to e2
. 't, in which T is the clock period, and t is the settling time constant of the

switch.

The settling error y(n) can he divided ioto two compooents YLIN and Ay(n). These val­

ues represeot a time invariant settling error and a lime varying settling error respectively,

such that

Furthennore, the output voltage can also he divided into two components: a linear com­

panent VOUTl which can be associated with yLIN' and AVOUT which cao be associated with

Ay(n), meaniog that•
yen) = yLIN + Ay(n).

v0 ur(n) = VOUT1(n) + AVour(n ) .

(3.7)

(3.8)

Ifthis equation is substituted into Eq. (3.6), and decomposed into a lime invariant linear

equation and a time varying non-linear equation, the following relationships arise:

(3.9)

and

(3.10)

•

In arder ta place an upper bound on the THO, it is necessary to ensure that Eq. (3.5) is

maximized. This is done by maximizing AVOUT and minimizing VauTl . If YMAX corre­

sponds ta the maximum settling error produced by the network, it follows that both YLIN

-T

d h 1
2 . 'tMAX •

an Ay(n) s ou d be set to yMAX = e , where t MAX represents the longest tIme con-

stant possible.
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Making these substitutions and taking the z-transforms of Eq. (3.9) and Eq. (3.10) re­

sults in the following transfer functions:

and

Vour1(Z)
= l-YMAx

VIN(Z)
(3.11)

(3.12)

•

Assuming that the system is excited by a sine wave with amplitude A, it can he shown
2

that the power assaciated with the output signal is ~ [55].

As a result,

(3.13)

and the bound on the THO can he given as

THD'5: YMAX .
l-YMAX

(3.14)

(3.15)

Recalling attention ta Figure 3.6, one can determine that 'tMAX = 2· RMAX . Cs'

meaning that the bound on the THD is given by

-T

•
4· RMAX • Cs

e
THD'5: -----r--

1
4· RIoIAX ' Cs

-e

(3.16)
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where Cs is the sampling capacitance, and RMAX is the maximum allowable on-resistanee

of the switch.

Sinee the system being modeled is differential in nature, the second hannonie is rela­

tively small, therefore the dominant source of distortion will he the third hannonic [1]. As

a result, the distortion bound on the switches found in Eq. (3.16) ean he implemented by

directly introdueing a third harmonie into the simulink system as illustrated in Figure 3.8,

and can he given by THD = H31~s, where H31 is the RMS value of the third har-
AI 2 RMS

monie, and A is the system input sinewave amplitude.

From the diagram, a distortion generator and a gain black ean be seen. The distortion

generator is simply a sampled sinewave that has an amplitude ofone, and a frequency equal

to three limes that of the system input sinewave. The gain black, THDJactor, represents

the means of properly aehieving the amplitude of the third harmonie. Il is given by

• THD_factor = H3 1 = THD· A
peak

(3.17)

where A is the system input sinewave amplitude, H 31 is the peak 3rd harmonie distor-
peak

tian, and THD is the upper bound on the distortion eaused by the switches and is given by

the equality portion of Eq. (3.16).

1
x(t}

•

Figure 3.8: Simulink Model for Switch Distortion
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3.3.3 OTA Noise

The input referred noise of an OTA can he modeled as follows:

y(t) = k int • [x(t) + nOTA(t)]

where

nOTA (t) = Vn . RN(t) ,

(3.18)

(3.19)

•

kint is the integrator gain, Vn is the OTA RMS noise voltage, and RN(t) is a Gaussian random

number with zero mean and unity standard deviation. The model can he seen in Figure 3.9.

3.3.4 Switched Capacitor Integrator Non-Idealities

Switched Capacitor integrators are composed of non-ideal analog building blocks, the

foremost of which is an OTA. As a result, a model needs to be created that takes into ac­

count the noise and/or distortion generated by these components.

One of the main non-idealities is caused by having finite gain in the OTA. As a result,

the transfer function of the integrator changes depending on the amount of DC gain provid­

ed by the amplifier. The ideal transfer function is given by

•

k·
H(z) =~

z-1

1
Kint

Random Zero-Order Gain
Number Hold

Figure 3.9: OTA Noise Model in Simulink [49]

Product

(3.20)
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In reality, this model is not sufficient for the complete description of the integrator's

characteristics. Examining Figure 3.10 reveals that the transfer function of the integrator

changes depending on the amount of DC gain provided by the amplifier. As a result, the

transfer function takes on a gain dependency gjven by:

k.
H(z) =~,

Z-Cl
(3.21)

•

g . r -1
where kint is the integrator gain, Cl = m 0 , and gm as weil as ro are the parameters

gm' ro
in the amplifier that define its gain. The deviation caused by finite gain, and represented by

Cl, must be accounted for in any modeling.

Another source of non-ideality cornes about hecause an OTA is subject to clipping.

Clipping occurs when the OTA is asked to produce an output voltage higher than the volt­

age supply rails. Should this occur in the system, the output would cease to follow the ideal

output voltage wavefonn, and instead a distorted waveform would be produced. This is il­

lustrated in Figure 3.11, where VH and VL are the upper and lower power supply rails. This

effect must he integrated inta the model as weIl, and is accomplished through the use of a

saturation black in Simulink.

A final source of non-ideality that will be dealt with is slew and bandwidth Iimiting.

The slew and bandwidth behaviour of an OTA were modeled based on analysis in which

their effects in a switched capacitor integrator are interpreted as a nonlinear gain [56].

v.. (z) =Cl _1_ =.t.nt _1_
Vœ C;z-l z-l

•
~ () ~ l-\z ==-
V'" C; z-a

g 1:-1where a= _._Q-
g.t;,

Figure 3.10: Transfer Function of Integrator with Finite Gain
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Vt:
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•

Figure 3.11: Distortion Effect of Clipping

There are three basic mutually ex.clusive conditional states that can occur, based on the

present input voltage and the previous output voltage:

1. Complete Bandwidth Limiting,

2. Complete Slew Rate Limiting,

3. First Slew Rate Followed by Bandwidth Limiting.

In order to understand and rnodel this effect properly, it will now be ex.plored in sorne

detail. The prirnary goal is to capture the input-output transient behaviour of the circuit in

rnathematical forro. Figure 3.12(a) shows the single-ended SC integrator, while

Figure 3.12(b) reveals the circuit representation of the integrator on the driving phase ep2. It

is important to recall, that in a sampled data system such as this, there is a finite amount of

time given for ail the phases to execute. In a two phase system, that time corresponds to TI

2 (where T corresponds to the dock period). For the purposes of this analysis, assume that

capacitor C3 is a lurnped capacitor containing the output parasitics and the loading of the

next stage. It is also important to realize that the analysis was done on a single-ended am­

plifier to simplify the understanding of the procedure. If one takes advantage of the sym­

rnetry present in a differential circuit, the same analysis is valid [57].
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Figure 3.12: Analysis of Transient Integrator Behaviour

The transient associated with the output voltage can he represented in the following

form:

- (~Jvo(t) = v0(0 )-G· vs(O)· l - e (3.22)

node voltage at the beginning of the cycle, and v0 (0- ) refers to the output voltage present

at the end of the previous cycle. This means that effectively, the charging/discharging lime

constant 't of the circuit cao be defined as:

•
(3.23)
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It is important to note that vs(O) = -vin(O) , and as a result, Eq. (3.22) can he written as

(3.24)

The system behaves as prescribed by Eq. (3.24) when limited purely by the chargingl

discharging time constant, and is commonly referred to as being bandwidth limited.

The system may also suffer from Siew Rate (SR) limitations. This is illustrated in

Figure 3.13. Since the amplifiercan only supply a maximum finite current (lbias) to the ca­

pacitive load (C[), an inherent limit to the instantaneous change in output voltage is

present. Therefore, if the change in voltage is too large, this limit is exceeded, and the out­

put will he subject to a Iinear charging (with slope SR) described by

If il is assumed that the system is slew rate limited for a portion of the time to' the output

voltage can be written as•
SR = !!.v (t)1 = lChias

•dt 0
max L

v0(0- ) + SR . t,

= vo(O-) + SR· to + (G· vin(O) -SR· to) -(l-e'·;)

v

(3.25)

(3.26)

SR Limiting

/

•
âV

o
Figure 3.13: The Presence and Effect of Siew Rate Limiting

BW Limiting

/

t
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At time 10 , the system ceases to he slew rate limited and retums to its "natural" charg­

ingldischarging state and hecomes bandwidth limited. It follows that at only the point cor­

responding to to' the bandwidth and slew rate limiting will he identical. This arises hecause

bandwidth limiting produces a monotonically increasingldecreasing exponential voltage

function. Such a response has a different slope at every point, and thereby will he equal to

SR only once (i.e. at 1 =to' :,vo(t) =SR). As a result, one can solve for the time the sys­

tem remains slew rate Iimited by evaluating the slope of the bandwidth limited response at

time la, and equating it with the sl0Pe of a slew rate limited system, i.e.,

•

10 -1

d 1 (-SR '10 G· Vin) -'['-v (1) = +-- ·e
dt a 't' t

~ ~

After evaluating the function at time 10 , one is left with the following equation,

-SR· tG· v·SR = 0 + __ln

t 't'

This can be easily re-arranged to provide,

G· vin
t o =---t

SR

(3.27)

(3.28)

(3.29)

•

Therefore, slew rate Iimiting will occur if :1vo(t) > SR and last for the length oftime

given by to.

When creating a model involving slew rate and bandwidth Iimiting, the actual transient

behaviour of the integrators is not crucial since SC circuits dePend only on the output at the

end of each cycle. Therefore, it is important to obtain an expression for the output voltage

of the integrator at time TI2. The appropriate behaviour at this time can he summarized as

follows:
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Vo(V = vo(O- )+SR.'o+(G.vin-SR.,o) {l_et.~~}

- SR· T
v0(0 ) + --y-'

if 0 < T (3.30)
1 <to - '2

•

•

The finite gain, the c1ipping levels, the finite bandwidth and the slew rate limiting of the

OTA are incorporated into a Simulink model of the SC integrator as shown in Figure 3.14.

The formulas used in this block depend on the type of OTA implemented. In this case, the

fonnulas for the folded cascade amplifier were used, hence parameters Cs' gm' ro' and fbias

are required (Table 3.3). From the diagram, it can he seen that a Slew & Bandwidth Matlab

function block exists that interfaces with a multiplexer. Due to its conditional nature, the

modeling was much easier accomplished through the use of a Matlab function, which im­

plemented the previously descrihed equations. Furthennore, il was necessary due to the na­

ture of slew rate limiting, to create a block that is capable of retaining "memory" of its

previous state. This is accomplished by feedback through the multiplexor, which also takes

in the key parameter values (Cs' g"" ro' fbias) fed to it by the optimization routine.

ln1lIef'nentnQ finie CiWI of the OTA
'ITI"I'o-1

lJlI"ro

Figure 3.14: Non-Ideallntegrator Model in Simulink
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3.4 Optimization Setup

In this section, a set of guidelines that c1arify the Matlab design space will he presented

to help explain and carry out the design methodology. Sorne familiarity with the Matlab op­

timization toolbox will he assumed.

The optimizer is essentially split up into three parts, and is illustrated in Figure 3.15.

Each block is described below:

L. The Matlab Optimization Block, which receives an error value and accordingly

adjusts the key parameters given to it in order to minimize any further error. On the

first run, the optimizer begins by using the initial conditions supplied to it for the key

parameters.

2. The Simulink System, with its built in non-idealities, is called by the optimizer so that

data for property measurements can be obtained (Le., getting the required data to pro­

duce SNDR calculations).

3. The Matlab Evaluation Block receives data from the Simulink System, evaluates the

results based on constraints (bounds) on the key pararneters, and produces a value for

the error based on the designer's criteria. When the error is low enough the process

will stop and deliver its results.

For the specifie case of the~Modulator, the folded cascode OTA was chosen, and as

a result, the key parameters that necessitated optimization were Cs' g"" ro' and lbias' It is

important to note that although RMAX is used, it need not he optimized. From Eq. (3.16), it

can he inferred that RMAX is dependent on the parameter Cs' therefore its bound can be cal­

culated at the end of the procedure and then reported. The next step is to define bath the

error measurement criteria and the constraints. Il is important to note that these criteria can

be as simple or as complicated as the designer wishes. The more criteria that are given

translates into a longer optimization routine, but a final result that is doser to the overall

goal. In the case given here, the following three criterion were used:
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MATLAB

OPTlMIZATION +-

... 1..
low

,. ... --.-- .. -------.
1

"
,

1 ·1 ·1 SIMUUNK SYSTEM ·1 ·1 ·1 ,
1 ·1

l ·1

1 ·,
1 ·1

MATLAB ·1 ·· EVALUATION BLacK ·· ---1 ,

· ·1 ·1 ·

Exit if c:rror
eoough

Figure 3.1S: Optimization Setup

•
1. Minimization of Area. This was fonnulated on the basis of capacitance. Since the

capacitance required in single loop modulators usually accounts for at least half of its

area, the area constraint placed an emphasis on minimizing the capacitance.

2. Minimization of Power. The main power consumption in the modulator cornes from

the OTA used in the first stage integrator. As a result, constraints were placed on the

bias current in order ta place an upper bound on power consumptian, and to minimize

the current used.

3. Maximization of SNDR. Since SNDR is a dominant measure of a modulator's perfor­

mance, lower limits were placed on its value, with an emphasis placed on its maximi­

zation.

•

The Simulink system was used in arder to get the data for the SNDR measurements.

Ail these measurements were affected by the key parameters, as the madeling for the sys­

tem was based around them. An example of a d1: simlink system, with ail of the non-ide­

ality modeling present, can be seen in Figure 3.16. This is the same system that was

presented in Figure 3.2, except that in this diagram, the Simulink models have been added
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to account for kT/C and arA noise, switch distortion, and to account for the use of a non­

ideal integrator in the tirst stage of the modulator.

Figure 3.16: Non-ideal System in Simulink

% File: optll11.11

function [c,RIIlax] = optilll<P~oints,It,Suppl~factol"', fs,bw,slllltiJle1,SNDR..goaI):

%Calculation of ÛJn$tants

A = o!IIIIpli~

SNIR_wcight = 10"(SNDR-SQa1110) ~

nuPIber_of_tau = -logW)"'(-1*(SNDR..goaII2O»):
MXtfllle = le9'<lIfs)*<1I2)/rJJaber_of_tau:
windowl =kaiserCNpolnts ,30) ~

bancLedge = floor«bw/fs)*Npoints)+ 1;
THD =10"(-SNDfLgoèlll2O):
THD_factor' =~THD:

% Star-ting values of CoefFiclents
% Cs le-12 (pF)
% SM le-4 (l00's uY/AIIlp)
% ra le6 (t!om)
% Ibios le-4 (lOO's uAlllps)
coef<l)= 4.5:
coef(2)= 33:
coef(3)= 1:
coef(4): 5:

% The optilllizer wUI tr1I to lIIinilllize Cs, glII, ro, and tblas

% Lower <YId Upper Bounds on the Coefficients
VLB : [3.5 10 .2 .5]:
WB =[5 34 1 10]:

% Set up Optilllfzation ~tions: Used ta Deffne Tolerances and Step Sizes
options = foptions~

optlons(l) =1:
options(2) =.1:
optlons(3) = .01:
optfons(4) : .1~

options(14) =1000
options(16) :.1~

options(17) = 1:

[C,dulu!y]=constr( , paraJll' ,cœf,options,VUl,VUB, [] ,Npoints,H,Suppl~factor, •••
THDJact«",31I11tiNe1,SNDFLweight ,lIIaXtillle,SNDR..goa1,windowl,bancLedse) :

Raax = -lI(4*fs*C(1)*log(THD/(THD+l»):

Figure 3.17: Matlab Optimization Rlock: optim.m
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3.4.1 Implementation in Matlab

Example code for the third order ~ modulator is presented in Figure 3.17 and

Figure 3.18. The first function called "optim.m" (Figure 3.17), basically implements the

Matlab Optimization Black seen in Figure 3.15. This function takes in performance speci­

fications from the user (such as the sampling frequency ifs), and the desired SNDR

(SNDR~oal» and is also used to set up the optimization options such as the step size and

% Fi le: par....

fl.l'letton [L2,gl =p«"aIII3o(cœff,~ints,I1,Supply3actor,THD-factor ,Sll11tiPle1,SNDR_welght, •••
..axti..e,SNIILgoaI ,windowl,barl(Ledge}:

%Runnlng Si~l ink. ta get the strealll
disp( 'SiPlUlating••• '}:

inputs = SilllSet('5rC~pace', 'eurrent', , DstWork3pace' , 'ba$e'):

%Creating the Varaibles for Interface with SiPlUlink.

c = [<cœff<l}*1e-12) (coef'f(2)*1e-,.) (coeff(3)*1e6> (coeff<,.>*O.5e-4)]:
Cs = c(l)
9111 = c(2)
1"0 = c(3)
lbias = c{")

(tsill,x~Stelll.~ut]=silll{'Non..ideaLlIlOdJlator· .s illlttllle1. inputs>:

sillltiflle = length(!fJUt):
~ =(2*{abs{Fft<~t(silllti~poin~l:siJitiae>••windowl,~ints» >."'2)!{{Npoints).(Npoints-l»:

%Addltional Factors for use ln Tille Constant Calculatlon

Cpl =le-12:
CU = .75e-12:
Clpl = 2.~6e-12:

% Tille Omstant on Each Phase

taull = ((,.*C(1>.cpl) .. Clpl*<,.*e(1) .. Cpl»!(c{2)*4*C(l»;
td2 = «(lpl + CId + 4*C(1)*{~<1) .. Cp1>/<G*C(l) + Cpl»!{{c{2)e4*c(1»!(G*C{l) + Cpl)}:

tau = le9*-.ax<taull, tau12) ;

%Caleulate SNDR w1th Kaise,. "'inde...

noise! = SUJI(~(l: (t1+1-f1oor(19I2}-1>»:
noise2 =su..<h\:J< Ct1+1+floor{19I2)+1) :bancLedge»:
noise = noise1 + noise2;
noise = nolse.!< (.402)"2):
peak = (hy(H+l)}!<.2276"'2):
sncr = 10*1og10(peak!noise)
JIa9 = peak/no ise:

L2 = (abs(lIl1lag) )II$NDR_weight

disp{·Done.')~

%....... set up constl"aints .............
%ClJfl$t,. <= 0

Figure 3.18: Matlab Evaluation Block: pamm.m•
constrl = tau - MXtule
constl"2 = -tau
constl"3 = -sndr .. SNDR,.goaI

9 = (const,.l constr2 constl"3l:

%Tau is less than the -axllllUlll allowable ti~

% Tau is greater than zero
% SNDR is greater than the SHDR goal
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tolerance of the program. This program strives to minimize the coefficients that are speci­

fied, in this case Cs' gm' ro' and fbias' By minimizing these parameters, the minimal require­

ments for the OTA will result, and power should also be minimized. It is in this function

where the initial conditions along with the bounds on the variables are set, which will be

discussed in sections 3.4.2 and 3.4.3. It is also in this function where a1l preliminary calcu­

lations are done. For example, the windowing function for the Fast-Fourier Transform

(FFf) used to calculate the SNDR, and the THDJactor, are created here. This is created

only once and the variables are passed to the Matlab Evaluation Black everytime an SNDR

is calculated. By creating them in this function rather than recalculating them in the evalu­

ation black, valuable CPU time is saved.

It is also in this function that RMAX is calculated. This is done once at the end of the pro­

gram, as RMAXdepends on Cs.

The function u param.m" (Figure 3.18) basically implements the Matlab Evaluation Block

and the Simulink System Black. In fact, the Simulink System Block is implemented

through a function cali to the Simulink file "Non_ideal_modulator" seen in Figure 3.16.

The Matlab Evaluation Block, which is the remainder of the file, receives the information

gathered from the Simulink simulation, and calculates an error based on how far this is from

the desired result. Furthermore, several constraints can be placed on any of the variables or

values derived from them. For example, the settling time of the integrator is calculated in

this function. A constraint is placed upon il, forcing the optimization to continue until the

settling time is less than the maximum settling time allowable to still achieve the desired

performance. Further constraints in this function force the settling time to be greater than

zero (a condition that prevents the use of negative numbers), and force the optimizer to con­

tinue until the desired SNDR performance is achieved.

The final function ··slew.m" (Figure 3.19), represent the code that was used to imple­

ment the Matlab function which accounts for bandwidth and slew rate limiting. This code

is specifically tailored to the 3rd order LU: modulator seen in Figure 3.16, however, it can

be easily adapted for other designs. This function takes in the inputs Cs' gm' ro' fbias' U, v

(as seen in Figure 3.14), where U is the current input to the integrator, and v is the previous
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fLl'lCtlon Cout)= slew(u,Cs,gII,ro,Ibias,v)

%u is arrent input
%v is pntVious output

%Sa.pling Freque,q
Fs = S.l«e6;
Ts =(1IFs)~

Tsn = 1~ % AIl Equatlons are Honlahzed ta Ts

%Capacitors Usee! in the Integrator
% Note: G41n of 1ntegrator 1$ 1/4

Clp :: 2.4e-12:
Cp = le-12;
CId = .75e-12:

% OTA Output Cc1p4citance
% OTA Input Capaci t.Ylce
% C4pacit.Ylce of Next Stage

•

•

%Effective Load
CL =elp + CId + <4.cs.(2<s + Cp) )/(6.cs + Cp):

% Slew Rate of the OTA (V/sec)
Sr =Iblas1O..:
SR = (SrlFs):

% Iklit~ G4in B«Idwidth of the OTA
ugbw = gIllJ'(~leclJ;

~101 = <ugbwIF$)~

%Scale Input te Integrator
d = u - v;

%H~ Constant
tau = 1/(<~i.u:;BIoIe4*Cs)/(S-CS+ Cp»:

% Slew TiM: IJlPlelllent Slewing Equations Here
te = «abs<d»/SR) - tau;

f = abs«d/tau»;
if abs«d/tau» <= SR

outpt = v + de(1 - exp(-Tsn/(2.tau»);
else

if te <<Tsn/2>

outpt = v + d + <SR*to - d}"exp«to-<Tsn/2»/tau);

else
lf d> 0

outpt =v + {Tsn/2}*SR:
else

outpt = v - <Tsn/2)*SR:
end

end
end

out :: outpt;

Figure 3.19: Matlab Function: slew.m

output of the integrator. This function is basically used to properly implement Eq. (3.30) in

its entirety. Il is important to note that the input u is already scaled by a factor of l/4 (as

seen in Figure 3.16), and therefore the quantity G in Eq. (3.30) is set to one.
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3.4.2 Initial conditions

A good set of initial conditions, or an adequate bounding of the optimized variables is

needed, for improved optimization efficiency, and to increase the chances of obtaining a

convergent solution.

The best set of initial conditions and bounds will usually come from the designer, as a

designer usually has a better intuitive understanding, and more knowledge conceming the

feasibility of certain values. For example, a simulator may solve for a capacitance of 1 oF,

but a designer knows that such a value is infeasible or undesired. The task then shifts to the

designer for obtaining a good set of initial conditions and bounds.

In addition, the knowledge of transistor parameters such as ro and gm can help to ohtain

ail of the required information necessary for setting bounds on variables. Preliminary sim­

ulations in SPICE can solve this problem quickly and efficiently. For example, the mea­

surement of ro for a single transistor is a trivial matter, and based on this value a range of

values for the output resistance of an DTA can be constructed. Furthermore, feasible

bounds for gm can be found by simulating a differential pair, and sweeping the bias current.

This process is very simple and quick, and only need be done once for each new technolo­

gy. Bounds can also be created based on the designer' s preference. For example, if a capac­

itance is desired, then upper and lower bounds can be set so that no solution will contain

tao low (put the lower bound equal ta that of the minimum sized matchable capacitor al­

lowable in the technology) or too high a capacitance for the designer's liking. Once bounds

have been chosen for each of the key parameters, choosing the initial conditions is not so

arduous a task, as any values within those bounds can be taken as a starting point.

3.4.3 Additional Factors

There are additional factors that can alter the behaviour of the system. As examples, the

input and output capacitances of the amplifier along with the loading capacitance of the

common-mode feedback circuit (CMFB) can affect the settling times of the integrators.

These parameters can be accounted for by lumping them in with other key parameters. For

example, CL can be altered to reflect aIl the additional loading mentioned. The inclusion of
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these additional factors cao he left to the discretion of the designer, or cao he part of a larger

iterative design procedure.

3.5 Summary of Simulation Results

This optimization procedure was applied to the design of a 16 bit (SNDR = 98 dB), 3rd or­

der LU: AOC, in which the primary objective was to design a lowpass, audio-band (band­

width of 24 KHz), single bit, modulator, with an oversampling ratio of 128. The choice of

coefficients used in the Simulink diagrams is purely an architectural design consideration

and will not be discussed here (see Chapter 2 for more details). The focus remains on the

performance of the system with the modeled non-idealities.

An ideal Simulink simulation of this modulator was run in order to determine the max­

imum achievable performance of such a system. The simulation yieided a peak SNDR of

105.72 dB, and a dynamic range of 112 dB, which can be seen in Figure 3.20(a). After the

addition of the models that were presented in section 3.3, the Simulink diagram was con­

structed (Figure 3.16), and the optimization routine was run. The process resulted in feasi­

ble design values (gm =3.3 mAIV, ro =963 k,Q, fbias =458 J.l.A, Cs =4.5 pF, and RMAX =

7850). An SNDR curve which refiected the modeled non-idealities was produced, and can

o,-llIrqJo n24cl8
:II ~~Dft.'1J514l1

l!lI

ê6lJ
!
c:
~5J'

~

Jl .

!I .

la

-110 -100 -il ~ -10 -«1 ~ -IlJ -Jl .!1 ·10 a
l1M~"""(4lIl

(a) Ideal (b) Nonideal

Figure 3.20: SNDR Plots for 3rd Order Modulator in Simulink
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he seen in Figure 3.20(b). The simulation of the non-ideal modulator yielded a peak SNDR

of 99.45 dB, and a dynamic range of 102 dB. This system was verified in SPICE through a

series of simulations.

3.6 A FuUy Coded~Modulator Design Example

A brief example will he presented in order to further clarify the design process. This

example is fully reproduceable in Matlab and Simulink, and can he used to get an under­

standing of the methods needed for the design. The same 3rd order LU: modulator will be

used to design for kT/C noise requirements. The modulator will 0Perate at 6.144 MHz, with

a bandwidth of 24 kHz, have 16 bit perfonnance, with a power supply of 2.5 V.

In order to begin, one can break the process down into simple steps to he followed:

1. Identify/Select the parameters to he optimized.

2. CreatelUse Simulink models to implement the non-idealities caused by the chosen

parameters.

3. Select the performance criteria, and formulate relevant constraints.

4. Choose the initial conditions, upper and lower bounds, and integrate any relevant addi­

tional factors.

For this design, the effect that will be examined is kT/C noise. This noise relates to the

input capacitors Cs (as explained in section ), and as such is the parameter that will be op­

timized.

The step that follows involves designing the kT/C noise block for the integrator. The

model used is based on the one seen in Figure 3.5, but requires sorne customization for this

design. The first issue to deal with concems theftu) block, and its variables (see section ).

For this example only one ternperature point will be examined, so a fixed value of 300 de­

grees Kelvin can be used for T. On top of this, Cs is needed in the formula. For the purposes
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of this optimization routine, Cs will he defined as c(1). Therefore, c(1) must appear in the

equation. This aIlows for the optimization routine to directly interface with Simulink. Fur­

thermore, since a nonnalized system was constructed in Simulink (i.e. the power supplYis

nonnalized to +1 V and -1 V), a value for SupplyJactor should he chosen. Assuming that

the power supply is 2.5 V leads to a selection of 1.25 for SupplyJactor. Upon the custom­

ization of the Simulink model, a full system diagram should he built. For this example, the

diagram can he seen in Figure 3.21, and includes the Simulink kT/C modeling

The next step that must he taken involves deciding what performance criteria will he

used to determine a successful completion of the optimization routine. For simplicity,

SNDR will he used as the sole perfonnance indicator. In order to calculate this value, a

Simulink system must he run, its output data points collected, and an FFr taken. For this

modulator, 16 bits of performance is required (98 dB), and as a result, a constraint is placed

on SNDR forcing it to he above 98 dB.

Finally, it is necessary to detennine the initial conditions and bounds on the parameter

Cs. Depending on the technology used, there is a minimum value of capacitance that can

be manufactured with a certain pre-known degree of accuracy (usually 20%). Therefore,

this value should be used for the lower bound on the capacitance. In this case 250 tF was

chosen. The upper bound is usually Iimited by area constraints. In order to minimize area,

Figure 3.21: Simulink System Diagram with kT/C Noise Models ('KTC_optim')
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one wants to use the smallest capacitance possible. In this case, the upper bound on capac­

itance was limited to 5 pF. A final decision remains conceming the selection of an initial

condition. Basically, one can choose any value within the previously determined bounds.

At this point, there is enough information to create the optimization files. In the first

file, seen in Figure 3.22, the system specifications are Iisted, the Kaiser window for the FFf

is calculated, the initial conditions and finally the upper and lower bounds are set. The val­

ues Iisted correspond to numbers that are needed to make various calculations. For example

SupplyJactor is needed for the kT/C noise block. Npoints refers to the number of points to

he used in the FFT, whilefs and bw correspond to the sampling frequency and bandwidth

of the modulator. The value band_edge is a constant used to determine the last in-band

point to he considered when calculating the FFf. The value M, determined by coherency,

represents the bin in which the input signal lies. In this case a frequency of 4312.5 Hz cor­

responds to an M of 23. Also defined in this file are the optimization options. The options

vector contains the parameters used in defining the display fonnat, coefficient accuracy,

tennination accuracy, constraint accuracy, the maximum number of iterations, and the

% File: optillLkTC.1Il

function [cl =optilll_kTCO:

warning off;
%~lcul~tion of Const«lts

tt =23; % Frequenc!:f of 4312.5 Hz
Npoints= 2"15;
SuppI~factOl'" =1.25;
($ =6.144e6;
bw =24e3;
wlndowl = kaiser{Npoints,30);
band_edge =floorC<bwIfs)*Npoints). 1;

%Starting valUC$ of Coefficient
% Cs 1e-12 (pf)
coef(l)= 3.0;

%Lower and ~r Bounds on the Coefficients
YlB = [0.25];
WB = [5.0];

% Set up Optilllization Options: Used ta Define Tolerances and Step Sizes
options =(options;
options{!) =1;
options(2) = .1;
options(3) :;' .01;
options(4) = .1;
options(14) =1000;
options(16) =.1;
options{l7> = 1;

CC,duM!:f]=constr( 'paralll_kTC' ,coef,options,VlVIUB, [],Npoints,tt,Suppl!;f-factor,windowl,band_edge};

Figure 3.22: File 'optïm_kTC'
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maximum step-size. Definitions and guidelines for choosing these values cao he found in

[44].

The second file, which is called in the last line of the previous one, can he seen in

Figure 3.23. This file contains the cali to Simulink model 'KTC_optim', which was seen in

Figure 3.21, the error calculation, and the constraints. The error condition is chosen to get

the SNDR as close to 98 dB as possible. This is done by dividing the VN representation of

98 dB by the current SNDR in VN does this. Ideally, this will give a value of 1. As a result,

1 is subtracted to indicate that there is no error when this is achieved. This formulation pe­

nalizes SNDRs greater than 98 dB, but this is necessary to ensure that the smallest Cs pos­

sible is used. The constraint forcing the SNDR to be greater than 98 dB can also he seen in

this file.

%File: paralll_kTC.1II

function [l2,g] :; ~an_kTC{coeff,Npoinu,H,SupplyJactor,windowl,bcnLedge):

% Running Silll.ll ink ta get the strealll
disp{ 'SiPulating••• ' >:

lnputs :; siMet{'s,-cWorlupace' ,'orrent' ,'DstlJorkspace' ,'base'>:

%Creating the Variables for Interface with SilllUlink

dl> :; [(coeff(l>*1e-12)]:
Cs = c{l)

[tsilll,x~te.I,yout]:;SiJl{'KTC_optill',45700,inputs):

silllt1he :; length(yout):
~ :;(2*(a!ls(fft(!PJt(SillltiJle-Hpoints+l:sintillle) ••wlndowl,Npoints»)."'2)/( (Npoints).(Npoints-l»:

% Calculate SNDR Iolith Kaiser Window

noise! :; SUM{hy(l:(H+l-floor-(l912)-1»):
nolse2 :; $UIII{hy( (11+1+f loor(19I2)+l) :bancLedge»:
noise:; noise! + noise2:
noise :; nol se./C (.402)"'2):
peak = (hy(H+1»/(.2276"'2):
sncr = 10*1og10(peàv'noise)
M9 :; peak/noise:

L2 :; abs« (10"(98I10»/M9) - 1>

disp('Done.'):

%....... set up constraints ............
% constr <= 0

constrl =-sndr + 98 % SNDR is greater than the 5NDR gœl

9 = [constrl]:

Figure 3.23: File 'param_kTC'
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By creating these two files along with the simulink diagram, this system can he simu­

lated in Matlab. Once run, the optimization routine should quickly find a value for the min­

imum capacitance needed at the input stage. In this case, the result should be approximately

3.25 pF, and should take approximately 130 seconds of CPU time.

Based on this example involving kT/C noise a10ng with the infonnation gathered from

the discussion in earHer sections, one has the necessary tools and background to easily ex­

pand upon these principles. Further parameters that influence the non-idealities of the sys­

tem, along with additional constraints to more thoroughly define perfonnance, can be

easily be added to develop a more accurate and comprehensive design.

3.7 Conclusion

A new design rnethodology for analog or rnixed signal integrated circuit components

was presented, along with the benefits of a top-down optimization procedure. Forernost

among these benefits was a shorter design cycle, along with ease of implementation and

reproducibility. A major advantage of having adopted such a design strategy was its uni­

versaI appHcability to any design problem, provided that one has the ability to obtain for­

mulas or mIes of thumb to help guide the process. Once these formulas and roles of thumb

have been obtained or decided upon, Matlab and Simulink could be used to model them,

and an optimization procedure couId he conceived, as per the guidelines presented in this

chapter. In order to more easily understand and apply this procedure, Sirnulink modeling

along with severa) design procedures and considerations were presented. Furthermore, the

design of a~ modulator using this methodology was carried out to more concretely illus­

trate the benefits of a top-down design methodology using Matlab and Sirnulink.
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This chapter introduces the issues behind the design of a low voltage switched capaci­

tor CMOS â2 modulator, starting with the design procedure and realization in a low volt­

age (2.5 V) standard CMOS process (0.25 flm), and concluding with experimental

measurements to gauge performance. The primary objective is to design a lowpass, third

order lossless discrete integrator, audio-band (bandwidth of 24 KHz), single bit, delta-sig­

ma modulator. In arder to achieve the desired 16 bits of performance, an oversampling ratio

of 128 was used, necessitating a system clock run at 6.144 MHz.

4.1 Introduction

A â2 modulator may be realized in one of several ways, including active Re, switched

opamp and switched capacitor implementations. For low frequency applications, an active

RC implementation requires large capacitors to create the long time constants necessary,

which is undesirable due to the heavy area consumption of capacitors. AIso, it relies on the

absolute precision of both capacitors and resistors, which due to process variations can

change by as much as 20%, making it a problematic method of implementation [l, 33, 55].

Recently, several designs have been attempted using a switched opamp realization [58-60].
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Figure 4.1: Switched-Capadtor Equivalent Resistor

The main reason for this is to design without the use of voltage multipliers to drive the

switches [61]. However, there have been successful designs using a SC implementation

without the use of voltage multipliers, such as the ones seen in [52, 62]. Furthermore, the

performance of switched opamp implementations seem to he somewhat low, with the high­

est recorded performance to date heing 77dB [59].

Switched capacitor circuits have come about based on the fact that if one is to switch a

capacitor between two nodes at a high clocking rate, it is equivalent to placing a resistor

between the nodes such that R = C ~ f' and can be seen in Figure 4.1 [63]. As a result, the

time constant of the system ('t = R· C), is now determined by a ratio of capacitors and the

clocking frequency. Typically, in a standard CMOS process with good layout matching

techniques the mismatch in ratios can be controlled to about 0.1 %. Therefore, the large time

constants needed can he more easily created in a SC realization, resulting in its selection

for implementation.

Figure 4.2: Realization of a Non-Delayed Integrator in SC

•
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Figure 4.3: Realization of a Delayed Integrator in SC

Since SC circuits are sampled data circuits, they cao he designed using z-transfonn

methods. The integrators used in the LDI topology can he converted to SC integrators as

seen in Figure 4.2 (a non-delayed integrator) and Figure 4.3 (a delayed integrator). Using

these conversions, a SC implementation was used, and a fully differential realization of the

modulator can he seen in Figure 4.4.

4.2 Design Verification in SWITCAP2

As the modulator will he a SC implementation, it was deemed necessary to create and

simulate the circuit in SWITCAP2 [64], which is a discrete time simulator. This would

serve as both a validation of the Simulink results of Chapter 2, and moreover, allow for the

verification of the dock phasing that is involved.

The LU: modulator under the exact same conditions used in section 2.3, was simulated

in SWITCAP2, and the resulting FFT can he seen in Figure 4.5. The result matched closely

with what was previously seen in Figure 2.18, and the SNDR was calculated to be 102.2

dB. Several more simulations were run, at various signal amplitudes, and the deviations

from Simulink were found to he at most 0.5 dB.
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Figure 4.4: Switched Capacitor Implementation of the àI Modulator
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Figure 4.5: FIT of Ideal System in SWITCAP (60% at 5812.5 Hz)

4.3 Switched Capacitor Design Issues

The following section will describe several key issues that had to be dealt with as a re­

suit of using a SC implementation.These issues include capacitor layout, sampled capacitor

noise, and settling time.

4.3.1 Capacitor lAyout

As described in section 4.1, the coefficients of the modulator determine the capacitor

ratios needed in the design. As a result, the ability to have linear and matched capacitors is

crucial. Since a 0.25 fJ.m standard CMOS, single poly, 5 metal process was used, three ca­

pacitor composition options were available:

1. Five Layer Metal Capacitors. These capacitors have the lowest density of the three

structures resulting in a larger area of implementation. However, they also are the

most Iinear. This is because the metal layers are the furthest from the substrate, mean­

ing that the parasitic capacitance to the substrate has the least effect.
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2. Poly-Metal Capacitors. These capacitors are more dense than the 5 layer metal ones,

but since polysilicon is resistive, the capacitors have a lower Q and in essence are

worse capacitors [63]. The distance between the polysilicon and the substrate is

smaller than that of metal to substrate, therefore its parasitic capacitance is larger.

3. MOS Capacitors. Although much denser than the other two structures, these capaci­

tors are highly non-lïnear [65]. This is mainly due to the fact that the bottom plate of

the capacitor is a doped area, and as a result forms a parasitic diode that predomi­

nantly contributes to high non-linearity in the structure [66].

Although the 5 layer metal capacitors have a low density, its other advantages outweigh

this fault. As such, the capacitors for the modulator use this composition.

A problematic source in the realization and fabrication of capacitors are etching errors.

These errors are unavoidable in the manufacturing process. In order to minimize its effects

on the capacitor ratios, the perimeter to area ratio should he kept the same for aU the capac­

itors that are supposed to he matched [33]. This will cause every section to he affected in

the same manner, and thereby preserve the ratio of capacitance between each one. This im­

plies that ail of the capacitors should he composed of smaller unit sized elements.

In order to obtain the best matching possible, the capacitors from each of the three sec­

tions were grouped together and implemented in a square array. One of the three arrays is

depicted in Figure 4.6, where capacitors were matched to the ratios of 5/8, 5/8, 5/8, 5/8, 8/

8 and 8/8. The capacitor sections with an a subscript denote capacitors that appear on the

bottom half of the differential structure, and D represents a dummy structure.

Each of the capacitor arrays was placed in a large weil biased to the appropriate volt­

age. This was done to help isolate the capacitors from any stray charge in the substrate that

might enter into a signal path through parasitics formed between it and the bottom plate.

Dummy capacitors (5 layer metal structures, left unconnected to the circuit) were used

to complete missing components of the arrays. This was done to ensure that ail capacitor
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D D D D D D D D

D 3 3a 2 2a 3a 3 D

D 3a 3 la 1 3 3a D

D 2a la 2 2a 1 2 D

D 2 1 2a 2 la 2a D

D 3a 3 1 la 3 3a D

D 3 3a la 1 3a 3 D

D D D D D D D D

Figure 4.6: Example of a Matched Capadtor Array

edges would see the same thing, and as such make more unifonn the etching error, which

depends heavily on what surrounds the structure, across the capacitor array.

4.3.2 Sampled Capacitor Noise

One of the most serious limitations of low voltage LU: modulators is the strain imposed

by sampled capacitor noise (kT/C) as a design consideration. As the supply voltage de­

creases, the input voltage range to the modulator is shrunk. A reduced input range can be

seen to directly translate ioto large sampling capacitor sizes for the first integrator as a re­

suit of the need to reduce the kT/C noise below the noise floor of the modulator.

The noise from the capacitors results from the sampled noise stored on the capacitor

generated by the switch resistances. The mean-squared noise voltage contribution of the

sampling capacitors that falls in-band in an oversampled system due to a single switch is

given in [1] as

2 k· T
Vrms =--

M·C
(4.1)

•
where k is Boltzmann's constant, T is temperature in Kelvins, and M is the oversampling

ratio.
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Examining a switched capacitor arrangement (Figure 4.4), shows that each capacitor is

sampled through two sets of switches, thereby doubling the mean-squared noise. Further­

more, an extra multiplicative factor of two should be added due to the differential nature of

the circuit. This cornes from the fact that twice as many switching components are used.

Errors or noise that is introduced at the input Dode are added to the signal and degrade

the modulator performance directly. As a result, the first stage of the modulator is the most

sensitive to noise. This means that in order to maximize performance, the sampling noise

of the capacitors generated there should be the dominant CODtributor to the overall sampling

noise. As a result, the input referred inband noise power of the capacitors have been esti­

mated as follows:

Vrms2 = 4kT + 4kT
MCaO MCbO

(4.2)

•

•

Since both CaO and CbO were chosen to he 4.5pF (see sections 3.5 and 4.4), VmIs can be cal­

culated to be 7.583JlV, and provide a noise power of -102.4 dB.

4.3.3 Senling rime

A key factor in the modulator design is the settling of the OTAs used to create the in­

tegrators needed in the system. This LU: modulator is clocked at 6.144MHz, but since the

clock is split into several phases (which is a SC requirement), in actuality the amplifiers

have only half of the period ta settle (or 81.38 os).

Furthermore, the precision to which the integrator in the first stage seules should match

the overall resolution of the modulator, thereby forcing it to seule to 11.28't (or 7.21 ns) in

order ta achieve a precision of 98 dB.

In orderto examine this more closely, an analysis [37] on the switchedcapacitorcircuit

was carried out. Since the system being analyzed is a SC integrator, the time constant can

he given as

(4.3)
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where CL is the effective load capacitance al the amplifier output, Gm is the amplifier

transconductance, and J3 is the feedback factor of the integrator. Based on this, the fonnulas

for the aIl the integrator time constants of the system seen in Figure 4.4 were calculated and

are listed below:

Cil ( CaO + ChO + CPt) + (Clp t + Ckt) . (Cil + CaO + ChO + Cp t )
't l2 = (4.5)

Gmt· Cil

(4.8)

(4.9)

•

In these equations, CP:c and Clpx represent the input and output capacitances respectively

of amplifier x, and't is interpreted as follows 'tinregraror,plrase

Although only required for the first integrator, the settling times for aIl the integrators

were constrained to he within 7.21 ns. This allowed for a high confidence design. The time

constants for the first integrator is taken care of in Chapter 3 and in section 4.4. In order to

obtain the capacitor values for the remaining integrators, the formulas in Eq. (4.6) to Eq.

(4.9) were used. Since sorne of the capacitors appeared in more than one of the equations,

a Matlab optimization program was written to minimize the time constants while keeping

the capacitor ratios unchanged, and while maintaining discrete capacitance steps of 250 tF

in order to facilitate layout.
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Capadtor Value

CaO 4.5pF

Cal 250tF

CbO 4.5pF

Chi 1 pF

Cb2 1.25 pF

Ctl 750tF

Cu 1.25 pF

Cil 18 pF

Ci2 2pF

Ci3 2pF

Table 4.1: FInal Capacltor Values

It is important to note that this optimization was carried out in conjunction with the de­

sign of the OTAs, and therefore the fixed values for the various Cp's and Clp's (which in­

c1uded the capacitance of the common mode feedhack circuit) were known. The final

capacitor values can be found in Table 4.1, and the time constants for each integrator can

he seen in Table 4.2

Time Constant Value (osee)

'tll 1.1602

TI2 4.9407

't21 6.1587

't22 1.9457

't31 2.8281

't32 6.1652

Table 4.2: Tlme Constants for the Integrators on each Phase
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4.4 Non-Ideal Simulation in Simulink

In order to design the system while accounting for non-idealities, and to establish mul­

tiple design guidelines such as input stage capacitor size, OTA parameters, and switch re­

sistance, Simulink simulations were carried out. The modeling of the non-idealities and an

optimization were done according to the guidelines explored in Chapter 3.

The non-ideality model's key parameters were optimized, and the results can be seen

in Table 4.3. The addition of these models significantly affected the perfonnance, and the

resulting changes can he seen in Table 4.4. A comparison of the ideal and non-ideal simu­

lation results can he seen in Figure 4.7(a), with a cIose-up of the passband being shown in

Figure 4.7(b). From the figures, the simulations with non-idealities included show a noise

floor along with a 3rd harmonic which is not present in the ideal case. This effectively limits

the achievable SNDR to 99.45 dB.

Key Parameter Value

Cs 4.5pF

gm 3.3mNV

ro 963 kn
Ibias 458 J1A

ROD 7850

Table 4.3: Optlmlzed Parameter Values

Measure Ideal Simulation Non-Ideal Simulation

Dynamic Range 112 dB 102 dB

PeakSNDR 105.72 dB 99.45 dB

Table 4.4: Ideal V.s. Non-Ideal Charactenzatlon Results
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Figure 4.7: Ideal V.s. Non-Ideal Simulink Simulation Results

4.5 Investigation of Process Variation

In order to ensure that this design is suitable for fabrication in a standard CMOS pro­

cess, sorne investigation conceming the effects of process variation was conducted on the

architecture. This was also accomplished through the use of Matlab and Simulink. It is im­

portant to note that the circuit non-idealities were taken ioto account (Chapter 3 and section

4.4) during the process variation trials in arder to account for as many factors as possible.

In this analysis, the absolute capacitor values and capacitor ratio matching were mod­

eled separately. This was done after sorne consideration about the nature of process varia­

tion. Since actual data (other than worst case situations used to characterize a process) is

not generally available, sorne assurnptions have to be made in arder ta carry out this anaI­

ysis.

For the absolute capacitor values, the following assumptions were made:

1. The worst case tolerances are used as bounds on the amount of process error that will

occur during manufacturing. This is ta say that an error that exceeds the worst case

bounds is considered a catastrophic defect and does not produce valid data for this

analysis.
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2. Since no real information is known as to the actual distribution of error, a cautious

evaluation of the situation dictates that any values within the given bounds are equally

manifestable.

As a result ofthese guidelines, a unifonn random variable was used to model the effects

of process variation on the absolute capacitance values. The mean of the random variable

was set to the desired capacitor value, and the bounds on the variable were set to values

corresponding to a 20% deviation, which should model a 20% tolerance in its actual value.

For the capacitor ratio matching, the following assumptions were made:

1. The matching of two entities relies both on the process and on the designer's ability to

properly layout a device. As a result, most matching tolerances given assume proper

layout. As a result the distribution of error will he dependent on the designer's prow­

ess.

2. Since no process guidelines are given conceming matching, no absolute bounds cao

be set to determine acceptable error.

As a result of the less stringent conditions, a gaussian random variable was chosen to

model matching. Assuming competent layout matching techniques defined the random

variable' s characteristics. The mean was set to the desired ratio, and the deviation was set

to 1%, which should correspond to most of the error falling within a 1% deviation in the

ratios. It is important to note that poor matching (> 1%) is feasihle and is considered.

The system was then run 1000 times in order to get a fairly good sample set. Histo­

grams were then constructed based on the data collected. A histogram representing the per­

formance of the system through SNDR can he seen in Figure 4.8. The results indicate that

the architecture and system design is fairly tolerant of the capacitor errors. The mean was

determined to be 97.19 dB, and the standard deviation was 1.12 dB.

Another important feature that was examined was the signal transfer function. The

variation in the passband signal gain should be as close to 0 dB as possible. Figure 4.9 rep-
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resents that gain over process variation. The mean was determined to be -48.8J.l dB, with a

standard deviation of 0.1215 dB.

The results of this analysis confirmed that the structure would perform adequately un­

der process variation and is suitable for implementation.
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Figure 4.8: SNDR Performance under Process Variation
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Figure 4.9: Passband Signal Gain under Process Variation•
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4.6 Design Components

The down scaling of submicron CMOS technology complicates the design of circuits

due to reduced headroom (reduced power supply voltage) resulting from the lowering of

the technology's maximum allowable voltage. Since the threshold voltages are relatively

large with respect to the shrinking headroom, the analog building blocks that make up SC

circuits will encounter severe problems when operating at low voltage conditions. The fol­

lowing section will describe the diverse low voltage components used in the design of the

LU: modulator. This section will feature the clocking circuitry used, the design of the DTAs,

the SC common mode feedback circuitry, the comparator, the switches and the internai

DAC.

4.6.1 Clocking Circuitry Requirements

TraditionaIly, SC circuits are run by a two-phase non-overlapping clock, in which the

small time where both phases are low is needed to avoid charge sharing [33]. A two phase

clock however is not intolerant ta signal dependent charge injection. To help alleviate this,

a four phase clocking scheme [32, 67] can he used. This type of system is illustrated in

Figure 4.10(a) and Figure 4.10(b), which illustrates the four phase clocking waveforms and

corresponding integrator setup.

In a four phase scheme, the amplitude dependent charge injection from switches SI &

52 is stored on the parasitic capacitance Cp' and is dissipated ta ground. This OCCllrs

Figure 4.10: Four Phase Clock (a) Wavefonns (b) Integrator Setup• (a) (h)
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hecause when 51 opens, 54 is already open, and therefore the input voltage dependent

charge stored in the channel can not he injected onto CJ. Instead, it is stored onto the para­

sitic capacitance Cp (Cp is a lumped capacitor which represents ail of the parasitics at that

node). A similar analysis holds true for switch 52.

There is however sorne charge injected when switches 53 and 54 are opened. The

charge injected from these switches are not signal dependent as both ends of the switch are

held at a voltage close to analog ground, and as a result will not contain signal dependent

charge which would lead to harmonie distortion.

As a result of the four phase requirements, digital clocking circuitry was built ta take

in a single clock source and split it into the four required signais.

4.6.2 Operational Transconductance Amplifiers

The choice of an DTA topology plays a crucial raie in low voltage and low power de­

sign. First of ail, it was decided than an OTA rather than an operational amplifier would be

used. This was done primarily for the reason of power and output swing conservation.

Since an operational amplifier necessitates the use of an output stage, which itself con­

sumes a fair amount of power and limits the output swing by a Vt, it was felt that an OTA

could he used without cornpromising the system.

A fully differential single stage DTA was designed using a folded cascode topology

with one level of cascoding. Using the top-down design methodology discussed in Chapter

3, the OTA was required to meet the specifications seen in Table 4.5. The level of cascod­

ing was deemed necessary based on the ra requirements seen in the table.

The complete CMOS amplifier schematic can be seen in Figure 4.11. Transistors M5

and M6 are the pmos input transistors. Transistors M9 and Mw provide loading to the dif­

ferential pair by pulling a current controlled by the common mode feedback circuit (CM­

FB). Transistors M7 and Ms are the cascode transistors for the folded cascode stage.
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Parameter Value

gm 3.3 mAIV

ra 963 k.Q

Ibias 458 J.1A

Table 4.5: OTA Design Parameters

•
V

~~fb

1

0--1 JIM2Vb4

1

0--1 M4
Vb3

•

Figure 4.11: Schematic of OTA

The differential output of the amplifier are at the drain of transistors M4/Mg and M31M7.

Transistors Ml, M2, M3, and M4 are used to provide current to the active load. Pmos tran­

sistors were used for the input differential pair in order to provide lower flicker noise [33].

Cascoded nmos transistors were used as the active Joad in order to present a higher output

resistance and thereby increase the gain. The amplifier uses a switched capacitor common

mode feedback circuitry which is discussed in section 4.6.3.
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Specification Integrator 1 IDtegrator 2 fntegrator 3

Gain 6557 VN 8024 VN 8024 VN

UGBW 61.5 MHz 72.4 MHz 72.6 MHz

Slew Rate 46 V/J.lSec 44 V/J.1Sec 44 V/J.lSCc

Phase Margin 78 degrees 72.4 degrees 72.1 degrees

[bias 500 J.lA 200 l-lA 200 J.LA
Power 2.5mW l.OmW l.OmW

Load 8.2pF 3.45 pF 3.27 pF

Table 4.6: Charactenzatlon of the arAs

Building the DTA to adhere to the specifications in Table 4.5, resulted in the charac­

terization values listed in Table 4.6. It is important to note that sorne of the values from that

table were exceeded in the design process, if it facilitated the design. Since the M: modu­

lator requires three integrators, and therefore three OTAs, the table characterizes ail three

of them. The same topology was used for each of them, but the effective loading seen on

each differed. In an attempt to save power, integrators 2 and 3 were designed to meet the

same specs as integrator l while using the minimum power possible. Also, the same bias

circuit was shared between ail three integrators. The values in the table were found through

simulation of the layed out (including parasitics) version of the OTA.

4.6.3 Switched Capacilor Common Mode Feedback Circuitry

As described in section 4.6.2, a fully differential OTA structure was used in the design

of the modulator, and as such required a common mode feedback loop in order to set the

output DC level properly. Since OTAs are able only to drive capacitive loads, it is not suit­

able to use a continuous time resistive Cl\1FB circuit without the use of a buffer. As a result,

in order to save power and maintain the output swing, it is advantageous to capitalize on

the fact that a SC system is being buiIt, and use a SC CMFB circuit [68] as seen in

Figure 4.12.

The switches used are nmos transistors, with the exception of the switches connected

to the output of the amplifier, which were transmission gates with dummy structures (this

was done in order to preserve the output swing and reduce charge injection).
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Figure 4.12: Swilched Capacitor Common Mode Feedback System

•

Examining Figure 4.12, one can determine the operation of the CMFB circuit. [t is im­

portant to note that ideally the voltage Vcm/b - V p= Vcs - V rej . On «Pl' the difference he­

tween Vcs and Vrefis stored on Cs. On «P2' ignoring the start-up transient, the voltage Vcs

minus Vrefis stored across Cc. If Vp and Vn increase, the voltage Vcmjb increases, since there

is a fixed voltage drop across Cc.

Directing attention to Figure 4.11 for a moment, it can he seen that if Vcmjb decreases,

then the VGS of MIO is decreased. Since a constant CUITent is supplied by the CUITent source,

the Vos of transistor M10 must increase and thereby raise the output voltage. Therefore, a

change in Vcmjb has the opposing effect on the output voltage.

As a result, it can be seen that if V
OlllP

(Vp ) and Vourn (Vn) increase, the voltage Vcmjb is

directly increased, which will cause VOU1P and Vourn to decrease, as prescribed by the COf­

rective loop.

•

It is important to note that there is a start-up transient in the system, and it occurs as

follows: On ct» l, assume that Cc has no charge across it, and that Cs acquires the difference

between Vcs and Vref On <1»2, a weighted averaging occurs based on the size of capacitors

Cc and Cs' This procedure is continually repeated throughout the operation of the circuit,

so eventually the voltage across bath capacitors will be Vcs - Vref This analysis holds true

fOf any initial charge stored on Cc'
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By examining this effect and the operation of the CMFB circuit, one cao deduce the

following:

1. If Cs > Cc' the circuit will converge faster, meaning that the CMFB will converge to

the right output level quickly.

2. A large Cc will allow the CMFB circuit to track the output level better. This arises

because there is less charge injection associated with large capacitors, so the voltage

stored across it will be doser to the ideal when Cc is large.

3. Cc directly loads the OTA, and must be accounted for during its design. The Cl\Œ'B

circuit is attached and directly loads the output at ail times, however the OTA only

drives the circuit on one phase. Therefore ~l should correspond to the phase in which

the driving occurs as it provides less loading.

As a result of these factors, appropriate capacitor sizes ranging from 250 fF to 750 fF,

were chosen for the Cl\1FB circuits of the integrators.

4.6.4 Comparator

The purpose of the comparator in this circuit is to implement the one bit quantizer,

which provides the output of the modulator. Since the comparator is present after ail three

of the integrator/gain stages, the non-idealities introduced by it undergo the full noise shap­

ing of the modulator, just like the quantizer noise it produces. As a result, its non-idealitites

are reduced the most, thereby easing its design constraints [l, 33].

The choice of comparator architecture was examined in detail. Since there has been no

quantitative study done on the requirements of a comparator in a LU: modulator, a conser­

vative approach was taken during its selection. This was done because it was important to

ensure that the comparator was not the limiting factor in the modulator's performance.

The two main selection criteria for the comparator were low power, and the ability to

resolve a signal with a resolution of 12 bits. Although many comparators were looked at,

81



•
Chapter 4: Low Voltage SC CMOS Single Bit Lowpass DS Modulation

only two were seriously considered for the modulator. The trade-offs of each will now he

summarized and discussed.

The first comparator that was tested was a dYnamic latch comparator. In Figure 4.13,

one can see the comparator circuit diagram used. It was modeled after the latch stage found

in [69].

A similar comparator was shown to work in a~ modulator [51], and therefore vali­

dated its choice. This comparator was designed and layed out, and the main trade-offs can

he seen in Table 4.7. The circuit was simulated with a 10% deviation in the lengths of aIl

the transistors. This resulted in a large drop in its ability to resolve signais (its perfonnance

slipped from 14 to 10 bits), which indicated that il was highly sensitive to process variation.

6

• 1

~
M4 '1

1
1
1

QbCLK 1

~Q
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V inp
~
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1
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Figure 4.13: Dynamic Latch Comparator
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Advantages Disadvantages

Low Power (180 J.1W) High Sensitivity to Parasitics

Simulation before layout had a Simulation after layout had a
resolution> 14 bits resolution = 8 bits

Easy to Build Highly Sensitive to Process
Variation

Table 4.7: Dynanuc Latch ComparatorTrade·offs

The comparator was actually layed out twice, in an attempt to improve its performance.

The first time it was layed out it achieved only 6 bits of performance. This was deemed un­

acceptable in light of the criteria established earlier. It was determined that the circuit was

highly sensitive to the mismatch of parasitics between the corresponding nodes on each

side of the circuit (i.e.- the mirrored nodes). As a result, the circuit was re-layed out in an

attempt to maintain the same parasitics at each mirrored node. This improved the perfor­

mance to 8 bits of resolution, whieh was still below the desired performance. The main ad­

vantage of this circuit was its extremely low power consumption of 180J,lW.

The second comparator that was examined was the latched comparator found in [70],

which can be seen in Figure 4.14. The circuit operates with two different phases, the track­

ing phase and the latching phase.

1. Tracldng Phase: While the latch is disabled~ the pre-amplifier tracks the difference in

the input and amplifies it.

2. Late/zing Phase: The pre-amplifier is disabled. The latch when enabled immediately

amplifies the output of the pre-amplifier it sees to a digital logie level and holds il.

The presence of the pre-amplifier alleviates the effects of offset caused by process or

mismatch in the latch, as the offset is effectively divided by the gain of the pre-amplifier

[69]. This was the largest source of error in the previously examined comparator.

Furthennore, the layout of this comparator was carried out, and simulation after layout

revealed that it could meet the 12 bits of performance.
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M8

CLK

l

•
Figure 4.14: Latched Comparator

The use of a pre-amplifier stage necessitated the creation of bias voltages. However,

since the architecture is that of a folded cascode, careful designing allowed for the sharing

of the bias circuitry with the CTAs already present in the system. As a result, no extra pow­

er consumption was needed for a bias circuit. The main trade-offs are summarized in Table

4.8.

Since the powerconsumption was still considered low in this design, aconservative de­

cision was made and this camparatar was chosen ta ensure the modulator would not have

limitation caused by this comparator.

•
Regardless of which comparator was used, further digital circuitry was required to

complete the circuit. In the case of the comparator that was chosen, buffering (a series of

inverters), and an RS latch was required to make the circuit compatible with the system it

was integrated into. The buffers were necessary to guarantee that the digital voltage levels
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Advantages Disadvantages

Folded Cascade Architecture Higher Power Consumption
aUows for shared used ofarA (750 J.LW)

Bias Circuit

Simulation after layout had a Harder to Design
resolution> 12 bits

Table 4.8: Latched Comparator Trade-offs

are as close to optimal as possible~ and the RS latch was used to hold the value of the latch

phase during the next tracking phase of the comparator.

4.6.5 Switch Selection

One of the more fundamental building blacks in a SC system is the switch. [ts design

will he the focus of this discussion.

The main non-ideality associated with a switch is its on-resistance (Ron ). The on-resis­

tance can he controlled by changing the WIL aspect ratio of the switch, such that Ron is min­

imized by increasing WIL. A large on-resistance can lead to settling problems when a

signal is sampled through the switch.

Law voltage design of switches becomes challenging because a reduction in supply

voltage increases the switch resistance, since the gate overdrive voltage is reduced for a

fixed signal amplitude [52]. Furthermore, effects such as the variation in Ron' charge injec­

tion, and dock feedthrough complicate the design.

The variation in ROll of a switch, can introduce distortion into a SC ADC, mainly

through the first integrator. [n arder to reduce the variation in ROll' transmission gates with

nmos and pmos transistors in parallel should be used [71]. [n order to minimize the on-re­

sistance variation, WIL of the nmas and pmos transistors must be chosen carefully. Tradi­

tionally, this is accomplished by selecting a pmos ratio roughly 2-3 limes larger than the

nmos [53]. Despite this improvement in linearizing ROll' the corresponding non-idealities

in the two transistors are not completely matched, and variations in Ron still exist.
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Another non-ideality associated with a switch is clock feedthrough, which is the cou­

pling of the gate (dock) waveform into the output of the switch, due to parasitic capacitance

[53]. Since the nmos and pmos transistors are in parallel and require opposing clock sig­

nais, the feedthrough due to the dock cao he reduced through cancellation. As a result, in

order to cancel clock feedthrough, the aspect ratios of the nmos and pmos transistors should

he chosen to he equal. It is important to note that this cancellation is not complete because

the feedthrough capacitances (gate-to-source and gate-to-drain) in the nmos and pmos are

not exactly equal. Also, the tum-on delay is not the same for each type of transistor, mean­

ing that the conductance in the channels do not always track each other when tuming on or

off.

In a SC system, two switches are used in conjunction with a capacitor, and implements

a sampling system. This can be seen in Figure 3.6. In order to reduce clock feedthrough and

minimize bath the on-resistance and its variation, a trade-off has to he made. Equally sized

omas and pmos were chosen to minimize feedthrough, at the expense of using larger

switches to achieve the same maximum Ron.

To select a target Ron for the design of the switches, an analysis on the distortion due

to seuling was carried out in section 3.3.2. After some manipulation of Eq. (3.16), a formula

for RMAX can be derived to he

(4.10)

•

where 1: is the precision expressed in dB to which the system must seule, T is the dock pe­

riod, Cs is the sampling capacitor, and RMAX is the largest on-resistance tolerable. By using

RMAX, a conservative estimate is made. For the switches used in the Al: modulator under

construction, RMAX was found to he 785 Q to keep the THD below 100 dB.
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Figure 4.15: Switch Configuration: Transmission Gate with Dummy Structures

Charge injection (discussed in section 4.6.1), is another source of distortion in the

switch. The effects of charge injection have been reduced through the use of dummy

switches. The switch implemented with dummy switch structures can be seen in

Figure 4.15.

4.6.6 Internai DAC

The single bit modulator requires a 1 bit DAC to convert the digital output voltage into

an analog feedback voltage. For this design it was achieved by switching in an external ref­

erence value from a voltage source, determined by the output of the comparator. The SC

switching network used can be seen in Figure 4.4.

There are several important factors for a voltage reference: the absolute accuracy of the

voltage, the drift of the voltage, the noise in the reference, power supply rejection, and its

ability to drive loads. For a LU: modulator, absolute accuracy and low drift are not required

[1]. However, any ripple or noise on the reference will directly limit the overall resolution

of the modulator. As a result, it is vital to have high quality/resolution sources.

The reference was implemented by an extemaI DC source supplied from the A567

Mixed-Signal Teradyne tester in conjuction with an active filter. The filter was implement­

ed to provide better noise suppression and further clean up the OC source. The fifter used

was a two-pole Butterworth filter and can be seen in Figure 4.16.
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Figure 4.16: Extemal Filters used to Provide Reference Voltages

•
4.7 Transistor Levet Simulation

The simulation of analog sampled data circuits at the transistor level is a heavily time

consuming process. The main reason for this is that the operating conditions of the circuit

change dramatically depending on the switch configuration on each clock phase. This ne­

cessitates the use of transient analysis that lasts for many dock periods in order to get

enough outputs points to perform an FFf. Since this system is complicated by many feed­

forward and feedback paths, the computational power and time required to perform the

simulation is daunting. For ail practical purposes, a full transistor level simulation is not

possible.

However, HSPICE was used to simulate each of the individual components (OTAs,

switches, dock circuitry and comparator) to verify their functionality and performance.

•
Furthermore, the full system was simulated several times in HSPICE using a combina­

tion of idealized models for OTAs with finite bandwidth and gain, an idealized model of

the comparator, the transistor level switches, and actual capacitor values. The four phase

clocking was aIso integrated by using the actuaI transistor level four phase dock generator.
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Simulations containing the actual transistor level OTAs and comparator were also at­

tempted, but this exponentially lengthened even the shortest of simulations. In order to

achieve a 4096 point FFf required weil over 600 hours of simulation time on a Sparc Ultra

10 workstation.

The results of the simulations indicated that the modulator operated properly, however

a complete performance verification could not he done. This was a result of the sheer

amount of time necessary to conduct a simulation with enough points. Without an adequate

amount of points, it is impossible to accurately distinguish the distortion tones from the

noise fioor of the FFf.

Although the performance of the entire modulator with transistor level devices could

not be obtained through simulation, the various simulations conducted throughout the de­

sign process provided for a high degree of confidence, allowing the design to he submitted

for manufacturing.

4.8 Experimental Results

The modulator has been implemented in a 2.5 volt, 0.25 IJ,m standard CMOS process

with a single poly layer and 5 metal layers. A single clock of 6.144 MHz is used to drive

the converter. The non-overlapping and delayed c10ck phases are generated on chip.

The chip was fabricated with the LU: modulator, several individual analog building blocks

(test structures including comparators and switches), an unrelated eXPerimental circuit, the

pads and ESD protection in a 2.9 mm by 2.9 mm area. This can he seen from the actual chip

photograph in Figure 4.17, where the modulator components are highlighted. The actual

active area of the modulator and ail on chip supporting circuitry (such as the non overlap­

ping clock generator) is 1.44 mm2, and takes up only slightly more than 17% of the chip

area seen in the photograph. A c1ose-up of the modulator can he seen in Figure 4.18.
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Figure 4.17: Chip Photograph

Figure 4.18: Close-up of Modulator
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The testing of the Integrated Circuit (IC) was carried out using a Teradyne A567 mixed

signal tester, as seen in Figure 4.19. In order to improve the resolution of the DC references

and sinusoids output by the tester, sorne filtering was required. The tester' s DC sources,

used as references for the modulator were cleaned up using the two-pole Butterworth filler

seen in section 4.6.6. The differential input signal was obtained from the tester' s precision

low frequency source. This input signal, once generated by the tester, was filtered using a

Krohn-hite 3988 Filterbox that implemented a lowpass 8th order Butterworth filter with a

programmable cutoff frequency. The test setup used can he seen in Figure 4.20.

To measure the performance of a high performance modulator, it is essential to imple­

ment proper shielding, grounding and decoupling of the device. As a result, a 6 layer fully

custom Printed Circuit Board (PCO) seen in Figure 4.21, was manufactured. This was done

Figure 4.19: AS67 Mixed Signal Tester
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Figure 4.20: Test Selop

Figure 4.21: Six Layer PCB and Deviee Interface Board (DIB) Used
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to help shield the circuit from extemai noise coupling, and to separate the analog and digital

signais to avoid crosstalk problems.

To evaluate the performance of the modulator, 132 000 points of the output bitstream

were captured and stored straight off the PCB by the A567 mixed signal tester' s digital cap­

ture memory. These points were then exported to Matlab, a 217 point FFf was taken, and

the results recorded. This was done for each test rune

A selected sample of the FFfs captured cao he seen in Figure 4.22 and Figure 4.23.

From these figures, the noise shaping action of the modulator cao he seen, along with the

thermal noise limitations in the low frequency passband. Figure 4.22(a) and (b) correspond
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Figure 4.22: Measured Results with a O.4V AmpUtude al 7828.125 Hz
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to a 7828.125 Hz sinewave input with an amplitude of0.4 volts. From these plots, it is fairly

evident that the 3rd hannonic is the fundamental source ofdistortion and is the Iimiting per­

formance factor. Figure 4.23(a) and (b) correspond to an Il 859.375 Hz sinewave of 0.51

volt amplitude. In this case, the 3rd harmonie falls out of band, and the system is Iimited by

the thermal noise floor and its associated power.

The lowpass modulator has been designed to operate on signais within a 24 kHz band,

whieh corresponds to the frequencies used in audio applications. In order to determine the

useful range of operation for the modulator, the input signal amplitude was varied, and the

output signal-ta-noise ratio was measured. This was done bath with and without the har­

monie distortion components included in the useful signal band. The results of this charae­

terization can he seen in Figure 4.24. The dynamic range of this modulator was measured

to he approximately 90 dB, with a peak SNR of 94 dB, and a peak SNDR of 82 dB.

These numbers although close, do not meet the target design values. Figure 4.25 shows

the non-ideal Simulink simulation that was obtained in section 4.4 overlaid onto the exper­

imental results. From the plot, it is evident that the major differenee lies with the presence
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Figure 4.25: Experimental vos. Non-Ideal Simulated Results

of a more dominant 3rd hannonic. The following discussion will try to address this issue in

sorne detail .

After due consideration, it was hypothesized that the switches could he causing the har­

monic distortion seen in the system. Since the IC was fahricated with test switch structures

isolated from the modulator, the opportunity to test them was there. Preliminary tests indi­

cated that the switches produced a leveI of distortion higher than expected. As a result, an

HP4145B Semiconductor Parameter Analyzer was used in order to measure the on-resis­

tance of the switches at different input voltages. The experimental setup for this can be seen

in Figure 4.26. In order to get a good estimate of Ron' 10 different ICs were used and the

results from them were averaged. The resulting on curve can he seen in Figure 4.27.

Now that the Ron curve has been obtained, it can he seen that the maximum Ron exceeds

the target value of section 4.4. This immediately re-enforces the notion that the distortion

is due to the incomplete settling of the input switches. In order to further quantify this ef­

fect, Eq. (3.16) can be used. Recalling that this equation sets a bound on the THO, it follows

that when using it, one can get a better approximation of the actual amount of THO caused

by the switch if the experimental data of Figure 4.27 is used.
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Figure 4.26: HP41458 Semiconductor Parameter Analyzer Used For Ron Measurements
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Examining Figure 3.6, and recalling the discussion in section 3.3.2, one knows that

switch SI undergoes large signal dependent variations between its input and output. Switch

S4 on the otherhand, undergoes a small voltage variation, with its input set to a fixed volt­

age. As a result, instead of using RMAX in Eq. (3.16), one cao substitute RMAX for

Ron = RS1 + RS4 ' where Rsxis the on-resistance of switch x. Since S4 experiences a small

voltage variation, one can use the Ron in Figure 4.27 closest to zero volts for RS4' For SI,

the input-output voltage difference is indexed to the input voltage, and therefore the Ron for

it can be selected accordingly from Figure 4.27 for Rsl .

Figure 4.28(a) shows the Simulink FFf output including ail of the non-idealities with the

more precise Ron calculations, along with the experimental results at an amplitude of 0.4

volts. It is evident that because of the unexpectedly high switch on-resistance distortion is

expected, and a close-up of the distortion tone is seen in Figure 4.28(b).

•
The Simulink modeled system delivers a distortion value close to the one that was ob­

served, and validates the design procedure of Chapter 3.

As a result of the preceding analysis, it follows that this problem with the switches can

easily he corrected by decreasing the associated on-resistance. This can be done in two

ways:
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1. Increasing the WIL ratio of the switches. This has been shown to work in [52].

2. Bootstrapping the clock voltage used to drive the switch beyond the supply voltage

range. This alternative has been shown to work in [51].

By implementing one of these two methods the on-resistance of the switches can he re­

duced~ and as a result~ the distortion seen cao he reduced.

From Figure 4.28, it can a1so he noted that the measured noise floor is slightly higher

than expected. Unfortunately~ there is no real method to isolate the reason for this. The rise

in the noise floor could he the result of any one, or combination of~ the following effects:

1. Process variation on the input stage capacitors. As a result of process variation the

capacitors in the first stage of the A1: modulator can vary by as much as 20%. Since

theyare the dominant contributor to kT/C noise, this variation can lead to a rise in

total noise power.

2. Process variation in the differential pair of the input stage OTA. This can cause arise

in the thermal noise associated with it, and as a result cause the noise floor to rise.

3. The test environment. Although external fHters were used on ail circuit inputs, and a 6

layer PCB was used, the signal quality cao still he improved. Integrating the input sin­

ewave tiller onto the PCB would certainly reduce sorne input noise. Furthermore, inte­

grating the fabricated IC directly onto the Dm rather than interfacing with the Dm
through a PCB would also help to reduce noise.

Table 4.9 surnmarizes the experimental performance of the modulator presented in this

chapter.
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Dynamic Range 90 dB

SNR 94 dB

SNDR 82 dB

Oversampling Ratio 128

Sampling Rate 6.144 MHz

Signal Bandwidth 24kHz

Input Range 3.0 Vpp

Reference Voltages 2.0,0.5 V

Supply Voltage 2.5 V

Slatic Power Consumption 5.75mW

Technology 0.25 J1m CMOS

Active Area 1.44 mm2

Table 4.9: Converter Performance Summary

4.9 Conclusion

This chapter focused on the low voltage design issues involved in the design and fab­

rication of a lowpass audio-band LU: modulator. The design began by mapping and realiz­

ing the modulator created in Chapter 2 in a SC implementation. As a result of using this

implementation, several issues were thoroughly investigated, including capacitor layout,

sampled capacitor noise, and settling time. Next, Simulink was used to investigate the ef­

fects of process variation, used to simulate the non-idealities that most effect a SC system,

and used to establish specifications on key design parameters such as Cs' gm' ra, lbias' and

Ron• Following this, design of the low voltage components was discussed. These included

the clocking circuitry requirements, the DTA design, the design of the SC CMFB circuit,

the comparator selection and design, and the design and selection of the switches. The strat­

egy for design verification was presented throughout the chapter, showing that various suc­

cessful simulations were conducted that warranted fabrication. The experimental

performance of the modulator was then presented, revealing that it achieved 90 dB of per­

formance in a 2.5 V, 0.25 J,lm standard CMOS process.
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This chapter presents the design, fabrication, and testing of a multibit LU: modulator

and encompasses the design and verification of a novel DAC. The modulator uses a multi­

bit DAC based on encoding DC levels into digital PDM bitstreams, which are decoded by

a single analog filter. The use of a single filtering path reduces mismatch effects in the

DAC. The functionality, performance, and limitations of this method are explored by ex­

amining the experimental results of a lowpass, 2.5 V, audio-band, 2nd order, switched ca­

pacitor, 3-bit LU: modulator in a 0.25 J.lm CMOS process.

5.1 Introduction

In the design of LU: modulators, it is possible to increase the complexity of the internai

quantizer through the introduction of multiple quantization levels. In essence, one can use

a multibit over a single-bit quantizer. The use of this more complex quantizer in the real­

ization is referred to as multibit LU: modulation.

There are several advantages that make multibit LU: modulators more attractive than

their single-bit counterparts (1, 72]:

1. The quantization noise that results is actually more random and therefore is doser to
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the ideal assumption that it can he modeled as white noise.

2. A higher resolution can he obtained for the same oversampling ratio (OSR). This

means that in order to obtain a certain resolution, a smaller OSR cao be used.

3. The use of a multibit quantizer enhaoces the stability of the modulator.

4. The reduced quantization noise results in lower out-of-band noise and therefore a less

complex decimation tilter can be used due to a lower required stop-band attenuation.

Despite these advantages, the use of a multibit DAC presents another, possibly more

detrimental, source of distortion. This is due to the fact that any non-linearity in the internaI

DAC adds directly into the first stage of the modulator, making it the equivalent of input

signal distortion. As a result, the linearity of the DAC has to be comparable to the overall

linearity of the modulator [73].

The non-linearity in multibit DACs is due to the mismatches between the various ana­

log components needed to produce the output levels. In order to improve the resolution of

the internai DAC, several solutions have been proposed:

1. The use of external custom trimmed resistors ta eliminate rnismatch [74].

2. The use of architectures which are less sensitive to the accuracy of the internai multi­

bit DAC [75].

3. The use of dynamic element matching (DEM) to randomize the DAC errors thereby

converting harmonie distortion into tlat wideband noise [76].

4. The use of first-order noise-shaping techniques on the noise caused by DAC mis­

matches [77].

5. The use of higher-order noise shaping for the noise caused by the DAC [78-81].

6. The use of a single-path multibit DAC to remove the component mismatch by using

the same analog component for ail reference levels [82].
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This chapter will present a noveI device based on the principle presented in [82] con­

ceming a single-path multibit DAC, and features the use of a OC voltage generator similar

to the one presented in [83].115 perfonnance and use will he evaluated in a lowpass, audio­

band, multibit AI modulator.

5.2 The Multibit DAC

Through the use of the same analog comPOnent to produce aIl of the output levels of a

multibit DAC, component mismatch errors can he removed, and the accuracy of the DAC

improved. [n order to implement this, the DAC input can be converted to a bitstream that

encodes the appropriate DC level, which then can he extractedlfiltered using a single ana­

log component. An illustration of such a system cao he seen in Figure 5.1.

•
The approach taken in [82] was to use Pulse Width Modulation (PWM) bitstream en­

coding in a digital system of length N, clocked much faster (350 times) than the modulator.

As a result, a series of tones at multiples of FINis produced at the output [84], and then

lowpass filtered in order to extract the proper DC level.

This approach suffers from a serious speed limitation. Particularly, if the sampling fre­

quency of the modulator is 6 MHz, a clock of 2.1 GHz, and correspondingly fast digital cir­

cuitry, wouId he needed to implement the system. Although possible to implement, this is

not an easy task to undertake.

Figure 5.1: High Level Realization oCSiogle-Path DAC
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Figure S.2: PDM v.s. PWM Settling

•
The multibit DAC proposed here combats that speed disadvantage in two ways. First,

PDM instead of PWM bitstreams are used to encode the DC levels. PDM encoding benefits

from an improved settling over its PWM counterpart. This can be seen in Figure 5.2, where

the step response of a PDM versus a PWM stream can be seen for the same DC encoded

voltage.

•

Secondly, it is beneficial to remove the clocking requirement on the digital circuitry.

Instead of using the clocked D-flip-flop circuit of [82], an asynchronous celI can he used.

This will allow the PDM bitstream to cycle at the fastest speed possible for a given tech­

nology. This means that the bitstreams can free-run in the GHz vicinity (for a 0.25 J.lm

CMOS process) without the need for a dedicated clock. The higher in speed at which the

bitstream is cycled helps translate into AC tones that are located further up in frequency.

This means that the settling time requirement can be more easily met as less lower frequen­

cy attenuation must be provided by the filter to achieve the same resolution, allowing the

poles to be pushed further out.
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Figure 5.3: Asyncbronous Cell Used in Bitstream Generator Implementation

5.2.1 Periodic Bitstream Generator

The bitstream generator is created by arranging a series of fully differential memory

ceUs or asynchronous latches together in a circular manner thereby fonning a scan chain,

where the output of one of the memory cells is used to provide the bitstreams. In order to

maximize the operating speed of the generator, an asynchronous cell found and designed

according to the guidelines in [85] was used, and can be seen in Figure 5.3. Its free-running

speed was determined ta be approximately 1.2 GHz in simulation.

5.2.2 Filter Selection

In order to extract the analog level from the DC bitstream, a lowpass filter with a spe­

cific attenuation factor is needed. This is to remove unwanted high frequency noise and to

scale the voltages to he within the linear range of the opamps in the circuitry that it will he

interfacing with.

As digital signaIs are immune to mismatches in digital components, the only source of

mismatch in the DAC is the analog lowpass filter used to convert the digital signal into a

DC level. As a result, the accuracy of the DAC is dependent on the type of filter used. Three

categories of tiller were considered and their trade-offs examined.
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i) Passive RC Ladder Fi/ters

The main advantage of using a passive Re ladder is that it consumes no static power,

making this approach very appealing. Also, since only passive components are used, no

signal distortion is caused through its use. Furthermore, since only the OC tone is con­

served, the higher the order of the filter, the smaller the size of resistors and capacitors

needed to implement the Re ladder. This fact can be used to help meet area constraints.

Uofortunately, there are severa! disadvantages as weil. Primarily, these filters are very

difficult to design as the calculations oeeded to synthesize RC networks [86, 87] are quite

intensive and require a great deal of effort. Furthermore, ooly real poles can be created with

a ladder structure, thereby limiting the implementable frequency responses of the filter.

On top of this, because the ladder topology ioherently has a unity gain, more latches

are needed in the bitstream generator in order to create the required OC levels. For example,

assume that in a 3-bit system the DC levels cao be created with seven (2b - 1) latches in

conjunction with a system gain of 115 about midrail. As a result, with a power supply of 2.5

V the DC values of l.0 V, 15/14 V, 8/7 V, 17/14 V, 9/7 V, 19/14 V, 10/7 V, and 1.5 V can

be easily created. Using an RC ladder network, 35 latches would be needed to create the

same required OC levels.

Finally, RC ladders are greatly affected by loading and changes in component values.

The relationship between the poles andcomponent values is very complexe As a result, pro­

cess variation can cause drastic changes in the pole locations and thereby alter the frequen­

cy response of the filter. Since the changes in each capacitor and resistor affect ail of the

poles, ensuring the proper filter response over the range of possible variations is tricky.

ii) Active RC FiLters

The main advantage of this filter type is that the minimal amount of latches (2b - 1) cao

be used in the bitstream generator. This is because an active RC structure can easily be de­

signed to deliver any desired gain. Furthermore, due to its ability to implement complex

poles, an active RC filter can potentially obtain faster settling times than its equivalent or-
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der passive RC ladder filter. In addition, it is less sensitive to process variation. Since each

section of the active RC filtercreates a pole and is buffered from the previous and following

stages (due to the presence of an opamp), the effects of process variation are easier to quan­

tifYand consider in the design process.

The main drawback of this method is statie power consumption. Since one opamp is

needed per order of the filter, this method involves much higher statie power consumption.

Also, the presence of an opamp can introduce distortion, meaning that the DC levels pro­

duced must he inside its linear range. The opamp causes another problem as weil. The quick

cycling time of the bits in the flip-flops combined with the rail-to-rail digitallevels provide

a large, sharp transition al the input of the opamp. This can be very problematic and cause

further distortion.

iii)Single Amplifier Biquadratic FUrers (SAB)

A SAB filler is a method of implementing a 2nd order filter section using an RC filter

in combination with an opamp. As a result, it only uses half of the static power of its active

Re equivalent. Furthermore, the fact that an RC section is present in the signal path before

the opamp allows for the slowing of the transition edges, thereby facilitating its processing

by the opamp. These factors make the SAB filter more appealing than a strictly active RC

implementation. Although subject to distortion due to the active opamp components, it also

henefits from the ability to implement any gain factor easily, and therefore use the mini­

mum amount of latches for the bitstream generator.

After careful consideration of these factors, it was determined that the filter would he

implemented using an SAB structure. To obtain 12 bits of accuracy it was necessary to de­

sign for 8.6't settling. For a 1.536 MHz elocking frequency, this translated into a 37 nsee

settling time. In arder to achieve this, a 4th order filter was needed, and can be seen in

Figure 5.4.
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Figure 5.4: 4th Order SAB Filter
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•
Figure 5.5 shows the step response of the designed filter. One can note that the maxi­

mum settling lime 't was designed to he 21.9 nsec, and the maximum ripple which deter­

mines the accuracy of the signal was kept to within 12 bits. It is important to note that

although the DAC will he operated at 1.536 MHz, in actuality il has been designed to op­

erate at twice that frequency (3.072 MHz). This is necessary due to the nature of SC~

modulation, in which the reference voltage created by the DAC needs to be determined

Slep Ae3pon3e cf the fill.

Figure 5.5: Step Response of the SAD Filter
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in one clock phase. Consequently, the DAC delivers its results in one clock phase and hoIds

the output on the other (essentially remaining idle). This means that the DAC is capable of

digital conversion at a rate of 3.072 MHz.

5.3 Multibit~Modulator Design

In order to apply and test the performance of the proposed DAC, a multibit, lowpass,

audio-band, 2nd order, LU: modulator with an OSR of 32 and a clocking rate of 1.536 MHz,

was designed to make use of the component. The architecture of the modulator was intro­

duced in [72], and the high level signal flow graph can be seen in Figure 5.6.

The system was simulated over a wide range of amplitudes in Simulink using ideal

components and an ideaI DAC. The corresponding SNDR was recorded for each ampli­

tude, and can be seen in Figure 5.7. From this plot, the dynamic range was determined to

be 83.6 dB, and the maximum SNDR was 79.2 dB. A 217 point FFf ofthis system with an

input amplitude of 83.5% of the maximum allowable amplitude at a frequency of

1957.03125 Hz can be seen in Figure 5.8.

In order to more accurately determine the achievable performance of the modulator,

Simulink was used to model the non-idealities. Furthermore, an optimization routine was

x(n) l/z-l l/z-l

3-bit
DAC

3-bit
ADc~"""y(n)

3

•
Figure S.li: Signal Flow Graph of 20d Order Multibit Modulator
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Parameter Value

Cs 2.5 pF

Ibias 300 JlA

gml 0.59 mAIV

Cc 2.5 pF

gm6*rol*ro2 4.24 MV/A

Table 5.1: Key DeSign Parameters

109



•

•

Chapter 5: Multibit Delta-Sigma Modulation Featuring a Novellntemal DAC

used in order to establish design guidelines on key circuit parameters as seen in Chapter 3.

After optimization, the non-ideality model's key parameters were determined, and cao he

seen in Table 5.1.

Following this, Simulink simulations were run using these parameters. The results of

the non-ideal simulations produced a dynamic range of 80.6 dB, and a maximum SNDR of

77.6 dB. A plot showing SNDR versus input power relative to the maximum amplitude cao

he seen in Figure 5.9. Based on the results obtained from Simulink, the modulator was im­

plemented in a SC realization using the guidelines in section 4.1. The fully differential SC

realization can he seen in Figure 5.10.
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5.4 Design Issues and Components

The design issues and components used in the implementation of this multibit~ mod­

ulator were the same as those discussed in sections 4.3 and 4.6. Equivalent analysis was

carried out on the circuit of Figure 5.10 to detennine suitable fonnulas and values where

necessary. There were however a few exceptions such as the opamp, the internai AOC

(quantizer), and the internai DAC. The design of these components will he summarized in

this section.

5.4.1 Operational Amplifier

A fully differential two-stage c1ass A operational amplifier with a source-follower out­

put stage was designed and can be seen in Figure 5.11. The buffering output stage was used

in order to drive the internaI AOC. As a result of the already present output stage, a contin­

uous lime CMFB circuit was used, and can he seen in Figure 5.12.

The opamps were created based on the guidelines in Table 5.1, and the resulting spec­

ifications after layout can he seen in Table 5.2. It is important to note that sorne of the vllues

from the table were altered in the design process if it resulted in an overall improvement in

Figure 5.11: Two-Stage Class A Amplifier with Output ButTer•
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Figure 5.12: Continuous-Time Common Mode Feedback Circuit

Specification Integrator 1

Gain 4849 VN

UGBW 53.65 MHz

Slew Rate 182 V/JlSec

Phase Margin 57.5 degrees

Ibias 250J.1A

Power (with CMFB) 4.75 mW

Cc 1.75 pF

Load 2.5pF

Table 5.2: CharactenzatIon of the Opamp

the opamp. In order to save power, the same bias circuit was shared among both integrator

opamps and with the opamps used in the SAB tilter.

5.4.2 Internai ADe (3-bit Quantizer)

The modulator's perfonnance is very tolerant of the non-linearity and hysteresis in the

internaI AID converter because these effects are reduced through second order noise shap­

ing. As a result, there is no stringent design requirement on the 3-bit ADC.
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Figure 5.13: High Level Realization of the InternaI 3·bit AOC

The 3-bit quantizer was implemented using a 3-bit flash ADC architecture, which

makes use of a resistor string to set the comparison threshold levels, and seven differential

comparators (see section 4.6.4). The ADC was modeled after the one presented in [72], and

a high lever model of the internaI AOC can be seen in Figure 5.13. The output of the seven

comparators is converted ioto a 3-bit ward through the use of simple combinationallogic.

In order to encourage high accuracy of the ADC, the resistor string was carefully layed out.

This was done in order to promote good matching properties, and thereby maintain a more

linear AOC. The complete quantizer was simulated at the transistor level in HSPICE to ver­

ifY its proper operation.

5.4.3 Internai DAC

The internai DAC was based on the principles outlined at the beginning of this chapter.

Its components were described in sections 5.2.1 and 5.2.2. Ali that remains is its integration

into the~ modulator.

In order to properly integrate the DAC into the modulator, an interface between the out­

put of the internai ADC and the DAC needs to be implemented. Since a 3-bit code is pro­

duced at the output of the internai ADC, this digital signal is used as part of the

combinationallogic control system, which presents and loads the proper hardcoded inputs

to the bitstream generator. These inputs are summarized in Table 5.3.
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Bitstream DCLevel FilterGain DAC Output (V)

00000oo 0 115 1.0

()()()1()()() ln 115 1.0714

0010010 217 115 1.1428

0010101 3n 1/5 1.2143

1101010 4n 115 1.2857

1101101 sn 115 1.3571

1110111 6n 1/5 1.4286

111 Il 11 1 1/5 1.5

Table 5.3: DAC Bitstream Encoding

r------------------,
Bitstream Generator Digital BulTer

•
Output

Analog SAB t--
Filter

Digital Control Logic

Modulator
Clock

From Output
of [ntemal

ADC

•

Figure 5.14: High Leve. Representation orthe Internai DAC Using in the LU: Modulator

A high level representation of the system can he seen in Figure 5.14. It is important to

note that the delay through the controllogic must he accounted for to ensure adequate set­

ding time through the filler.

The differential outputs of the filter are directly used as the feedback references, and

no interface is needed. Finally, the internai DAC was extensively simulated at the transistor

level in HSPICE. It was verified to produce the desired reference voltages with the needed

accuracy.
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5.5 Experimental Results

The modulator including the DAC was implemented in a 2.5 volt9 0.25 }lm standard

CMOS process comprising of a single poly layer and 5 metal layers. A single 1.536 MHz

clock was used to drive the converter9 with the non-overlapping and delayed clock phases

generated on chip.

Figure 5.15: Chip Photograph

115



•

•

•

Chapter 5: Multibit Delta-Sigma Modulation Featuring a Novel Internai DAC

Figure 5.16: PCB Board Used to Interface with the AS67 Mixed Signal Tester

The entire system including pads and ESD protection was fabricated in a 2.9 mm by

2.4 mm area. This can he seen from the actual chip photograph in Figure 5.15, where var­

ious modulator components are highlighted. the actual area of the modulator and ail on­

chip supporting circuitry is 2.7 mm2, with the internai DAC taking up 0.65 mm2.

The testing of the IC was carried out using a Teradyne A567 mixed signal tester, and a

PCB board was built to interface with the chip. This can he seen in Figure 5.16. The testing

procedure will he explained in the sections that follow.

5.5.1 DAC Testing

It is important to mention that due to chip space limitations, there was not enough area

to replicate the DAC for testing purposes. Rather, sorne design for testability techniques

were used to give access to several of the DAC's analog nodes by wiring them to pads

through on-chip switches. These switches were then enabled while in test mode.

Testing the DAC independently from the modulator is rather problematic. This is due

to the inherent difficulties of correctly extracting and reading an accurate analog DC level
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off of a chip. Although the A567 rnixed signal tester can accurate1y measure a DC voltage

to the precision needed to validate the design of the DAC built here, delivering the value

actually produced by the DAC to the tester is quite challenging. Aside from the noise asso­

ciated with the pads, the noise on the PCB traces used to carry the output voltages, and the

offset and noise voltages of the buffers used on the PCB board, an additional source of

noise and distortion was present when reading the output voltages. Namely, the on-chip

switches used to deliver the signal to the pads introduced thermal noise onto the signal

along with a voltage dependent error (or distortion). This distortion is caused by the voltage

dependence of the on-resistance, and essentially corrupts the output voltages. More impor­

tantly, the voltage dependence affects the linearity of the measured results, thereby corrupt­

ing any linearity measurements. Consequently, since the linearity of the DAC has to be

comparable ta that of the overall modulator [73], the performance of the modulator will he

used to evaluate the performance of the DAC.

5.5.2 Multibit LU: Modulator Testing

The testing of the modulator was carried out in a procedure similar to the one used for

a single bit modulator of Chapter 4. The performance of the modulator was evaluated by

capturing 132 000 samples of the 3-bit parallel output with the A567 mixed signal tester.

These points were then exported to Mallab where a 217 point FFfs were taken for each test

run.

The noise shaping action and thermal noise limitations of the modulator can he seen in

Figure 5.17. Figure 5.17(a) and (b) show a 1957.03125 Hz sinewave input with an ampli­

tude of 0.085 volts. It is quite evident that there are multiple harmonics which effectively

Iimit the modulator's performance.

In order to determine the usefulness of the multibit modulator, its SNR and SNDR val­

ues were obtained for various input levels. This can be seen in Figure 5.18. The dynamic

range was measured to he 75 dB, with a peak SNR of 72 dB, and a peak SNDR of 67 dB.
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Figure 5.17: Measured Results with O.085V Amplitude at 1957.03125 Hz
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Figure 5.18: SNRlSNDR V.s. Input Power

•
Comparing these results with those found in simulation (Figure S.9) reveal that the per­

formance was lower than desired. This is due to the harmonies seen in Figure S.17. Table

S.4 summarizes the experimental performance of the modulator presented in this chapter.
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Dynamic Range 75 dB

SNR 72 dB

SNDR 67 dB

Oversampling Ratio 32

Sampling Rate 1.536 MHz

Signal Bandwidth 24kHz

Input Range 1.0 Vpp

Supply Voltage 2.5 V

Power Consumption 44.1 mW

Technology 0.25 Jlm CMOS

Active Area 2.7 mm2

Table 5.4: Converter Performance Summary

In order to determine the cause of the multiple harmonies, sorne tests aimed at elimi­

nating possible sources were earried out. Firstly, the modulator was slowed down and run

at a lower bandwidth. This was done to see if the distortion tones were dependent on set­

tling time factors such as bandwidth or slew rate. The results of this test revealed no change

in the amplitude of the harmonies. Secondly, the bias current for the modulator was tuned

in arder to see if the harmonies eould be reduced. Tuning of the bias current did not lead to

any reduetion in the hannonie levels. Finally, the common mode level of the input signal

was varied in order to determine if the distortion present was due to a mismatch in input

signal and le analog grounds. This procedure, like the previous two, seemed to have no

beneficial effeet on the distortion.

As a result, the most Iikely source of the distortion is the internai DAC, as ils linearity

directly limits the linearity of the modulator. Unfortunately, the modulator was not de­

signed with the ability ta override the internai DAC, sa this eould not be explicitly proven.

However, given the elimination of the previously mentioned sources, the non-linearity of

the DAC remains as the most likely candidate for the distortion.

Since the modulator was able to aehieve 10.8 bits of accuracy, one can infer that the

internai DAC was also able to aehieve at Ieast that amount of aceuracy. Therefore, although

12 bits of accuracy was not achieved, the novel internai DAC was shown to work, and with
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sorne modifications could present a new and viable means of implementing a multibit

DAC.

S.6 Future Improvements

To improve the linearity of the multibit DAC presented in this chapter. an error com­

Pensation scheme is needed. This section will focus on a simple method of error correction

that can he used to improve Performance.

To implement an N-bit DAC with an accuracy of M bits (where M > N). in this chapter

2N -1 latches were needed, and no ability to tune the output voltage was provided. This de­

ficiency can be corrected. and will he briefly discussed.

In order to tune a voltage to an accuracy of M bits, it is necessary to be able to control

that voltage in discrete steps of at most one LSB. As a result, one must he able to generate

2M discrete voltage levels. For the type of DAC proposed here, this requires the use of (2M

-1) latches. However, since only an N-bit DAC is required, only 2N of the 2M levels are

"Ideal" Voltages
•
1

•
•
1
•

Figure S.19: Ideal Voltage Levels for an N-bit DAC with ZM Levels
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•
1

Move Voltage State Until
Desired Linearity is Reached

•
1
•

Figure S.20: Shilting the Ideal Voltage Level to Improve Linearity

M
needed. As a result~ each level needs to be separated by N2 ~ 1 places and is referred to

2 . (2 - 1)

as the "idear~ voltages. An illustration of this can he seen in Figure 5.19. This allows for

(
.,M -1 J

2N ~ (2N -1) -1 empty states
2

Instead of hardcoding the bitstreams as was done on the DAC presented in this chapter,

one can store an encoding of eaeh of the 2M states into ROM. Initially, the 44ideal" voltages

are sent to the DAC~ and the modulator is run producing an FFf containing the undesired

harmonies and a corresponding SNDR measurement. Next, the voltage level eneoding sent

to the bitstream generator is incremented so that it corresponds to one of the empty states

above or below the 44ideal" voltage (Figure 5.20). The modulator cao then he run again, and

the harmonics and SNDR examined. The procedure can then be repeated until the best lïn­

earity voltages for the DAC are found.
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Bitstream Generator (Lengtb 2M ·1) Digital Buffer

.------------------,

ROM

Output
Analog SAD t---

Filter

Digital Control Logic
From Output

oflntemal
ADe

•

•

Modulator
Clock

Figure 5.21: High Level Representation of the DAC Including Error Correction

A high level representation of the proposed system can he seen in Figure 5.21. It is im­

portant to note that not aIl the 2M levels need to be encoded into ROM. Since the DAC is

known to have 10 bits of Iinearity (section 5.5.2), only a fraction of the empty states corre­

sponding to the difference in desired linearity (M) and the inherent linearity (10 bits) need

he stored.

5.7 Conclusion

This chapter focused on the design and fabrication of a multibit LU: modulator with a

novel internai DAC. A multibit DAC based on encoding DC levels in PDM bitstreams and

decoding them using a single analog filter was proposed. Simulation and experimental re­

sults of the DAC implemented in a 2nd order, lowpass, 3-bit, audio-band LU: modulator val­

idated its functionality. The experimental results however indicate that the linearity of the

DAC must be improved upon to reach the simulated performance. As a result, an approach

employing digital correction for the DAC was briefly discussed al the end of the chapter.
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This thesis began by introducing the noise shaping advantages gained by using LU:

modulation. This was followed by a discussion of the issues behind the design of~ mod­

ulator filtering functions, along with the problems of mapping them ante viable architec­

tures.

Having introduced these issues, the transfer function design of a 3rd order, audio-band,

single bit modulator with 16 bits of performance was carried out, and mapped onto a loss­

less discrete integrator topology.

Following this, the need for an easily reproduceable, high level, technology indepen­

dent, top-down design methodology for the creation of analog or mixed-signal circuit com­

ponents featuring Matlab, Simulink, and optimization was proposed. This method was then

used to produce design values for the building blocks of a third order switched capacitor

~ modulator.

Next, the issues behind the design of a low voltage, switched capacitor CMOS~ mod­

ulator were discussed. This was followed by a description of the design steps taken to arrive

at the finallayout, which featured the proposed top-down design methodology. The modu­

lator was then fahricated in a 2.5 volt, 0.25 Jlffi standard CMOS process and tested. The ex-
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perimental performance of the modulator was then presented, revealing that it achieved 90

dB of performance, which in tum validated the top-down design approach.

Finally, a new multibit DAC based on encoding DC levels in PDM bitstreams and then

extracting them through the use of a single path lowpass analog tilter was proposed. The

DAC was designed and inserted into a 2nd arder, 3-bit, audio-band LU: modulator which

was then fabricated. The experimental results validated the functionality of the novel DAC,

but also indicated that there was room left for improvement.

In conclusion, this work has demonstrated the application of a simple to implement de­

sign methodology using Matlab, Simulink and an optinl.Ïzation routine to establish specifi­

cations on key design parameters, allowing for the design of high performance circuits.

Furthermore, a novel multibit DAC was proposed and was shown to function properly.
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