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\/ABSTRACT

.

This thesis presents a mathematical model for Ehe evaluation of the

on-time performance of a given airline schedule. It was developped as
a project within the Operational Research Division of Air Cinada, and

was computerized to permit interactive usage. It was tailored to suit

the Company's scheduling environment and requfrements.

The priﬁcipa] activities governing aircraft cycles are defined
in termi3~of stochastic variables and a parametric investigation is con-
ducted. The lognormal distribution s found to provide a good fit in most
cases. The model follows an analytical rather than a simulation approach.
The distributions of arrival and departure de]af times for flight-legs
are determined recursively using the discretization and convolution tech%
niques. A reliability study on the model is then performed using éé;ual

f11ght inf:;99tion. Predictive models are presented for the evaluation

of new flights.
o
& s
o “

The study is baséd on a similar investigation concucted within

Lufthansa.
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RESUME . : S

Nous présentons dans cette thése le développement d'un modéle e
mathématique pour 1'évaldation de la ponctualité des horaires d'une flotte
aérienne. Etant membré de la Division de Recherche Opérationnelle a Air
Canada, ce modé&te fut programmé de fagon & permettre 1'usage interact{f
et de fagon & rencontrer certaines exigences de la Compagnie pour la
planification dés horaires, afin aé permettre son intégration parmi les

systémes existants ou en voie de développement.

Les activités 'principales reliées & une flotte d'avions sont
définies en terme de” variables aléatoires et une étude paramétrique est
effectu€e sur ces mémes variables afin de représenter celles-ci par une
distribution lognormale. Un modéle est alors formulé suivant une méthode
analytique plutdt que de se seryir du concept de simulation. Les distributions
des temps de délais de départs et dfarrivées pour les a%cs de vols sont
déterminées par un modéle récursif, tout en utilisant les techniques de -
discrétisation et de convoiﬁt1on. Des tests de fiabilités sur des exemples
réels sont décrits. Nous p#ésentons aussi des méthodes de prédiction pour

1'6valuation des ‘nouveaux vols.
]

Cette thése est basée sur une étude semblable qui a 6té conduite

_Pérwggf}hgpsa.

Department of Mathematics T T T _M.Sc.
McGill University November T974 ———- — )
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CHAPTER 1
INTﬁbDUCTION
The airline industryiis still in a phase of.rapid growth in both

passenger volumes and competition between airlines. The gcope of this
comp%tition is quite narrow due to the Timited number of aircraft types
available and to the'stiff controls enforced by governments and industry
bodies on air fares, air routes, flight freqdencies, aircfﬁ?t?capacities?*
etc..; Service thus becomes the major area open to competition and a
key element of service is e on-time performance of an airiine schedule.
The evaluation of the on-time performance of airline schedules has the-

refore become increasingly necessary in recent years.

a The primary concern of a study on the reliability of an airline
schedule is ‘to constrhét some type of a model which could identify the
potential problem areas in the punctuality of 3 given schedule in order to
increase its expected reliability. The purpose of this thesis is to
providé such a model which would enable an airline, and in particular Air
Canada?,gofgvaluate the on-time performance of its schedules in both the

L 4
short-term as well as the long term. The approach that was selected is an

analytical ty;e of model based on the work done by Peter Franke (1972) in
Lufthansa. Due to the difference in environments and requirements of the
two arrlines especially regarding th fypé’of available data and the
dif:ereﬁce in markets that each sgrves, the model in this study is slightly

di1f ferent 1n nature although the same in concept.
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Contributions *in this thesis have been made ig various aspects.
A mathematical representation of the model and some of its variations are
given in Section 1.2.2 of thischapter A brief review of re]atéd work is
also presénted showing models with similar objectives that have been
deve]obed 1n the pést, with specific referenéé made to .uch a model
previously built within Air Canada. As for predit’ting the means and

variances of our principal variables, a method different from the one

proposed by Franke is applied in this thesis,  Finally, a discussion

» 1s given on the accuracy to be expected from the discretization followed

by a convolution of independent lognormal random variables.

In‘this chapfur, concepts’ and terminology used in scheduling are
described followed by a description of the available data (Séction 1.4) and
a disscussion on their suitability for the adoption of the proposed model.
The chapter ends with a ;ection describing the method of analysis which

leads to Chaﬁter two, the parametric analysis.

In the first section of the secord chapter an intuitive discussion
15 given relating to "the nature of the variables that are being analysed,

leading to a reasoning for the use, of the lognormal distribution and then -
de-cribing some properties of that distribt tion. Some types of“analyses
are then dﬁscus%ed comparing thé t.olmogorov and the Chi-Square tests for

testing the sample distributions. This 1s followed by individual treatment

»

and analyses of each of three variables.

i / -

The problem of predicting the means and variances f our variables
1s then discussed in Chapter four where an application of the method is

[

also presented.
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Chapter three deals with the model in question where some of the

.

spractical logic and a detailed formulation of the que] are presented. The

computational procedures used for the model are stated and tbis 15'
followed by, some comments on the accuracy with respect to discretization,
and convolutions as mentioned above. Some comments are then made

on the interpretation of the results of the model. In the following
section, some reliability tests for the model are performe& by compawing
the model regulfs with some actual on-time performance statistics recorded
for the same time peri&d. The chapter ends with a discuss{on of other
possible approaches that may be pursued to achieve the same objectjve -
that/is for the evaluation of the on-time performance of a flight schedule.

This is then followed by the appendices and the bibliography.

1.1 Basic concepts aﬁd terminology

In planning an airline séhedu]e some fixed times are allotted
for the commencement and duration of each of an interconnecting network of
activities. . Basically, these activities consist of a muliitudé of "flight-
legs" each being a single flight from one airport to another with no
intermediate stopf Between these legs when the aircraft is physically
inactive on thé\grohné, other kinds of activities relating to aircraft and

passenger handling occur.

() “‘
One or more flight-legs of a pre-planned sequence constitute a
*
"flight" which has an associated flight serial number and which is operational

on a specified aircraft type either daily or for sbecific days of the week.

v
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. ?
For instance Flight 602 -may be a DC-9 scheduled to leave Ottawa daily at

6:00 a.m. arriving in Montreal at 6:30 a.m. and then departing for Halifax
at 7:00 a.m. where it arrives at 9:20 a.m.:

4

Flight 602: Bttawa MoRtreal Halifax:

LY

4

When one aircraft is scheduled to undergo a certain sequence of
flights or to follow its "routing" this is denoted as an aircraft cycle

which repeats itself according to the pre-planned frequency of the flights.

~ Thus inr the former example a DC-9 was p]anneq;for Flight 602 and the same’

aircraft was also planned for flights 609, 227 and 296 déi]y as follows:

: Flight 602 Flight 609
] 1t -
Ottawa Montreal Halifax Montreal
0600 0630 0700 0920~ 1035 1100
Flight 227 < 1
Montreal Windsor - Winnipeg Calgary ~ Vancouver

1100———1200——1329——13§5~— 1510——1535 ¥630—1700 1715

Flight 296 ‘
_Vancouver, " Edmonton Winnipeg -

1715 1845 2105——2125 —0005

An airline §chedu]e; usually prepared by aircraft type, consists,
in siﬁplified form, o?'a number of these aircraft cycles. However, many
complications eccur in schedufing since one must cope with the many
operational and commercial constraints while achieving the required services

and also maximizing the use of the resources at a minimal cost.

6:00 a.m. 6:30 a.m. 7:00 a.m. 9:20 a.m.




‘aircraft, the station and the planngd trip i

I

k)
/ The schedu11ng process becomes very complex when ohe considers
S “a

the 1nterre1ated operat1ona1 constra1nts such as®curfews at

/

oy s
stations, directional headwinds, gate and ground crew 1imitations,

maintenance needs, time zone changes, etc... while attempting to meet “
the commercial requirements of frequency of service, desired departure

time, and mix of non-stop, direct and connecting services.

4
«

The schedule-related elements are so complex that for analysis

purposes a simplification of the entire structure is necessary. Taking -
the point of view of aircraft cycles as was done above enables one to

follow an aircraft through its scheduled route and thus to relate to the y

"typical" activities w1th1n a cycle. Essentially, a cytle relates in a
timewise fashion, a series of sequential activities functionally independent
from one another thchﬁ%re each essential in forming the total service.
Before departing from its home base (first departure), the aircraft must be

prepared, and the amount and type of preparjizij*depends on the type of '

f (e.g. meal preparat1on
may or may not be necessary). From this point,. ;Zg\sdquence of agtivities
will take the form of flights from one airport-to another as well as™ground-

type activities at each intermediate station.

o

Before proceeding to the problem definitidh it is essentia1 at
b . S
this point to describ&“€tme-.of the term1no ogy that will be used. throu out
p : 1indjogy gh

S
this thgs1s. 4

“In observidg a particular aircraft for one leg of a flight, the !
actual time it takes from také_pff to touch down is denoted as the "flight v

time". The addition of the taxiéximes upon departure as well as arrival

&

results in the "block time". . 2

. o o A-M



The ground stops separat1ng 1egs of the 3ame flight are.denoted

as "transits" while those in between two different ¥F1gﬁfs are’ turns‘ ~~~~~~~
The difference in the terminology is ref]eé&ed by the d1fference in the

o~

nature of these act1v1t1es Turns are usually g1ven more time on the dround

since a more extensive c]ean up and more routine activities are p]anned for

o

. -5 _these. In the above examp]e, the turns are of more thart one four durat1on

—_—

while -transits are given close to 30 minutes.

¢ l
& e
- ‘

.‘ \
v To this point the description has begn centered on the functioning
. , h .
of a single aircraft. However passenger connections are also frequent and a
“connection” will denote the event when passengers and their baggage are

comp]ete]y transferred from one a1rcraft to the other. . - -

U - . . “‘, _ B . A R
t v S

]
|

{ 1.2 Problem definition : - - :
‘ n -

|

e e - B T T, 3

Having examined the nature of aE{craft cycles and how these link
to make a schedule, it is apparent that the planned time for a single
f ) ac??vity within a cycle may not match entirely with the actual time it takes

in-practice. Each activity, such as blotk or ground activities in a cycle,
o o - :
has a corresponding average time span which varies as a result of some

’
]

external random influeries. Consequently,’ a schedule must a]iéw for this

variability. - ,

[

The occurence of.a delay in the schedule then means that the time

. . allotted for one or for a series of activities was not sufficient to alldw
\

» for the time required by these Functions. Thus, in the cases when not enbygh
. y N

time has been given for either a sing]e activity or again for a sequence )

An T

of act1v1t1es, a delay is generated which is likely to be propdﬁated over

.

‘

. the network of activities. If the size of the delay is s1gmf1cant "and if TA

these q§lays are systematically caused by the schedule this is characterized

L
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as a potential weakness within the schedule or more specifically within the
particular cycle. This thesis is primarily concerned with the study and
analysis of thesexqelays or the on-time’performance of an airline schedule , i
and the points of cencentration a}e in the performance with respect to

departures and arrivdls of all scheduled passengeﬁ flight-legs, (although

&the model may be extended to cargo flights hsrwe11).

Normally, in attempting to overcome delays, some buffers or
Wdditional time for some activities may be built in the schedule or else
some reassignment of resources may take place as in the aircraft reallocation

for a flight schedule.

Large buffers would certainly increase the 'expected reliability
of a schedule but with accompanying high costs (i.e., incﬁeasing the non- -
operating timangf the aircraft which costs 10-30 million dollars). As
for the reassignmfnt solution, this)requires frequent operational decisions
often at the 1ést minute. In practice, it is desirable to attain certain

standards which are set by the airline for the reliability of a schedule

and a compromise is made between both of these-solutions.

S

One could follow a number of different approaches ih analysing the
on-time performance of a schedule. AThe most common one in the past has been
in simulating the major activities constituting the schedule. This technique,
of which a review of past work is despgibed in Section 1.3, gives quite'
accurate results but at tHé“cost of muéﬁ’déta éathering and ]oﬁg compu ter
processing and turnaround time. In thisastudy, the approach taken was to s

divide the schedyle into a number of aircraft cycles. The major vériab]esv

1

~
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or activities depicting each cycle were associated with some theoretical

probability distributions and the validity of this association was tested °

using historical data.

Initially, it is important to be able to logically separate the
major activities in a cycle or the major de]ay—qgusing activities. Basic:
ally a delay can be one of twq types, either schedule induced, that is
resulting from insufficient time allowances for the functioning of the
previous legs and thus causing:a delay in the leg in question, or non-
schedule induced as would be the case within the station for activities
other than the normal aircraft and passenger hand]ingi In the 1étter case

this delay-type is referred to as a station delay and examples would be an

unexpected aircraft maintenance problem or a bad weather problem.

In producing any model some basic assumptions must be established
concerning both the practical and theoretical aspects of the particular
problem. The practical pofiion is pointed gut in the next seétion for the
sake of portraying some of the limitations of the model. The fi(st ones are
directed toward the assumed schedule structure required by the m&éh], then
some technical aspects are stated followed by a dgscription of somelfactors

that are, and.others that are not considered by the model.

1.2.1 Practical dssumptions. As mentioned earlier, we édopt

~

the approach of considering an airlirie schedule to be made up of a set of

cycles. iThe term "cycle" will be used throughout the text to denote both™

/

a complete cycle SﬂdJa part of a cycle split.where a turn.of_more than three

hours occurs since the treatment is the same in ejther case.

»

o, -
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The aircraft cycle is assumed to be composed of a number of flights
(at least one) which are separated bya"turns" and each such flight is made

p~ P -

up of a number of flight legs which are separated by "transits".

In the case of the first leg in the cycle (the first leg-of the
f]ighi) the aircraft is assumed to be available at scheduled time. However,

any delays caused by station manoeuvring are taken into account within the

station delays.

0

It 15 assumed that no aircraft leaves from an airport prior to

its scheduled departure time, as this does not normally occur in practice.

Furthermore; for each cycle, the same physical aircraft is

assumed to be in use for all the plafined activities. No automatic re-

allocations of aircraft are accepted hy the model.

Delays caused by connecting passengers, where applicable, are - -~
not treated individually by this model due to the difficulty in acquiring
the necessary data. Instead, they are included 1n the station delays.

Since connection delays are not %requent and are a small percentage of all ;
delays, the ef ect of including them with station delay, is not o% great

consequence. -

N
- Our variables are assumed to be independent. This is a reasonable

assumption since the activities are physically independent from one another.
The block activities are mainly aircraft movement (taxi and flight), while:

the ground activities are for aircraft and ‘cabin servicing.

-~
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: The aspects described above have been thoroughly discussed with
the schedulers in Air Canada who agree that the assumptions are both
necessary and mi;\ mal in the sense that their effect on the results of the
mode]l will not\'_ﬁe significant. The schedulers also agree that the assum‘ptions

normally hold in practice.

. s
. 1.2.2 Mathematical notation and formulation. Throughout this

i .
study, the following mathematical reasoning and pbtation will be used.

Consider one particular' schedule, forinstance, a schedule for the DbC-3

aircraft type in the summer season (any breakdown is permitted). The

schedule, according to the logic that has been-followed so far, consists of

r‘1.1 cycles. Each of these cycles 1s treated individually by the model and thus
the model is cycle-independent. This is of great importance-‘since the
entire schedule need not be analysed completely at one time. Any number

of cycles within that schedule (even one) may be studied. For this reason
we need to consider only a single aircraft cycle and the method may be

-~
repeated as many times as there are cycles in the schedule.

Consider one aircraft cycle with k flights each having ny Jlegs for
i=1,2,....k. Below is some notation used for the random variables of .

interest. The last in the list is the only exception. It is a set of

consta{‘nts defining the fixed scheduled timeé&ofﬁ departures:

I
Bi' = Block time variable i=1,2, ..., k

J for flight i, leg j i =1, 2, ooy
TS.. = Transit time variable i=1,2, , k

Y flight i, after leg j i=l2, . (n-1)
TN, = Turn time variable o i=1,2, ..., (k-1)

after flight i




T
——
= ) T
. 11
A
' C.. = Connection time variable i=1, 2, y k
1 where applicable after j =1, 2, , (n1-1)
flight i, leg j .
.. = Departure time variable i=1,2, » Kk
HJ for flight i, leg j j =1, 2, ..o 0y ,
.. = Departure station delay i=1,2, » Kk
1] variable for flight i, leg § Jj =1, 2, ..., n,
.. = Sch@duled departure time for i =1, 2, , k
1 flight i. leg J i=12,...,n,

Using the above notation it is clear that an aircraft routing
consisting of k flights has (k-1) Eurns, and each of the flights consisting
of n, Tegs (i =1, ..., k) have (ni~1) transits,(ni-l) onnections, R pos$ible

. scheduled departure times. Ome wishes to express

of the other random variables so that a

. distribution for T1.J may be derived, for each index i and each j.

Consequently the distribution of the difference between Tij Qnd the fixed
’_ tinie K1.J may be obtained. This difference represents the departure delay

random variable which need not »>e solef& positive-and which is the target

%

of “this thesis.

Suppose that a particilar cycle has three flijhts and that the

e
)

humber of Tegs per flight are Z, 3, and Z respectively. Thenthe-—sequence— — |

of -events is the following:

Flight Leg 1 Leg 2 Leg 3
o 1 Dy1> B> (TSyys Cpp), Dyo> Byp» (TNy, Cpz)
: 2 Doy Byy> (TSz1s Cpp) Dyz> Bap> (TSz, Cp2) D23+B23(TNy, Ca3)
' 3 D3> 831'*, (TS3;, é313 D32> B3y



12
- TT————— ____Conse uently, the distribution of' the depérture time for any leg'j
. of fhght i will depend on the distributions of t e co Unentﬂ*andemmablk

4

over the previous legs. For the first leg, these random variables are the
block time, ground time and scheduled departure t1me >ince some intersection
between connect1on and grouné times may occur, the maximum of the two variables
is taken. The departure time for the second leg is the maximum of the corr-
esponding variable resulting from the first leg and the station delay variable

of leg 2 (when added to Kij)‘ S1m11ar1y, ‘the departure time for other legs

is also the maximum of the corresponding variable resulting from the cumulative
effect of the previous legs, and the station delay variables. Following the

activities sequentially, the following relation is obtained:

=D, + K., i, 3.

LetD]J DU KJ 1, J
i

-1y &
Ti, = Kt Z { 2 { » Max [(Bg’m'+ TSy o) (By ot cl’m)H/

4 max Dz,nz’ max [(Bﬁ,nz+ TNz), (Bﬁ,n2+ Cl,nz)]‘} ”’_\\\k

0

4

3

1 ‘ .
¥ Zl {max D: m’maxl:(Bi,m ¥ TSi,m)’ (B‘i,m ¥ Ci,m)]} !

"f ]

1, 2, ..., k
j 1, 2, cees Ny

The recursive relation is more usefu] computa 1ona1]y and is

(1.1)

of the form given below:

Ti1 = Kyp +Dp;

-

4 *
: max[Ti’j_1 + max [(Bi,j-1 + TSi’Jnl), (Bi,j-1+ Ci,j-l)] , Dij

i=1,2, ..., ks j =2,3, ..., N,

® | |
. T.iJz 4

—
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' ] The first recursive relation holds for legs within the same 7
flight whife the second applies to the &eparture time of the first leg of
a new flight. !

3

, ]
If station delays include the connection delays ,equation (1.2)

‘ reduces to the following:

T = Ky + Dy |
(T . . {
» -
max T]’J-]_ Bisj"l T _i’j_l)s D,ij ] 1. _%; 32,_\, .s k
T'ijz - -i 7\] - y 3 -y n_i
max|(T. + B + TN, ), DI, i=2,3, .0,k
1 l,ni lﬁ 1‘-1’”1-1 i 9 -IJJ ) J -3 .

all aircraft were not to leave prior to their scheduled departure. time. v

" This means that TijE:Kij which is fixed from the schedule, Thus if

fi5 (t) is the unknown density of T, and T;% is the departure time to

be tested in the schedule we have:

- < K, = O
fig T Mg Pk
* = ) =
Tt = Iohienmny
.- i Tig> Ky ‘ (1.4)
T T fheny iF ﬂ-j*ff) 157the probability density finction of
Tij*,we have: |
(0
-00 <F t < Kij
' ~ M9 e ek, 3 - k
‘ f;j(t)=<_ o iJ : i S
J ='1, e n;.
f.(t) “t > K..
L fis ij (1.5)




‘ For simplicity of argument, ¥et the transformation of Tij
to Tij* as shown above be represented by a function'G(Tij, Kij)'

Equation (1.3) then becomes Ithe following:

T* = G((K Lot Du)’ Ku) =Kt D11 (since D_. > 0)
s : + D K ] 1= 1’ 2’ ’
{ max{TY 5 B SR u] i P
» o i
{ + B, +TN._,D#.],K..},1’=2,3, Kk
[ PSR L 5 I R N B N ¥ B
e e (1.6)

It is now possible to obtain the distribution of the difference

between the actual and ‘the scheduTed ‘times of departure. What—isof - - —

interest is to find the probability that the difference (or delay) will
be at most a specified value A2 0 that is, what are the chances of having a
‘ delay of magnitude of A minutes or less? Sin;:e Ki‘ is a constant, one obtains:

A+|<1J
* = .,* .. *
p [(TU. Kij)gA] P[T1J _<_:A+.K”J i (ax

1=1,2, .., ki J=1,2,"..., ns A = constant .
| ’ : '
Thus for A = ( the probability of an on-time départu#e is
obtained. In such applications, it is also of interest to obtain the above
probability for mapy values of A, and in particular for increants of five
_,minutes. In such a way it is possible to observe if each depa%ture meets
]{the airline standards in terms of its on- t1me performance, for argument saké,

1 - -

H say 80% within five minutes. /

. Note that Tia? was introduced for convenience and more thorough

comprehension of the logic. In actual fact, Tig = Tij'
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1.3 Review of related work.

/

The important problems that come up in scheduling are not only in
the on-time performance aspect of the schedule but also in dete inlpg:_
the number and location of spare aircraft, in the required fleet size,
the maintenancé dispatch reliability of each aircraft type and ophen
related problems which all have some impact on the on-time performance,, \
Consequently in attempting ‘to evaluate schedule reliability, it was the
practice in the past fo construct large multi-purpose models that
encompassed many different aspects-of schedule reliability so.as .to enable ____

the airline in question to attain'its pre-set standards.

N _ "y

The first of the on-time performance analyses was directed
toward the aircraft assignment problem and was developed by Dequesnaydin
Rir france (1961). This was achieved through the simu]étion technique
as was theicase for a large part of the past work on this $ubject. ;T
Then simulation models were reported by British European Airways (Jackson
and Smith 1963), and by Air Canada. The Air Canada simulation, based on
the Monte-Carlo technique, was developed by Lee and Fearnley (1963) and ~
later revised by T. Batey and his co-workers (1967). This latter model

served as a multi-purpose model that gave some answers to the following

*

questions:

1) How would an increase or decrease in available fleet size
affect the operating performance of a schedule? -

2) How would changes(Yn planned station turnaround or transit
- -—-— times affect the operating performances, ramp congest1on and

ramp overload? e

T

3).. What is the probable range of variation of departure and
arrival times of flights?
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‘term-schedules- and -not_for the longer-term ones.
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4) what:is the range of variation of the number of aircraft on
the ramp at the same time at any station?

As may be observed from the above description, this model answers
questions relating to many areas of schedule performance and operation and
the resu]ts actue]]y give quite an accurate picture of what is to be
expeeted. The functioning of the above models require much data gathering
and their nature and comp]éxity is such that they have long computer
turnaround time. Essentially these modeis are so complex that not much
room is left for judgment and,of course,on-the-spot answers to specific

questions are .not._possible. Most . often, questions re]at1ng to schedu]e

performance are not asked jointly but are usually asked se]ect1ve1y.

These models take global views rather than more restricted ones.

Another problem that arose wf%h'these models was that some of

the data required for their functioning wéreon1y/availab1e for the short

>

As a result, airline -companies have concentrated more effort in
establishing more data gathering routines, setting up data bases and
constructing simpler more direct models which help in answering more selective
or specific areas inrscheduling problems. In addition to this, instead
of concentrating on complete eircraft schedules, the more recent models

\
dealt mainly with aircraft cycles. Less data gathering requirements and

ound times resulted and much quicker answers were achieved
espeE?'/iy with the recent interactive programming approach. A model of
thys sort has been developed recently by Tobin and Butfield (1970) in

T e L 2

ritish European A1rways ~More | recently @ Thore analytical type model was
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developed by Peter Franke (1972) in Lufthansa which serveq as a core for

the present study. )

The advantages of these were mainly in the practical point of view.
That 1s, in terms of simplicity (relative to the others), quick response and

theydwere more specifically directed toward smaller problems.

1.4 Description of available data.

In Air Canada, much data relating to flight operations are kept
on computer tapes for long periods of time. The data used in this study

covered one year of history from January to December 1973. To begimwith,

the data were written in "packed”" field so that they may occipy- inss space - - —-—

in storage. A program called DEPAC was written to retrieve the proper
information, "de-pack" the data or translate them into a more easily
readable form and restore the extracts on new tapes. In the future, such
data will be easily accessible due to the recent develoyment of a new

data base within the company.

The original tapes reqprded data containing information on
individual f1ight-1egs in some sequence for>each day in one month of . Q
operation. One such Eape represents a total of 16,000 to 18,000 record.
on flight-legs. From thesetonly the scheduled passenger flights that_had
no irregularities were considered. The type of information contained in

the original as well as in the new tapes is given in Appendix A.

As may be observed from the type of given data, enough information
is given to re-construct an-aircraft cycle as it occurred. In the case of

an aircraft reassignment, no tracing back was possible and the cycle was broker.
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. The actual block minutes are explicitly given and accessing this
variable is -no problem. As for the transits or turns the data had to be
manipulated so as to reconstruct the entire flight (for transits) or the

entire cycle (for turns) and to calculate from the actual times of arrivals

f

_and departure of the legs, actual times for transits and turns. Since

\

all times are iﬁ_loca] times it was sometimes necessary to convert the
times to GMT (Greenwich mean time). The transit and turn times together’

are equivalent Fo the single ground times considered in Franke's study.

" Connection time data were however impossible to trace back from
available tapes. Upon realizing this, other sources were searched, but

_there was d\ff1cu1ty to obta1n these data and 11nk them to specific

 ————

departures in a cycle. Moreover, connect1ons are not a]ways planned in the

_schedules in terms of reserving t1me for this purpose. These prob1ems

together led to the decision of abandoning the connect‘on times. As was
pointed out before, de1ays caused by connections were included in the

station delays.

»

From the definition of a station delay as given in the documentatiom——

of the original tapes (see appendix A)this varjable was precisely what was
needed. It is described as:
“The delay minutes chargeable to the departure station,

Arrived at by subtracting the arrival delay minutes from
the departure delay minutes."

Thus these delays take into account any delay which is not ‘,
caused by the previous leg. It is station-dependent rather than cycle-

dependent. .




1.5 OQutline of the method of analysis. . | S

U

Due to the difficulty in accessing eonﬁ%ction time data as
explained earlier, the model adopted for app]icatioh with the Air Canada
data is represented by equation (1.6) which relates the departure time

variable T, ; of each' leg to the principal tife variab]es of a cycle

- exeluding connect1on times, that is, to the block, trans1t and turn times -

as well as the station delay variables. Consequently, it is essential ) R

to have aéLQSSociated probability distribution for each of these variates .

so as to evaluate the distribution of Tij as the convolution of the other _

&2
s -

vy 7

independent variables.

In the case of the three time variables (block, transit and turn

¢

t1mes), each is ana]ysed 1nd1v1dua]1y and theoret1ca1 distributions are

fitted to the historical data. In observ1ng the “available data forone -

ari&b}e at a t1me, 1t 1s apparent that the data are not homogeneous.

Inc]uded»are measurements for>a11 seasons, at af] times of the day, for all — —

w,“ b

- aircraft types, all cities or city-pairs and in short for all the possible

conditions that have occurred in the past.

: L

The data need to be more finely defined “ind categorized so that <

the data in each classification may be claimed to behave in a similar way

with the exce9t1on of existing random f]uctuat1ons of‘gourse. For instance, °
b

" - the block t1me variable must be broken down at least by city pair since

for d1fferent city pairs the distribytions of the variables are different.

Moreover,” the order of the pair of cities is important. For'example,'the

mean block time for the Montreal to Pafis f]ight-1eg is known to be

1 B

Pt 4
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different: from the corresponding mean~bloek time of the Paris to Montreal
leg due to the prevailing winds. One also proceeds to look for further

breakdowns of the block time variable such as by éehson aircraft type

* 1
and so on, unt11 a practically logical solution or Gne—that produces the

best type of fit o the theoretical d1str1but1on is obta1ned This of

course gives a more realistic descr1pt1on for theTvarlables of the model,

which 1n turn enables the analyst to test the rellab1]1ty of a cycle with

a higher degree of accuraqy. This problem is extens1vely distussed in

|

chapter two for each variable individually.

Once the distributions are obtained, the: sample means and variances
are retained since with the knowledge oflthese, the theonefical distﬁjbution
(Tognormal or norma]j magtbe reconstructed. What is left to find isa
distribution for the stat{on de]ay(ﬁariab]e. For many reasons which are s -
discussed in the next chapter, an empirical -prebability distribution is i

used for this variate. The problem-of categorizing into more “typica]J

d1str1but1ons a]so comes 1nto‘p?ay e

s
—

————

’ —— ]

ST

At this point it is poss1b1e to constructa w1th our d1str1but‘£ns,
the set-up represented by model (leﬁ). .In calculating convolutions however,
one is faced with the problem of obtaining a distribution of the sum of three
variables having, theoretical distributjons. The maximum of this distribution
and the stdtion delay (ng) must then be determined. Also, following the
evaluation of the departure time distribution for each leg of the cycle, a
ﬁype of truncation is required gnd the random variable associated with this

- e LY
modified distribution must-be convoluted to othgr variables. Because of both of

—— [

-, o © ~-
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distributions of the continuous variables are discretized and the numerica@]

convolution of the variabtes to be summed is. peéformed:'

i p i
‘  The analysis of the principal variables now folTows in the next
p ‘ :
_ chapter. ) (’
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CHAPTER 2
PARAMETRIC ANALYSES
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Finding the Listribution of T4 requires the knowledge of the

. s ; . .=
distributions of Bij’fTSij’ TNi and Dij (i=1, 2, ..., k3 j=1,2, ..., ni).

These variables pertain to a leg within'a flight of a given fixed cycle
on a specified aircraft type. The cycle is scheduled for given days at

-]

specific departure (Kij) and arrival (KAij) times. Due to changing

“schedule$ from period to period, historical data on such specifically

definedrrandom variables are not always available. For instance, if an
aircraffu(DCS say) routed Montreal - Toronto - Vancouver in summer has a
t}ansit scheduled at Toronto at 8:35 a.m., then obtaining such specific
trénsit time data from historical records may result in very small samples
if any exist at all. Therefore all the TSij's are classified in a way that
for any given Tsij pertaininé to a particular flight-leg, we may say that
it belongs to a pre-defined category. The same logic applies for Bij’
ij and Dij‘ In our example, we may seek the distribution of transits in
Toronto on DC8's that have come from and are going to dgmestic stations in

. T v
the summer months. This classification procedure enables one to generalize

and - thus adds to the flexibility of the model.

A large part of this chapter's discussion is centered on the
problem of finding adequate categorization for each of our variables. Once
this is established we then attempt to fit some known distribution functions

to the continuous random variables Bij*—IS and TNi in their respective

1]
classes., Fitting sugmﬁpyéb;betical distributions to empirical data is a



more often be late than early because of such factors as wind or weather y

standard type of problem in statistics for testing the goodness of fit,
Initially, one must have an idea of what type of distribution may be .
appropriate for the data. Franke finds that his data on the Bij variable

are best approxinated by a lognormal distribution and second best by the g
beta distribution. For the groun'd times (transits and turns ﬁn our case) V

/

the lognonmal fitted best to the data but due to the small amount of
" :
skewness., he found that these could also be approximated by a normal:

distribution.

In Section 2.1 a discussion on fitting a lognormal distribution
1s given along with some properties of interest relating to that distribution.
This is followed byhe analyses of each variable sij’ TSU. and TNi in
Sections 2.3, 2.4 and 2.5 respectively. Finally é%ction 2.6 gives a brief

discussion on the station delay variable D, ;. ‘\

[

2.1 On the Tognormal distribution

|
|
Considering the nature of B‘j . TN1 (i = . K3

N

er events occuring

] =1,2, ..., "1') it is apparent that these variables are all non-negatwe
and that each is composed of a Targe* “number of smal
I

stnultaneously. Another property fron the practical viewpoint is that their = .-
distribution is positively skewed. Ffor instance, the block time from
Montreal to Toronto has a most |ikely value of one hour but the aircraft will
conditions, traffic congestion, or even an aircraft malfunction during the

travel. Intuitively then. the )lock time distribution is skewed to 't'hé"r"i—g‘ht.

Similar considerations hold for transit and turh times.
{
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Because of the above EFactical aspects of the distribution, we

~

afe tempted to fit a theoretical distribution having the above properties
of positive skewness and non-negativity. There are several distributions
that exhibit these properties. Among.these, the lognormal distribution
has been tested by Franke who found fhat it showed a good fit for all the
variables, whi]enthe_beta was a close second for Bij and the normal fir
the ground variablﬂ (Tsij or TNi). As stated, our variables are composed of
a large number of $imultaneously occuring smaller events. According to a
genesis of the lognormal distribution [Aitchison and Brown (1957)]:

“We may suppose that at any point of time the existing

distribution of the variate arises from a large number

of causes which operate simultaneously."

This gives further intuitive support in fiitipg the lognormal distribution

«

to our data.

[}

The choice of the family of distributions is an open probtem

o

for the data analyst. One may proceed on the basis of intuitive considerations,

histograms, moment properties, or(other characterizations in order to
discover the most suitable family of distributions. In our case the success-
ful use of the lognormal distribution by Franke and the positive results
obtainéd in the goodness of fit tests provide enough support for the

utilization of this distribution. -

A lognormal variable is basically one whoge Togarithm is normally
distributed. Let X be a random variable such.that

1) o-<fk <

2) Y =-log X~ N(u,o0?)

then, X —~ A (u,0?%)




. That is, X is a lognormal variate. The density function for X is of
the form:
‘ 2
1 exp [- 1 (log x -u ) ] x>0
Xovlm 252
f(x) =
0 elsewhere

25

“The mode, median and moments about the origin of X are as described below:

single mode at x = e"™° (2.1)
median at x = e¥ (2.2)
. jth moment about the origin is

Ay = J7x3da (x) = [TedY dN (y) = edu Hd%0? (2.3

0 , -0

i
-

The mean o and variance 82 are then obtained from (2.3) as:

a = ewts o’ (2.4) .

2. 2 . . 3
B2 = 2u+0F ~qeo® | 1) (2.5) *

Now, let n = Tf‘ be the coefficient of variation of X. Then by (2.4)

El -

: and (2.5) we have:

Y (2.6)

)

In other words the coefficient of variation of X depends only on the

variance o2. 4

Also, let Y, and'y2 be the coefficients of skewness and kurtosis

respectively. Then by (2.3), (2.4) and (2.5) we have:

v, =23=n3 +3n (2.7)
83
Ay
Y, = == -3 = n®+6n® +15n* +16n2 (2.8)
- BL} e
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Because n depends solely on o2[by (2.6)] it follows that y, and y, are
always positive and the degree of skewness of the distribution is an

increasing function of the variance o2.

As we know in the normal case the sum of two independent normal
random variables is also a normal random variable with a mean equal to the
sum of means and variance equal to the sum of variances. Let X and X, be

two independent lognormal variables with parametérs (n ,cf) and (uz,og)

1
respectively. In general the distribution of X1 + X2 cannot be obtained in

closed form. However,'the distribution of the product XlX2 is Tognormal

with parameters (u1+,u2, o%-+c§). This is true because
-~

Y ="Tog X,X, = ‘log X, + log X,
is a sum of two independent normal variables with means Hys Uy and variances

of and og respectively.

3 -~

2.2 Goodness of fit test.

In testing the goodness of fit of certaip distribution functions
to pur data, a modification of the Kolmogorov-Smirnov test is used. _
Essentially, the statistic Dy used for this test is the maximum absolute
deviation between the specified continuous hypothetical cumulative
distribution Fy(x) and the Fémp]e émpirica])distribution Sp(A):

Dp = sup \Sn(x) - Fo(x)\

When comparing this test to the Chi-Square test (based on the comparison of

-observed frequencies to the expected frequencies on specified classes of

data) two observations.may be made [M. G. Kendall and A. Stuart, (1973)]:

1) "Dp is a very much more sensitive test for the fit of a cantinuous
distribution." ¢
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2) The Kolmogorov-Smirnov test requires smaller sample sizes
than for the Chi-Square -test to achieve the same efficiency:

“D,, asymptotically requiresfégyp]e sizes to be of order n#/® .
compared to n for the x2 test and is asymptotically very

much more efficient. In fact the relative efficiency of X2
% will tend to 0 as n increases.”

o

ey Because of the above reasons of continuity of the distribution
/;?and the efficiency using- staller sample sizés, it was thought best to

use the Kolmogorov-Smirnov test.

As may be observed from the properties of the lognormal
distribution, the goodness of fit test in this case/is equivalent to
testing the dogarithms of the data in the sample for normality. We are
thus testing to find out*whethc? the parent distribution is normal.

Since the two parameters u anq o2 are estimated from ghe sample by y;s§,
respectively, the critical values of Dﬁ used are tpé;e given by Lilliefors

(1967). These values are tabulated for « = .01, .05, .10, .15 and .20
/

-

and for sample sizes of n =1, 2, ..., 20, 25, 30, whereas for larger

values -0f n an approximation is given.

To test for lognormality, tﬁe nétura] Togarithms of the sample
data are ca]éu]ated.‘ From these, some outliers are deleted, that is,
values lying on either sidé of threg‘standard deviations away from the
mean. This is done so as to attempt to eliminate misleading values ?rising
from such irregular events as strikes. Since these data are obtained from
historical records we do not have an experimentally controlled situafion.

Abnormalities are thus expected, and evident outliers are rejected.

& [



'The sample parameters are then adjusted so as not to inciude

the outlier va]ues.; The resulting sample values are tested for normality
through the Kolmogorov-Smirnov test with Lilliefors' critical values as

described above.

The D, statistic is first compared to the critical value Dp*
for a = .20: If Dp < Dp* the hypothesis is not rejected and one does not
necd to go further. Otherwise the comparison is made fcr other levels of
a = .15, .10, .05 and .01 in that order and if Dp > Dy* for o = .01
the hypothesis is "rejected" for our purpose. A sample output showing the
results af this procedure is given in the discussion of the block time

analysis.

To do these tests, subroutines were written in Fortran IV for
an IBM 360 model 50 computer. They were written in f genera11zéd form
to serve for the analyses of all three variables. These subruutinés are
called by a major one that computes the meanswand standard deviations of
the raw data as well as the logged data. The}other subroutines delete
the outliers, and perform the Ko]mogorov-SmiFhov—test. The ;olmogorov-
Smirnov routine accepts as input the va]uesﬁcorrespogding to Sp(x) as
well as the magrix (2) of critical values. The output consists a tﬁe Op
va ue and the Dp* value associated with the highest o volue forn w ich
Dy < Dp*. If such a Dp* does not exist in the table, the word "REJECF"

t

appears .

2. Block time. : s‘

The block time data wereaccessed directly fron existing tapes

F




" that belong to typical populations.
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containing flight-type information on the Air Canada flight legs. These
legs correspond to a large variety of city pairs on various aircraft
types at all times of the year while, under many different conditions such
as wind factors,‘differences in traffic conditions and so on.A In order -
to sample the block time data, the legs had to be sorted initially into

categories which would contain data with similar .characteristics or data

A

1

As it was mentioned earlier (Section 1.5), the most logical first
breakdown is by city-pair, that is, by departure and arrival stations.
The Montreal to Toronto block times for instance, are certainly different
in nature and in magnitude than the Montreal to Paris ones. Dde to
prevailing winds and the:routes taken, the direction is also an impertant

factor. Thus the order of city pair is taken into account.

The_difference in performance of various aircraft types is quite
significant as far as block times are concerned especially for long-haul
legs. Toronto to London, England has an average block time of 401 minutes
on a 747 and 428 minutes on a DC8L. Both these averages were calculated
from data obtained frgm the same summer monghs of July and August and both

aircraft were scheduled to leave at identical departure times (8:00 p.m.).

The aircraft type distinction is therefore necessary. A

3 Another important factor was the seasonal behavior of the data
and thé winter and summer seasons were treated separately. These "seasons”
were defined to be of six months each, the summer ranging from May to

October inclusive and November to April is defined as the winter season.

~




"labelled by a section of day indicator ranging from 1 to 6 in the order
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o

One extra refinement was qué%” It was observed, espécia11y when

either the departure or arrival stations wgre major girports,suéh as Toronto,
Montreal, New York or Chicago, the block times were different for departure

times in different sections of the day. This may be explained by the possibility
of having heavy traffic congestion at specific times of the day when the

incoming and outgoing rush occurs. Such situations would affegt the taxi

time siﬁce the aircraft would be waiting for a runway for departure. Upon
arrival, if it happens to-be‘a peak period at the station, the aircraft may

be forced to circle above the airport until permission is given to land.

Thus, the holding time which is part of the block time is affected.

The sections of the day were selected according to the suggestions
made by the Schedulers in Air Canada. These sections typify the peaks and
valleys in the incoming: and outgoing traffic'qf airports in general.

The ranges of hours were 0:00 - 5:59 hrs, 6:00 % 8:59 hrs, 9:00 - 11:59 hrs, . = _
12:00 - 14:59 hrs, 15:00 - 19:59 hrs, and 20:00 -\23:%9 hfs which were ’

~

shown above. ,
#

It is‘worth mentioning that most of Air Canada's statistical
summaries on block times are classified in the way so far described. That
is, by departure and arrival city pairs in their respective order, by aircraft

type, season and section of day for the departure. This consistency offered

further support for adopting this categorization.

- The data (on tape) are then sorted according to the above groups

of data so thét collecting the data for each category became a simple matter.

-1
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The program first collects all observed block times within a specific grﬁup
then tests the sample for lognormality as well as for normality in some cases.
The results a}e the following:
a 1. Grouped by city-pair, aircraft type ana season:
72% of samples did not reject lognorma]iFZ.
2. Grouped by city pair, aircraft type, season and time of day:
a) Summer: 85% of samples did not reject lognormality

82% of samples did not reject normality

rb) Wifiter: 90% of samples did not reject lognormality.

The summer data alone consisted of é tota]iof 743 samples of which
631 did not reject lognbrmality. The number of samples tested in the overall
being approximately 1,500 resulted in very darge printouts. - Consequently
these are not included in this thesis but they may be obtained from the

author.

The program that collected, grouped and tested the block data
made use of an existing serfing system as well as of a Fortran IV ma{H
program also on an IBM 360 Model 50 written for the analysis. This program
collects the block data for one categ&ry atra time then calls the .series
of subroutines which test the sample (as discussed in section 2.2). A
sample output is shodn on the next page where each samp]é of data is titled
by the city pair, aircraft type, flight number and scheduled time of
departure. (The flight number is given but corresponds to a specific

departure,time.) The maximum deviation as described in the Kolmogorov-

Smirnov procedure is shown as D-MAX along with the associated critich]

.value. On the extreme right shows at what'level of confidence a, the test

"
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VEAL:  /3.6024618 SAMBLE S.C.: C.1936192

2 ACJUSTED MEAN=

o

1.510261" ADJUSTED §.0.2

2555 CRITICAL VALUC= C. 1377720

AC-TYPE 15 0 FLIGHT NO. G4k,  SIT= 980,
FEA\: }606}77242 SAHPLE SID|= v 4.0161762
CMEAN= T 3.5953741 SAMPLE S.C.: no 1068234

x C ADJUSTED MEAN= 3.5953741 ALJLSTED So0e=

86829 CRITICAL VALUF= 0.13953768

AC-TYPE IS F FLIGHT ND, 65y, §In= 1195,
EAN= v T0.7930908 SAYPLy S.C.: 6.7427835
CVEANT  4,2553569  SA'PLE SiD.= ".09443C9

» ¢ APJUSTED PEK§= 4,2553549 ADJUSTED S.B.=

C6792 CRITICAL VALUE= 01966415

AC-TYPE IS F

FLIGHT NO. 632, STl= 715,
VEAN= 12643999919 SAMPLF §.D.= 4,5306965
MFANZ 3.2542439 SAMPLE $.0.% 0,2051723

= 1 ADJUSTED MEAN=

20397 CRITICAL VALUE= 0.1048520

3268757 ADJUSTED 5,0, 7 070952 e :

F

0.0422014
o 0. 5, 0. 0. 0,
* —
™
w
Y. r iy
m
s
N
2.0879856
o Lo 000000,
£01369234 '

. L 04 0. 0 0,

A

i
'

o = ——— A

:SNOILQSIHLSIG IJWNIL A30T8 ¥0d4 LNdino FHdNVYS
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7
040944309
0. 04 0o 0.20% -
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was not rejected (1, 5, 10, 15, or 20%). If the D-MAX value was greater
than the critical value at the 1% level, then the word "REJECT" appeared.
instead of the a-level. The 'total number of non-rejects -over the total )
number of samples tested gave Us the ratio of the samples that did not

reject."

2.4 Transit Iimes.

The data collection for transit times was a more difficult task.

A

=)

than for block times. Ground times are not explicitly recorded on tapes.
Enough information was collected for each Teq so as to reconstruct the f]ights

and extract the transits times ca]cu]atgd as the difference between the actual
time of deparfure of one leg and the actual time of arrival of the previous

leg.

The transit time, for our burpose, is basically the time required
for the performance of a minimal number of activities to enable the aircraft
to be prepared for the next Teg. This will be reférred to as the minimal

transit time.

%

In breaking down the transit time variable into classificatory
I'e

categories we may examing the types of servicing required in various
situations. The work categories for servicing in a ground stop (transit or

° < h
turn) may be divided into two types. The external servicing includes aircraft
handling and preparation as well as lToading and unloading of baggage, freight
and other objects. These functioﬁs are quite essential and are done no
matter the amount of avaiiap]e ground time. The second type of functions

. h‘ ;«L,
;,’

3
© -




34

' . that vary largely with available time and resources is internal or cabin
servicing. These include such cabin functions as: ’
1) Removing litter and used literature (Cabins, galleys; washrooms,
flight deck)
2; Removing and\rep]acing used equipment (Cabins, galleys, & washrooms)

3) Cleaning (Cabins, galleys, washrooms and flight deck).

. The time required for such servicing will of course.depend I
greatly on the aircraft size and therefore on the airgraft type. Also the
equipment and }esources available wi]JQdegend oh the volume of traffic and
on the size of the particular station. The most necessary initial breakdown

) is thus by aircraft type a&d by station of transit. 0

A transit, being a stop between two consecutive Tegs of one flight, .

may vary in time according to the station the aircraft comes from and the

Flight | Aircraft From Transit To
No.  Type Station (.)Sched.time Station
—T
790 DC8 Los Angeles Toronto -t Montreal{— -~
- (60 mins.)
792 L-1011 | Los Angeles Toronto” Montreal
(70 mins.)
148 L-1011 | Vancouver "Toronto - Montreal
(35 mins.)

In Flights 790 and 792, the aircraft are scheduled to undergo precisely the
same routing but a difference of 10 minutes appears in the scheduled transit

timesin Toronto. This is due to the difference in aircraft types. Flights




- ———g{fferent’

# separately since the passenger and baggage handling procedures are somewhat -

35

148 and 792, however, are both on an L-1011 aircraft. The two flights are

similar in that Los Angeles - Toronto and Vancouver - Toronto are approximately

-

of the same distance and the scheduled destination following Toronto is
Montreal in both cases. A difference of 35 minutes appears in the transit

times scﬁedu]ed for Toronto which is purposely planned to allow passengers

» 3

to pass through customs when arriving from Los Angeles, being a Transborder

S iyn. Schedulers take into consideration the "service" type prior to_and |

er thie Stop in alloting a transit time. The services considered are:
- ! .

"1 = Domestic

2 = Atlantic (European)

3 = South (South bound destinations as defined i; Air Canada) .
4 = Transborder (U.S.A.) “

Each such pair [(1, 1) and(1l, 2) are each considered as a pair] is treated

SUBORIRRRIEES

Domestic legs, being city-pairs within Canada, range from short
Montreal - Ottawa (94 miles) trips to long-haul legs such as Montreal -
Vancouver (2,287 miles). Thus on domestic routes the distances covered———— — ]
prior to and after the transit may have an impact on the transit time since

more aircraft preparation or more cabin activities may have to be performed.

The distribution of Tsij is thus determined with the same® classific-

ation as Bjj except for the time of day. Moreover, Bij is associated with a

city pair which corresponds to the city triplet associated with Tsij' _Here,
~—

rather than considering the precise triplet, we consider the city of transit

and we classify the two stations before and after the stop in classes ofi
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. of "similar" legs - that is, differentiated according to the service type
and distance category (0 - 500, 501 - 1000 and > 1000 miles)for Domestic leg%.

The distribution sought for our Tsij variable is one that would
typify the minimum transit time variable, that is, the minimal time required/

on the ground when the available time is small. Being under time pressure;.
B ) - -0 s
the ground activities done are the most necessary ones.

Up——

When the available time (scheduled time of departure - actual time
of arrival of previous leg) is large the actual transit time is approximately

(\@ﬂyal to the time at hand. Even if all activities are completed, the

aircraft cannot leave prior to its scheduled departure time (as stated in
) t
the practical assumptions in section 1.2.1). Thus the measured transit time

(actual time of departure - actual time of arrival of previous leg) may be |

[

;_w_—_———u~——_*~“gTEHTIﬁTWﬂEﬁT‘theMEEEUET'EFénsit, and is thus misleading. Mpreover, whe% much

time 1is available the variable internal servicing may be done completely.
Consequently in considering all transits we risk obtdining a misleading
distribution characterized by two different events or distributions.

A. The Qi§LribuIiLULofgixnnsit_timeS-when~thema¥a44§b4eftimef%s—}&rge;;

which is approximate]ylthe same as the distribution of available
times. This is of no interest in the model.
B. The minimum transit time distribution. K |
When transits with any size of available time (A. and B. above) are tested

for lognormality, about 78% of the samples do not reject the test:f The

same type of results hold true when testing for normality.

If an aircraft arrives late (after the scheduled time of arrival of

. the preceding leg), it does not have much ground time at hand, This increases
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. the 1ikelihood of incurring a delay. In such cases the ground activities
performed in reality are kept to a minimum. Therefore, considering the
minimal transit time variab]e makes the model more realistic and sensitive

in, the instances of most interest,when a significant delay is likely to occur.

- -

’/—l [ . - K o T ¥ N ) - e
Much experimentation was- done for defining and thus accessing-

-

B ——;Q#msmrﬂﬁTﬁmunr17?ﬁ§TTTTﬁﬁé§_T?EﬁW?ﬁﬁﬂﬁqEEi data. Initially, some minimum °
standards for transit times, obtained from Air Canada documentation were
used to define the upper allowable Timit of the available times. For !
available times greater than that Timit, it could be said that the aircraft
hadimucﬁ time at hand in which case a distribution of type A above would be

obtained for the Tsij‘ These standards were classified main]yJggggircggf;,wé,»)~»-

U

s e

o tee
20 minutes: Dc9, D9S, Viscount
\ 30 minutes: DC8, D8S
40 minutes: L-1011

45 minutes: 747 I
—

_ Using the-abeve—standards, aTT’éciﬁ&irfFéhggzgz;%;;_Within one category
for which the available time was less than or equal %o the minimum standard
werg“co11ected and tested for lognormality and normality. The results were
not very encouraging. ' For some transifﬂéTégéY\jcations, no such data were
found in the sample while for other groups the samplés were too large. It
was thought that some of these large samples did not really typify the
minimum transit thme variable. This, together with the fact that some

classifications were not sampled from at all led to the conclusion that this

straightforward way of defining the available time Timit was not adequate:



It was apparent that these 1imits must be calculated accorﬁ?ﬁg to the

| e oo

individual sample, rather than treating all samples in a likewise manner.

This concept is discussed by Franke who proposes the imp]emeqp;ﬂra

_ i

ation of one of three methods depending on' the particu]ap sample The

S e ——— f

! . method emg]qygg,ahoyeAJsAavmod1f1cat10n'Uf Gﬁé*bf‘these thréé, For our

analysis 1t was finally decided to use another of the three, in a modified

form. For each transit category we compute the limit for avai]able'%ime
of the sample of n observations as follows: >

available time of observation i,1i=1,2, ..., n

(schedu]ed time of departure - actual time of arrjval of-
7 previousTeq) :

1. AVL;§

M »
T ts; = ith observed transit time in sample, i =1, 2, ..., n.
@ 2 WL = ] AL 2, = ] (Alic AT)?
2y N ’ AVL L 1
i=1 T i=1 o
Limity, = {AVL - SAVL> (2.9)
-

T 3.IF (AW S Linit, ) and (tsi 2 AVLg) then select

7 ) observation tsj.

In step 3 all transits for which the actual time,tsi is at least as large
as the available time AVIi and this one is smaller than or equal to the

Timit, are taken in the new sample of minimal transit times. Thi, situation

depicts a transit when it is truly under time pressure.

In performing the above steps, it was noticed that the 1imits
calculated by (2.9) were sometimes negative and thus very small samples

were obtﬁinéd.”Thé'f01lowing check was thus made:



4, If Limit < 5 mins., then LimitAVL = max (AVL, 5 mins.)

AVL

- oo -

__In this fashion,the -available tine Timit was never allowed to be

less than 5 minutes. This ensures that all classes of data are repre- e

e

— —sented -in-the-samples—tested (nd‘th&t;fﬁé§é“é?é”56£“f667§hall.—“”f .

The above precedure led to the following results:

Hypothetical Total No. «f No. of Samples % of Samples
Distribution Samples Rejected Not Rejected |
) Lognormal- | 146 | 22 84.93%
Normal 146 31 ; 78.77% ¢

The level of significapce for these tests was the same as in the case of

block times, that is, a = .01. \

2.5 Turn Times .,r_——’——-’-—”—‘*"_“"__—ﬂ__ﬂ¢-“4

In the case of the turn tines the same problem occured for the

.

data collection as i1n the transit times. The aircraft cycles had to be
reconstructed from the leg-date_and to achieve this all time measurements

were converted“to a standard (MT) so as to overcome differences cue to |

~

the many time zones. Followin; the aircraft through‘the cycle made it
possible to calculate turn times as the difference between the actual
departure time of the;first leg of one flight ‘and the actual arrival time

of the last leg of the preceding flight. .

~

’Iﬁ’se]ectihg the appropriate classification for grouping the
- turn times in classes of similar types, the same type of reasoning used

. 1n the transit discussion was applied. Although the type of servicing in a
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' - turn is more of a "major" or "“intermediate" one compared Yo the ."minort--

servicing in a transit, the type of classification remains the same although

more pronounced for turns. These are grouped by aircraft type, station of

turn,_and services prior to and after the turn.’

Again, the distributions of the minimal turn times were sought.
Since the turn and transit dna]yses were performed simultangously, the same

sequence of experiments were performed with s1m11ar (but ~more’ opt1mlst1c) o

e ——-—resylts. The standards for minimum turn t1mes were c]ass1fled d1fferent1y
than the transit standards. They were classified by aircraft type as well

as by type of station which explains the more optimistic results.

" Minimum Standards for Turns
(Minutes)
| — S __,__E»— I
- Aircraft |, _Damestic -~} 487 International
e Type Station Station Station
747 90 90 90 ~
L-811 90 90 90

D8S 60 - 75 90

DC8 45 60 - 90

D9S a5 | s T 15T

DCI9 45 45 75 ™~

. / I

- 7 _ The procedure used was’ jdentical to the transit procedure and gave
very favorable results. However, .5 rather than one standard deviation was
- subtracted from the average available time in order to obtain the limit, so

as to increase the sample sizes which are considerably smaller than transits.'

. Moreover, when negative or small limits occured, the minimum allowable Timit . "

4
° '

|



of 5 mindtes was increased to 15 minutes since turns are much ]onggy'than

transits. Also a turn of less than 15.minutes rarely occurs. 0u£ of a
e

total of 114 samples tested only 10 rejected lognormality. Thus 91.2% of

sémp]es did not reject the lognormal distribution (a = .01).

2.6 Station Delays.

Station delays play an important rqlg_ip qa;grmjnjng_the<0p?ti%e
- —performance of a cycle sinceithege a}e mainly station-dependent. Becé&sé”
of the differences of equipmentéwgrew, mean volume of traffic in each
station, this type of delay may B; more likely to occur in some stations

than in others. Examples of such delays are the mechanical, sales or

passenger delays occuring at a given station.

Station delays (defined in section 1.4),Dij,are measured in/

minutes rounded to the nearest minute. If no such delay occurs, then

-

Dij = 0 for tﬁat partiéu]ar leg. Empirical observations have sHown that
these delays vary anywhere between 0 and up to about 180 minutes {3 hours).

. Franke attempts to fit hypothetical distribution functions, but due to the
difficulties encountered, an empirical distribution was used. Adopting the

empirical sample distributigg_dbés not allow the generalization obtained in

e e it o ™

having a parametric distribution which could be updated with the use of new
‘data. However when no _good approximaiﬁon—is found—through a theoretical =~
distribution, it is best to_use the one at hand - the empirical one. Table

2.2 gives frequency counts of station delay minutes for selected stations.

The most logical breakdown which was agreed upon is by aircraft type, departure’
station and time of day within a given season. In our example the observ-

able frequencies for three stations YXE, YWG, and YVR (Saskatoon, Winnipeg




TABLE 2.2  SELECTED DISTRIBUTIONS OF STATION DELAYS 42

+
i

YXE: D, 3, 92, 3f1 YWG: D, 1, 31, 3 YWR: B, 6, 36, 0
MINS.  FREQ. ’ MINS.  FREQ. MINS.  FREQ.
/ t -
1 6. 1 5 3 2.
2 7. 2 4 5 1.
3 13. 3 3 7 1.
4 10. ’ 4 1 8 2.
.5 B . _ 5 2 10 3.
6 |2, 6 2 11 1. -
7 ;3. —— . 8- 4, - _ 12 3.
9 3. 10 1 13 2.
10 1. 11 1 15 1.
14 2. 12 1 17 2.
15 1. (14 1 19 1.
18 1. I 22 1 / 20 3.
19 1. , 23 1 22 1.
31 1. 47 1 25 1.
35 1. -- 28 1.
92 1. | 29 1.
. 30 1.
b - 37 1.
— 33 2.
35 1.
50 1.
[P 59 1.
80 1.
140 2.
YXE: D, 5, 93, 23 , YWG: D, 2, 124, 65 YWR: D, 2, 31, 11
MINS.  FREQ. MINS.  FREQ. ~ MINS.  FREQ.
1 17. 1 12. 3 2.
2 16. <2 18. .4 3.
3 9. 3 9. 5 2.
4 8. 4 3. . ¢ 8 2
5 5. 5 2. 11 2.
6 4, 6 3. " 13 1.
S B 2, R S, % 14 1./
8 2. 8 1. R L e
9 2. 9 2. 17 1.4
10 1. 10 2, 19 - 1.
11 1. 11 1. 96 Ly
14 1. 30 1. 120 L.
15 1.% 76 1, 150 1) ¢
29 1. \ o

S 8

* YXE = Station code, D = aircraft type code,
. 3
3 = Section of day index, 92 = Total number of delays,
31 =

Total number of zero delaysy : v



— e _ o _
| i -and Vancouver) are given on specified aircraft types and sections of day
~ for a summer month. The example titled "YVR B 6 36 0" represents“depart-

ures from the Vancouver Airport on an aircraft of type B (D8S) during the

gth period of the day (20:00 - 24:00 hrs). The sample size is n = 36

i

x " ____ from which -none-havé deTays = 0 minutes. 1§eneath the title are two columns,

_the left denoting the number of delay minutes and in the right are the

corresponding frequencies. The sections of day used are consistent with
\

a .
1

the breakdown given in Section 2.3. °

+

A; The empirical distributions used-were-calculated by computing———

the actual probabilities of occurence for each size of delay minutes in

increment§;of one minute from 0 to 149 and any delay of 150 minutes or
more are treated in the 150th interval. This limit is more than sufficient

since greater delays are very rare. : E

———eene e ____Empirical distributions of this type were constructed for each

category of data. The classification is consistent with the ones for block
time and transit times, that is by aircraft type, season,station of depart-

ure and time of day.
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DISCUSSION OF MODEL

3.1 Formulation aAd practical logic

As previously explained, the mathematical models of Section

»

1.2.2 are applicable to individual cycles. The entire airline schedule - - - —

is considered to consist of m cycles. Therefpre, the.procedure. and

apa]ysis to be adopted for a single cycle will have to be repeated m

s i
times if one is interested in the performance of

the entire schedule.

Consider one parficu]ar aircraft cycle having k flights and
let n, be the number’ of legs in each flight. The scheduled information
relating to that cycle pertains to a particular season and a specified

aircraft type. The information consists of the following:

Fi = jith flight serial number,
) CTYij =_city of departure: pertaining to the jth leg of flight i, -
CTYk = city of arrival of the last leg of the cyclé,
,nk+1
Kij = scheduled departure time of jth leg of ith flight,
KAij = scheduled arrival time of jth leg of ith flight.

-2
A

 From the above information some simple calculations of the scheduled - S

.. block times and the scheduled ground (transit or turn times) may |

be performed: Lo

Scheduled block time (i, j) = KA;; - Kiy, ’ S
Scheduled transit time (i, j) = Ki 341 KAij’
Scheduled turn time (i) =‘Ki*1 1 - KAi .

14 )




‘ For a fixed Kll’ Kij may be also calculated from the scheduled block,

transit and turn times as follows:
&

Scheduled block (i, j-1) + scheduled transit (i, j-1) + K

i=1,2, ..k J=2, 3, ..., n

i,j-1°

i=2,3, .., ki B!

. . __*,_«___,,_* — e e e e

- Scheduled_black (i-1, ni_l) + Scheduled turn (i-1) + K

As it was mentioned in Section 1.2.2 we seek the distribution
of Tig as given by equation (1.6). In view of this equation, the

distribution of\Ii_:} dQ.Q&ﬂds_Qﬂ—thEﬁdjStﬂibutiOR%efA}fjmaﬁé«eﬁ%hefﬂ—/—ﬂ'”

T B and TS, or T.*, 1, B

*
i’j-l’ i’j-l "1,:]‘1 1"1,n_i-1 .i-lgni_l
explained in Section 1.2.2, In chapter two, it was found that the

and TN, _; as is

variables Bij, TSij

i, J. Moreover, instead of testing the goodness of fit of each Bij’

and TN, fit the Tognormal distribution for every |

Tsij and TNi separately, a classification procedure was adopted. Thus,

all Bij that belong to the same class are said to belong to the same
e - ——-———-——poptttation—The parameters-estimated (according to the“procedures in_

N 1

*

[ U

Chapter 2) forgpach class of the block, transit and turn variables have
been stored in a computerized file system. In this manner, if we seek
the distribution of a paéticu]ar TNi’ say, we must first determine the
- class to which that TNi'be]ongs. This TNi is associated with a given
station,iﬁ”specific aircraft type and is scheduled for a given season.

o ““““”“‘““'7Thﬁfﬂﬂﬂ?“fé§swprior‘to and fellewing-the turn, belong to defined service ~

types. This is identified by the pair (i, j), i, 3 =1, ..., &4 as
it was explained in Section 2.4. This information completely spgcifies

the class to which TNi belongs and,in turn, permits the retrieval of the
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" estimated parameters pertaining to that c]asé from the file system (see

®

the schematic repreﬁéptation in Table 3.1). The sa&e procedure applies

to the transit and block variables:

f ‘(season, aircraft, type, station, service type of -

TN1 =

- previous leg, servicé type of following leg), .

B - Tsij = f (season, aircraft ;ype, station, service type and , N
N distance of prévious 1eg,/§er9ice type and distance of
following leg), |
e B1j = f (seasonm,aireraft type;—station-ofdeparture, statiop—— ——
) of arrival, section of day for departure),

N “where f indicates'that the corresthqi&g variable has been classified

S ‘
according to the attributes listed as arguments of f. On the basis of
Py ' g

this classification system, TN., TS...and B.., i =1, ..., k; J #1,, ..., n,
"y i iJ ij i
can be classified iinto one and only one class.

o
The file system containing the estimated parameters for the

—-——— . classes of the variables is constructed in such a way 55 to allow quick

retrieval of the required parameters.

N

Basically, the system consists of separate files for B]ock
‘transit and turn parameters. Each file is first divided into two season
~ sections and then subdivided by aircraft type. Since schedules are

presently prepared according to these criteria, "this allows quick reference

e e

,to the estimates of interest. These files will be revised yearly so-that

the lag between the time when the estimates are obtained from historical

g
v

. data and the time when the model is implemented does not exceed one year.
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Table 3.1

STATION 1**55555?'
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\ \5} . . B
—"scheduled transit (i, j)eTS . ~ A} R )

»

ae
o 9 b
.

The est?ﬁates may thus follow the trend of changing conditions, such as the
implementation of new routes, new: or improved aircraft‘tybes, and changes

in service requ{F:;ents. The distributionutests should be repeated to

ensure that the distributions of the possibly changed variables still

fit the lognormal distribution. These revisions are qui}e simple with\‘““‘\:\

the availability of the programs discussed in Chapter 2 which perform all

the necessary' steps at one time.

v

For each variable Bij’ TS]j and TNiLawe now fave its scheduled

y time as wall as the distribution of each actual time‘ﬁf obtained from

historical data:

A}

stheduled block (i, ) «— B

i2

N A(ﬂB 6 )s
ij® Bis

ij’
NG 0N ) -

scheduled turn (i) —IN, ~ Al

The only additional variable which is not scheduled is the station dg]ay
. variable, for which the use of .the empﬁricq] distributjon function is
recommended {c.f. Section 2.6). Again, the distributions of the classified
station delays are stored in a computerized file acconiag to the fd]]gaYng

subdivisions: /

/

DiJ = f(season, aircraft type, station, section of day)

Again’there 1s a unique classificatign for each D

o -
Pd

Now that the distributions of the variables in’'equation (1.6) have been "’

p identified, we may proceed with the logic in the model. Since equation (1.6)

1s a recursive relation, the reliability of the cycle has to be evaluated

sequentially starting from the first leg. The.steps below follow an aircraft
¢



through™its planned cycle. The rationale issimilar to that of a flow
*

diagram:

A. First departure: seti=1, ivF= 1,

T.. = K., + D,

1] 13 1]
B. Probability that depa

leg i, j):

P[p].j sA] .,  Ay0.
C. Time of arrival

= *
Tij ’

late A minutes or léss, (due to single

i) Assuming punctual departure at Kij (due to Teg) = Bij + Kij‘
i1} Actual departure (due to cycle) = Tig + Bij )
The empirical distribution of Dijisinfact the distribution of a departure _

delay for the jth leg of flight i, independent of previous cycie activities.
Thus the on-time performance of any leg as caused by the leg in question
may be calculated by step B which in fact gives theqcumulative probability

distribution of Dij'

! Step C above examines the time of arrival. Although the study Was /
centered around the problem of evaluating the punctuality of departJres,
the same may be done for-arrivals. If the scheduled time of arrival

is KAij’ then the arrival reliability may be obtained in determining thé
distribution of (Tjg + Bij - KAij) in the same way as for departures. The
only difference arises from the fact that the arrival distribution is not
"cut-off" at the scheduled time as in the case of departures which are
assumed not to occur prior to KiJ’ the planned time of departyre. Thus

continuing with~the above Togir, we have: : "\

D. Probability that the arrival is late A minutes or less:



o

i) due to leg = P [

i1) due to cycle = P

A 30,
A 350,

[(113 + Bij - KAij) < A:],

If the next leg is the start of a new flight, the next event is a turn
and we proceed to step F, Otherwise the next event is a transit as in E:
. ) = *
E. Complete leg j: E Tij + Bij + TSiJ’
=B, + TS + K.
175 ij’
start next leg: 3+ j + 1, proceed to G,
F. Complege leg j: E =T, 3 + B1 + TNi’
E1=B1]+T;1+K]‘J, :
start next leg: i-+i +1, j » 1. /
G. New departure: Tij = [rax [E D} ]
i Y
N} 1] U
Pr&bab111ty that the departure is late A minutes or Tless:
(1) due toleg = P[D;; <Al Ao,
. - *_ Vi 3
(ii) due to cycle = P [(Tij hij)‘ A], A 20,

(i11)due to previous
While steps E and F complet
gives the departure time va
" the probabilities of incurr
caused by the leg 1n quests
At this point we may return

last Teg in the cycle is re

leg =P [(E - ki) €Al A0

e the events of the particular leg, step G
riable of the following leg. In H, we éafculate
ing Jp to an A minute delay at departure as

on, the entire cycle,or by the previous leg alone.
to step C and continue the sequence until-the .

ached, where the sequence is terninafed -at step D,

the arrival of the last Tleg.

As may be observed fro

performance of any leg in a

m the above discussion, we may evaluate the on-time

cycle according to more than one criterion. * This

[




further refinement is quite important since, in addition to evaluating the
punctuality of the leg, it also enables one to determine where the problem
was initiated. In fact, the delay may be attributable mainly to the leg
itself, the previous leg or to the cycle. The model adopted in this.thesis
gives the %o]]owing probabilities for each lTeg within the cycle [exqept
the first Teg which only has (3.1)and (3.4)]:

1. On-time departure probabilities as caused by:

(i) leq itself, (assuming a punctual departure at Kij ):

P(A) = P(DU. < A), Az O. (3.1)
(ii) previous leg, (assuming a punctual departire for previous leg ):
‘ P[ o+ TS, )< A] = 1,2, ..., k,
aJ 1 ’J"l 1aJ"‘1 1.] J = 2, 3, AN n-i
. P[ 1 1 n1 1 Bi-l,nf_l + TNi"l - K]-j)é A], 3 : ?: 3, -.-\k,
3> 0 (3.2)
(iii) cycle:
P(A) =P (T.* - k..) <A, Az 0. (3.3) =

- 1‘J ]J —~
2. 0On- t1me arrival probab111t1es as caused by

e

: . leg- jtself:

-

P(A) = p[(Kij + Bij - KAij) < A], A>0. (3.4)
As requested by the users of the model, the above probabilities are

calculated for A = 0, 5, 10, 15, 30 and 60 ninutes.

Most of the above probability evafuations are based on the distribution
of sums of random.vaniab1es which have been assumed to be statistically
independent. Since we have the distribution; of the component variables,

‘ we may perform a convolution to obta n the distribution of the sum. This

problem is discussed in the nex. sec ion in terms of the methodology used



as well as the accuracy to be expegted. « ‘ .

3.2 Determination of distributions

3.2.1 .Discretizations and Convolutions. There are various distributions

that need to be determined when we are sequentially following the recursive

Sk

relation (1.6). In the previous section, a number of steps (A - H) : .

were described which are analagous to the steps taken in (1.6). Here,

the first step A evaluates the sum of a constant and a random variable

- D1j, which has an empirical distribution. Step B and similarly steps D .
and H simply ca]cu]ate‘the cumulative probabilities of distributions as
obtained from previous steps. In step E and F however, we need to
calculate the distribution of the sum of three variables, one with a
pre-calculated distribution (Tig) and the others having a lognormal

. distribution with given estimated parameters.

o

A

One is thus faced with the problem of determining the distribution of

a sum of independen;,random,variables—whose*ﬁndTVTGGETFBFEBEB?T¥E;;'

distributions are known. This is a problem which frequently arises in
statistics. One is first inclined to seek a theoretical solution through

.- the theory of characteristic or moment generating functions. The charac-

’/HF . . ) . - . . -
teristic function of a sum of independent random variables is known to be

the product of the individual characteristic functions. "In the present
case, one could theoretically proceed in this manner and then use the
1version theorem to obtiin the probability distributionfv*{See for example,

Rao (1965)].

’ The characteristic function for the lognormal distribution is not A

L4
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' av:a\ﬂable in closed form. Thus, the above technique is not %pp]igab]e unPess _ .-
one wishes to consider approximatiaﬁ‘%g&hniques. Here, the use of the ~
\ﬁnversion formula is required which is quite cowp]icated even when per-
formed nume;ica11y. Another problem with the above procedyre is that we
sometimes have variables in a sum which have an empirical distribution &
/ or a modified distribution (T¥j) for which é}e characteristic functions
in closed form are not obtainable. Tﬁe method proposed below is intuitively

simple and is convenient since it may be applied to any situation.
A way to find the distribution of the sum of several independént random

variables was discussed in section (1.5) where the idea of using the

numerical convglution technique was introduced. Each of the distributions
of the componéZE variables is discretized and then some convolutions of

. the variables are performed. Let Xi’ i =1, 2 be two random variables and
lTet V.= X, + X,. If X, i =1, 2adre discrete with probability . - —
———— ‘
. distributi X:? istribution of V is given by [E. Harris (19661]: |

where the range of V depends on the ?anges of X1 and X2.

e T T T
T If x1 and X2 are continuous with probability distributions le, PX2

respectively, one way to discretize them is to chose n and n, equidistant
points with intervals betueen them of size 2c respectively, as follows:

a <a;t 2 < L.coagt 2c(n1—1),i =1, 2.
Then Xi is equivalent to 1 discrete random variable over the above points

with the probabilities given by:



e
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.
Pxi(x.i$X+C), X = ai
pxi(x)=< Pxi(x—c<xi<x+c), t:?";_zc'k’n .
' b4 y = ey 'i
Py X3 > x - <y X = a; +2c(ng-l) = by
\

(3.6)
In this case the distribution of V may be approximated by formula (3.5).
For specific cases, one of course has to determine a;s Ny and 2c. This

depends on the particular distributions of X1 and X2.

If-Xi and XZ

criterion to select a5 bi is by equating them to the exponentials of

are lognormal as in some instances in our study, one

~

My -381 and ﬁi + 381 respectively, which, by norma theory accounts for

about 99% of the area under the normal density curve. The same amount

3

is accounted for under the lognormal density curve as well. The Téﬁ§5ﬁ““?gn1¢

thJMEQQ_mg;ggjhx:jbeJimit94ﬂiﬁur“mﬂ@é”aﬁHTTBﬁfﬁﬁrbyﬁfzfgggig

because of the skewed nature of the lognormal distribution, which wog]d thus (/
lead to a bad approximation. Other choices of a; and bi~may also be made.

For instanc%*\since the Tognormal distribution has a natural Tower bound

at 0, we may select a; = 0 and choose an appropriate wpper—botnd————

bi = exp (ﬁi + 381), say. This choice wou]Qonot improve the accuracy to
a great extent since we have already covered over 99% of the distribution.
In addition since numerical convolutions of variables have a cumulative
effect on the resulting number of intervals, the latter choice of a;‘may

/
cause much uncontrollable expansions. Hence a, and bi are given by:

a.
1

b;

exp 105 - 3;)

exp (ﬁi + 36i)' - (3.7)
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. \ These values of a, and b, are rounded to whole minutes (ai and b, are

rounded down and up respectively to ensure a range of at least ﬁi + 381).

0 Our step size is chosen to be 2¢ = 1 minute which thus generates
integral values for the discretized versions of the Xi's. Then, equation /

(3.6) becomes:

| v G \ /

- < —~ < =
. 0 6. 3 =1, 2, LN, =2
x)= - ! ! ! 1
Py.
i _ A .
D Y'l - 1—1.‘ . '1n(X - C) - 111] . X = b1
] - Gi v o‘.i
o R - _ elsewhere,

where Yi =1n X;. .
o ~(3.8) ,5“

Letting Z; = Yi " ¥i , we have that Zi‘is standard normal (0, 1). Thus -

g.
i

the discrete probabilities may be obtained from standard normal tables

or with the aid of standard computer routines (usually functions).

Now, if we have two independent random variables X1 and X2, whether®
discrete or continuous, we may proceed to evaluate the distribution of
their sum V by (3.5). The fact that 2c = 1 greatly simplifies the technical
procedures required féf'(3.5), in Fortran programming. For programming

simplicity, equation (3.5) is rewritten in the following way:
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Let px: (i) = pxi(x) j=Xx - a; +1, i=1, 2, and

Pyx(¥) = py(v),/ y=v-axl) a=a;+a, Then (3.5)

becomes:
§2 (K) ( )
Py.(K) p y-K+1), y=1,2, ...sn
pya(y) ={ kekI1 X2
0 . elsewhere (3.10)

where K1 = max (1, y - n, + 1), K2 = min (y, nl), n=n; +n, These
1imits are determined from the fo]]owﬁ%g inequalities: 1 <K< nand .

l<y -K+1«< Ny s since pxl and pXZ/are zero outside these ranges,
* i

respectively.

/

3.2.2 Accuracy in discretization and convolution. When the range

and the distribution of a continuous random variable are brokenup——— ——
into a number of disjoint intervals and discrete.arobabilities respectively, ’

much information relating to the continuity of the variable is lost.

It is obvioqg that the finer the partition is, i.e. the iarger is the

number of df%joint intervals, the more accurate is the approximationof

the continuous distribution by its discrete counterpart. The accuracy
also depends on the type of partition (i.e.,intervals of equal size or
intervals of variable size, etc....) and on the range over which most
of the probability mass of the continuous random variable is assumed to
be distributed. .This in turn is connected with the skewness gf the
distribution. In the present case where the distribution of our random
variables is lognormal, we selected to use intervals of equal size

2c = 1 minute and a range given by (3.7).
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The above aspects become more critical when one seeks to convolute
two or more independent random variables and follows ‘the discretizagign
approach. The major problem here is the propagation of errars whégrthe
individual discretized distributions are numerically convoluted. To
obtain a measure of the discretization-convolution errors we study first
the convolution of two independent normal variab]es and then apply the

results to Tognormal distributions. )

Let Y ~N (u,0?) and suppose that the discretization of Y is
performed as indicated in (3.6) and is over the interval (v -~30, u +30 ).
Then, since the discre@izgtion step is 2c, the number of intervals is n = 3o+l
(réunded~up).— Thus the accuracy of discretization will improve with a ‘

large o and/or a small c. Let Z =Y __E_ Then Z is 3 standard normal

variable and the standard1zed 1nterva1s of Yare (Y - ¢c - p, Y+ ¢ - u),

o B ) o] o}
except for points a and b for which\kpe intervals are ( -», a + ¢ - 1)
: o
and (b - ¢ - u, + w)respﬁctive]y. Considering only the points x for which
G .
a <x < b, we have intervals between the consecutive points of equal

length I, = 2c. Thus, the smaller the interval size I;, the larger the

Z

number of intervals, and the better the accuracy we may expect. However,
if we wish to vary IZ by fixing ¢ = .5 and varying o depending on the
population, the accuracy of discretization will then be dependent on the

size of the variance and it will be better with a large ¢ .

To obtain a measure of the possible sizes of the discretization and
convolution errors,two independent variables following nermal distributions

from populations with different means and variances were first individually
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J
discretized and then the distribuiion“of their sum was obtained through a
numerical convdlution. The results were then compared to the discrete
probabilities obtained from the normal random variable having a mean equal
to the"sum of the two means and a variance composed of the sum of the two
variances.

o f
Let\Yi/~\N Lﬁ%,o%), i =1,2 and let fl(y) and fz(y) be the probability

density functions of Y1 and Y2 respectively: Let also Y3 = Y1 +’Y2.

{ Then Y3/~\N(u1 t oy, 0% +,0§). Following the discretization approach
| >, '
outlined above we obtain the discrete probability functions pi(t) as

described in (3.6) for a range defined by a; = u; - 3u, and b, = u, + 3o,

i =1, 2, 3. Moreover, let p4(t), t = a3(2c)b3, be the probapilities of Y3

‘ . ~ obtained from the numerical convolution expression given by (3.10).

Ideally p4(t) and p3(t) shou]d coincide for all values of t. The _

LT

\

closeness of these two prébability distributions determines the accuracy .. > .
of the convolution. The following sums of squares may sere as a measure

of this closeness: ‘w ' \ ‘)
. b3 2 ) e
SSE(0, 02|c) = SSE(BZI, 122) =t§a3 [p4(t) - P3(t)] ‘
~  The symmetry of the normal curve and a Iimited numerical investigation

indicated that the above SSE is functionally independent of by and iy I

Normal variables with varying standard deviations 01 0y Were used G
and in each case the sums of squares of errors as defined by SSE(al, °2'C> i
above was recorded. On the following page iwo graphs are shown, the first

{

demonstrates the decrease inQSS[ with the increase of 0y (122) while havinc

' i (Izl) fixed (ol

-
~

1 and 2) and the second relates SSE with simultaneous
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increases of Ol\inq~°2(121 and I, ). From these graphs we may claim that

for values of 9y and g, below 2, the SSE expands very significantly, while

for values above two, the erro} (SSE) remains in a Tlow range. Thus the

interval size shoild be 2c = 2(.5) = .5 at most, to ensure good accuracy, .
o 2
That is, we want:
I;«.5 NE: . (3.11)

LN
In the lognormal case, the discrete steps of one minute are taken on Vs

the variable X; and not on Y =1n X which is normal. Thus we have thg
following situation:
&vf\ A (u,Uz) 2

a = exp(u - 35 ),

‘ b = exp(u + 30 ), , ) o

+30 30
range = e" 30_ eh 7. i

n = No. of intervals =;[éff30- " 39 44 (rounded up).
2c -

As may be observed in this case, the accuracy of the discretization
Will not only be dependent on ¢ and o, but on y as well. The discrete

k)

- probabilities are expressed by (3.8) and the interval size about £ is: .

- . I; = ~%—[1n(x + c& -~ In(x - C)] = jé" 1n[§ f E:]- (3.12) ‘ bt

~ " Although the-1ntervals-are of equal-size-onthe variable X, they are of

£
a normal randqm variable Y which is discretized with intervals of equal

variable length on Z which is N(0O, 1). Let I* = max IZ‘ Suppose we, have
2 "

size, namely of size I3 (on the standardized Y). Then, by (3.11) we require

Ii € .5 to obtain & good accuracy for convolutions.

4
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This implies that the accuracy of discyetization and convolution of two
lognormal variables such as X will be ;t least as good a§ the aéé;racy
to be expected for Y, since the discrete steps associated with X are

IZ < Ii < .5. We may thus use the same criterion as in the normal case,
provided that we show that I§r§‘.5. Now, since ¢ is a constant we have:

CHim n (x + c) =

X0 X=-cC

This implies that a large va}ue of X and/or a large value of o will
cause a small va]qe of IZ; In a given distmibutioﬁ the maximum over £
of IZ will oécur gt x‘=§a1, the smallest possible value of X. The

criterion now becomes the following: °

1

17=11n (a1 * c) .5 .
o a] - ¢ ‘

Replacing a; = e“_3°, the above implies that:
_ Q-11-30 5.5 (%.50 +1 X |
. , R VLA 1 i
or equivalently, L _ . \
w2 In\ .5|(;‘50'4 1 + 30 . . (3.13)
%% .1 . : @

If (3.13) holds true for our distributions we may be reassured on the

L

resulting accuracy of our convolutions. A %raph was thus plotted showing
. . - | .

the equality relation of (3.13). If, in our distributions, ji is above or

on the plotted line for ids corresponding 6 , then (3.13) is satisfied.

Since block, traﬁsi% and turn times were analysed individually, we may

examine each case separately. Also, since the worst cases are those when

t

u and/or o are small, we observe the instances when they smallest df each occurs.
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A. Block times

Fortunateiy in the prediction of the block parameters a negative /
corr‘.e]a.tion was found between the means and standard deviations of our
samples of logged data: Thus a small standard deviation o which may
cause error pr'opacj'ation in discretization and convolutions has a
correéﬂpond'ing‘”‘l arge u which has an opposite effect of increasing the
accuracy. Some 68 samples were sé]ected from the analysis made in
chapter two, and using the sample estimates of the logged data, a

regression of the means on the standard deviations was performed.

Normally, one could perform such a regression using not just the
68 samples, but in fact, using one sample from each classification of
block times. This procedure is too lengthy for our purpose since we
have 2 seasons x 6 sections of the day x over 7 aircraft types ar}g a
Targe number of city pairs. The 68 samples were however carefully

selected to ensure a good representation of the bulk of classifications.

Let 7]. be the mean of the ith sample of Togged block times, s$1

be the variance of the 1th sample, and n; be the size of the sample i.

— 2 ; . . .
Theh Yi AN (“1‘ , f_Y.L> A regression 1is assumed between Y and SY-i as fo]]ows‘.\
Ny -

. E‘(YilSYi)’—'Yl'f'yzo Si

¢

On perform\fng such a regression, the BMDOZ2R program of the BMD Statistical, -

Package was used, and the results were the following:

E(V,) = 5.9881 - 20.71715 s (3.14)

Yi* °
with-the correlation coefficient r = -.8117 and the F-ratio with 1 and

66 degrees of freedom, F, 6é = 127.509 (see Appendix B for details of the -

+

regression).

)



N
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v ‘( - :"«
As may be seen, a high neQative correlation exists and since the.F-ratio

1s significant at o = .01, we mdy rely on the relation (3.14). This
regression and its implications will be discussed more thorough]y in the

next chapter where the question of predicting the parameters is discussed,
prd '7"

%

~a

Among the 68 samples that were used in the above analysis, the sample
with the smallest Sy; as well as the sample with the smallest E(Y}) wer;
selected to see 1f their respective Sy and Y would satisfy (3.13):

a) mins = .0237, u=5.6127
graph requires, u 3> 4.67, which holds. /
b} minimum E(V,) = 3.27, s = .13 ‘

graph requires u » 3.11, which holds.

-

Thus, in both of the worst cases, we would still expect good accuracy.

~ T

B. Transit times - . SN
a) min s=_.131, 0 = 3.504 K

[t
graply requires n 3 3.1 which holds,
b) small E(Vi) = 2.86, S = .265 .

graph requires u » 2.81.

C. Turn time

a) For a sample with a small standard devia:ion

th
s = .06, 5= 4.512 L ¢ ’
required u 3> 3.67 1s satisfied.
b) For a sample with a small p: ~ o
s = .19, p=2.98 R e

requires u % 2.92, which is satisfied. : \v>
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4

3.2.3 Determination of the disp??gition of extreme values. We now

describe the procedures used in ev luating the distribution of

the maximum of the two variables E dpd Dig which is required for step G

in Section 3.1. In this case both E and Dig are discrete. In general,

1f we seek the distribution of W = max (Xl’ XZ) where Xl and X2 are

"y

independent discrete random variables, we obtain the following:

P(W< w)=P (Xl < w)P (X2 sw

W W
: [ opy (ty) L pyy(ty) ‘
1791 . . N
0 ) W < nax (al, a2)
W w-2C ’
, le(w)t Za pxz(w) +pX2(“)& Zapxl(tl), < -
2 2 “17%1 -
and p”(w)=_ max (all aZ) € W min (bl’ b2) )
le(w) b, < wg by
PX2(w) ] b, < wgb,-

! (3.15)

The application of standard theory is straight forward and no special -,

problems arose 1n the actual implementation of the model.

~ 3.3 Implementation of model

The computer program developed for the model to evaluate the on-time
performance of cycles was written in Fortran IV and implemented on the

Honeywell 6000 éomputer. Presently it runs on the time-sharing system in

an 1nteractive fashion, where the user may manually input the schedule




' ™~
~

rv]atéh data for one or more cycles. This‘allows quick manipulation and

enables the user to get some answers to "what if ...?" type of questions,

Basically, there are two types of input required by the progrém.
First, there 15 the information describing the necessary distributions
of block, transit, turn and station delay variables which are automatically
(1nternally) retrieved from the computerized file system, described in
section 3.1. The second type of input is of course the scheduled information
which includes the identification of the season and aircraft type, as
well as data relating to each cycle to be tested. The cycle information

corresponds to the description given in Section 3.1.

Once the input is obtained, the procedure is initiated within the
. program. A flow chart 1s shown on the next page where the principal
computations-made in the program for one cycle are followed sequentially.
The flow chart assumes that all the required data have been nputted.
Once the cycle 1s initiated, the sequence of steps is followed for each
eg. For the following leg, the sequence continues at 101 until the -

last leg of the cycle where the flow 15 broken at 999.

The main program calls a series of subroutines designed to evaluate

~ convolutions (3.10), discretizations (3.8), the distributidn of the max-mum
e
of two variables (3.15), the transformation of the departure distribution

G(Tij’ K]J) as in (l.4yand (1.5) , and the cumulative proba i{ities for

a

any of the calculated distributions (steps B, D, H in Sec?} n3.1).
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Initiate cycle
i (flight) =1, 2 (leg) =}
'LEG = 1, Ki(time) = 0

A

) r
4 Find block parameters ;
S s 0.
‘ BT"JL Bisy A
Find station delay distribution
for D, :
L
po(x)’ X = DO D0+n0 1
”
ProbabiTity of on-time departures
due to leg:
) 'PO(X - KLEG—1“< A), A30
YES
- LEG = 17
NO

Probability of on-time debartures due to previous leg:
Leg 2: Prob =P, [ K e6 - LEG-"l'))‘A]’ Az
P2 = § [max (PO’ PZ):] :
Leg > 2:prob = Py [(x-( g - Kegy)) < 4
P, = Convolution /’(PZ’ 1)

s /
P2 G {max (PLO,“P‘?S]

i

1 . ]
Probability of on-time departures due to cycle

i Prob = P2 [(x - KLEG) < A], A>0




. . . 2
Discretize Biz”‘ A\(uBi‘g, o 81,2)

P4 (X), X = Da"‘., D4+n4"1

Probabjlity of on time arrival due to leg

P, (x -(KALEG - KLEG)) csA , A0

s,

4

YES

 Find transit parameters set:

~

28

mean = ﬁTSi , SIG::OTSj .

Find turn barameters set: 1 .

mean = uryso “SIG~50TN1

|
Turn or transit distribution,

A (mean, SIG)

P3(x), x =D .s Dotno-1

3" 373

\

Leg distribution: convolute Block & Ground
(transit or turn)

PI(X) = COnV (P3’ }i’/'), X = Dl,..,Dl+n1'1

Leqg = 1: equate P2(x) Pl(x), D2 = Dl’ n, =ng

4

LEG + 1

Calculate new leg: LEG.
if £ < n, > 2 =t + 1

otherwise i = i+i, j =1
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\ A
In the convolution subroutine, since the number of intervals of the
resulting discrete variable, is the sum of the number of intervals of the

individual distributions, some care must be exercised to control the

expapdjng sizes. In the first place, the distribution is truncated at
.001 and .999 probability points. After this is done, if the number of
intervals exceeds 150 units which corresponds to 2:30 hrs., then the |
distribution is again truncated on either side at points of equal

probability so as to include a makimum of 150 intervals (minutes).

The subroutine which transgbrms the continuous lognormal distribution
of a variable to discrete probabilities, DSCRLN (discrete - lognormal)
proceeds in a way anatygous to (3.8). The range of the discretization is
for (u % 30) and theiZZore covers about 99.84% of the area under the

1ognormal¥curve.

A1l the cumulative probabilities required for steps B, D, and H'in
Section (3:1) are evaluated using another subyoutine which also prints ’
7
out the output. On Table 3.2, an examplsfof the output obtained from the

model is shown. This is described below:

In observing the table, we note that the aircraft type (D9S) and
the season (summer) are explicitly shown underneath the title. Following
this heading is a legend describh§VGMe abbreviations used. At this point,
the remainder of the printout takes the form of a cycle heading defining
all the sequence of stations within thg cycle, and then the on-time
performance probabilities for each leg are shown. The maximum delay
minUtes, of course, refer)’to the constant A used in steps B, D, and H

)
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. (Section 3.1), for A = 0, 5, 10, 15, 30 and 60. The flight number column

gives the serial number associated with the flight. If there are more

vthan one leg associated with a particular flight, then the serial number

will also appear more than once as i the case of flight No. 346. The — -
—h‘_—"‘-“EﬁTﬁﬁﬁ*T%TT**g_UnﬂET’1jEF1ﬂﬂﬂTTJ%iﬁfﬁifﬁﬁ§%4ﬂﬁ}ﬂ}lBh&betle~cgdeS~Of¥Ihe_A -

statjons of departure and arrival of the leg.

=
W e
v

{ we now examine the chart horizontally, we note-that the abbreviations
defined in the legend are used to identify what typé:of probab{11t1es are
given. The probabilities following the pair of abbrebiations D-L
are analogous to the set-up (3.1). Also D-PL, D-C and A-L correspond
to (3.2), (3.3) and (3.4) respectively.

»

Since the first leg in a cycle does not have any previous history,
the probabilities -evaluated are only the D-L, and A-L, i.e. the leg-
dependent probabilities. A1l other legs in the cycle have the entire

»  foursome D-L, D-PL, D-C and A-L. =

As may be observed from the example, the first leg 0% Flight # 356
has a 70% chance of departing within 5 minutes of the scheduled time,
and an 89% chance of arriving within 5 minute{ of schedule. It may also
be seen that Flight 346's YOW-YUL leg has a 64% probabifity of departing
within 10 minutes of schedule. If we wish to impr?ve on this performance,
the probable initiation of the delay must first be determined. Looking
down the 10 minute column, the latter leg has a D-L probability of 87%
and a D-PL probability of 93%. this implies that the delay is cycle
dependent. Consequently, a buffer may be added to the YOW scheduled

. transit time so as_to improve on the departure performance. When a




5 minute buffer is addéd, the probability of departing within lﬂﬁmiﬁutes

of schedule in fact increases to 73%.

The model output thus serves as a tool to enable the user td identify

" where a.problém is likely to occur and to consequently modify the schedule

-~ - so.as to improve jts on-time performance.
o e e

N

3.4 Reliability of model. N 7\3

Y

One must consider the actual intention of the model before déteijning
the type of reliability test to be used. What questions do we expect'éhe
model to answer and how precise must these answers be? The modei is B
intended to be used as a tool to assist in the p]an%jng processes requfred

»

in the construction of multi-cycle schedules. The méhe] results, togeiher
with other criteria such as judgement based on personal exﬁé?ienceid&ﬂ]d

help in determining whether some cycles are too tight'and thus are expected
to perform very badly. In-such a case something may be done at this early

stage to modify the Echedu1e while acting within the limiting constraints.

It is of-interest to compare the predictions of the on-time perfor-
mance of aircraft cycles as given by the model to what actually happens in
reality. Thus we would Tike to know how well the model duplicated the
actua]iprocess. The model will be reliable if its re;u]ts are consistent
with the actual performance and if it helps to determine whether the cycle
is a potential problem cycle or not. To perform such tests we may select

some aircraft cycles and compare the results to some actual statistical

summaries reported for that particular period.
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Two D9S cycles for July and August 1973 were selected. These
examples are also used to illustrate the overall process required for the
functioning of fﬁg—model. In the Appendix C the cycles are shown as cycles

A and B where the scheduled times of departure and arrival are pre-

converted to a standard time (Toronto and Winnipeg times respectively).

The estimated parameteré and the empirical distributions of the
variables required for the model are gathered from the distribution files
(Section 3.1). The classification associated with each variable is -

I3

determined using the set-up described in Section 3.1, which permit

the retrieval of the relevant data from the files. The retrieved estimated

parameters for the necessary Bi Tsij and TNi are summarized in

J',
Appendix C (Tables 2, 3 and 4) along with Table 5 showing the station

delay empirical distributions.

Using the scheduled data together with the retrieved distribution |
data as in section 3.1, model (1.6) was applied. The results obtained

are shown in Appendix C (Tables 6 and 7).

-

Below are the actual on-time performance statistics as reported for

that period of time as compared to the model results:




N
\

1

Qymu]ative_probabilities of

incurving up to an A minute
delay, A=5, 15, 30, 60.
Model vs. Actual results.

~

M = Model results

A = Actual statistics

Cycle A. \\
Minutes ()

M/A | F1t No. City Pair 5 15 30 ' 60
M 346 YAM - YYZ .70 .87 .93 .00
A .68 .84 .90 .97
M ' 346 YYZ - YO .55 .89 .96 .00
A ' .45 .78 .87 .94
M 346 YOW - YUL 42 .78 .93 . 1.00
A .41 .67 .85 .89

\\_/
M 221 YUL - YQG .64 .84 .92 .98
A .56 .81 .90 .97
M 227 YQG - YWG .48 74 .93 .00
A .55 .78 .94 .00
M 227 YWG - YYC X 1 98 1.00
A 71 78+ .90 .97
M 227 YYC - YVR .32 72 1.00 .00
A .52 .68 .87 .00
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Cycle B.
Q- ‘Minutes (A)
M/A | Fit No. City Pair 5 15 30 60
- : — g

M| o271 YWG - YQR .89 .98  1.00 .00
A e .74 .00 1.00 1.00
M 271° YOR - YYC 76 1.00 1.00  1.00
A : 71 .00 1.00 .00
M | 271 YYC - YVR .43 .95 .99 .00
A .65 .90 1.00 .00
M 280 YVR - YQR .57 .81 .91 .00
A .78 .87 .94 .00
M 280 YQR - YWG: .38 .74 .90 .00
A .39 .74 .84 .94
M 289 YWG - YQR .65 .84 .98 .00
A ‘ .84 .87 .90 .94
. 228 YQR - YWG 71 0 .92 .00
A .81 .94 .94 .97
M 228 YWG - YOW .51 .80 '91 .95
A - .61 .87 .90 .94

As may be observed from the above tables the model results are consistent
with the actual statistics in that deteriorations or propagation of delays
" or on the other hand mprovements of the on-time performance are depicted -

by the model when they occur in reality.

)
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3.5 Genefgl comments on the approach.

Initi%][y when one is attempting to solve a problem, one wishés to
satisfy a sef of objectives. Once the objectives dre'wéll defined, one is
faced with the problem of selecting one of the pos;jb]y many approaches
which are appropriate for the situation. One may proceed in this selection
by examining the literature on historical case studies or on other
relevant material which may guide one to an appropriate approach. The

success and failures of others are helpful in determini%g the right ,

direction.
<

The objective in our case was tp provide a tool which may be used in
scheduling to evaluate the on-time perform;nce of flight chsdules.
Moreover, upon examining the many possible approaches, Qe cons idered our own
reduiééments and ,benefiting from the successful use of one model by another
airline, we made a choice of the}approach and the model. A particular model

may be selected in such a way, not necessarily because it is the "best"

one. Alternatively, the model may be appealing because of its simplicity,

v
IS

low cost in running, or on the other hand because it achieves high accuracy
and good reliability. The selection of the appropriate model greatly

dependson the purpose intended for its use.

Below we shall examine other possible approaches. that could have been '
followed to achieve our objectives. We shall also see how other variations

the model used in this thesis could have been designed.

As stated in Section 1.3, the approach that was most often adopted in

the past is the simulation technique. Here, one must aegenerate or simulate
w
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the sequence of events that actually happen according to some assSumed
probability distribution. Besides the block and ground time variables,
connections must be simulated. The delay-causes are treated individually
as well, where each delay type has a certain frequency distribution, of '
occurance, Thus the schedule may be simulated within the computerized
procedure many times so as to obtain some. departure delay distributions.
When a comp]ete schedu]e is simulated other variables may also enter tﬁa

picture. Starting with an assumed number of available aircraft per type

o

“at each station ( > 0), aircraft reassignment may be performed. That is,

if an aircraft arrives so late that it may create a departure delay of more
than aJspecified 1imit, and if an aircraft of the type required is avail-

able at that station then the available aircraft is used. This actually

L4

occurs in practice, Thus simulation, when it uses proper assumptions,
gives a very realistic picture of the procblem. However, to run such a
simulation, this requires very detailed and good data, and as mentioned in

Section 1.3, this method requires long computer turnaround time.

/
Another/bossibility which 1s very similar to the above is to consider

cyc1e simulations instead of schedule simulations. The former approach
\

simplifies the problem. Since the complicated schedq]e network is reduced

to simple aircraft cycles, many variables are dropped, such as the aircraft
. r

availability varfable and hence the problem becomes less complex.

We may also choose to pursue a univariate model where the departure

delay variable may be represented ds a function of the other factors such

as: airport, aircraft type, number of legs prior to diven ]eg,ttypes of

- '




services prior to and following the 1eg;\djstances covered prior to and
4

following the leg, season, tiume of day and so on. Such a model would

puré]y be EESéd on historical observations. In such a case, much care

must be taken in selecting a representative sample of observations.

Alternatively, an approach similar to olrs may be adopted but based on
a different structure. Other variables may be added, such as the connection

time. Some spare aircraft distribution may also be appropriate for certain

- stations. Also, the block time variable may be split into the flight and

taxi tinmes.

We have adopted one classification procedure for each of our variables
out\of a possible few. Also we have made some assumptions regarding the

distributions of our variables - Tognormality for Bi" TS].J and TNi;

J
some other distribution may have been appropriate as well. Moreover, we

could have approximated the station deldy variables through some parametric

Al

distribution rather than using the empirical one.

|

N




CHAPTER™ 4
PREDICTION OF THE PARAMETERS

In the'case where a new Tij is introduced, that is when a
departure with a set of conditions occurs that has not happened in the _
past, the same mode}(is still applicable in testing the on-time
performance.~ An example of a new Tij is when a new route or a new
destination 1s introduced. If some {ariab1es (BiJ’ Tsij’ TNi, DiJ)
that are used in determining the distribution of Tij are historically
available, one could use theiﬁ‘}nwbdetermined parameters (Chapter 2)
and thus find thejr distributions. However if for one or moré variables
in the model we lack historical data or if the available data are few or

bad for some reasons, then one has to resort to methods for predicting the

parameter(s) of the distribution.

The discussion below is restricted to block time parameters and

similar methodology may be applied in predicting parameters for the transit

or turn time variables.

oA

When a new Bij is under consideration and no data are available,
one mus? make certain assumptions regarding the d1str}bution of Bij and
its parameters, in drder to predict them as required by the model. Because
of the evidence of Tlognormality acquired in Chapter 2, it seems reasonable
to assume that any new Bij has a legnormal distribution as well. Two
prediction relationships are néw needed for u and 2 (or equivalently for

a and g2). Several possibilities are open to consideration. Naturally,

Y
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it is much simpler to predict the block time mean a than the variance B?,

»since one could relate o« to fixed factors such as distance, etc... One

couTd- also look for a relationship between means and variances u and o2
(or « and 83). This problem has been discussed by P. Franke (1972) and
reviewed by M. M. Etschmaier and M. Roshteim-(1974), where, indeed, a

linear relationship between u and ¢ was found.

In Section 3.2.2, a regression of the means on the standard
deviations Fa]cu]ated from 68 samples of logged block times was performed.
Since each set of parameters "belong" to a different population, we may
expect a non-zero correlation coefficient between the sample means and
standard deviaéfuns. As may be observed from the discussion in Section 3.2.2,‘Q
the correlation is -.8117 and the slope of the Tine (regression coefficient)
is ﬁatura]]y negative. The F-ratio for testing a zero slope is highly

significant which gives further evidence of the dependence of the means

on their standard deviations.

The high negative correlation could be explained in observing--
that much of the block variance 1s due to the taxi time since this %s
dependent o the traffic congestion upon departure or arrival. Moreover,

the taxi time accounts for a large percent of the block time for short

trips, while the inverse relation exists in the case of long bigck times.

In addition, there js the possibilfty of making up for lost tim& in long:

trips. Thus a larger variance is expected for the short block tilkes.

In Chapter two it was found that the block time fitted the log-
normal distribution and that it was best classified by season, airdraft

type, city-pair and time of day. In%uitive]y, one would thus be motivated
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to predict the block time means by equating these as a function of precisely
these same variables. However, since the city pairs are fired, this would
Inhbit the generalization applicable to city pairs for which no data
ex1s§s. It would seem more appealing to translate this factor to a distance
vag;ab1e whi]p including an average headwind factor as well. A plausible

-

modd1 is thus the following one:

Block time = ag + oy - distance + a, - time of day + a3 * season

t oy ¢ aircraft type + ag - wind effect + error
(4.1)
The block time also depends%on the geographic route and
direction of the flight and this is accounted for by the inclusion of
both the distance and the average headwind factors. The time of day
variable is split into aone-hour interyais from 7:00 a.m. to midnight.
The hours 1n between are grouped into one additional interval. As for the
atrcraft type, numerical.codes are used as indicators. The season

variable takes one of two values depicting the summer or winter season

(6 months each).

Motivated by Franke's discussion, model (4.1) could be further

refined by taking into account the effect of the months of the year on the

block time. One way to do this 1s to treat the season independent variable
& .

)
as a linear combination of trigonometric functions of time t, (t = 1, 2,

. » 12). Then model (4.1) would become:

Block twme = By + B; - distance + B, . t me of day + g5 _. sin(?%£>
¥ ™
2t . . 5
t 8y . cos = B . aircréft type + g, . wind factor + error,
&
(4.2)

where T = 12,
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. . In Franke's predicﬁon procedure, a somewhat different approach

is pursued. The following model is assumed:

Block time = e toug * UXD + UXA *+ u, + error (4.3)

where“uF is the mean of flight time F, i is the mean of the seasonanal
variance S of F, Mo and uXA are the mean taxi times at departure (XD)
and arrival (XA) respectively and My is the mean holding time (H) at

¢ , arrival. To obtain the prediction equation of the above model, Franke
considers independent regressions as follows:

(1) Mp = §y + &, - distance

(2)  ug =01+ 0, sin 2nt + 05 cos 2t
T T
where 61, i=1,2 and OJ, J =1, 2, 3 are the corresponding regression
coefficients, t is the month of the year index ranging from 1 to 12,

and T = 12, Let 51 and éJ be their, least squares estimates.

The three other variables XD’ XA’ and H are each averaged
from historical data, classified by individual station or by stations
with similar conditions. These averages serve as the estimates ﬁXD’

ﬁXA and ﬁH respectively. The prediction equation (4.3) now becomes:

Mean block time = 51 +0; + Opsin2nt + 83 cos 2 t + &, - distance
? T '_T_
(4.4)

+uy oy Fou
“XD% “Xa T MH

In performing independent estimations of the components of
model (4.3), it is conceivable that any intercorrelations between the

" variables may be omitted. In addition to this, it seems quite difficult

’ .
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to obtain a good measure of the fit for model (4.3) while for the more

direct regression approach used in model (4.1), R2 together with the

F-ratio may serve for this purpose.

Returning to our former discussion, we riow have a procedure to .
predict the mean blégk time (4.1). A relation between u and o was also
estimated in (3.15). To estimate the parametet u énd o for a new Bij’
we use both of,thegé results together with some lognormal theory as
follows below. Let u. and o2 be the mean and variance of the logged block

time variable, respectively. Also, let a and 82 be the corresponding

“mean and variance of the block time. Since the block time data were found

@

to be lognormal,equations (2.4) and (2.5) are applicable and give the

hi'fo1lowing\equati0n=

2:ln o = 02 + 2n (4.5)

Model (4.1) permits the prediction of o. Therefore we may

use the calculated a and re61ace « in (4.5) by a as follows:

i

2:Ina = o2 + 2y (4.6)
Now, using the estimated Tinear relationship between u and ¢ [c.f. (3.14)]:

u = ';1 + '?20 (4.-7)

!

we obtain a system of two equations in two ungnowns. .

e,

Substituting (4.7) in (4.6) we obtain the following quadratic equation in o:

02 + 27,0 + 2(7, - Ina) = 0 ; (4.8)

-

Its solution is given by:

o =...?2 i(?% ~—2(§1 - Ina ))

1
2

(4.9)

[}

2
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In certain cases, (4.9) may ‘give complex, negative or two positive roots.
In the first two cases, the reots are not acceptable, no prediction can
be made and the analyst must either investigate the goodness of the
pradiction models or use other methods of prediction (for instance,

p:=1Indand o=y

v, ).If (4.9) gives two positive roots one can
\
Y,

in-estiqate. their Jizes and perhaps reject a "bad" solution using

.em1rical criteria such as 0 < ¢ < 1.

Using the estimated values of v, and Y, with (4.9), no complex
root was obtained for arrangeyef a from 20 to 600 minutes. This range
gives the Timits of block times for the present flight Teys of the

Air Canada Schedule.

Hence, using our estimates « from the prediction model (4.1),
together with the estimated réﬁatich between y and o in (3.14) allows,
using lognormal theory, the prediction of i and & for a new Bij’

The estimate 1 is obtained by substituting & from (4.9) into (4.7).

Some data weré recorded ingen attempt to use model (4.1).

€

For this exercise, the data co]]vctedrﬁé?e fo; one season only (summer)
.anl thus the season independent \ariabie in (4.1) was therefore equated
Lo zero. The second column of the Table 4.1 below gi:es the average
block times for the city pairs, aircraft tybes and times of the day shown
on the ather columns of the table. Thase averages, calculated for the

months of July and August 1973, served as the débendent var1ible ia solving

model (4.1),




Table 4.1

City Pair AV%%ﬁLOCk Ai;;ggft Tig§y0f Distance g}?gct
ANU -BDA 145.63 2 5 927 )
ANU -YUL 266.22 1 6 1803 a7
ANU -YYZ 275.29 1 5 1833 R}
ANU -YYZ 273.95 2 6 1833 v
BDA -ANU 150.38 2 11 927 1
BDA -YUL 148.64 1 4 892 -15
BDA -YYZ 160.72 1 8 978 -19
BDA -YVZ 161.75 2 9 978 -19
BGI -YUL 305,17 2 11 | 2075 -5,
BGI -YVZ 310.38 2 o .| 208 | Ly
BRU -YUL 454 .33 1 7 . 2997 | -32

L4

The time of day represents the hourly intervafs: 1 for 7:00 - 7:59 hrs,
2 for 8:00 - 8:59 hrs, ..., 17 for 23:00 - 23:59 hrs, and 18 for 0:00 -
6:59 hrs. The distance (in great circle miles) and the wind effect were

both obtained from the Worid Enroute Winds tables, published by the

Boeing Company. The two aircraft types 1 and 2 represent the DC8 and D8S

aircraft respectively.

Using the above data, model (4.1) was applied and gave the

S

following results: <’ .

Mean block = 12.2665 + 2.0667 x Aircraft type - .0392 x time of day

.+ .139639 x distance - .584665 x wind effect.
(4.10)

The F-ratio obtained for the above regression has 4 _and 6 degrees of

freedon, ‘is F, , = 1760.7 which is highly significant. The R = 99915

]

id
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‘ which is of course very high and supports the goodness of fit of the line.

As we might expect the block time varies positively with the distance as N
is indicated by the estimated regression coefficient. Also as expected,

the distance and the wind factor account for most of the variance.\ The

t-values for these are }7.9 and -3:9 respectively which are both significant

at a = .61. When regressing the block time variable with the latter two

. v . . .
independent variables, a good regression is also obtained:

@ Medhw block = 15.7979 + .1396267 x distance - .5251184 x wind effect.
(4.11)

~

Here, the R2 is .99908 It is believed that fhe aircraft type and time of

gay influences would be greater in (4.10) with a larger sample of observations.

When the regression (4.1) and thé relation (3.14) are performed on

a

B
-

a complete, representative set of data, the corresponding estimated

regression coeffibients may then be used to estimate y and.c as in (4.6)

Table 4.2 below gives the values calculated by (4.10) and compares them with their

corresponding observed valuess As may be observed the percent relative

errors tabulated below are quite small.

S

/ . Using this set—up"for predicting u and o, we are making some e

i,
underlying assumptions. First, the space of the lognormal parameters is - S/

being restricted to a line which is estimated by (3.14). Also, a, the mean

block time is assumed to be a linear flnction of some independent variables .

]

4

In both cases we have obtained large R2

and F-ratio's which support the
goodness of fit of the lines. Therefore, it is felt that these assumptions

. ~ are somewhat justified.

L)
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° TABLE 4.2 °

Observed Calculated % error

Bij Bij ({Calc.-0bs.)
(minutes) (minutes) —0bs.) x 100
145.63 146.82 .816%
266.22 269.96 1.405
275.29 274,77 -.188
273.95 271.54 | —.880
150. 38 144.83 . -3.691
148.64 147.50 -.716
160.72 161.70 .607 N
161.75 163.72 1.220
305.17 308.64 1.138
310.38 311.71 427 )
454.33 451.27 ~.674

Alterndtively, it may have beeﬁ possible ta pursue the predicf{on
of 4 and ¢ by other approaches. For instance, we may elect to relate a and
B2 to other independent variables in a way similar to the prediction model
for o in (4.1). When such estimates o and g2 are obtained, we may solve for
wand ¢ with the aid of the theoretical relations (2.4) and (2.5). We may
also attempt to relate u and o2 to some independent variables. No matter
which prediction approach is selected, some assumptions on the Bij’ other
than that of lognormality must be made. Thus, in any case, the\prob]em

becomes one of testing the validity of the assumptions, as we have done

above.
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- 4 : APPENDIX A

RETRIEVED DATA FROM MONTH-LESS-CREW TAPE

(Per flight-Teq)

A. Scheduled data.

. 1. Scheduled originating date -~ * .
[ - year
- month )
- day -

&

2. Scheduled day of year (1-365)
3. Day of week (1-7)

4. Flight serial number

5. Leg sequence number ‘

i

6. Scheduled times - '
- scheduled departure time and departure time zone

- scheduled arrival time and arrival time zone

/. Stations
- ggparture station
- arrival station
8. Service Type . -

9. Scheduled leg-miles \

10. Scheduled block minutes %
) ) @
11. Scheduled departure and arrival dates
- year
- month ) ¢
- day .

12. Scheduled departure time for originatizgﬂéﬁgtion of flight

13. Scheduled origination/termination code

s

-

B. Actual data.

T e | o

1. Actual departure date
- year . .
- month .
- day ; s

. R
A < N




2. Actual times S
time out

time off

time on - .,

time in

1

. Station delay minutes

3

4, Actual aircraft eode
5. Aircraft serfal n&mber
6

. Actual f]igh£ minutes
7. Actual b]ock;minuses‘ , B
- 8. A?tua] leg miles .
9.'Irrégu1aritie§ :
- leg type

- dupe code
- irregular reason code

1

0

C—
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1.

— AIR CANADA FILE DESCRIPTION

OF MONTH-LESS-CREW TAPES

Flight Code,
Identifies type of flight; codes are: i . ' ,

SPACE - Scheduled Flight . ' ,

0 ™ - Revenue Extra Section.- - - _
1 - Charter .
2 - Excess on Scheduled & Extra Section ' —
3 - Operational Extra Sect1ons
4 - Ferry
5 - Test
6 - Courtesy and Publicity '

( 7 - Familiarization Flights

N 8 - Training Flights .- R e,

~~9 - Competency Flights ' v é

Scheduled Originating Date - Year, month, day. ,

Date on which flight is scheduled to depart from originating station,

Flight Number. ’ A\ ‘

Flight designator assigned to a specific flight.

. Scheduled Numeric Day of Year.

Numeric day of year on wh1ch f]1ght is scheduled to depart from
originating station.

Numeric Day of Week-

. Leg Sequence Number.

S XN
Numeric day of week on which flight is scheduled to depart from
station, based on Scheduled Departure Date. Mdnday =,day 1.

-~

/

Numbering of flight 1egs in operating sequence'within f1ight ,numbenr.

’

From Stationaglpﬁabetic designator.

Departure Statioh-.

. Schedu]gd Departure Time.-

Scheduled time out of station in minutes. -

~

%



10.

11;

13.

14.

Departure Station Time Zone.

Numeric Time Zone code of departure station.

Arrival

Station.

To station alphabetic designator.

Scheduled Arrival Time.

. Arrival

(& A\
Scheduled time into station in minutes.

Station Time Zone.

Numeric

Service

time zone code of arrival station.

Type Code.

Numeric

Service

service code.

Transfer Code.

Numeric

B un

KN

service transfer code.

A11 domes.ic N. American flights
International N.
Atlantic flights
Southern flights

N. American =

Codes are:

American flights

= 2

and Southern

<

NOTE: Unlike dervice code which identifies the service to which
each flight leg is applicable, the service transfer code .
indicates the Service to which the entire flight (all f11ght

Y

. Strata.

Strata sumber to which a flight leg applies.

legs) is chargeable.

. Route Number.

Route number to which a flight leg applies.

. Direction Code.

Direction in which a flight leg fis operating.

1
2

East/South
West/North

. Log Number.

1

N o T

Numeric code.assigned to a flight leg regardless of direction.



19.
20.
21.

22.

23.

24,

25,

26.

92

Pl
Scheduled Leg Miles. 7~ ‘
Flight Teg mileage scheduled. "‘ . - )

Séheduled Block Minutes. | |

Scheduled Elapsed time from scheduled time out to scheduled time in.

Scheduied Airgraft Code. : ) ,

Alpha-numeric code of aircraft type schedyled to operate flight leg.

1

Installed Seats - First Class.

0

Number of first class seats installed on aircraft scheduled to operate
the flight leg.

Installed Seats - Economy.

Number of economy seats installed on aircraft scheduled to operate
the flight leg. ¢

From Station Re@ion Code.

New Customer Servjce Regioﬁ Codes. €odes are:

hl a

.Same as item 24 only pertains to arrival station.

Code Region
3 U.s. o : 1H
4 “Southern "
5 Western o
6 Central
7  Eastern
. 8 ¢ European ‘
To Station Region Code. - . o _ .

e |

Flight Movement Load Flight Code.

Indicates Flight Code shown on Flight Routing File which could be
changed (when writing out a new record) as a result of the Dupe .
code indicated on the Flight Routing File. .

3

. Flight Movgment Load Dupe Code.

{
Dupe code 'indicated on Flight Routing File. Codes are:

]
L3 a
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Code Explanation
1&2, Used when a change of equipment occurs at an
unscheduled point. .
3 Indicates a diversion. (Excess flying). -~ d
4 Indicates a Charter flight.
°5 Ind1cates that an Extra Section flight Tleg

- is non- revenue

28. Scheduled Departure Date - Year, -month, day.

Date on which flight leg is scheduled to depart from departure station.

‘-

29. Scheduled Arrival Date - Year, month day. ’
Date on which f11gh>\+eg-%s’schedu1ed to arrive at arrival station.
30. Day Code.

Indicates the number of days difference between the Scheduled Originating
Date and the Scheduled Departure Date. e.g., if a flight were gchéduled
to originate on the first and the Scheduled Departure Date was the third,
the Day Code would read '2'.

31. Scheduled Departure Time -~ Originating Station.
. . i
Scheduled Departure time of Originating Station in minutes.

32. Current Week Code.

The most current week (period) on the MTH-LES-CREW file is indicated
as a zero in this field, previous week(s) are shown as a one.

33. Leg Type.

- Code which indicates -whethet an irregularity hag occurred on the flight -
leg. Codes are:

Code Explanation

SPACE No Irregularity.
1 Irregularity - Shows flight leg as it actua]1y operated.
3 Irregularity - Shows flight leg-.as it should have operated.

34, Dupe Code. ,
Refer to item 27.

35. Irregular Reason Code. 2

Reason for Irregularity into or out of station. Codes are:
L]




36.
37.
38.

39.

40.

41.

42.

43.

44 .

Code

1X
2X
3X
5X
6X
7X

Reason

Cancelled. .
No stop.. ~ i3 . T
Landed (Unscheduled stop). :

- Originating (Unscheluled origination).

Tetminatig (Unscheduled termination). i
Returned (attempt). . ' -

Scheduled 0r1g1nat1on

Scheduled 0r1g1nat1ng stat1on of Flight, 1nd1cated by a 1.

Scheduled Term1nat10n.

14

Scheduled terminatiﬁg station of Flight, indicated by a 1.

Departure Delay Reason. : - Ly

Reason Code for Delay out of Departure Station. This code will &appear
only when a station delay has occurred.

*

beparture Delay Minutes.

¢

Number of minutes flight was delayed out of departure staticn,
based on comparison of actual time 61t to scheduled time out.

Arrival Delay Reason.

Not u%ed.

Arrival Delay Minutes.

Number of minutes f11ght was late ar iving at stat1on, based on. )
comparisan of actual time in to Scheuuled time in.

Station Delay Minutes.

Delay minutes chargyeable to Departure Station. Arrived at by subtracting
the Arrival De]ay minutes from the Doparture Delay minutes. 1f the Arrival
Nelay minutes are greater than zero the Departure De]ay mint tes then

hecome the Station Delay minutes. "/

y oo

Enroute De]ay Minutes. . .

Y

Number of m1nutes flight leg was de]ayed i) flight. Arrived at by .
subtracting the Departure De]ay Minules from the Arrival Delay minutes
at the next scheduled downline Station. ‘

Originating Departure Code.

Denotes a downline (riginétion of a flight S]gnified by a 1.



45. Actual Dega}ture Date - Year, month,, .day .

re
Date on which flight actually departed from Departure Station.

‘46. Actual Leg Times. _ s

-
%

Actual times out of ramp, off grouhd,“un ground, and in-ramp, indicated
in minutes.

47. Actual Aircraft Code. c
\
Alpha-numeric cqde of aircraft type actually opérating flight leg.

48. Actual Aircraft Number.

Air Canada number of Aircraft actually operating flight leg.
A

49. Actual Flight Minutes.

Atha] e]apsed'time from time off to time on..
- . : |
50. Actual Block Minutes.
L3
Actual elapsed time from time out to time in. P

51. Scheduled Block Minutes Actual Aircraft.-

Scheduled elapsed time from scheduled time out to scheduled time in.

52. Actual Lef Miles. ' - o

Flight leg miTeage actually flown.

53. From Station Collator.

Air Canada numeric station identifier of the Departure station.

54. Maximum Payload Space Availablel e

Spdce available for Revenue Payload indicated in pounds.

55 Fuel Boarded.

Quantity of Fuel boarded indicated in either gallons or litres.

-

56. Mail Boarded. .

Total pounds of Mail boarded.
57. Express Boardedy

Total pounds of £xpress boarded.

~




58.

~59.

60.

61.

62.

63.

4.

65.

66.

67.

68.

69.

70.

P

“Freight Boarded.

Total pounds of Freight boarded. .

Comat Boarded.

Total pounds of “Comat boarded.

Mail Ca}ried.

Total pounds of Mail carried.

Express Carried.

Total poun f Express carried.

Fre%gﬁf/gar ied.

Total pounds of Freight carried.

Comat Carried.
Total pounds of Comat catried.

Seats Available-First Class.

First Cldss seats availablie for sale.

Seats Available-Economy Class .

Economy Class seats available for sale.

Total PassengersCarried. !

Total passengers carried, First and Economy, including CON's and
POS as indicated on the Flight Load Message.

60nt1ngent Passéggers.

Contingent Passengers carried.

Passengers Boarded-First Class.

Total First Class passengers boarded, includes Revenue and POS (NOC/A0G).

Passengers Boarded-Economy Class.

96

Total Economy Class passengers boarded, includés Revenua and POS (NOC/AOG).

Passengers Carried-Reservec First Class.

Total First Class passengers carried, includes Revenue and POS (NOC/AQG).

28




71.

72,

73.

74.

75.

Passengers Carried-Reservec Economy Class.
A)

t ' ’

Total Economy Class pésséngers carried, inc]ude§ Revenue and P0OS (NOC/AQG).

Passengers Carried-First Class.

First Class Revenue passengers carried, includes adjustments.

LY
/

Economy Class Revenue passengers carried, includes adjustments. .

NOC/AOG Passengers Carried-First Class. , '

First Class NQC/AOG (POS ) passengers carried.

NOC/AOG Passengers Carried-Economy Class.
‘ :

Economy Class. NOC/A0G &fOS) passengers carried.

-

Passengers Carried-Economy Class. B -




._ *APPENDIX B o

o kY
é
This Appendix gives the results ohtained from the BMD

statistical packagg' (program BMDO2R) which performs a simple linear

-———— —_regression-of— i standard deviations. .

. The tableof residuals is also given.
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APPENDIX C
App]iéation of the model 'c\n two cycles extracted from the

summer 1973 Air Canada Schedule (D9S Aircraft). .

= _—N

Cycle A:
o 8
— FLIGHT 346 - : _
YAM YYZ , COYOW YUL
07:00 — 07:55-08;25 ————09:15-09:35 —————— }0:05-
' "‘ | o
FLIGHT 227 : : ,

r v I
YUL YQ6 YWG < Yyve YVR
-11:25 ——12:55-13:25 —= 15:40-16:20 —— 18:15-18:35———— 20:25
Cycle'B: ]

e N

, == FLIGHT 271 — -
YWG YQR .Y . YW
06:00 ————— 07:00-07 : 20 ———— 08:30-08:50 ——-——— 10:05-

: I;LIGHT 280 _ | — FLIGHT 289 —— \
YVR - YOR YWG YQR \
211:25 ——13:15-13:35 ——— 14:30-15:30 16:3
[ FLIGHT 228 ]
YQR - WG - YOH

-=17:1§ ————18:10-18: 35 ~———— 20:55

»




TABLE 2

Estimates of block time parameters

Y P | oy | :
YAM - YYZ 2 4.03362 . 0.057130
» YOW - YUL 3 3.47600 0.100610
YQG - YWG 4 4.88817 0.040620
YQR - YHG 4 3.99912 0.062467
YQR - YYC 2. 4.24126 0.053950
YUL - YQG 3 4.44474 0.044830
YVR - YQR 3 4.70895 0.051106
. . YWG - YOM 5 4:90770 0.045269
YWG - YQR 2 4.10333. 0.066746
YWG - YQR 5 4.07327 0. 55489
YYC - YVR 2 4.31898 0.067968
YYC - YVR 5 4.29096 0.055610
Yvz < You 2 +3.84623 p.075578

TABLE 3
N

Estimates of transit time parameters (all services Domestic)

Station ?;Zgizgs 1 G
You 6-6 2196083 0.356370
YQG 1-1 3.44872 0.257650
YQR 6 - 6 2.96594 0.184573
YVR 6 -1 3.56371 0.187682
YWG 1-1 3.19808 0.265860
VUG 6-1 JI  T3.18499 0. 201312
\YC 1-6 3.12048 0.21036
YYC 6 -6 | 3.05369 0.208036
Yvz 6 -6 ©3.40492 0.126960
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TABLE 4

>

[y &
Estimates of turn time parameters (all services Domestic).

Station 1 o
&
YQR 3.94}12 I 0.25120
YUL 3.63962 0.29239
YVR 3.69887 0.25943
. YNG 3.62386 0.29128
o TABLE 5
Station Delay frequency distribution
YOW (3) 7 YUL (3) YVR (3)
MINS. FREQ. MINS. FREQ. MINS. FREQ.
0 55 0 53 ' I 32
1 10 1 3 1 3
2 8 2 11 211\
3 9 3 10 3 9 \
4 7 4 8 4 7
5 11 5 7 5 10 |
6 9 6 2 6 5
7 5 7 4 7 4
9 2 9 6 10 3
10 4 11 4 11 3
11 . 2 13 2 12 4
- .32 3 15 5 13 2
\ 13 1 18 3T 14 - -3
14 1 22 3 16 =« 3
15 2 24 2 19 2
17 2 . 29 4 21 3
20 1 32 2 28 2
23 1 33 1 30 2
24 1 35 2 31 1
26 1 40 , 2 32 2
. 40 .2 =, 60 2 35 2
45 2 63 2 38 1
20 2
43
’ ¥y

7

—

| YWz (2)

0

WONO D WA

MINS.  FREQ.

40

7
8
8
-7
8
1
4
4
2
3
1
3
1
1
1
2
1
2
2
1
1
1
1
1
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TABLE 5 (Continued)

*** () Depotes the section of day.

15:00 - 19:59 hrs, 6 = 20:00 - 24:00 hrs.

YWG (2) YWG (5) +YYC (5) YYC (2)
MINS. FREQ. MINS. FREQ.. MINS. FREQ. MINS. FREQ,
0 33 0 26 .0 32 0- 36
1 6 1 6 1 3 1 4
2 9 2 2 .2 9 -2 4
3 5 3 6 3 9 3 8
4 1. , 4 3 4 8 4 6
5 1 5 6 5 9 5 8
6 2 6 1 6 6 6 4
7 2 8 1 7 3 7 5
8 1 10 2 8 1 8 5
10 1 12 2 9 1 9 1
20 1 13 1 - 11 1 10 1

14 1 13 1 11 2
18 1 14 1 15 2
23 1 16 1 16 1
- 30 2 19 1 20 1
35 1 25 1 22 1:
25 1
’ 48 1
YAM (2)%** ) . YQG (4) YQR (2) YQR (4)
MINS. FREQ. MINS. FREQ. MINS. FREQ. - MINS. FREQ.
0 18 0 11 0 31 Y0 20
5 3 1 1 1 3 1 4
6 1 2 6 2 6 2 . 4
8 1 4 3 3 8 3 6
12 (2 5 5 4 5 - 4 9
13 1 7 1 5 4 5 9
15 1 9 1 -6 2 6 2
19 1” 10 1 8 2 7 1
28 1, 11 1 9 2 9 1
;43 1 25 1 10 2
48 1 30 1 11 2
y 28 1
L 40 1
*  Distance indices: 6 = 0 - 500 miles -
1 = 500 - 1000 miles .o
**  Section of day: 1=0-5:59"hrs, 2=6:00 - 8:59 hrs,
3 = 9:00 - 11:59 hrs, 4 = 12:00 - 14:59 hrs,
\ 5 =

105
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’ Table 6:

¢

Cycle A

ON TIME FEFFOFMANCE
FFOEREILITIE:
P40 0 0000000020000 000
+liR’ JUMMER 1973 e
PP P L4400 440000 444

DEPRFTUFE ™ REFIVAL DELAY.
DE TO LEG. , )
DiE TO FFEVIOUT LES.

106

E = HIiIE TO CW'CLE. . »
________________________________ ; s #
N = VAM=YY D= O Y UL = 0GR G- = YR~ YE G- YhIG ~ ;
J -
»00»»0o¢¢&¢¢000&0000g}¢090000&¢04 MA<IMUM TELAY MIHUTET sesessst0000000
FLIGHT NiEee .

N1 - LER I A TO ee t * S « 10 * 15 + 20 * L0 »>
_______________________________ A e e
29 THM-YYZ2 I L e« 0,500 « 0,700 & Q.78 ¢ 0.5957 @ 0.92% « 1000 «

H L e+ 10,32 * 0,227 & 3,995 ¢ 1,000 1,000 « 1,000
345 Yvo=4wOW I L o+ 0,354 & 0. 709 & 0,235 ¢ 0,391 « (0954 » 1. 00y
3 Ii Flee 1,305 « N,7EE & 0,551 ¢ 0,995 « 1,000 « 1,000 »
I C e¢ (1,145 & .S535 & G.795 & 0.23237 « (.43 ¢ 1,000 %
H L& 0,242 & 1,552 « 1 000 « 1,000 « 1,000 « $.000 »
34 YDN=-vite D .o s8¢ 0,279 & 1,559 & 0,507 & 0,530 « 0,972 « 1,000
I FlLee 0. 057 & 11,5345 & 0,329 ¢ {0,953 « 0,933 « 1, 000 ¢
. I C o+ 0,154 + 0,315 +« 0,542 & 0,772 & 0,327 « 1000 ¢
) A Loee 0,151 & 0,741 & 0,377 &« {000 & 1,000 & |, 0060
/ &
ooy R N NI { L ose 1,.37% & 0D RS2 & 0,799 & 0,527 ¢ 0,322 ¢ 0,975 »
Ii Flee 35 & 11,397 0,939 « 1,000 « 1,000 « 1.000
I o 0,257 & .54 ¢ 0,753 ¢ 0,357 & 0,952 & 1,475 »
& L o ee 0,312 & 0,355 « {.000 « {1,000 « 1,000, L,000
23T YDR~YMG D L oee 1.344 & 1,512 & Q305 0,933 o 1,000 & 1,000 e
I FlLee N.5S] & 0D.211 7« 0,302 & 0,959 & 0,539 o | 100 e
I £ oee 0,147 & 0,475 ¢ 1.539 @ L.RQE * ,HGze e 1000
= Lo 0,59 & 0,920 ¢« 0.3=532 ¢ 1.0U0 « 1,000 ¢ 1000 e
e TR - - - I - =g e . = d .-
2 yhlis="r I L oee 0,419 0,730 ¢« ,555 & 0,313 & 0,924 « 1,000 »
i FlLee .952 @ 0,909 ¢ 0,937 « 1,000 1,000 + 1,000
I Uoee 0,205 & 01,535 & D.772 & 0,305 & 0,934 ¢ 1 000
A L oee 0,553 @ D,339 ¢ 0,524 & 0,933 o 1 000 ¢ 1,000 »
>
A
22T YYC=YNR T L. #& 1,244 « N,217 ¢ 4,355 & N,955 & 1,000 « 1,000
b Fles 0,357 & N 21 & 0,530 & 0,935 & 1,000 « | . 000
D 2 oee 0,059 ¢ U 21T ¢ 0,54 ¢ 0,730 e 1,000 € 1,001 -
H L. oee ,7055 @ (1,490 & () 9% o 1,000 1,000 1_uuﬂ§o .




Table 7: CycleB 107

O TIME FEFFOPMANCE

FPOEREILITIES . )
I ‘
037 CILIMMER 1972 e
P44 060460080000

I' A = DEFRFTLFE HFPIVAL DELARY.

L = [UE TO LEG.

FL = DUE TO PFEVIOUZ LEG. ‘e
rC = DUE TO CWCLE.

CYICLE =R =YY =N R =Y ORI =Y PR =YL =Y O -

PLLPEPSE4 0050040080000 0008 084008 MESIMLIM DELAY MINLTE. 4466464664664 64544

FLIGHT IUEse
Ho. LEG LA TO e 0 . 5 + 10 *

._.
1
*
1t
+
F
+

ST e PG DR I L e 0. S22 & 0,257 « 0,934 & 0,934 & 1,000 « 1 .000 &
=] L e [, 35k & 0,351 « 0,939 « 1,000 « §,.000 « 1000

<l DE =50 n L oee 0,500 ¢ 0,919 « 1,000 » I.UUE « L.000 « 1. 0un o+
. In FLee 0,552 ¢ 0N_.327 + 0,958 & 0,954 ¢ 1,000 « 1,000 »
I Zoee Dol & G.7R0 e 1,000 & L 000 € 1L 000 1,000 #

H L o eo 0,500 « 01,301 o 0,9%4 & 1,000 « 1,000 ¢ 1.000 »

P 1

Pearl BN N T S L e N,259s & 1,725 & 0,01 « 0,935 . 0,239 » 1,000
o PL®® 0,370 ¢ 6,77 & 0,335 « 0.9%7 + {.000 « 1,000

L Coee 01009 & 0,430 « 0,531 & 0.93% ¢ 0,325 ¢ 1 000 e

H L‘ot 0,455 ¢ 0,792 % 0,952 « .35 « 1,000 « 1,000 +

Yy

Zan o YWE=YORD L oee 1,259 +*70_,531 0, ?1 « N,2195 0,311 & 1,060 -
I FlLe® 7,99 & 1_.9%3 ¢ 1.0 + 1,000 71,000 ¢« 1,000 +

T Coee .250 e 0,573 gﬁp '1 * N,218 ¢ .91 ¢ 1.000 =

H L o ee [, 3 & 0 TS & 0,537 ¢ 0,392 ¢ 1,000 & 1,000 <

S50 YDRP=YWs D Loee 1,225 € 0,320 e 0,35 e 1,958 e 10,5954 ¢ L0000 e
I FlLee u AAEE e TR e 0,321 e N.S2 e 4 o000 e 1L 000 e

] T e n OV & 0,375  0.53%31 e N.7=2A & 101,233 & 1,000

H L e® 0. =09 & 0,951 & 0,993 « 1,000 ¢ 1,000 ¢ 1.000 ¢

.

oSSR Y=o I L o»® N,31% & 0,750 & 3,255 & 0,919 & 0,324 & 1,000
D FlLee 0,343 ¢ 0,972 & 0,935 « 0,323 ¢ 1 000 ¢ 1,000 ¢

I C oee 0,214 ¢ 0,595 o 0,745 o 1,34 & 1,354 1 .000

- H L oee O 702 & 0,975 « 1,000 « 1,000 @ 1. 000  1.000 «

& YoR=hs D L oes 1,522 ¢ 0,742 & 0,229 & 0,303 ¢ 0,919 & 1,000 +
I FlLee | . 000 « 1,000 1,000 « 1,000 « §,000% 1.000 »

I T oee® . 3= e o712 0'0,534 * DS9S & 0,919 ¢ L 0Un e

H L f‘ D, & 0,415 & 0,99 & L 000 o 1,000 « 1000 «

Sos o YW =g L oee 0,415 & 0,77 & 0,355 ¢ N,919% & %53 ¢ 1 .000
T FLee O.nlem o 0,953 & 0,355 ¢ 0,995 « 1 .000 & ). u0n e

i L e N, 178 ¢ NS0T & 0,074 ¢ 0,757 « D,.3%05 « 11,947 ¢

H [ e® 0,759 & .33% @ 0,991 « 1 .000 o 1 010t + 1 00N +
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APPENDIX D

This appendix contains the 1istings of some Subroutines

{

required by model (1.6).

The first of thesé, DSCRLN performs the discretization of a
lognormal variable X ~ A ( u, 02 ). Here, p and ¢ are given by
DMU and SDEV respectively. The resulting discrete variable has’a

discrete distribution p(t), t = DT, DT + 1, ..., DT +.N - 1,

To compute the numerical convolution of two discrete random
variables, X1 and X2, the subroutine CONV requires the corresponding
discrete distributions pl(t), t=D01,D1+1, ..., Dl +Nl-1 and pz(t),
t=D1,D2+ 1, ..., D02+ N2-1. The distribution of the resulting
variable is p3(t), t=D3,D3+1, ..., D3 +N3 - 1.

L}

The VMAX.routine computes the distribution of the maximum of

two variables. The rotation is similar te that of the CONV routine.
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SUERPOUTINE DIEPLH{DMU;IDEV;P-DT-N)
DIMEMZION Fr 1

FEv o o= SeERPF .TOTI0T %)
DT=DMII-2 e IEY

UT=DMU+3, " LEY :

OTL=E."F' DT '
UTL=EFEUT o

In=D0TL - k
I=UTL+.5 .

DT=FLORTID

Ti=DT7-1. - - it
N=I1il-1D '

MESCALOGY TLI41,5 =DM+ TDEY

Fi 1 =FE: ¥ :

g 1 I=&«N .
Ry =

MU= RLOG T+ I+.5 =DMis - TTEY

Fel =FRe N —FRCMY )

IFe NSy LT 0, P Ii= S4pi I

1 COHTIHUE

N=MN+1 .

= ALOGCTI+N~ S —=TIML fDEVﬁ‘

PrMi= [S~PEr*is '

FETIIFMN .

END
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L3=D1+Ds 7 .

H2=N1+NZ, . p
SimM=1.

FTOT=0Q. X

d=0 s /

IO & kh=1 N2

EF1=MA <101k k =N3+1 s

PE=MINL kE oMl

AT -

0o 1 b=k Nk
i :LI::I_I+F:1-}< iePRckk~-F+1

M= LM L

IFCTUM LT, . oulsD TO 2, v
IF ZUM,GT, 32900 TO 4

d= 41 ’

P30 =11

FIOT=PTOT+SL

IFrL,aT 1030 70 & L
Liz=Dz+k b -1

2 CONTIMUE

4 Ni=|

NIET

MN3I=M3—1 p

0 5 L=1HN2y -

F2 L =FX L FTOT’

S IU=IL+RPIOL

FooMz oe=AMAYT O v =2y

IF HZ.LT. 15050 Th ¢

CALL FI I F2al3e= 150

5 FETLFI /

ENT /
TUFRFCUOTTINE FINTIZOPT o0 aMT R
DIMEHIION F1e B So 2t
HOIF=N1=-MFI>~

IFTMDIF LE .0 w30 7O 1

Ty

A=F1i L] °
NICOE '

La=M1-L1

I1-=1

oD & I=L1+N1
IFrPL 2 LT.AH 0 TO 4
IFcIZ BT .HFL +5 050 TO 4
NIEMIEI SRR K

I12=1-L1+1

S R Iz =R1r I

4 [2=I12-1

TH1=0, '

Doz I=t1+IC

Pl I =F2c Iy TL

S i =TUR e T

Hi=[J+1 . s
“hi=T _
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