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ABSTRACT

A central "issue in linguistic metatheory is
raised: which is the most adequate object of inquiry
for the science of language? This object 1is initially

constrained by the universal -desideratum that it. be .

compatible with science. Thus, notions of science are
surveyed and the one that seems most in keeping with

actual scientific practice adopted to make this.

constraint explicit. It 1is ' also constrained by the
initial assumption that language-related fields are all
studying the same object, s¢ it has to be compatible
with all of the fields that will make use of it. The
literature is’ surveyed for notions of language which
are grouped by the assumptions they are based on, and
subjected to critical examination. A notion of language
as systems of brain processes was preferred as a
beginning, and literature on process models was

surveyed to fill in some more detail and check

compatibility of the model with - existing empirical

results for this field. Finally; the metatheory -

construtted (notion 6f science plus notion of object of
inquiry) was shown to provide, in principle, . a common
denominator for rélating the different fields of
linguistic inquiry, thus demonstrating its wunifying
power, besides its explicitness and external

. consistency.
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RESUME

Une question centrale de la metatheorie
linguistique est souleveée: quel est l'objet d'etude le
plus adequat pour  les sciences du langage? Une
contrainte est initialement imposée sur cet objet par
le desideratum universel qu'il soit compatible avec la
science. Par consequent, des  conceptions de la science
sont passees en revue et celle qui semble la plus
fidele a la, pratique scientifique est adoptee afin de
rendre cette.' contrainte explicite. Une seconde
contrainte ., vient de 1'hypothése initial que Jes
domaines reliés au langage etudient tous le meme objet,
il doit 'donc etre compatible avec tous les domaines qui
l'utiliserons. La littérature est passee en revue afin
d'extraire des conceptions du langage, regroupees par
les supp051txons sur lesquelles elles sont basees, et
soumises a un examen critigue. Une concept1on du
langage en tant que systemes de processus cervicaux fut
preferée comme point de: départ et la lltteratute
portant sur des modeles de ces processus a etée passé en
revue pour fournir davantage de détails et vérifier la
compatabxlxte de ce modele avec les resultats
emplrlques de ce champ. Finalement, nous montrons que
la metatheorie construite (concept1on de la science
plus conception de 1l'objét d'investigation) fournie, ‘en
principe, un denominateur commun qui permet de relier
les differents domains d'investigation 1linguistique,
demontrant ainsi son pouvoir wunificateur, en plus de
son caractere explicite et sa coherence externe., '
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"If we are willing  to restrict our
range of inquiry sufficiently, we
will be able to find some answers
easily, but they will have” little
bearing on anything of importatce. If
we insist on dealing with large
guestions, our first attempts at
answers are likely to be mistaken, or
untestable . without a great deal of
further work. But our ansvers to
questions are only worthy of the name
of . science vwhen they are  both'.
significant  and testable. Theory
divorced from the -best available
knowledge is irrelevant, a castle in
the air, and. by that token of  no
interest to science. But knowledge
which fails to rise to the 1level of
theory is of equal lack'of interest,
an accumulation of uncofinected
trivia. . . ‘

) Science lies between these two
dangers. In the era now past,
.descriptive linguistics in America
has -, steered uncomfortably - close to
the Scylla of triviality. It 1is now
necessary to change course, while

" avoiding as well the Charybdis of

irrelevance." .
(Teeter, 1964: 206)
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WHAT IS THE LINGUIST S OBJECT OF -INQUIRY? ~

¢

«

"Quel est 1l'objet a la fois integral et-

concret de la linguistique? La
question est particulierement
difficile; nous ' verrons plus tard
pourquoi; bornon-nous ici a faire

saisir cette difficulte.,"
- (de Saussure, 1914: 23)

O.1 Problem.. .
Linguiétiésh like . many other fields .of inquiry,
rests ‘on . rather ill-explored foundations:

philosophical and methodolegical assumptions are

frequen%ly accepted or rejected more~qn-thé strength of. '

intuition than ratlonal dlscu551on, which in turn is

often made more dlfflcult by the 1ndeterm1nacy of -the

. -

terms (and the upderlying concepts) involved. The case

in’ p01nt to be tackled here is that_of_ the term

3

: "language., as in "L;ngulstlcs is the science of

language." - N = -l

r I -~

The term "languagé“'is important -in maintaining

the cohesjon “0f a loosely- allied group of disciplines:
- e . - e - \

there ‘are - branches of" . linguistics, ?sychology;

philpsqéﬁff’ﬂi;bqprélﬁgy, " anthropology, ‘sociolagy,

e
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artificial 1intelligence and mathematics that all
profess to study “lénguage.“ However, upon examination
one discovers that concepts of "language" differ
widely, even within branches of the same field. This,
in our view, seems to weaken the ties between‘these
fields, hamper wuseful cross-fertilization, and even
cast in doubt the validity of such an apparently ad hoc
aggregate of disciplines. In the absence of ‘a theory
relating these fields, we have no principled grounds
for demonstrating the relevance of work in one subfield
to hypotheses in any other.

On the other hand, scientifi; discourse is
characterized by a trend towards the ‘minimization of
the qmﬁiguity of its terms in an effort towards clarity
of thought and efficiency of communication. We are
left, then, with two choices. Either impugn the

interdisciplinary enterprise and consider that the

.diverse administrative units of the univeristy which

profess an interest in "language" are laboring under
the’él?hsion of studying phenomena of the same domain,
or make the assumption that we are correct in our
intuitions that these phenomena 'ultimately cohere into

what may justifiably be called a unique object of



o
inquiry. In the case of the first option, we are left
with the Fasks of tagging the diverse concepts of
"language"h u;ambiguously SO as to eliminate any
confusion that might arise from collapsing them, dnd of
defending the view that Qhat the (e.g.) anthropological
linguist and the neurolinguist study are 1in principle
unrelated. Opting for the alternative view, we assume
the burden of demonstrating that and how these
approaches are sufficiently related to justify only one
notion of "language", and of choosing one, as well.
None ‘of the tasks above are to be taken lightly,
and of course strong arguments can be made for bbth
sides on theoretical ., as well as practical
methodological grounds.A Nevertheless, a choice of
L

initial assumption must be made, though it be on the

basis of intuition, reasoned argument or statements of

authority, . and we will here opt for supposing that:

there is a common object of inquiry. The body of this
thesis, then, wilfk\be in the form of arguments for
choosing one central construal of "language"” based on a
system of views able to support a demonstration (that

we can only‘péint towards here) of the interrelatedness

of the diverse phenomena wvhich are all called



"language."

Thus,, our main task is to examine diverse notions
of "language”" and choose one that ‘can in principle
serve for all of the disciplines.that:méke use of it,
and in so doing addbt a position with respect to a
preferred notion of linguis£ics. . But which criteria
can we use to make such a choice? Consensus? There 1is
.none, and even if there was, it would be no reason for
preferring one no&ion over another.‘Authority? By the
same token, unquesfioﬁing acceptance of, others' views
has no place iﬁ an ‘entefprise \that .18 to be
characterized as critical. Simplicity? This clearly
can not be an overriding concern for ve are'interested
in the most appropriate éontent_ (if one is speaking of
formal simplicity), and "one that has té be complex
enough to be applicable to several.different fields (if
one is speaking of simplicity of content) whiie still
be'ing heuristiéally fruitful (see Bunge, 1963 for other
arguments). At best these can be very— limited,
partial, desiderata. ‘

Instead, we can use the crite;ia that uﬁderlie
(implicity or explicitly) the critical evaluation of

scientific theories (from Bunge, 1967: Ch. 15)¢
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i? clarity and meaningfulness, 1i.e.: minimal
ambiguity and Gagueness, empirical interpretability,
logical relatability = of statements, maximal.
Tepresentativity or mechanismicity of theorjes (his
semantic criteria).

ii) testability (of a theory, its assumptions
and even the techniques wused to test it) an_d
methodological (not absolute) simplﬁcity, i.e.
moderating complexity to.within testable limits'A(his
methodological criteria).

iii) 1internal + consistency, i.e.' well-formed
compatible ~ statements that are logically and
mathematically Eonsistent and based on strohg,‘
independént-initiél postulates (his formal criteria),
and

iv) external consistency, or compatibility with
the greater portion of well-confirmed results Qf the
rest of science, and unifying capacity, together with
generality, depth, .originality, heuristic potential and "
stability (his epistemological criteria).

In practice, external consistency and unifj3n§
capacity (iv) will be the most important criierﬁa,

since we will assume for the sake of argument that all



of the-alternatives will be equally 5cceptaplé in terms ™

of clarity, .testability and internal éonsistency.'JIn

other wo}ds, we will seek to gxamine to what extent the

‘definitions and assuﬁptions underlying the alternative
notions of “languagg" are corroborated by findings in
other: fields. This 1is of maximal importance for a
notion of :"language” that will be applicable “in (and
able to uhiff) all of thé fields ﬁhat need to use %t.
) B
0.2 -Approach. .
' ‘Lgt us situate our Question; in the wider c&ntext
" of the philosophy of sc;ence :to pfovide the background
and perspective. we will find necessary as we progress.
Our guestions ﬁéli,withiﬁ the domain of a theory
of 1linguistics. . Such ‘a theorf would deal with the
“assumptions, Vconcépts{ methods,' etc. onh whicﬁ
) _linguiétic inquir§ is based. lSinqe this bears directly
upon in what ways and to what ends one constructs
theories in 1linguistics, ié can be called linguistic
metatheory [fn 1]. ‘
Linguistic metatheory seeks to ’éﬁswer .the

guestions 'What 1is linguistics?' and ‘How is it best

conducted?', among others. A minimal metatheory will.



give. an account of the. former by answering two

questions (see Woodger, 1939 foé-a diffgrent view):

~a) wWhat is Sé@gncé and in whétlyays‘ can‘tﬁisnbé
applied to linguistics?, and | e

b) What is (the'nature of) the object of'inéuiry,
i.e. what isilanguage? . ’
That 1is, it seeks to provide an ‘elﬁcidation of the
terﬁs "sc¢ience” and'"laﬁgpage" in "Lingﬁistics isltbe
science of language." What we intend to arrive at in
pthis study 1is, in ‘sym, a minimal metatheory that is
explﬁcit and consistent. fﬁe~ltfuth and‘ffuitfulness of
such a metétheoreticél viewpoint are cleérly opén to
empirical reseafch and:debate; this, of course, is why
_it’fsvmerely a point of dgéarture; i

| A complete metatheory, on the other hand, would

éoﬁplement‘these w;th other lquestions about the logic,
goals, valuesA énd ethics characteristic - of‘ the
discipline (see Medawar, 1969, but esp. ‘Bunge, 1980b),
‘i.e. we. are construing metatheory as encompassing the
férmal/logical,‘aspects, of theories as well as the
social and philosophical _aspects of the theorists who

build them, on' -the . assumption -that ‘these aspects

“interact in a non-trivial manner, We leave this issue
) o

~



aside, however, to concentrate on the assumptions that
underlie the selection of a qonstrﬁal of the linguist's
o$ject of inquiry.

Such metatheoretical inguiry, if in turn carried
out in a scientific manner., will be part of what we
call (with Bunge, 1959) Metascience, i.e. the science
‘of science. Traditionally, however, it has been the
domain of the Philosophy of Science (or of the
individual sciences) and as such 1is often not, along
with - the rest of philosophy, considered to be very
‘scientific. One solution to this, as set forth in
Bunge's work (see bibliography), is-that of 'upgrgding'
the philosophy of science:\ rendering it more exac?,
more subject to change by new evidence, and more
verifiable, thus yielding what ’is called scientgfic or
exact philoséphy (see Agassi & Cohen, 1§é2; Bunge
(Ed.), 1973). In this vein we will equate linguistic
metatheory with the (scientific) philosophy of
linguistics, one of the metasciences (see also Botha,
f981: sect. 1.5; Itkoneh, 1978). We would not claim,
however, that this is an essay in:'exact philosophy;
rather it dis an analysis of the isSués‘in terms that

point to the necessity of using exact philosophy.
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What }s' the relation between such ~a metatheory
and the theoriég to which ip refers? We ’vigw ~5
metatheory aé a éért of “interéaée“ between the général'~
&orld&iews of philosophers and the sbecifip needs of
the study 6f4 some family ' df“pheﬁémena, Wherg a
metatheory Wwould - point out \\the most ' general
philosophical assumptions to gﬁide research, the theory.
construction itself would provide. feedback as toiéhe
validity. of those assumptions. Thus, theory and
metatheory are seen to be mutually dependent: one must’
make some general assumptions in order to const;uct
theorieé, i.e. there is no philosophy-free science, and
by the same token metatheory needs to be based on the
results of theorization, i.e. philosophizing should be
based on science as well [fn 2]. Along the same lines,
we can also- conceive of the interaction of theory and
experiment or experience as reciprocal, and-postulate
that just as there are no valid. theories without
corroborative eXperien;e, experience is not given to us
a priori, without our active intellectual involvement. .
Clearl§ such statements as these are far from bei%g
entirely borne out\ by research; they figure here enly

to make-explicit the assumptions with which we are



approaching fhis analysis.

In sum, we are adopting a mefatheoretical
apﬁroach which is to say that we will be examining the
concept of "language" across theories and in the ;ighf,
of philosophical doctrines and empirical evidence from
relevant fields. This can be opposed to more
speculative ) philosophical approaches, - | .whicﬁ
unfortunately pay littlé attention to the empirical
data available, and to theoretical approaches which iry
to develop the notion within a single theoretical

framework, thus often leaving the assumptions on which

it is based unexamined.

0.3 Objectives.

Our objectives in this study are to arrive by

Y

‘explicit and systematic argument at a preferred

bopgtrual of- the‘term_"ianguage." Since "linguistics”
and "language" are mutually interdependent, we wiil
also be in a pgsition to give a preferred construal of
"linguistics." "Preferred” in this discussion is to be

undgrétodd as preferred given the criteria above and

the assumptions, evidence and arguments below.

Since we have made the initial presupposition

10



that "language",isL to be undergtood as something that
can and Shouid be studied in an interdisciplinary
fashion, anq;heq bbjective would be that the body of
the thesis serve as an argument in favor of this view.
Finally, if our arguments are carried out convincingly
enough, then we will be aple ’to demonstrate the
relevance of . me;étﬁeoryf and, = philosophical
considerations  to thé development 'pf liﬁguistic
tpeories.l
‘ o

0.4 Originality.

As per the requirements of the Faculty of
Graduate Studiés and‘Reﬁearch; some statement as to the
"originaiity of each'thesig need be made, though clearly
a ﬁaster‘s "thesis of this scope can make few
pretensio;s of offeriﬁg original*contr{butions . to the
field. Nonetheless, it should be noted that there is,
to ohr‘knowleggé, no treatise or'mopoqrapﬁ on -the
notion. of f;anguage"; though introauctdry te#tbooks
usually raise the gquestion (in'a superficial manner), -
‘and more general works have dealt with thevquesiion in
some‘detail, though not as much as we attempt. here (see

3

e.g. Itkonen. 1978, Mackey 1965: Ch. 1, Mounin 1969,

11



Paivio & Begg 1981, Vermeer 1971; Ducrot 1972, e£¢.)
Moreover, new to linguistics is éhe ph}losophical
framework of Bunge's Séiéntﬁiic Materialism, so that
our development of a materialist no&ion of language, in
some more detail than the sketch offered -in Bunge
(1983c), might also be considered .a contribution.
‘F@nally, tyege is no explicit development. of a
linguistic metatheory in the. literature of the field
(though Botha 1960 and 1981 approximate our notion of

metafheory), so that to the extent which we succeed in

developing one it will be an original contribution.

0.5 Organization.

This study, then, will be organized as follows:

In Chapter One we will discuss notions of Science
in order to make our assumptions with regard to the.
nature of science explicit, and show how this can
constrain the notion of object of (scientific) inquiry.
- In Chapter Two we make a survey of the ﬁajor
notions of language that have appeared, but organize
them accofdiné‘to the aSSUmpfions upén which 'they are
based (with respect to, what "language" is, how it

. develops and how we can find‘ouptabbut it).

12 -
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- Chapter Three consists in a critique of the views
iurveyed’in Chapter Two and arguments for choosing from
among:the assumptions, finally argiQing at a preferred,
though skeletal, construal of "language." 4

~ Chaptér Féur,attemﬁts to provide some more detail
about the cénstrua} arrived At in Chapter Three, -at
least with respect to a éertéin aspect  of the
definition: the notion of process: gﬂus representative'
work on process mpdels'of'lénguage skills and kﬁowléd@e
"representation” is surveyed. '

Our Conclusions summarize the atthents.given and
sketch the notion of‘linguistics‘ that falls out of the
ésssumptions chosen, emphasiz{hg the role of metakheory,
in explicating ‘ the rélspions between  the differént

fields 'that s;udy‘"langugge;.

13



is called a "'little 1linguist' {g

Notes: Introduction

o . -
- . . “)

1. Our use of the term 'metatheory’ dlverges?

from the precedent K of using: 'general linguistics'

(Lyens, 1981) or 'linguistic theory' (Chomsky, 1965}
for such investigations, and of using' 'metatheory' as
parallel to the . innate’  component of the language

faculty (UG) (Chomsky, 1979: 180), or restricting it to"

"une theorie des  grammaires" (Dubois et al., 1973:

318). This is so. because a) we do not -find a dichotomy
between 'general' 4dnd 'specific' (or between general.

and descriptive)- linguistics fruitful: specific or
descriptive ‘linguistics is 'general’ linguistics

- . applied to ‘the description -of specific languages

(Lyons, 1981: 34-35) and thus overlaps with the

pure/applied distinction wvhich ‘needs "to be wused-

elsewhere hence 1is 1ndependently Just1f1ed b) Lyons’
(ibid) construal of general linguistics is the study of
language, where Botha's (1981: 171) is the -study of the

- language acquisition device -~ clearly such confusion

should be .avoided; c¢) Chomsky, ¢tdo, seems to use
'linguistic thedry' ambiguously to refer to theories of

+ language, -linguistics and theories of grammar, thus
- confusing already difficult issues; and d) UG (hence
'metatheory) seems to be construed by Chomsky (1979:

180) as that which -explains how a child who by analogy
Ess Erom data to
grammars: ’
" "Chomsky - (1965), Katz (1966), Fodor
(1966), and others have suggested the
metaphor of the child as a little linguist
‘"who tests hypotheses to discover the
syntactic rules of his language. Both the
"child and the linguist test hypotheses in
the form of candidate rules, and both use,
- linguistic evidence to confirm or’
disconfirm those hypotheses.” '(Valian, .

Winzemer & Erreich, 198t: 188) -
rB\

F1rstly, we wish to d1ssoc1ate Our notion of metatheo
from any analogy to child language acqu151t10n, ‘since
the analogy does _not  seem useful. " In fact, . the

S P

' disanalogies are so many as to make it a misleading - _
- comparisons N



SR

Linguist
e

-

' Child

—.dévgigped, largely ,committed '
nervous system

»

. -“undeveloped, largely
-+ . -plastic.CNS . =

- hon?-goal-directed - goal-directed data
. - data seafch . search :
" _unsystematic acces’s -systematic access to .
- to data o i syn- and diachronic data
few, if any, meta- highly developed meta-
cognitive skills cognitive skills
individual approach social approach to
.. - to analysis. analysis (ask colleagues)
. most important . most important
_ determinants . determinants
of analysis are of analysis are
- - innate (e.g«.UG) learned
L etc. ’ ) etc.
. Figure 0.1

Secondly, we éee'metatheoiy as much more complex than a
black box that takes language data as input and
provides {(an evaluation of) a grammar as output. . -

-

-2, At this point we should digtin@ﬁzsh between
'descriptive\ and prescriptive metatheory. Where the
first seeks to describe what (e.g.) linguists in fact.
do,” the second suggests what they should do. Here we
‘will join descriptive metatheoretical .observations with
a view of - sciéfice to generate a prescriptive
metatheory.

4' 5 ) i \\
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CHAPTER ONE
WHA'I" 1S SCIENCE?

"Fruitful theorizing 1in sciencg is

probably not so much a question of

being complete, or right or wrong, as

it 1is a question of making explicit

what we presuppose." :
(saugstad,. 1980: 18)

1.0 Introduction.

Linguists have long been preoccupied with making
lingﬁisbics a science proper, and consciously so since
at least the 1920s (cf. Bloomfield, 1926, 1930; Sap?r,
1929). To make this a meaningful goal, héﬁever, we need
to make explicit the notion of scienéekjsub5cribed to
and insure that the object of study is consistent with
the assumptions of that notion. In this chapter we. will
examine some of the notions of Science that have been
espoused by scientists and philosophers of sﬁieqce, and
how they constrain the object of‘inquiry.

The various notions of science sketched below
have been proposéd as ideals to be strived foér and,
characterizations of what intuitively scientific
agéiv ties have in common. Thus, each, has ; its

prescriptive and descriptive interpretations. We will

be interested primarily in the descriptive adequacy of

16



P

these characterizations, assuming that to the best

‘descriptive notion will correspond the most appropriate

prescriptive interpretation. In this way we will speak
of a science as having the aims and the other
assumptions presented as typifying the family of views

referred to in each of the positions below. All of

this having been 85aid, let us examine some of the

different notions of science [fn 1].

1.1 Single-feature Characterizations of Science.

In" this section we describe four of the .more
obviously inadequate, hence not so 1influential, views
of science and examine the roots of the%r inadequacy.

1.11 The Consensus View. This is the position
that science is characterized by a certain lack of
controversy, at least much less than in the humanities
and other non-scientific fields (see e.g. Kuhn, 1970;
Ziman, 1978: 3). "Everyone" in the scientific community
believes in Darwinian evolution, quantum mechanics,
genetic transmission of physical characteristics, etc.
On the contrary, there 1is great controversy, according
to this view, over who wrote the Biblé, if Socrates was

real (if he was, where and when was he born and what
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did he think), what the nature of the mind is and its

relation to the brain, whether ESP exists, etc. Hence
the former are scientific where the latter are not.

To see that this is inédequate, one need only
consider the fact that many people'believe in God, the
Devil and intelligent life in \other galaxies, . and we
would be led rather unwillingly to say that theology,
demoﬁology and intergalactic psychology are sciences.
On the other hand, the sciences . are  full of
controversy: does evolution refer to populations,
species or indibiduals? (Ghiselin, 1981), which
interpretation of guantum mechanics ;s more adequate --
the Copenhagen (subjectivist) interpretafion or the
objectivist interpretation? (Bunge, 1973; Burgos, 1982)
Do gravitational waves exist? Is a Unifiéd Field Theory
possible? )

Finally, if consensus were  the defining

characteristic of science, exactly which people would

have to agree, . and to what extent? How would this be

different, e.g., from the generalized agreement in

some countriles that communists are to be feared? Rather

than consensus, science is characterized by systematic

means for resolving such ° controversies: reasoned '

18



hypotheses and careful experimental tests.

1.12 The Empirical Content view hglds that
science only involves empirical data and inductive
generalizations that can be rigerously traced back to
them (see e.g. Bloomfield, 1933, 1936). Outside of
sciénce_is the realm of spécuiation and unobservable
theoretical entities. Where the humanities and "soft"
sciences are often rife with concepts such as
intentions, status, metaphysical entities, etc.,
science shies away rfroﬁ these things because they are
beyond the real world observables that lend credence to
knowledge. —

This view of science, however, would have it that
Einstein was a charlatan or a' philosopher, not a
scientist, that theoretical biology is on the same
footing as creationism,’ and _that cosmology is as
scientiffc as religion. It makes fof a scien&e“with no
Hypotheses, no theories and no explanation'based on
them. Science clearly has a différent view of the,
,acquisition of knbwlédge; one that incorporates boéh
theory and 6bseévation. | |

1.13 The Success View. Partisans of this

defining characteristic would have it that the main
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feature of‘ sciehce’which distinguishes it from other
activities is success (e.g. James, 1907: Lecture II).
Science has been successful in discovering and proving
facts, in leading to inventions and improvements in our
way of 1life, where the non-scienees have not
contributed anything of this kind, hence have been
unsuccessful. What have philosophers, theologians or
sociologists proven or invented of comparable
importance? Theirs are the so-called "ivory tower"
disciplines, populated by people who are alienated from
.£he real world thinking about problems of no practical
consequence, according to this view. |

In sum, success is equated with practical utility
(which is why this view was espoused by the
Pragmatists) and science is useful where non-science is
not. But how, then, to distinguish technology from
science? Is Newtonian mechanics to be considered
non-scientific because it is not' successful in
accounting for relativistic phenomena? of what
practical use are gluons and Qquarks? fs. quantum
mechanics non-scientific because it cannot aécouﬁt for
the Einstein, Podolsky & Rosen (1935) paradox?

Parapsychological research has been "successful™ in
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showing that some people have paranormal abilities (but
see Alcock,'lgayj. It doesn't seéem that characterizing
parapsychology as science and Neétqnian mechanics as

non-science would be very satisfying, - nor would ‘it

enable us to distinguish between a "scientific" night

at the casino’ and’a~"non;scientific“‘one. /Sbienée.has‘
goals | other than _uiiliﬁy,\ apé thes; gré what
distinguishes it ‘from technology and . other  purely
practical pursuits. | .

1.14 The Formalist view defines a body of

knowledge as scientific only if it has been tﬁbroughly

mathematized, by, analogy with the ?advancedf sciences
(gee e.g. Galileéa‘ Karit, Huééerl énd, implicitly,
Chgmsky, 1980). Thus, ‘physics, chemistry, mathematical
psychology, fstatisticé and transformational grammar,
but ~ not emerging sciences' (e.q. neurolinguistiés),
experiﬁentalAﬂﬁtudfes (as .in med;cine) or t}elds\ of
study that have not couched thei; knowledge in formal
terms . (e.g. much ’of’ psychblqu, ‘neurology,
linguistics).

“This positibn.unaeplies éppeqls found in some of

Chomsky's recent writings (1978, 1980) to "the Galilean

'style" of linguisic -inquiry (see-Botha, 1982), and is a
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component’ of positiviSt; rationalist and refutationist
views, as well. However, it is tantamount to saying
that the content and réliaﬁility of the knowledge
represented by the ﬁormalisms ‘doesn't matter, oniy the
}orm in which it is p?esehte@, fhis would not allow us
to distinguish betwgén fofmalizéd nonsense (as . in the
Journal - of Irreproducible Results) and science.
Clearly, science cqhstréins the objects énd.problems it
will study and emphasizes eoﬁtgnt.and‘ reliability éf
knowledge, as weli.;Nonetheles§, the merit of this view
is in recognizing (wi%h many otherg such .as teibniz,—
Bolzano; Bussell;' and Bungé) thev need  for thg
expliciﬁness that mathematization ‘can provide éﬁdlwhich
makes progress after a ‘cgrtain: level of complexity

ﬁossible.

1.2 yultiple—Fgature'Characteriiatiéns.

Methodologism is the view that science is defined
‘by its use of "the" scientific method, and one variant-
of fhis view that we will consider in more detail is
that of Positivism (or, more precisely, Neopositivism),
since it was influential in linguistics for most of the

first half of this century (cf. Koerner,'19820,
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1.21 The‘néopositivist view ‘of scieﬁce, which
‘seems to have ‘typified most of the _‘descripfivist'
periﬁd of American 1linguistics, ahd was influential
both inside and oupside'of linguistics, correébonded to
- the followiqg set of positions‘ (Kolakowski, '1972;

13-15)
a) phenomenalism: . science deals only with
observable phenomena, and their immediate causes (cf.

Bloomfield, 1936);
b) nominalism: science aims at organizing facts:
"The world we know 1is a collection of
individual observable facts. Science aims
at ordering these facts, and it 1is only
thanks to this ordering work that
[something] becomes a true science..."
(Kolakowski, 1972: 14-15)
"...if the facts have been fully stated,
it is perverse or childish to demand an
explanation in the bargain." (Joos, 1957:
v) ' - .
c) mathematism: science uses mathematics, and
values simplicity and explicitness;
d) anti-philosophism: - science is the antithesis
of philosophy, which is a source of speculation or

ﬁonsense, not knowledge, and should thus be avoided:
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"1t was the central dogma of the

positivists of the Vienna Circle that

metaphysics is sheer balderdash: that its

assertions - are not A false,' but no

assertions at all -- . just -senseless

babble.” (Popper,.1974: 965}

"Discussion of the fundamentals of  our

science seems to consist one half of

truisms, and one half ‘of -metaphysics; this.

is characteristic of matters which form no

real part of a subject..."” (Bloomfield,

1926: 129) .o

As well, the Neopositivists embraced a form of
the Empirical Content view .described above, which
accounts for their similarities with proponents of that
position, and emphasizéed predictive power of accounts
over their expla\nat‘ory power. Science, however,
attempts to go beyond mere appearance to describe,
explain and predict phenomena, and with the help of
philosophy, since it cannot be escaped (Teeter, 1964:
198).
1.22 Refutationism. Another philosophy of science

that has become popular in the last half-century is
that attributed to Popper (1959, 1963), i.e.
refutationism, which defines the hallmark of science as
its falsifiability. From this point of wview, physics

and chemistry are scientific to the extent which we can

put their statements to objective expéfimental test. On



the other hand, philosophy, psychohistory; and theology
rare not scienceg bec&use we cannot perform objective
tests to  judge their  statements. . Moreover,
rgfutationists would  have éciénce accumulate its
negative ;esults,'/since éhey are the' sdfest knowledge
- obtainable.

. More precisely, the Popperian view of science is
that' séiqntiﬁ}c' stateﬁents are; "falsifiable” (1963:_
40), "iﬁtersubjectiveiy testable” (ibid: 56), and "have
the form of singular existential statements” (ibid:
102). In other. words "a theory is scientific iff it is
falisifiable; i.e, if it is. inconsistent ;ith at.least
one singulaf existeﬁtial—statement that can be testéd
b?'in?erjsubﬁective observation" (Johanssen, 1975: 16).
:Thi§ also, iﬁplies that the theories have to be
consistent as well, since an inconsistent theor;
tentails anything (ibid: 17). Thus, Popper's main
criterion for éqlving the demarcatipﬁ proBlém (between
' science and ,non-science) is a méthoéological one: it
‘bears on wvhat form statements can' take and how they-
need to be"falsifiéd, without specifying wﬁat they
should refer to or be used for. Ih\this sense, fhen,

Popper too reduces science to a set’ oﬁ,methéds or
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methodological principles (fhough he includes some
logical principles, as well), hence refutationism is a
form of methodologism.

However, we have already noted that ‘science
,gonstrains its domain and problems, 1is ;ncerested in
the use to which knowledge is put, 1i.e. description,
explanation and prediction, and 1is interested 1in the
content as well aé tﬁe form‘of its statements. Finally,
science is concerned with accumulating positive
knowledge -- negative knowledge makes up fields like
parapsychology: its phenomena are not biological, or

chemical, or physical, etc.

1.3 Rationalist Science.

This term is justified by Cook's (1981: 289)
observation that "the true unity between the thought of
Descartes and the thought of Chomsky lies at' the level
of the philosophy of science” (see also Bracken, 1970:
192). Cook (ibid) also provides the only detailed study
of Chomsky's philosophy of science in the literature.
Let us then leave it to him to characterize this view

(Cook, 1981: 296): 5 i



"Chomsky's view on the methodology of
science can be .encapsulated in - a
philosophy of science that draws from four
major -‘doctrines that are operative in
current and classical theories about the
nature of the natural and human sciences.
These doctrines are: logical positivism,
Weltanschauung analysis, empiricism, and
interpretationism. From logical positivism
Chomsky derives his model of scientific
explanation and his emphasis on formalism

" in science. (...) ~"From Weltanschauung
analysis, Chomsky derives his views on the
theory-laden nature of scientific
observation and- his emphasis on the

_ importance of the context of discovery for:
the philqsophy of science. Chomsky's unity
of method dactrine is drawn from classical
empiricism. . Finally, from the
interpretationists, Chomsky. adopts ' the
view that an explanation of psychological
or social behavior must include a
reference to the mental states involved in .
such behavior." ;

Chomsky thus avoids many of the'pipfalls .of his
predecessors, but still makes no statement—‘aéout éhe
kinds of problems, the limitations of the "domain, or
other properties of science. As well, he ehphasizgé tﬁe‘
theory~laéen ﬁétdre of. scientific observation at the
.expense of the observation-laden nature of scientificA‘
theories. 1In adopting'the stance that reference to
Jmental statés is a necessary condition for'a scientific
the6ry of "language," ‘he likewise must adopt a theory
of mind :;hat is. éetailed enough to be testable, and

relevant enough sc as not to fall into explarations of
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the obscire in terms of the even more obscure. Clearly,
saying that "language" is a mental phenomenon is

vacuous without a testable theory of the mind.

We have seen that to adequately characterize’

. science we must define it along several .dimensions,

including aims, methods, problems,  epistemology, etc.

The above account of Chomsky's view shows that He is .
sensitive to this fact, ’bqt omits some '~ of the .

parameters. The following wview, then, #ill have to be

prefered for its attempt to characterize exactly how

science defines its domain, methods and other

H

1

assumptions. P
af

1.4 Philosophism..

. For'probonents of this final view 0f Science, the

attempt to account ' for the its distinctiveness with a

.sing}e-attribute is  futile and can only yield results

comparable to those of the seven blind wise men in ‘the

"0old fable about the elephant; Like . most human

endeavors, Science 'is too complex to be characterizable

by a sidgie " feature. We " give this .view, taken from

Bunge (1982), the name "Philosophism" because it is the

only position considered here that makes certain
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A 1

philoséphiéal' assumptions an explicit defining

.ctharactefistic of Scierice. This, and its relative

comglgxflyJ fﬁstiﬁy more prolonged attention here.

'“Inthié.éiew, then, science 1is not a method, but

-an approach, _(we will also refer to this view as the

Scientific Approach) which includes a general worldview

(ontology, epistemology, ethics - sect. 1.51), some

body of background knowledge (sect. 1.52), a domain

(sect. 1.53), a problematics (sect. 1.54), a set .of
aims (sect. 1.55), and a set of methods (sect. 1.55) --
as 8 first approximation. In particular, a given
science (S) is said to consist of all these components,
which we will consider in more detail in the following

sections. (seée Bunge, 1982 - for a more explicit

"account) .

1.41 Worldview. ThelGeneral Worldview is composed
of: : )

a) - a naturalistic ontology, according to which
the world is composed on}y of concrete, 'changing things
(i.e. interacting systems that are not entirely given a
priori but need to be delimited by the observer, as
well).

b) a realistic but critical epistemology within

4
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wvhich “one can frame relatively accurate symbolic

representations of things with the help of experience

A

as well as reason; ) : ‘
o N
c) the ethos of the fréé search for truth,
rather th?n, say, the reliance on authority, consensus
or ufilitf. A \
The ontology (or general Welt;hschauung) that
Buﬁgg attributes to science is identified and
systematized in his own work (1977a, 1979, 1980a,
1981), and  can be characterized as materiaaist,

systemist, and emergentist (see 2.2 below).

The view of epistemology that 1is characteristic

-

}

of Philosophism, or the Scientific Approach, is one
that eschews. both rationalism and empiricism, . yet
embraces aspects of each (see Bunge, 1983b). It is:

~realist, in that it assumes the independent
existence of the world;

-crltlcdﬁ because percept1on does not suffice
jfor knowledge, 1i.e. . .-éxperience is
necessary (moderate empiricism) and
preason is also necessary (moderate
rationalism) for knowing the world;

—falllbzllst since every 1item of factual
knowledge is assumed to be fallible;

-meliorist for believing that all factual
knowledge is perfectible; and

G



-scientist in taking it be true that the
best approach to attaining knowledge,
given the/g65ls of science, is the
‘scientific approach.

—

As well, this view holds that/ science produces
symbolic representations of the world, that the
—~ concepts with which one tries to understand the world
are our own inventions, and that every proposition or
proposal should be justified by reason, experience, or
(preferably) both.
1.42 The Background Knowledge is made up of:
a) a specific Hackground or collection of up
to date and reasonably well confirmed
data, hypotheses and theories-obtained ' |
in other fields of inquiry relevant to
the given science S; —- -
b) a- fund of knowledge in S, the collection
of up to date and testable theories,
hypotheses and data compatible with
the specific background (as above) and
obtained in S; and
"c) a formal background or collection of up
to date logical and mathematical
theories available for use in S.
The inclusion of (a) and (c) as part of the
background knowledge of (e.g.) linguistics points up an
essential part of the initial success of TG

linquistics: it incorporated the latest in theories

,)‘f X
from psychology (information processing)}t and
mathematics (recursion and automata theory). also,
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however, implies that our wview of~ linguiétics should -
change in step with chaﬁges occuring in all the
neighboring fie}ds such as psycholégy, neurology and
sociology. This 1is  tantamount to saying that
linguistics may be a'sgparate field but it cannot be an
autonomous one: its hypotheses, explanatiohs and |
theories need to be in accord with the reievant parts
of the rest of science for it) too, to be ;onsidered‘
scientific. |

1.43 Domain. Science must also be characterized
by a Domain, o; universe of discoﬁrse, composed -
exclusi?ely o? entities possible éiven the genera;

I3

worldview and the background.

J

fhg domain for any factual  science is the
refefence class of its most general predicate, i.e. the
class of concrete objects which that predicate can take

.~/ as arguments, where the most general predicate -is the
one (in that s%ience) that has the largest factual
reference clasift,(see Bunge, 1974, Ch. 2 for further
discussion and formalization of this notion of domain).
The General Worldview constrains the domain to

the components, structure and environment of concrete

systems, such as groups or societies of humans,
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neuronal macgoéyétemS;\ecos}stems,~etc., exbluaing,suéh
abstract entities as intujtions, grammars, and
particular languages. Though this may souﬁd'bizarne at
first, the reasoning is cleér: the notiops' of
'‘grammars' and 'languages' are conceptual‘tools thAt
linguists construct in order to study the laws of the
objects in the concrete domain, ‘thus they are not ‘part
of -the domain of linguistics but, of 1linguistic
métatheory. Thouéh it is often postulated that there
are grammars and languages that peoplé have 'in their
heads', these concepts are only tools (Rin linguists’
heads”) with whicﬁ the objects in the domaip are
studied, rather. than the objects of study themselves,
(We return to this in Chapter 2.)

The Background Knowledge also constrains the
domain. Clearly, telepathic, gestural, or chemical
communication are ﬁgt usually included in the domain of
linguistic phenomena. This is because the available
béckground knowledge states e.g. that they do not
qualify (in complexity, flexibility, or whatever) to
the initial definitions of 'linguistic communication'
or 'languages', which are also provided by the

background knowledge specific to linguistics.
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How can one defiﬁ; an object of inquiry? An
object of inqﬁiry, in‘fhis view, is a real-world (i.e.
indirect. or mediate) ﬁeferent‘df a (set of) theoretical
proposition{s), and, of  course, one of the members of
the domain. Were this not‘téue, then there would be - no
possible stage,of affairs ;h the warld that could

contradict the model. We oppose this, real-world

referent to the model object or object of theorization

_which is a fortiori an idealization or abstraction of

the object éf'studf. It is this that,tﬁe'theéry refers
to ai;ectly (immedi;te reference) and through it‘ to
propertiesl of the real-world referent (médiate
réfe%ence). | -

Since tﬁe object' of study 1is _ concrete by’
defin{tion, and the objéct) of theoriiétion (or modél
object) is an idealizatiénwalso by ‘deﬁinétion,"gaying
that people have graﬁmgrs_ {model‘ objec;s)hin their
heads (object of. inquiry) confouﬁds the two and leads
te misunderstandings‘about theggffefents of tﬁe thgory‘

1.44 Problematics. Science 1is also distingu&shéd
as such by a Problematics, or only those émpirical

problems (of measure) and checretiéal pfoblems (of

explanatiop) of the nature (in particular the laws) of
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Ehe members of the domain, and pr&bleﬁs concerning the
other coﬁponents of S. More specifically, scfentific
pféblems\need to be.;;il cqnéeived (or‘meanipgful) and
well'formulatéd (Bunge, 1983a; ch. 1) : ’

‘A problem is meaningful in a given ¢5nte£t'only
-if a) . it bélohg; to some approach’ inc&udinév’somé
methods - (actual or feasible) capable of handliné the
p;oblémf b} all of the concebts occurring lin“the
problém are‘alsé present 1in éhe béckggdhnd knowledge of"
the field, and c) the’lpresuppositions of . the btobleﬁ
‘gré’compagible with the intellectual context, tﬂoﬁgh\it'
meed not-be compétible.gith all of the bacgéroqndq(tﬁis
. makes room for nqveluor revolutionary guestions). ' - ‘

,A problem is well ‘formulated ip a :givgn context
iff a) it is méaningful; b). if what' is té be sought is
indiéated explicitly ——(i.e{}'in‘more'fdrmal terms, the
generating statement of the préblem conta{nsv\as many
‘variables éhd ‘q;eéqion marks -as unknowns, and c) the
problem is atomic (or'.elementaéy) and eithérkof "the
individual typ% (a problem about fhe argumeﬁts of tﬁe
statement) or of ﬁthe‘fupctiongl typei(a probleﬁ apoﬁi
the predicatés of thé statemen;), or is a\combiﬁation'
of atomic problems,

¥
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Another cléss oﬁi problem that goes ﬁo_ make up é
science is that of self?réfléxiye ones, i:e. t£ose that
we have been calling metatheorefiqél. Note that. ih}
Bunge's  formulation éf' the scientific approach
metatheoretical préblems érg nét " considered part of
philosophy but part of the individual ‘sciences. This
is in keepiﬁg'with de Saussure's (1914: 20) 'o;n view
that: "la féphe de'}a,lingujstiqﬁe;sefa‘ [aussi] de se
délimiter et de 'se détiﬁir’elle-méme." , )

1.45 Metﬁods' and ;Aims. Moreover, Science\ is .
éharactégized‘by.a setvofl Metheods, 6r»thqse‘pfocedurés
that strive towards the ideal of beiné a) qbﬁective, in
 the sense that tﬁayrgiQE roughly the -same }esults for
all competent users, bj‘ébeckable, i.e. can bg'checked_
"of confrolledi by- alpérnative ; méthcds, and c¢)
justifiabie! dttexplainable (at least in general,térms)
with the help of Somé -well ’confifmed: théOries or
hy@othesgs.-'Finall§, Sc;ence s definga:'as vell by
cprﬁain\ Objectiées or Aims} the rdeseriptionf
explanation and prgdiéﬁion of facts in tﬁe<domain'wi£h
the,help‘of:xlaws anhd data, as well as tﬁe_refininq of -
other components of that science. | |

The checkability of the methods of course rules
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out introspection,-but only as.a method of verification

of hypotheses (except; at best, when the hypotheses are

.about e.g. perceptions). Introspection, as well as

kabala, LSD, I Ching, reading tea‘leaves or cowry
shells, etc. can be used for genérating hypotheses, but
this notion of science will only take as acceptable the

independently éheckqble methods for the verification of

hypotheses’, thus acknowledging Popper's falsifiability

- oz

as 'only ‘one criterion among the many characterizing
science.
) ' ' ’ ) : ]
"The objectives of a science are - the description,

explanation' and prediction of :facts in,the domain.

Description’ is 7a, rathér uncontroversial notion, ‘'So we -

wiil‘limit’purselves to discussing only prediction and
explanation.

Piédicxion{ . As opposed to conjecture, prophecy

and'proghosié, pfediétion,(Bunge, 1967: Chapt. 10) (i)

is conditional in that it " makes statements of the form

"If conditions C are met;\thgn P will occur," (ii) is.

‘based on theories, rather than vague hunches, . mere

generalization of  experience or inspiration, and thus,
(iii) refers to properties of things (states or events)

fa;hef than things .in their totality, and (iv) can be
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as exact as'the laws wupon which it is based and the
—informationlaboug the;circumstances available.

In this sense, then, the Neopgsitivists who
valued predictive ability of a theory wvere actually
éroviainq p}ognoses, since their other éssumptions
limited them to the observation  of empirical
~éenera1§zations and discouraged theorizing. In the
"predictions™ of transformational grammar as well,
there is no prediction involved —~~merely deduction
from axioms‘and' theorems, and moreover there is 'no
reference to real objects (as in factual science) only
conceptual ones.

Eiplanation. The notion of explanation in

science that Bunge (1967, 1983b) espouses 1is one in

which explanations need to be:

a) explicit, 1i.e. they make as clear as
possible what the account is saying,

b) externally consistent, i.e. they are in
keeping with the bulk of reliable
knowledge from the - rest of science,
and

c) mechanismic, i.e. they attempt to ‘answer
- how or by which means events happen.

Since these are different.in part from the conditions
underlying most of the explanations of this ceﬁtury

(i.e. descriptiveness and systématicity), a short

I
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justification is necessary, though much fuller
treatment would be conducive to a fruitful and
interesting discussion (see Bunge, 1983b).

Central to Bunge's notign of‘the objectives of
"science,~aad most rélevént to our discussion here, is
: that. explanation be mechani;mic, where he opposes
mechanismic to,desérip£ive and subsumptive explanation
(1967, 1983b). in keeping‘ with the neopositivist
“not ion Sf science  that éominated’ lingﬁistics in the
first half of_éhis ceéggg}, the 1linguist's task has
,been_bagically descriptive, i.e. .one of organization of
facts. This is part of - the taxonomic view of
linguistics against which Chomsky has .marshalled many
well-knqwﬁ- qrguments that need not \be repeated here
(see e.g. Chomsky, 1959_and',Katz} 1964),  Chomsky's
replacement for taxonomic lihguﬁst}cs; ho;ever, is lgss
than .satiéfactory' in this respect: his notion of
‘exﬁlanation is the one called ~5ub§umptive éxp;anaticn
or simply subsumption‘(?gﬂge, 1967, sect.‘ 9.3). This
is the notion;‘Bf,deductive explanation that finds iis
 origins,in Ehg form in which the modus ponens syllogism

was revived in 12th century mathematics (Crombie, 1959,

I: 3);‘-and popularized by Hempel (1965) as the

39



"deductive-nomological” model 6f" explgnationf In such .
a notion, X, Y:and. 2 are explained if-there 1is some
genéfalization or rule R from which X, Y and i_can<be
deduced; i.e. X, Y’and‘Z/arercasés of genéfalization R.
For exaﬁple, if for:lqnguage b'oné has the rule:

_R1: the last adjective of a -string of one.or
more is always followed by a noun,

then R{"explaiﬁ§' or 'captureé the geherélization'
thaéj ’ ) |
dét.Adj Ad3j Adj Adj Adj N

is a grammatical sequence in L. There is, héwever}‘not
mhch'proviéed\in the way of .an eiplénatién.proper: "X
is a cgse of h,‘ and R occurS’iﬁ L' is a compact and
v‘e#plicif deseriptive §tatement:(a statement that this
is the case)v -~ _n0‘ account of hqﬁ\ this és S0 is
offered. This notion of explanation is:modeléd. on the .

mathematical notion of proof, even though proofs do not

. ‘seek to explain --: they ére pnly‘demonstrations of the

}ogigai consistency bf _seffie mathematical éfoposition
with a set of others."MQreover, such  a notion of
explanation, being based on strict deducibility, is not
app;iéable to events' involving probapility,’e.g. to

explaining genetiéally inherited traits, grades

obtained on examinations, atomic interactions, etc.,

3
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1.48
‘we will be
the follow

a) a

ng else that is not strictly deterministic.
éuﬁmary} To summarize, the notion of science
assuhinq -- Bunge's notion -- is made up of
ing c@mponents;

General Worldview . including a
naturalistic ontology, a realistic- but

‘critical, epistemology, and the ethos - of

b)

c) a

ﬁ) a

the free search for truth;

Background knowledge in the given science,
in other relevant fields, and in logic and
mathematics; '

Domain, or the collection of objects that
the science's theories refer to, and which
is constrained by the general worldview
and background knowledge;

set of Problems concerning the nature,
especially the laws, of the objects in the
domain, as well as those about the other
aspects of the science itelf;

e) a set of Methods, or a Methodics, that are

f) a

objective, .explainable and independently
checkable; and

set of Objectives that include
description, mechanismic explanation and

. prediction based on laws and theories.

In
become a

. methods of

this view, then, for a .field of study to
science it must not only adopt the aims and

sciencé (e, f above), but also seek to work

on particular kinds of problems (d) within a specific

domain {c

science (a

) cohstraihed by the general outlook of-

), the specific background in relevant fields"

b1’



and the fund of knowledge from that field itself (b)ﬁ
We have adopted this view for our puposes because'i;
the others were found to be deficient in distinguishing
science from non-science, i.e. because it is more

descriptively adequate than the others, 1ii) it is

e

e .
explicitly and extensively developed, 1iii) it provides.

a framework within which to examine interdisciplinary
relations around an object of 1inquiry, and iv) it
recognizes and fosters principled 1interaction between

science and philosophy.

1.5 Conclusion,
Several views of science were described, each of
which constrains the formulation of the object of

inquiry ‘in different ways and to varyiné degrees:

-The Consensus View rather unhelpfully restricts

the object of linguistics to be whatever most people
agree that it should be. 1In the case of linguistics,
since there 1is no consensus, it leads us to conclude
either that linquistics is a science with no object of
study or that linguistics is not a science until such a
time as some consensus is established.

-The' Empirical Content View allows only for
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observable objects of study, which would leave
‘1in§uistics to study speech, language behavior, or e.gq.
measureable brain activity during speech. Meaning,
knowlédge of a language, hypothesized interactions of
braiﬁ subsystems, mental rules and representations,
etc. would, however, be disallowed.

-The Success & View restricts the domain of
linguistics to whatever yieldse practical results. We
find it diﬁficult/;o see how this restriction can be
applied, since proponents of all views of "language",
attribute success to their respective approaches.

~The Formalist view‘hould, perhaps unwittingly,
constrain the domain of linguistics to the mathematical
or formal properties of "language," since they are the‘
most amenable to formalization. Thus,
logico-mathematical and brobabilistic accounts would be
favored over forays into areas that are difficult to
formalize such as semantics, pragmatics, parts of
syntax, morphology, etc.

-The Methodologists, in the 7 case of
Neopositivism, again restrict lingquistics to observable
speech and language behavior, or observable

concomittant brain and muscle activity and would have
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linguistics describe’ them in mathematical terms in
order to formulate predictions rather than expiain
them. In theocése of the Refutationists, linguistics
would only be able to study testable hypotheses, though
if * they are to be "Festable in principle” as some
proponents.of TGG read Popper (Chomsky, 1978: 9; see
discussion in Botha, 1980) , it does not  serve as very
much of a restriction.

-The Rationalist View of Scieﬁce, as attributed
to Chomsky, would constrain the domain to formalizable,
phenomena couched in terms of mental states. Thus
emphasis is reversed with respect to methodologism and
the empirical content view: (publicly) unobservable
mentalhstates are to play a central role iﬁ description .
and "explanatigp," where observable ‘phenomena are to
play the role of verifying the output—compatability'of
the: resulting model. Of course, this 'emphasis on
infuited mental states that constitute what the speaker
of a languége "must knpw" leads to problems of
testability -- the same problems that lead ftkonen
(1978), Derwing (1973) and others to class TGG as a
non—émpirical enterprise. This, with the assumption of

the autonomy of linguistics, i.e. that it need not
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agree with evidenée from other fields, make it an
inadequate view for our purposé%.

-Philosophism, or the Scientific Approach, would
restrict the object of inquiry severely: it would Have

to be concrete, testable, conceived of as a system of
\ .

5

brain processes (since 1t assumes ﬁaterialism)
-influenced by social interaction (since it assumes -
systemism), not grossly discontinuous with the
evolution of signing systems in other primates (by the
criterion of 'external con;istency), etc. with the goal
of uqderstanding it well enough té formulate
explanations as well as predictions and descriptions.
Adopting this wview of science puts severe
_constraints on the notions of "language" and
"linguistics™ that can be consistent with it. However,
these are accepted to ensure the explicitness and
testability of the metatheory developed. This view also
systematically relates the criteria by which we might
choose from.among alternative notions of "language," as
well, thus providing an interconnected, explicit set of
initial assumptions. The role of a domain defined in
terms of the fund of knowledge and specific background

is also brought to the fore, suggesting the .emphasis on
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both empirical results and philosophical assumptions in
constraining and characterizing a given sclence's

object of inquiry.

NOTES: CHAPTER ONE

1. The content of this chapter owes a great deal
to Bunge, 1982 and 1983a,b, from which we have freely
taken ' material, often without 1indicating references
directly. This note is in lieu of references that would
have become cumbersome and distracting.

Bunge makes the distinction between factual and
formal science in which the referents-of the theories
of factual sciences are concrete objects of the real
world, whereas theories 1in formal science refer 'to
conceptual objects, and are not directly verifiable
with respect to events in the real world. Whenever we
use 'science' tout court we will be referring to
factual science.
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CHAPTER TWO

NOTIONS OF "LANGUAGE"

"Les definitions du langage sont
souvent considerees avec scepticisme:
i1 suffit d'en -rassembler un certain
nombre pour donner le sentiment d'un
grand desordre intellectuel. Mais un
linguiste finit toujours par donner sa
definition du langage, car chaque
definition reflete le niveau atteint

dans 1'organisation de notre
connairssance des choses, la description
et le classement des faits, la

delimitation du domaine, les criteres
utilises."” -
(Mounin, 1969: 163)

2.1 Introduction.

Any notion of "language” entails the system of
beliefs and Qiews upén which it is based. Thus we will
sur;ey the different views we have found grouped by the
-isms upon which they are based. A fortiﬁri, this
classification will be done by stereotyping some views,
but for our purposes it will suffice, and it will at
least pfovide more insiéht- into the position  being
described than a mere definition or category labél.
This chapter, then, will simply be exp&sitory\;“ a
listing of different views of "language", to prpvidé an

overview of the possibilities. We will consider these
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views more critically in the following chapter.
Linguistics, for. most, 1is ‘:concerned vith a
certain problem that can be schematized as did -de

Saussure (1914: 27)i

Figure 2.1

l.e. linguists observe ~ humans . interacting

.linquistically through wfiting or. speech (i.e. . their

output) and would like to account for this. ﬁow.shduld

"‘they proceed? The most primitive assumption is that

hpm?ns,have some sort of mechanism as in Figure 2.2
below (ability,’ ccmpetgnée, knowledée, capacity) to
speak- and’understand, and often to read and write, as
well, and that eiucidating this mechanism( it will be:

pos§ib1e to explain what is happening.
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o ‘ (e.g.sﬁgqﬁﬂ

‘ ' mechanism

Figure 2.2
It seems that all views of 1language ultimately
assume the existence of such a mechanism, whether or
not they make this assumption explicit (see Teeter,-
1964: 200 on "language” as mental reality _in

Post-Boasian -- neopositivist! -- linguistics). The

“divergences arise, however, in deciding which initial

assumptions to make about its nature and how best to go
about finding out about it. As we began to appreciate
in Chapter 1, the assumptions made about how to
investigate the object Sf inqﬁiry help (to greater or
lesser degrees) in@icatg "some of the . iniﬁiai
as;umptions about the nature of the mechanism. Thus,. we

will organize this chapter around three topics: .

Epistemological Positions, or how to obtaiq



certain knowledée, and the wviews of "language"
associated ;itﬁ them (sect. 2.1);

Omtologlcal Positions, or those on the kznds of
things. 1in the world, fof"oup purposes reduced to
pdsitidns‘on the ohtological stat&s of minq; and the
. Views of "laﬁguage“ derived from éhem'(s;ét..z.z){ and

"Ontoééngtic .Positions, i.e. those on .how.
Yanguage comes about in thé individual, and’associated
views -of "language" (sect: 2.3).

Aii of these views cont}ibute to a nofibn. of,
lénguage:, by giving preliminary ansvers to Qﬁestioﬁs
such as "what kind of thing is 'language'?"™ "how can we
ftnd out about it?" and "how does it arlse in the
‘1nd1v1dual?" we deflne three dlme051ons of a phllosophy
of "language on which to base its study

In depth study,of the 11terature on these 1ssues'
is made difficult: by thel scarcity of exp11c1t
discussions dealing- m1th them (they are _usually tacit
, aé§dmptioﬁs),'_ahé by~ the confu:1on_ of :fhe terms
"laﬁguége"vand "a ianguage/pérficulér‘laqgﬁgéés‘. Many
introductory texts hafe ségtions eﬁti;iea "A Défini;ion
‘of . Language” and .'goon. -with the&;n[defiﬁitioﬁs "A

,lanéuage.is..:" éxampleé of this usage are to be -found

:
-
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in: Lyons, 1981: Chapter 1; ﬁguninp 1969: 164-165, ahd
many others, who do not‘spgak"of "languége* at all, -
only "a langﬁagg". We have ;ome to undérstand such an
'apparent‘ non sequitur ‘as Bgsed on a construal , of
"ianguage" as the universal of which‘épecific languéges
are instances;“ithus "laﬁéuage" can best be understood
“in.tbése contexts as "any particular language,” or‘aé
;é}l Human ianguaées" ih contradiction with the
,staﬁdénd ingérpfefation of Boas (see Teeter, 1964 for a
justificaﬁionf qf‘this; assumption). ' This is already
based on, and .reflécts, a serieg of assumptions which
ve will go ihfo below. We také the time to poin£ it out
hé}e' so that eventual comparisons of definitions of
w"1ar}guégeff with others ostensively of "a language” can

be understood as valid.

2.2»Episfehdldgical Positions;

zlé] épistemology. Epistemology is the branch of
’phiioscphy that cénsiders problems of the nature of
knpwledge;“ what can-we know? how do we know? what, 1f
éﬂything, does the subject contribute to his knowledge?
'WHqt,is tr&th? etc.fCuriously enough, however, inquiry
in this fie)a;since the advent of scientific psychology

i
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has\taken 1i£tle,\ if any, notice of the psyéﬁological
research that bears on some of the questions above. At
any~£ate, three epistehological positions will interest
us here, and.they are best understood as answers to the
third gquestion above: what 'does the subject contribute
‘to his knowledge? Empiricism answers "nothing,"
rationalism responds "everything," and synthetic views
such as critical realism ‘reply "about half". Let ‘us
examine these positions iR some more detail. | I

2.22 Empiricist views of "language". ‘The
radical empiricist view is that experienceﬁis both
necessary and sufficient for certain knowledge; as a
result the knowing subject is a passive receptacle, a
tabula rasa [blank slate] on which experience inscribes
its wisdom. Most significantly put forth as a meLhod
for science by Francis’ Bacon in his Novum: Organum
(1620), this view was defended . for. psychological
problems by Locke 1in his An ~Essay Concerning' Human
Understanding (1690)3 As well, it was'a component of
the positivist and neopdsitiQist views of sqiénce;l
behaviorist psychology oané, through ° pﬁem, the
descriptive linguist}cs of)this century. We canh céll
the maxim of 'empiricism the -p{inciple of sufficient
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experience, i.e. that experience 1is both necessary and

sufficient for knowlédge.

Empiricist views of "language" are construed here

as "those that emphasize the 1immediate observable

<

reality of "language,” 1.e. the output of the
-mechanism that 1is tacitly implied. The assumption, in

- its most radical version, leads to the view that there

v

is no such mechanism, since we can't observe 1t. This
counterintuitive extreme, however, has . always .been
circumvented (see Teeter, !1964; Bloomfield, 1936) with

assumptions of "eventual" brain correlates, of the

)

possibility of characterizing the mechanism indirectly
\

and inductively by cataloging the universals of

observable linguistic form, or by other means. Thus,

‘

in spite of alarmist claims to the contrary, we have

i

not located a single proponent of such radical

empiricism,

.

The .empiricist notions of "lanquage” we did find,

though, can be divided into those that refer to

experiential data (sounds, noise, behavior and their

properties) and those-that refer to constructs (usually

low-level generalizations) that are inductively related

to such experiential data. (habits, symbols,  languages,

)
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‘“'commun}cation,,étc.j. "As is ta be expected, these are
the most frequent i1n the literature we were able to
examine: ° firstly because - of - the uncritical,
prescientific A (1.e. : commonsén51cal~des;ri§t1ve)
aﬁproach that characterized much of the history ‘of

linguistics, and secondly because -of the rise of
. )

empiricism (as part of 'meopoSitivism) in the first half

”

of this century and 1its reflection 1n a great many
textbook definitions,

Experiential data. In this category we find

-

examples such as:
sounds: "A language -is a ‘'structured system of
arbitrary vocal sounds and sequences, of sounds...

{Carroll, 1953: 10).
!

v -
‘ \

s

behavior: "Languagé 1s personal behavior (...)

{and] interpersonal behavior." (Herriot, 1970: 14-15),

social behqvior} "Language is a form ©of social
behavior..." (Labov, in Fisﬁman: 1976: 152). ' ‘
other: "Language is a. sét'of events, actiYities,
dispositions...” (Gellner, 1959: 21). .as well as.many
others (bolinggr, 1975: 14, 16, 18; Bloomfield, 1?33;
Campbell, 1970: 19; Dineen, 1967, 6~10; Dixon, 1965: 2;

Hockett, 1966; Kantor, 1977:42; Stackhouse, 1731:8;
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Warfel, 1976: 29).

GeneralizaﬁioAs. Inductive ‘extrapolations from
such experientiai»datq lead to notions of "lanquage” in
terms of: ’

| habits, e.gl A iangdage 1s a complex system of
habits.™ (Hockett, 1958: 137).. (see also Carnap, 1937
(1n Lewandowsﬁi, L973:‘62é); Chap, 1968: - 11; Skinner,
18%7: 2; West, 1877: 195),

symbols, e.g. "To be \languége i%ﬁ the generally
gccepted sense, the noises produced by the vocal orgéns
must ' be meaningful and carryl a defjnite, specific
meséage..." (Pei, 19661 4),' (see élsp Blhler, 1833 (in
Strdker, 1969):; Garvfn, 1977: 5&3; ?eh:son, 1977 4;
Hughes, 1962: 6; Brown, 1958: {x, etc. ). ‘< ;~

languages, e.g. fLanguage is a system of signals
conforming to the rules wh;ch céng;itgte its
graﬁmas...“»(Greenberg, ’1957: I -- it 1is subsequently
clear that he 15’ referring‘ to the gfammaf of a
‘Jparticular Iangﬁage)f S§e al§o Black, 1349: 43; Bunge,
1979: 181;° Chomsky, 19577 fﬁ; ‘Firth, ‘ 1930: Té;
wittge&gin, 1921, etc. : ‘ '

' observable communication, e:g. "Laﬁguage\ is the
most frequently used ané most highlj developed form of

Y
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‘human commuﬁicatioh"'(CrYStal, 1968: 30). See also -
Hall, - 1968: 158; James, 1890: 683; Menyuk, 1971: 93;
~Moscoviéiy 1§12: v, aS'weli as numerous others.

The h;sgbry “of l{nguistics bearé_wifness to the
fact that %1£h very few exceptions, tﬁis eﬁpiriﬁist
concern with the ‘sﬁrfaée regularities of spéech ' in
dl%fefent‘ communities has’ éhafacterized the entire
history of the disicpline (éf. Dixon, 1965,' Mounin;,
1970 and especiafly Robins (1967) whose:book could
easily be re-titled A Short History of fhe Study of
Grammar). This results in an equation "of "language”
. with grammar, with particular 'languagegr and an
emphasis on description, usually at the expense of
explanation and prediction.

2.23 Rationalist Views' -of  "language".  The
radical rationalist view is that reason is the:soqfce
of certain knowledge; as a result the knowing subject
. is seen dtp have 1ideas that are born ‘from yithfn_
("innate™), to which experience with the material world
makes little contribution. We can call the méxi@ of
ratiénalism thé principle of~ sufficient reason, 1i.e.
that reason rather [phan experie&ce is necessafy‘ and

sufficient-for knowledge. Descartes' (1637) Discourse

-
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on Metﬁod is the most important statement of this
position as a scientific method, and culminated with
the influential psyéhélogical theses of Ként's (1781)
Criéique of Pure Reason (see Klein, 1970 and Robinson,
1976 for his influence on psychology) and the
Port—-Royal Grammar and Logic (Arnauld & Lancelot, 1660;
’Agngﬁ}d & -Nicole, 1660). Just as' empiricism is the
ébontaneous epistemology of the man in the street,
"because of the supremacy it assigns to analysis,
theory, proofr and discussion, ratipnalism 1is the
sbontaneous epistemology of most mathematicians and a
greét many philosophers" (Bunge, 1983b), and emphasizes
that experience has to conform to theory. Where the
empiricist seeks to characterize actual objects and
propositions that are true, the rationalist seeks to
chisacterize possible objects, and propositions that
must be true, independently of experience.

‘ﬁationalist views of "language" are understood
here as those that emphasize the cognitive or necessary
a priori prerequisites of internal states of the
mechanigm, usually couched in terms of necessary
"ﬁnqwledge," "rules," etc. The assumption, in its most

radical version, leads to the view that experiential
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data are irrelevant, because more "direct” Kusua%ly
introspective) means are to be preferred. This,
however, needs to be attenuated to some degree, since
it makes any sort of 1ntersubjective wver:fication
impossible, Snd makes the only argument of reievance
that from authority. Thus, again, we are not able to
find 'instances of‘ such extreme ;afionallsm in  the
literature; experience 1s acknowledged by étzpulatlng
that (introspective, rationalist) characterizations be
output:compatible with the object of 1ngu:iry: the human
mechanism. This slightly less radicalized version of
rationalism helps circumvent the proBlems _mentioned
above, 1i.e. allows for claims that rat:onalist
characterizations are testable (an important criterion
of gcientificity) but without creatlﬁg any real
constraints on theorizing. Indeed, an 1i1nfinite number
of models could 1in principle _be formulated to be
output—comggtible to a greater or lesser degree with
L

human speech behavior.

The -~ rationalist views we encountered were

divisible 1nto the six categories outlined and

‘
o

exemplified below.

"Language" as software or ruleq:3 This underlies

]
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]
many of the more recent approaches to studying

"lanquage": from AI (e.g. Schank, 1973) and the rules

of competence (Chomsky, 965, etc.' tc <«tne rules of
.

thought (Fodcr, e7%  ang chose for "orgat:é:ng"

behavicr. Tn:is s Ciff:icllt st distinguisn  from

"language” as kmcwliedze, éu: may pe done, for

eXpos1tory purpeses by navirg this Yategcry :nc.ude

notions empnhasi:zi~< "k~cwiedge ncw” and the .atter

:nciude neticts accdt &~ abstract "wnew.edge that”.

This, nere we wou.Z f:inc examp.es such as: —

"{A lang.zge] <ccnsists of wnatever\ 1t 1s
one "has <2 kncw 1n order *tC communicate
witn 1ts speakers as adequately as they do
witn each cther..."” 'Goodencugh, :n Hymes,
86L: 37
{see " also Brown, *95¢ 1¥%; Itkcnen, 1978: 91;
Langacker, '967 :': Stross, *876: 3; Winograd, 1972,

etc.). .
"Language” as a mirror of the-mind. In this

category we will put the two extreme answers to the

«

"problem of how language and thought i1nteract: language

determines thought (e.g. Sapir, 1921; Whorf, 1956;
Montagu, 1978: 173; Bloomfield, 1936; Hjelmslev, 1970:

3): ' : .
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"The 'real' world :s to a large extent
unconsciously built up on the language
habits of the group. (...) The worlds :n

which é:fferent socierxes i.ve are
drst:nct worlds, not meréiy the same world
with different labels attached.” (Sap:.r,
1928: 69).
and thcought <Zeterm:.nes .a~guage ‘'e.g. Boas, "9t 23
Paul, 686 tir- Firzwn, °9% 501; Tylor ‘87 {1n
Fi:rth, "8gt':  50); Cakecpson, "87Z2: 30; Hegel, 1607
660;: Yartseva, et a.. '977: 8: wvon Humpcldt, ‘83c: 24:

Chomsky, 3867, 975; Dauza<:, !'9°2: 9; Beauzee, 1767 f{1in
Chomsky, °"867: :0):
"Language 1S, as 1t were, the externa:
manifestavion ¢f the minds of peoples.”
(von Humbcidt, '1836: 24
1n botnh cases, "language” :s a direct reflection of the
nature of, mind, and Chomsky, for example, appears tc
subscribe to a synthesis of the two. A subciass of the

"

latter 1s the popular family of views of "language" as
a means or tool of communicatioh, 1.e. 1t 1s
subordinate to thought, thus determined by 1t:
"...language may be said to be any means
of expressing emotional or mental concepts
by any living being or beings
wvhatsoever..." (Gray, 1939: 13)
(see "also Clark & Clark, 1977 39;. Dauzat, 1912: 9;
DeLaguna, 1927: 19; Katz, 1966: 98; Martjnet, 1962: 26;

Milton, 1644 (in the OED)). .
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"Language” as knowledge of ‘a language. Here we
are speaking of "knowledge that"™ and use th:s category
to refer to authors who deo not emphas:ize the pragmatic

knowledge of how to use "language”::

"Competence [1s] the speakey-nearer's
knowiedge o2f his language.” t Chomsky,
1965: 4)
. (see also. Fowler, *974: 1; Goodenocugh, ' 1964: 37;
&

Itkonen, 1878 G ). Here, *%0, we could .incliude those
authors wno def:ne "language™ in terms of habits, since
habits are assumed tc be a kind of knowledge, but this
.would pe misieading because :t 15 a mechanistic,
phys:iolcg:ical kind of knowledge that has nothing-te do
witn cognition, —hence rationalism. Finally, we i1nclude
those notions that couch "language” 11n terms of
cuiture, since for one famous 11ngu1st,
*© "Culture can be seen as the totality of
the learned and shared ways. human beings
at various times and 1n various places
have answered the universal problems of
human exi1stence in structured,
interrelated, coherent and systematic
ways." (Smith, 1976: 96)
The only other option for a "culturalist" like Sanders
(1974: 12-13), since he doesn't see cultural objects as

related. to psychoiogical objects, is to subscribe to a

kind of social or cultural determinism that 1s separate
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from any sort of psychological determinism.

"Language" as general knowledge or ability. Soie
authors couch "language™ 1n terms of the capacity for
learning specific languages:

"[Language :1s] a general capacity of human
beings -to possess a communication system
with certain spec:fic properties (1.e.
universals).” (Cairns & Cairns, 1976: 12)
and as such has something .i1n common with the S-R
assumption- (see Staats, 1971) of an innate abzlltyGfor
general learning, uﬁough these authors phrase 1t 1in
terms of a cognitive ability to avoid such an
association. (see also Kess, 1976: ix; Williams, 1972:
1).

"Langlage” as a formal object. Probably a direct:
consequence of the formalist view of science and/or the
"Galilean style”® cf 1nguiry, other authors see
"language” as a mathematical or logical object:

"Let S be a finite nonempty set, and o a
binary operation s S. Further, «call
L=[S*,0] the ' free semigroup on S* (i.e.
the set of concatenates of members of §).
.Then L is a lanquage 1ff: '

(i) S* is a set of learned animal
signals; . . ' «

(i1) there 1is at least one animals
capable of understanding some of the

messages carried by members of S*".
{Bunge, 1979: 181)

A

(see also Bach, 1964 (in Lewandowski, 1972: 629);
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"Bar-Hillel, 1964: 87;- Katz, 1982).

2.24 Synthetic Views of "Language". Though there

were many different attempts to synthesize rationalasm

" and empiricism . in different ways‘ (in fact, the major

proponents of these antithetical views (Descartes,

Hume, Locke, Kant, etc.) made, to differing degrees,
certain concessiong themselves ./(see interesting
discussion 1n Klein, 13970 and Robinson, 1976).  For

this reason, we are restricting  this category to those

views that propose a more equitable synthesis, 1.e.

that knowledge 1s a synthesis of (more or less) egual-

‘contributions of reason and experience. .

This might be the view pf many of those who
advocate the hypothetico-deductive ﬁethod for science,
though as the name implies, the hypothese; (rationalist

aspect) are somewhat more i1mportant:- the function of

experience is only to help choose from among them, A

more evenly weighted version 1is what Bunge (1983a,b)
calls critical realism, i.e. 'that the progression from
hypothesis to prediction tohobservation is actually a
cycle in which' all the \supproéedures are- equally
essential. This is shown in Figure 3.1 in the following

-

chapter. In sum, then, this is the view that a world
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exisgs indebendently of ouf knowledge and we must . make
use 6f both reasbﬂ and experience to .understand it.

Syn;hetic viewé of ";anguage" are by contrast
uith thé posltions already = considered, .much less
common. They are characterized, in our undérStandzng,
'by a certran coqpromlse between those who emphasize, the
. . b L

psychological (rafﬁpnal) nature of "language”,and those

who emphasize 1its social (experiential) nature..There

were, 1in our view, several formulations i1n wvhich this

position was, implicitly or explicitly, to be found.
Sounds énd 1deas. Oﬁe vell knowﬁ view of
"language” 1is éhat it is. the assoc:iation of sounds and
sound-patterns with i1deas. Formulated in these terms,
no determinism (in either dzreétion) shows through, and

the role of obpervable sounds and unobserable 1deas are

accorded equal status. A typical example of this view

is: w
"Language is a system which mediates, in a
higly complex . way, between the universe of
meaning and the wuniverse of sound."
(Chafe, 1970: 15)

(see also Esper, 1973: 171; Heécaen & Albert, 1979: 12;

Chomsky, 1968 : 23, etc.).

De Saussure. Though ‘he subscribes to a form of

¢

linguistic determinism (thought 1is unstructured before
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enterxng]intpi a semiot:c relation), nis posit:on that

.

thought and. sound 1nteract on a more or less egual

N !
footing, as do Knowledge and sogial exper:ience, lead us

- to classify him :h this group.

Halliday. By the same _ <oker, <though Halliday

_himself does not recogn:ze the :mportance of nawving a

sychological thecry, h:s formuiat:on of "language” :n
; g

'

terms ©of choices or options :(nvi.tes a psychcliogical

“interpretation. This, together with the :(mportance he

places™ on ‘ social var:ables 1n determining thege
choices, égéin\ 1nvites construail, as a theoryi'bf
knowledgé of . behavioral options determined ‘ by‘
experxentlél data. Integpreted in these terms, then, he
becoﬁes, even 1f unwittlngly,_‘a partisan, of this
synthetic epistemolog; (see Halliday, 1978).

ber;iné's (1973) view emphasizes "language" as a
psychological \process, . and as ‘éudp aménable' to
empirical psycﬁological ihvestigation.‘Aga{n in his
view, such psychologicél processes are seen ‘to be a
syntﬁesis of knowlédge and .experience, ciassifiing’bim
as another member of'thié‘group.

Bunge (1983c: Chapt. 1) defends the view that

"language" is a construct -- a set of properties. of

<
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complex brazn _systems i1n a soc:a. millieu. Thus, the

L

linguist’ needs to study tnhese bra:in systems to verify

whether the stat ements made about the ctheoretical

construct "lianguage” are true. These are partiailly
cguired and part:ally :(nnate prcperties, and the:ir

-~ 3
study should proceed Dy synthes:s of reason ang

\

experience, as well. All this gual:if.es Bunge's v:.:ew as

another of tn:is categoury.

' 4.

Saugstad. In & fascinating litte pook, Saugstad
(1980) shows how conceiving of "language” as behavior

or understanding (cognit:on) alone :s , 1nadeguate, and

:
B

provides a éynthésis~ of the two, making  "lahguage”

“social interaction’, biological. function, communicatibn;

i

uhderstanding and "behavior. His empha51s on and

’ v

synthesi1s of the 1nnate and psychologlcal as ,well as,

experiehiial and.‘soc1al aspects of "lanquage qual1fy

hlS view for this- category \ .

* '

Other v1gw§. Other formulations of the notion of
"language“ do not make clear' their authors' stance
vis-a-vi§ the epxstemologlcal quest1on consdlered here;

but are based on other pos1t1ons which we w1ll discuss '

N

in the following sec;ibns. \



2.3 Ontological Positions.

y 2.3 Ontology: Ontology 1:1s  the branch -of
philosophy that deals with the most general guestions

about the nature of. our world and  :ts contents.

L

Ontc.ogica. 1or metaphys:cal'’ guestions are those such

as: Wnat rinds cf things are there?'what are cbjects?
Properties” Is the world made up only of concrete
matter or :$ there aiso a separate realm of :deas?
Clearly, these gquestions are not specific to any
particular science but underlie them all. On the other -
hand, a science's most general ‘quest:i:ons (what 18
nature? mind? lanquage? society?) populate the hazy
bordef betweég very general science and verykspec%flc
; .

oﬁtology (see Bunge, 1977a; 1977b).

The guestion to be addressed in this section,
then, 1is what are some of the different positions on
the nature of language -- what - kind of thing is it? Is

it a social, cultural, mental or physical thing, or a

<

thing that is quite sui generis?

Since, as will be seen Below, the points of view'
which class "language" as a social or cultural
phenomenon do so based on'certa{n theorigs of mind,

since we ' can' only make sense of the claim that
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. ) "language” :s a -mental phenomenon-in the context of. a

- 7. .specific theory of mind, and since those- who construe

) . "language” as material ~also do. so’ based on <certa:n
- - views ‘'of tne mind, ‘for our purpcses the ontological

. . status of language" can.,be reduced tc tne thecry of

i

n

foon

-
-

miynd subscribed to. Thus, :n this section we W

)

review "the major solutions tnat have heen offered -o

Y

=

" the M:nd*Bédy P%ob&em [¢n 1],
. . ?here“are two fam}lzes éf_ané&efs ta the question

5f the‘rélaﬁlon' petéeen mind and bod;n1or more to éhe*

poxht, between mind ~ and brain: the‘,ﬁoniﬁgs and the

. .~ dualists, . ‘

- B
’ . k)

. <. 2.32 Psychophysical  Monism. " Psychophysical

monists subscribe to .the .view that the world is

)

) ) composed of one kind"of object. or substance, uhgther 1t

be. only ideas, only ‘matter or some other “kind of

o " substance from which mind and matter are derived. There
‘ are at least five monist solutions"to_the mind-body

' ,problem, as follows:

-

Mi Objective Idealism. Everyﬁhing is. -mental.

This is implicit in ' empiricist epistemologies (the

z

world is what we know; we can only know what our senses

tell us), and explicit }n paﬁpsyéhism ‘(everything ﬁas

- «



mental ‘activity, from electrons to nations, and
differences 1n'this activity.set them apart).

M2 Neutral Monism. The mental and material are

)uét two manifestations of some neutral, third
substance (also called the "double aspect” view). It 1s
difficult *ro understand what Russell (1821) 1S

proposihg with this view, and other versions of neutral

mon:sm .that have mind and matter - as. alternate

manifestazqons of energy (Ostwald, 19101, for example,
/ ’ g

are equayly difficult *to unravel,. None - of- these

vers:ons seems to have spawned either .much of a
following or notions of "language,” _thodgh " Ostwa ld

(1bad: 86-101, 182) characterizes the "essence of

L9

"lariguage” as "the coordination of concept to sign” (p.

182). Both are reducible  to phyéioioéy, which 1s 1in_

.~turn reducible to energy and 1ts transformations. -The

"information theory" views of ' "language” might be seen

A
'

to Lﬁit‘in this . category, but th{s is ‘'not so. The
aspects of Shannon's (1§u8) mathematical , thepry of
 communication that were adopted by 1linguists were
simply the kgi notioﬁ‘of "information," and the jargon
they ﬁsed.

i

M3 Eliminative materialism. There 1is no mind,

69



-,

-

only physical states and processes; hence no mind-body
problgm. Radical behaviorists could be classed here,and
this 1s one of ;he crude ‘versions of materialism (also
called gliminative reductionism) that Chomsky (1959,
etc.) has fought so wvaliantly (and correctly) against.

Notions of "language” i1n this view, are worded terms

of "behavior," "patterns of behavior,”™ "sounds,"”

n

"noise,"” etc. The similarity here with the empiricist
position considered above simply indicates the
compatibility of (epistemological) empiricism with an
eliminative materialist ontology; this~ is what in fact
charqcterlzéd much of the work 1n behaviorist models of
"language.”

M4 Reductive materialism. There is a‘ mind, but
1t 1s a set of physical states or processes,' i.e.

"everything is reauciblg to physics, so -eventually we
w1ll . be able to explain "language” solély 1n terms of
atomic -interactions. Aga;n, this 1s another of the
QlevS, that generativists copgider tepres;ntative of
materxailsm (see "Fodor, 1975: -Chapt. I); .though they
aré quite justified in arguing‘aga}nst ;his‘pa;ticular

~Qeréi$n‘ It seems that this view did notjhéve much
digect gfﬁect on Linguis£ics since the broblem— of

’
v i e

70



reducing "lénguage" to brain activity and from there to
T . chemical aﬁd physical activity was not seen as part of
the linguist's job. It may, however, have §ﬁpported the
implicit belief in some sort of mechanism that

linguist; were investigating (indirectly) with the
conceptgal and methodological tools they had._
This 1is only one form of reductionism --
physicaiiéﬁ -- but there are many others: panpsychism
(everything 1is fedubible to mentation -- "mentalism" is
an-unrelatéd view of explanation), biologism or animism
(everything is biological), chemism (everything 1is
chemical), éndoéocietism or culturalism (everything Es
éocial or - dcitural).~ In sum, reductionism is the
.":eductiqni of the mﬁltiplicity of ‘ﬁhenomena in the
ﬁorl? _to-only one type and its derivatives. It 1is .
common to speak, theﬂ, of '"upwardsﬁ and "downwards"
'reéuqfionisﬁ: reducing mind to biology or physics is
aow6ward; réducing it to a aerivative of society/igge//
e.g. Voloshinov, )930) is "u?iijéii/ggduetiEEfggi//
M5 Emergeﬁtist,MatefTélism. Mind 1is a set of
Ry

. o
activities that only brain macrosystems can do, i.e. it

‘is a set of emergent biocactivities. This is to say

that systems of&neunoné‘have (emergent) properties that




their component neurons don't have, and larger systems

-

have further new properties that the component systems

: d t, etc. In sum, mind 1s not a separate kind of
: (thing, but matter organized 1n such a way as to have
new, emergent properties. Tnis view has not at}racted
enough attention from linguists to yield corresponding
notions of “lan;Zage,“ though' some sketchy attempts
have been made to do so (Bunge, 1983a, 1983c).
émergentism is @ kind of "partial” reductionism,
i,e. the view that the mind cannot be entirely reduced
-to physiology, though many of its properties are so
reducible (these are the "resultant" properties). This
also holds for the other levels, as well: chemistry
cannot be reduced to physics, society to individuals,
etc. In Bunge's (1979) ;iew, this position 1is linked
with systemism, i.e. that everything is either a system
or part of one and that the system has properties that
none of its components have.
Of these monist ontological views, the last three
represent materialism, or the view that only matter
exists in ’the world, and that mental states and

processes can be explained in terms of it. Notice that

M3 and M4 open up the possibility of construing

12
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"lsnguage" not as a thing but as a staie or proceEs,
where M5 explicitly necessitates a view of
"language"-as-process. These are other options fo;
condeiving of "lanngge" that are often overlooked.

The first twc of these monist views permit
(either i1nstead or along side of matter) a separate
reaim of the mental, and as such can be classed,
together with the dualist views we will survey below,
as 1dealist ontologies.

2,33 Psychophysical Dualism. Psychophysical
dualists, as opposed to the monists, hold that the
world is made wup of two different kinds of objects or
substances: mind and matter. Again, there are at least
five main ways of resolving the mind-body problem fo;
the dualists:

D1 Autonomism, or the view that mind and body
are indepeﬁdent entities that only seem to be related.
Clearly this 1s not a popular view, in such a strong
verrsion, yet Bunge (1980a: 3) reads Wittgenstein (1948)
as supporting it.

D2 Parallelism. This 1is the view that mental
states have neural correlates, as opposed to the

materialist view that mental states are neural states.
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Some sort of parallelnrelation is 5uppo§ed to exist,
that 1s not 1identity or causation. Though "neural
correlates” is one of the most fredbent phrases 1in
neurolinguistics, 1t does not seem that the strong
paraltel wview (that mind and bréln are independent,
parallel and synchronous) is held. Unfortunate}y, most
talk of ""neural correlates” 1s not substantiated by
more specific statements as to the nature of this
mind-brain relation. It might be seen as a proﬁissory
note, but again for which view? "Correlate talk"
appears to be more of an evasive tactic than a taking
of opinions. In psychology, these forms of parallelish
are called "cognitivism”" and have been observed to
suffer\ from several important problems (see Bindra,
1981) .

D3 Epiphénomenalism. Brain states cause mental
states. Here the position is that changes in brain
states cause changes in mental states, though the
reverse is not true.

D4 Animism,. The mind directs the brain's
activity, i.e. changes in mental states cause changes
in brain states, but the reverse, again, does not hold.

It is difficult to state any more exactly the theses of

T4



D3 and D&, since they are usually assﬁmed as axioms'’and
neither developed nor justified. This view, however, is
implicit in formulations of "language® that spéak’of 1t
as "rules" or “"standards for beﬁav1or" (see 2.12
above), since theoretically these mental rules would
constrain brain states that would, in turn, control the
articulators.,

- D5 Interact¥onlsﬁ. The brain and Tind %re
separate but interacting entities. Again, thi§ 1s ‘the
entire thesis: there has beeﬁ no further developmen:tt
Though Descartes (1644) postulated that it was the
pineal gland that mediated this ming-braiﬁ interaction,
no one else has put forward any sort of “theory of the
mechanisms or kinds of interactions that can take' place
in such a system (cf. Popper & Eccles, 1977). As well,
subsequent testing has not borne out Desartes'
hypothesis,

We have not been able to say very much about the
dualist positions, but that is because their proponents
have not stated much more than the central theses. This
makes it difficult -to formulate any notion of
"language" in accord with them. There is, however, an

¢

enormous number of linguists who treat "language" as if
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it were entirely 1independent of the brain and ’the
people who produce it. Their stands on the exact nature
of this independence are ill-defined, and for this
reason they have not entered &nto the classification
\ above. In this ,group might fall those who couch their
notions of "language” in terms of "knowledge, "
"culture” (understood as 'shared knowledge), "rules,".
"norms," or "standards for behavior.;

An alternative account 1s that linguists with
such notions of "lanquage" are simply methodo}ogical
dualists, i.e. monists at heart but dualists by force
of circumstances (the meurosciences are far from saying
anything relevant,' all that Tbrain stuff" 1is for
neurologists, a science is implicitly defined by the
methods it uses (ﬁethodoloéﬁsm) so we need to stick to
our traditional methods, etc.). It begins to look
suspicious \however, when the neurosciences are
considered relevant, along with psychological and other
interdisciplinary research, only to tangential factors
belonging to the battered and akused category of
"performance” variables, ' though monists generally

relish interdisciplinary corroboration of their

hypotheses. As well, when Chomsky (1980: 218ss) speaks
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glowingly of the ‘Galiléan method * (see dlscuséion'\id
Botha, 1982), 1t 1s the same meéhod that the Cartesians
and other rationalists considered éo highly as dualists
(see Arnauld & Nicole,  1660: Part 1V: Kant, 1181,
1800). This "Galilean" method, at least so 1t seems in
Chomsky's reading, would have linguists construct
coﬁplex mathematical systems of‘hybothese; repreéenting
what must be true of ";angdaQe." Once  this is
‘fofmulated in "sufficient” detail, they would only then
turn to the empirical data with sufficiently
well-formulated hypotheses'tohﬁake-research worthwhile.
Thus, linguistics should be concentrating 1its efforts
over as many years as it takes to construct some
"simple," "elegant™ formal model for subsequent
testing. In the meanwhile however, "language" is
considered in a perfectly dualist manner (as
independent from any knowing subject, or from brains or
other matter) with all empirical evidence of dubious
relevance during that period. The one exceptional case
of relevant empirical- evidence would be that which
could bear on whether or not the formal model was
producing the same "structures" as could be found in

human output. But this‘ is a prime example of the
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position of parallelism described above, and as such is
strikingly dissimilar from both Galileo's own emphasis
on experimental écience (see Botha, 1982: 16), and the
approach most usually taken by monists, i.e. plecemeal
testing of theories-in-development. The surest option
for dispelling any suspicions of dualism would be for
these "methodological™ dualists to espouse some monist
theory of the mind and howvw their hypotheses and
constructs are to be related systematically to such an
account. Since, of céurse, this 1is not forthcoming, we
conclude that the so-called methodological dualists
are, for all ingents and purposes, ontological dualists
as well.

The majority of the views that we have considered
(M1, M2, DI, D2, D3, D4, D5) allow in their ontologies
a separate realm of mental objects, states and
processes, and these we will call the idealist
ontologies. This majority view may be accounted for to
a certain extent by the fact that idealism 1is an
integral part 6f the Western Weltanschauung: it is a
central tenet of Judeo-Christian teachingZ that the
"soul" is redeemed in a later existence where it exists

by itself, that it "resides” in the body and leaves it
iy
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uponh death; it.was also an important part of the’
majority of philosophies that come to us “from _our
tradition, and as such is' ingrained in our manner qf
speaking, and our notion of common sense. For example,'l
there are parallel sets of terms rgferriné to body
states and to mental States; and "language",is a noun -

an objective idea independent of any speaker (otherwise

"it could be an adjective or a verb). We are surrounded

by such "common éenée" as -beliefs that libraries are
full of kpowleage, that knowlegge ié‘madel up of facts
that teachers cén fi%l our heads with, that animals
don't think (it's not that they don't have brains, they
don't have souls), and, more recently, that computers
do think, since that's what ﬁt looks 1like they're
doing. Of course, not very much weight can be attached
to these observations, but they do raise the question
of whether dualism is just an ingrained and
unguestioned traditional belief' that originates in

religious doctrine, or a hypothesis that can withstand

the test of objective investigation.

2.4 Ontogenetic Positions,

2.41 Ontogeny. Ontogeny is the development of the
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individual, and there are three main views: nativism,
acquisitionism, and ‘interactionism. To point up the

parallel between ontogenetic and epistemological views,

we can. formulate the problem of ontogeny as "what is.

[

.the -environmenf‘s contribution to (phjsical;

psychological, linguistic) development?" As was the

case with the epistemolbgical views, some' will answer

"nothing” (nativists); others "everything"”
g ) y ,

(acquisitionsists), and yet others "about . half"

‘.

(interactionists).

rationalist views of epistemology, nativism needs to be
tempered with some environmental influence. After all,

we speak the language of our environment, with the

specific regional and social dialect of our millieu,

etc. Thus the notion thaf "Ianguage” is mostly innate
and need only be “triggered" bf a limited\ amounf of
axperieﬁée to mature. |

This view once again favors. formulations of

"language" couched in terms of "innate principles", "a

priori knowledge", "rules", etc., since we no longer

LY

~
( ~

-

. tos N
2.42 Nativism. As was the case with very radical

believe, with Lamarck (1815; see McKinney, (Ed.) 1971:

19), that behaviors can be transmitted genetically.

80



ﬁﬁeie @org classical nativist .views relied on a priori
knowledge of innate idess thch * yvere logical
"imperatives, more modern versions "of this position
resort to genetic transmission and ‘have - tried to
- formulate what ‘wouLd:gésentjally be the "content” of
the genetic constitution that would be transmitted. In
conjunction with . the rationalist epistemoloéy also
assumed by many que;n nativfsté, the view of the child
as "little lingu}st“’becqmes viable: the child is born
wfth an innate language learning device and must simplx
hypothesizévand-tést, within certain pre-established
limi;s,' to arri?e ét the ‘grammar of a particular
- language (see Valian, Winzemer & Erreich, 1981).

‘ 2.43. Acquis{tionism. This time in parallel with
empiricism, Qith which it is closely - associated,
rsdical acquisitioniém also needs to be tempered with
some of the individualfs contribution. It ha; to be
récognized that different people learn more quickly or
more slowly; but. children's "language” develops quite
reqularly from cﬁild to child. Hence, the _S-R

-assumption of an innate ability for general learning

(see Staats, (971). Thus, tge child is born with the

Y\\& A4
ability to learn, but needs aggreat deal of experience



with his/her linguistic environment for "language" to

develop. This view 1is not only inherernt 1in the

&4
"

behaviorist's notions of "language" as a set of
" habits", "behavior", "patterns of behavior", but also
in other definitions that speak of "language” as being
"culturally transmitted”, i.e. acquired through
experience. "

2.44. Interactionism. This is the position that
"language" development is predicated by a gradual and
lengthy interplay of both innate,
"language"—capécity-specific characteristics and
experience with the physic;l, social and linguistic
environments. This 1s the Piagét{an view and dominates
‘the child development literature in psyc%@logy and
neurology. Parallel views seem to characterize biology
and pﬁysiology. Unfortunately it 1is not often made

explicit in the concepts of "language" found in the

literature that this might be a viable position.

2.5 Conclusion,

In this chapter we have surveyed a wide variety
of conceptions of "language" in relation to the general
epistemologieﬁi; ontological and ontogenetic theories

/
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on which they are based.

"Such general theories form rough
frameworks within which a number of
specific theories may be developed (Bunge,
1980a). The broad frameworks or rough
postulates are not specific~enough to make

any precise , predictions [hence test
against empirical evidence - MD]. The
strategic question here is.whether it is
worthwhile developing =~ a specific

computable theory within a framework that
is very possibly wrong even in  rough
approximation. Might it not be better to
choose between rough frameworks before

developing -~ a rigorously -computable
theory?" (Bindra, 1981: 386, emphasis
added) .

In the first chapter, we chose a rough framework
for the notion of science. In this chapter we'laid'out
the options . for making such a choice a;ong . rough
frameworks in" which to view the linguist's object of
inquiry. In the next chapter we will attempt to
characterize some of’the problems 1nherent in opting

for the different views while coming to a choice of

rough framework.

Notes: Chapter Two

1, This discussion is adapted from that in Bunge,

1980a: Chapter 1.
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3 o CHAPTER THREE

. " CHOOSING A PHILOSOPHY OF "LANGUAGE"

"Quel est ]l'objet a la fois integral et

. concret de la linguistique?”

. (de Saussure, 1914: 23)
13.1 Introduction.
~ In this chépter we consider critically the
various pés;tions on "language" surveyed in Chapter 2.
Given thé view of science that we adopted in Chapter 1,
many 'of.:these positions would be rejected by
appllcat1on pf the internal consistency criteridn.
Howeyer, we wlll arque that they can be shown deficient
;n other, 1ndependent grounds, and only then check
those that survive this scrutiny for consistency with

the view of science adopted.

3.2 Choosing an Epistemological Position.
Empiricish. The principle of gufficient
experience, the maxim of expiricism, proves to be
1nadequate for several reasons: \ ,
Experience can be misleading. Our senses do not
provide us with completely reliable data about the
world: hallucinations, visual 1illusions, magic, and

the cultural relativity of many observations should by
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théfr very existence suffice to show that this is so.
Expe}ience is insufficient. Without the formation
of hypotheses:, predictions and theories we would not be
able to perceive 1illusions, hallucinations, etc: as
léuch. Moreover, we would . not be ablé to relate
experiences, other than to class them as similar or not;
i.e. description would be possible but explanation and
understanding would, not. The cognitive simulation
literature in Al suggests that there are very complex
'érocesses mediating between';ense data and fecognition
(see e.q. Winstqn,. 1975), aﬁd the physiological and
psychological literature bears this out (cf. Hubel &
-w‘ies‘e_l, 1963; Kaas, 1978). |
Reliance on experience ‘alone has not
characterized the successes of science. From Aristotle
and Galilei £o Darwin and Einstein, a major component
of su;éeséful science has been the fruitful marriage of
experience wizh hypothesis and test:. (see e.g. Wisan,
1978, cited in Botha, 1982: 45, n, 26).
‘ Experience 1is insufficient for explanation. It
seems quite unreasonable to assume that observation can
lead to understanding without reasoning. Experiences

have to be compared, understood and often manipulated

|
!
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for an explanation to be given, vhether it involves the

postulation of spritiual, magical or natural causes.

As well, there is a great deal- of e;pirical
eviderice that casts serious doubt on' the indebendence
or sufficiency of seﬁge data: s?cial psychologists have
shown thag group pressure can modify perceptions (e.g.
Asch, 1952: Part V) and the notions of "psychological
set” and "attention” reflect that perception is under
some cognitive control, as is most clearly shown in
Yarbus' (1964) OKN (ocular kinetic nystagmograph)
studies of direction of gaze as a function “of cognitive
task. All of this argues for a strong interaction

between cognition and sensation Hn the generation of

perceptions, hence for the fnadequafy of an empiricist

v
A}

view of knowledge.

Rationalism. Rationalism is also an insufficient
vie"%f knowledge, for analogous reasohs: |

Reason is: sometimes misleading. That the earth
was.fla; and the center of the solar system vé}e at one
time strongly held views, and the iist of other
mistakén hypotheses could be extended indefini;ely.
Suffice it to say that what is belijeved at cﬁé time

may, upon comparison with controlled experiment, prove

T



g

[958
Do 2o
Ve

*

to be false, . The objection mig}it be raised that there
_ i ’ R Y
exist so-called “innate” ideas that are not derived

B

from the senses at all but are "eternal truths" of

‘“reason. The classical example is mathematics, in which

\

it is always true that any number has one which is

"larger than it, and this is so without any referehce. to

experience. However, the reasoning is circular: iny
such "innate"™ ideas are simply deductions £ rém ﬁac.it
‘(previously'postulated) axioms: those of mathematics.
As s‘uc‘h, shoving that they are "true; is simpiy shéving
that they are logically consistent with the axioms from
which they are derived. The circle of construct
demonstrating construct is "eternal™ 1in a logically
consistent system, but is never broken by appeal to
verification by any o(:her than the same source that
gene;ated it in the first place. It .is the same as
sayiiqg that a dictatoJrial government never breaks the
law: it is an "eternal truth", an "innate idea" since
the government can generate laws. from vhich it |is

always exempt. ™

Reason is insufficient. Because we can c<;me to
bq,’lieve falsehoods, .and fall into fallacious circular

arguments, appeal to some other source of information

-~ | .
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beconmes ne'cessax"y‘if' knowledge is to be certain. Thus

>

ve find the appeal to experience in science.

Reason alone is npt characteristic of the

_successes of science. 'The history of science is strewn
with abandoned hypotheses and theories that were not
borne out by experience. On the other hand, scientific
revolutions, the most spectacular successes, were based
on reasoning that unveiled new regularities in
-experience rather than new conceptual systems tha¥ had

s

no bearing on experience.

[

Without recourse to exper ien~ : radical
rationalists can . only produce hypotheses, not
statements of fact. They are concerned with what "must
be™ in the logical, a priori sense, rather than with
vhat actually 1is. Since they are nc;t concerned with
actual states of affairs in the wor\ld, they clearly
cannot produce statements of fact, only hypotheses,
This is why a tenet of "epistemological tolerance" is
often associated with rationalist views (see Botha,
1982, sect, 2.4). The argument here is not that
rationalism is false, but that it is insufficient in
the absence of verification against experience.

The same empirical evidence that exists showing

B
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. that . empiricism is insufficient as a notion of
knowledge, also demonstrates that human knowledge 1is
insufficiently characterized as purely cognitive
activities, i.e. that sensation and perception are
involved as well, 1In sum, they show that experience is
also an essential factor. '

Synthetic Qiews. These arguments lead us to
conclude that only some sort of synthetic viev_yill be
tenable: experience can givé us the raw data that we
can evaluate and go beyond with the help of reason,

~that in turn has to be verified by experience.

14
The less radical rationalists, partisans of

critical rationalism and the hypothetico-deductive'

hpproach to science (e.g. Medawar, 1969; Chomsgky (see

Cook, 1981), Popper, 1959), would contend to have

. . . 4 . .
. circumvented the main defect of radical rationalism,

i.e. that it does not take experience into account, by
making experience subservient to hypothesis. New
knowledge is acquired by making hypotheses, . deducing
their consequences, and testing them against
experience. This view, however, is descriptively
inadequate because it does not recoggize the role of
observations, or assumﬁtions\for that matter, in the

4
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‘formation of hypotheées (see @oles, 1956; Bunge, 1967).

»

As vell, adherents to this view often espcﬁse some form
of "epistemological tolerance,” thus provoking ;
collapée {in practice) of "critical" :rationalism with
rééioﬁaljsm prdpei, .

The position called critical realism, however,
provides a synthesis of rationalism and empiricism that
is also consistent with scientific practice. It weights
Teason aqd' experience eguitably and elucidates thei}

relations as in Figufe 3.1 below (ffomﬂBunge, 1967: 9).

'

AN
 Body of 7
available ,
knowledgo B
LProblcml——-—o[ Hypothcses I .
: \
Testabic : N
conscquences | , New body of
Evalhation of knowledge

| Test techmique |+ | Evidence | N :

: &

. Figure 3.1

]

3.3 Choosing a Theory of Mind.
Idealism. The idealist views (Mi, M2, D1, D2, D3,

D4, D5) are substantially weakened at the outset by the

“ 20
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fact that there simply is no éviﬁence for a separate

o e . ' realm ofy ideas, alongside that of matter. )

o The fact that idealisﬁ has such strong roots in
tradition, in our view, makes it that much more
suspect, since so many of our traditional beliéfs have
turned out to be erroneous after systematic inspection.

‘ Finally, none of those who have proposed: idealist

vieys have accompanied them with theories of how to

find the realm of ideas and test the properties‘of its

vagueness that makes them impossible ‘to test. These
. three observations already predispose us to consider
these views more critically., . ;

‘Dualism. Besides suffetipg from tﬁe same problems
ment ioned in connection with idealism, dualists labor
under éhe.problem of eiqpidating the relations between

v mind and brain, This, ‘hbwever, becomes extreﬁely
‘difficult, if not impossible, in the absence of any
verified/verifiable theories of mind. Most of the

. dualist views consist of single axioms or doctrines
that are assumed to be true and not usually developed

any further. These doctrines inspire different lines of
research that, unfortunately, are founded ‘on the

/ o
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.‘vagueness of the initial postu}ates. If the axioms have

no more than intuitive support, however, then the whole
enterprise is 'to be regardeé with sﬁeptiéism.

In sum, that some dualist views may seem
intuitively‘jusﬁifiable is not a position that we would
disagree with. Nor would we say, at this point, that
the dualist position is patently false, though we see
some indications ,in the neuropsychological literature
tbat this may be so. It fails, however, to be

sufficiently testable for the more skeptically-minded

- socientist, and in this sense is unacceptable, unless

there' is no ‘superior alternative available.

Monism. Most views of monism hold dim prospects’
for providing an alternative to the impfessively
.formalized and presently well-accepted 8ualist views.

" Mt and M2 share the same problems of tpe idealist
and dualist views, i.éﬁ lack of evidence, vagueness,
lack of testability, but offer no well-defined
solufions’ to given problems so as to .offset these
difficult}es. Energy is a property of mind or matter so
it is misleading to try to maké the latter types of the
former (M2). It is equally unsatisfying to say that a

car accident is a subjective experience; that the tree
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tﬁe car hit was'merely a mental state rather than an
objectively existing material object simply doesn't
agree with our intuitive view of experience (M1),

M3, by saying that there' is nothing &en§al,
rather than answering the question, avoids it. As well,
thre’ is no reason to assume thgt thé}e’is nothing
mental, Quite the contrary, intuitive experience
sugests very strongly (to the point of making idealism
commonsensical) that mental experience does exist.
This, again, is no viable alternative -- Chomsky (1559)
provided devastating afguments that this 1is so for
Skinner's (1957) version of M3,

M4 has a radicgl reductionis{ version, i.e. that
everything 1is reducible to the properties of the
objects of physics; and a more popular, weaker version
i.e. that mental states are reducible to neuron states.

The radical wversion is patently false: chemical
systems have properties that their component physical
systems do not have (e.g. their composition changes in
time), biological systems have properties that chemical
and physical systems do not have (e.3g. biosystems
maintain homeostasis, reproduce, compete and cooperate

o

vith others of the same species, some subsystems may
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controi others, etc. -- cf. Bunge, 1979: 80), etc.
Thus, when ve reduce, e.g. a biosystem to its component
chemical systems, the reduction 1is not complete, there
are other, emergent, properties“ that have to be
accounted for. ‘ : o

The weaker version, that mental states are
reducible to neuyron sStates, carries the weight of the
many neurologists and neuroscientists who subscribe to
this view, and the journalists who éissemin&fg it. This
is the view against which many of the dualists have
concentrated much Iof their criticism (cf. e.g. Fodor,
1975: Chapt. 1), because it seems a viable alternative
to duaiism: most importantly because of the fact that
dualists have to admit they dqn't know how mental
functions are related to the brain, where adherents to
thi;» version of M4 _ can  justifiably say that great
headway has been made in that direction.

Here again, it seems to us that the dualists are
correct in saying that the weak reductionist view is
not accepf%ble. One of the arguments is again that
there are properties that neurons do not have: vision
for example. Neurons simply do not see, nor do they

hear, smell, control motor activity or carry out any

94




4

Ll

other "higher" mental functions. There is apparently a
quantumoleap separating neuronal’iFtivity from mental
function, and monists haQe not pro@ide@, nor are they
likely to provide, any evidence tp show that vision,
for example, can be explained entirely in terms of
neurons. On the other hand, artificial systems can be
programméd to perform similar tasks, so Fodor (1981)
goes on to conclude that brain research’ 1is only
tangentially relevant for studying the mind, at this
time. The best alternative, for him, is to try to study
mental capacities 1in isolation from any possible
substrate, as a form of organization described at a
"level of abstraction that makes no reference to the
nature of the particular substrate.

This is how the situation 1is usually, and very
eloguently, painted in linguistics: choose Setyeen a)
the reductionism of the neurologist, which promiges to
say something about language 1in the very distant
future, would have lingquists study brains instead of
languages, and is both counterintuitive and has not
been shown to be true, or b) the dualism of the
(cognitivist) dualists, which promises to say something
aboht the brain (indirectly), would have 1linguists

o
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study languages and their "mental representations”, and
has not been shown to be false., Of coufse, given this
choice, ‘it is easy to see why linguists opted for
dualism andA moni'st linguistics was séundly defeated.
The materialist monist positions 'that were argued

against with special attention were Skinner's M3, in

which there was no mind to speak of, and the weaker

version of M4 which reduced everything to neurons. At

least the dualists 1left open the possibility of a’

non-reductionist answer to the Mind-Body problem.

' Were this the whole situation, we would be left
Y

-

with three options:
a) however dissatisfied, stick with dualism for
its present popularity, contributions and promise for

the future;

" b) somehow reconcile monism and dualism; or
c) work out a better monist view.
However, there already is an alternative approach

that has appeared recently: emergentist monism (M5)., It

"is an attempt to correct the problems with M4, and thus

provides viable competition for - the dualist view.

M5 ci%fumvents the dualist's probiems of idealism
>

and relatin

96

mind and-brain by making ideas properties.
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of brains (for which there is suggestive evidence; e.g. .’ o

\
Bechtereva, et al., 1979) and by providing a clear,

testable (though not verified), statement of the

relation between mind and brain (Bunge, 1980a). The

monist’s prdh%gms are avoided by rejecting reductionism
in favor of reﬁergentism, or the doctrine that when
things of one kind form a system, the system has new

(emergent) properties that its components do not, as

<

well as the (resultant) properties of the components.

~

Thus, in these terms mental states and functions are
states and functions of neuronal macrosystems (sy$tems
forming systems forming systems,.etc.) and for this
reason can neither be reduced to states of individual
neurons nor be atfributed to some separate entity (see
Bunge, 1978). Moreover, all of the evid;nce favorable

. q . .
to M4t is also favorable to this view as well because

4

‘

neuroscience has not progressed to the point where it ¢

can provide clear evidence against emergentism. At
least 1in principle, eme;gentist monism is a better
rough frameuork\in which to, approach "language."

We are left, then, with the ontological view Qﬁ

emergentist materialism, for which there are but

sketches of what "language" might be like (see Bunge,

/ \ . 97 .
' 4 . “ I

e

o

e e



N

{ “ - ‘\
1980a, 1983a, 1983c). The general ‘wiew, however, is
that it does not ' have an objective~rexistence:
"language” is a construct that refers to (does not
have) a set of properties of complex  brain
systems—-in-society. Of course, though this vieQ has
been cdhciuded to be viable 1in theory, it is still
necessary to work it out in sufficient detail so that
it‘may be adequaéely explored and tested 1in practice,
It does, howevér, have the minimal criteria of clarity
and testgbility to meeg this challenge, as well as a
principled account of how mind and brain interact.
Faced with a choice between this(view and the vague,

untestable foundation of dualist 1viewsh the choice

seems clear,

3.4-°Choosing an Ontogenetic Position.
Nativism. Much as with the criticisms above, we

-

argue not that nativism 1is false in attributing a’
c;ntral role to innate factors of language development,
only that it is not sufficient, (/A

The first coufiterargumeat here 1is | that 1less
radical nativists, e.g. Chomsky (1968), &ould also

ascribe a certain role to contact with the environment,
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i.e. triggefi;g; At-this point,: reference is made to
the literature on imprinting in animals (see e.q.
Whitaker, 1973, for a relevant réview). However,
imprinting 1is associated .with animals that are much

less altricial than humans, thus one can suppose that

hd i

_this is not a viable animal model for human learning.

Moreover, it is not known'’ whether the "triggering”

period (for humans) needs to be on the - order of days,

months, or years; in the latter case the_gégugent for

triggering is wvitiated, though it can be. argued that

different parts of the "language‘-acquisition device"
&

are triggered seguentially as the brain matures. This,

though, seems empirically undistinguishable from the

role.

The basic argument against environment playing a’

v

minimal ®role in language development is the
neurodevelopmental one: human infants develop very

slowly (compared to other mammals), and presumably this

extended period . of great neural plasticity is exactly:

so, that evironment can have a greater role than in less

~

altricial animals (see\Whitaker, 1973; Dingwall 1975).

Clearly - the anélogy  with walking and other such
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functions is weakened by the fact that "different

5]

functions are "previred” to different extfnts and

)

consequently admit of more gr less adaptability to the
envirgnment (cf. the distinction between 'open' -<and
'closéd'\genetic systems .in, Dingwall, 1975: 18); Thus,
the “triggering®™ argument seems to run counter )to the
generalization that the "higher" the mammal, the more

altricial it 1is, and the "higher™ the function, the

longer the nervous subsystem performing it is plastic,

’

hence environment sensitive,
A secondary view that usually accompanies
nativism in linguistic discussions is the discontinuity

hypothesis, which states that there is no continuity of

communication systems as one progresses up the

»

phylogenetic scale. Hence, studies of vocalization

systems in monkeys and chimpahzees are not relevant for

human language. Yet even the- morphology of the brain is.

. very continuous; tﬁ%{? are great differences to be

sure, but the similarities are even greater. As well,

Saugstad (1980) and Premack (1976) show that in man and '’

other primates the perceptual and cognitive c%pacities
that presumably underlie "language" develop quite
continuously. 1Is there, then, some other evidence for

} o

\

St e

:
R
i
<
H

A
I




the dfsqontinuity hypothesis or just a prieri argument
that humans gshould deviate so gteatiy fromh the
regularities of evdlution? 0f course,. there is the
obvious difference fhat humans have "language" where
other primates do not - this, however, is no argument
for discontinuity since Birds have‘~vings and dbgs have
tailf and humans do nog, yet théy are related by a
phylogenetic éontinuum. It seems -that there is no
evidence beyond Chomsky's a .priori arguments that the
discontinﬁiby hypothesis must be so. '

Finally, if -the language faculty is to such a
great extent innate and particular to humans, then why
is it that no children have been found with congenital
disorders that affect only the "language Jorgan“? It
would; needless to say, bolster Cﬁomsky's argumeét
greatly if ‘there were.

Acquisitionism. To take the opposite view' |is,

. mutatis mutandis subject to the same arguments, with

the added caveat (see Chomsky,” 1959) that it is
extremely difficult fos¥ acquisitionists to account for
the fairly regular course of "language" development or
the fact that at most times during this development the

J
child (or adult) is appar%nfly prepared to produce and
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understand many more linguistic forms than s/he has had

experience with, Again, acquisitionism is not false,

it is mereiy insufficient.

Interactionism. We are left with this view, since

it synthesizes nativism and acquisitionism by
attributing "language" development to fairly eguivalent

contributions of Dboth innate and environmental

variables. In favor of this view is. the -

neurodevelopmental literature on the dgvelopment of
perception and problem solving (see Cohen & Salapifek,
1975), and much other research.

. Finally, we must chgck (Fs we will below) the
céﬁsisteﬁcy of the positions we have come to prefer
(emergentist materialism, critical realism and
interaptionism) with the view of science that we
adopted in Chapter 1.

b

3.5 Choosing a Notion of Language.

In- order to be able to choose a notion or theory:

of 'ianguage" » we need first make explicif the

assumptions on which we will base such a choice. The

kind of theory of "language"™ chosen also depends on

¢t

vhat it is to be used for. Since here we are interested
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'iﬁ the metatheoretical issues of." how assumptions,
object of inquiry and conception of field of, study
interact, we will want a theory of "language" fo be
abie to illuminate how the different subfields of

/ linguistics, as well as the different "lanqguage" skills

(reading, writing, speaking, signing, wunderstanding)
interrelate. It should be made clear that such a theory
of "language" does not exist and it is not our goé& to
provide mére than a characterization of some-of the
constraints such a theory should satisfy.

.These constraints are of two major types, both of
which are components of judging the compatability of
the object of 1inguiry with the notion of scieéce:

- those of consistency with the general worldview adopted

in Chapter !, and those of external consistency, or
consistency with results from other fields. Since the
latter would be topic enough for several other volumes,
we will restrict ourselves to a small aspect of it.
Central to tﬁe notion of science adopted here is
"the idea that explahations need be mechanismic. We will
" therefore examine some of the constraints on the nature
of language mechanisms that the background knowledge

offers.” This will comprise Chapter 4. Here we will
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conclude b} considering the cqnsistenc} of the views
preferred with the genéfél worldview, Of‘coursé, these
are but two aspects of judging compatability of ';he
object of inquiry with the notion of science -- we are
simplifying b§ assuming that the object is consistent
with the notion of science in all other relevant
aspects. '

‘To summarize, couching "language" in terms of
physical char;cteristics of the speech signal, or
behavior, or knowledge, or rulss has been ruled out, as
have those definitions expressed in terms of a means of

* communication, a mirror of the mind, or any particular

_language.

In keeping with the epistemological position

brgferred above) "language" must be somethind that
necessarily involves the active involvement of both
reason and experienée to wunderstand it. Thaé, however,
while it is not much of a constraint, it 1is more than
those offered by alterantive views. In keeping with our
notion of ontogeny; it must develop gradually but

regularly, thus éhowing the influence of innate and

environmental factors. Finally it must be construed as

a (system of) brain processes, in keeping with our-
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emergentist materialist position on the mind-body
problem. ‘ ‘
Are these positions, however, in keeping with the

initial assumptions 'made about science, in particular

the general- worldview that is one of its components?'fi

The most important components of the general worldview,
for our discussion, are:

a naturalistic ontology that is materialist,
systemist and emergentist, énd

a realistic ~but critical epistemology that
weights quitab;y the roles of reason and experience in
the acquisition of knowledge.

The ohtological position we came by diffefént
Teans to prefer in this chapter has the same attributes
of materialism, systemism and emergentism, so is very
compatible. Had we, however, chosen the dualist
alternative, there would be ill-defined "mental"”
objects to be included in the ontology, which would
make it incompatible with the general worldview, hence
with the notion of science.

The epistemological position arrived at in this
- chapter is also consistent with the worldview: it is

realist in that it assumes a world to be experienced
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.. and understood, and is critical in that it assumes that

experience is nofmsufficient for reliable knowledge.
Moreover, éxperience and reason,were seen /to’be of
equitable importance, just as in the view éf science.
On the other\kand, if a rationalist alternative ,bhad

been chosen, the concommittant emphasis on reason at

‘the expense of experience would have created a conflict

3

‘with ghis view of science. .

This was the straight%orwaxd part of checking
consistency, in this case guite - pro forma. The next
chapter will provide an idea of the complexity of
checking external consistency. First, however, ve
should make this resulting notion \6f "language" a

little more explicit.

3.6 Language.

How are we to interpret this construal of

~language as a brain process? First, it implies that

language has no existence independent of brains. More
specifically, it is a construct -- a concegtual object
- that refers to a set of properties of complex\brain
systems. So, language does not refer to a thing, but to
properties of specific things: brain systems. To

106 .

Nt o D

o T B kD Nt nAS e

»
g i B o S iRt Mt 4 N o Gaal o
+

.



. suppose otherwise would lead to idealism, which we

provided grounds for rejecting above, and which would
be inconsistent with the notion of science adopted.
Saying, then, that language 1is the object ' of
inquiry is simply shorthand for saying that linguistic
theories all rgfer, more or less directly, to a set of
brain properties. Thii: is just what’Chomsky (1980)
would say. However, since his theory of mind does not
make the relation ’'between mind and brain explicit,
there is no concrete state of affairs in the world by
which his hypotheses might be tested. Such testability
is clearly based on making the term "language"” refer to
concrete states of affairs -- thus the options) of
speech and the brain. If however, the only concrete
referent is speech, this entails the philosophical
views of empiricism and descriptivism that we have
found unacceptable on other grounds above: basically it
restricts us to the description of appearances. 'The
alternative referent of brain processes provides
testability as well as emphasizing the importance of
seeking the mechanisms that underlie the appearances ve
experience, However, tﬁe pitfalls of reductienism must

be avoided by appeal to emergentism,
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In Ssum, then, language refers to certain
properties of a complex system of emergent brain
processes. This system is partially determined
genetically and partially by interaction of the system
with‘thev environment in the course of maturation. As
vell, the activation of the system is
context-dependent, i.e. both systemic and environmental
variables determine  the specific  patterns  of
activation. This view is not very controversial, indeed
it is similar to that which Chomsky advocates disguised
as competence and performance. Howevér, ma jor
differences arise between’the two in their respective

metatheoretical contexts: .where chomskian dualism and

-~ rationalism make the claim indeterminate and untestable

(see Botha, 1980), emergentist mentalism relates it
more intimately with the rest of science, hence
offering specific, testable alternatives. Admittedly,
this is an extremely crude account of what is probably

going on. However, in the absence of equally testable,

!

‘more principled, more detailed and more sophisticated

alternatives, this is what we have to work with.
What remains from this chapter is the view that

existing definitions of "language" are inadeqguate for
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one or many reasons. However, it 1is not possible at

-+

this time to offer a sétisfying definition of
"language" that 1is compatible with the aésumptions we
have made. Instead, these assumptions point to a
family of theories and an apprbach_to finding the
information necessarf to "flesh out" the "skeleton that
we)have provided. It is hoped ‘that this approach will
at least suggest how linguistics might escape from the
facile dichotomizing that seems to have m}red it in

discussions of which of two equally unacceptéple

extremes should be championed over the other.
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CHBAPTER FOUR

WHAT 1S THE NATURE OF THE OBJECT OF STUDY?

. "La langue n'est pas moins gque la
parole un objet de nature concrete, et
c'est un grand avantage pour l'etude.
Les signes linquistiques, pour etre
essentiellement psychiques, ne sont pas
des abstractions; les associations
ratifiees par le consentement
collectif, et dont l'ensemble constitue
la langue, sont des rgﬁlités qui ont
leur sieége dans le cerveau.”

(de Saussure, 1914: 32)

4.1 The Nature of the Question.

-The line of reasoning in the chapters above leads
us tb take a construal of language as brain process as
prim;ry, and we have " presented arguments suggesting
that it is in fact an object of study that is more
appropriate to the notion of sciencé presented above.‘
Here wé will continue this with an inquiry into some of
thé‘mpre specific properties such a notion of language
should account for. In this way we begin to examine its
compatability with the existing background knowledge.

" 'As seen in Chapter One, the notion of science
adopted'for our purposes here includes a materialist
ontology called emergentist systemism (Bunge, 1979). In

accordance with this, language is conceived of as. a

concrete system, exhaustive knowledge of which would
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comprise the following (ibid, p. 8): -
T (a) the,composition,.environment and structure

of * - the system (the
delimitation/description problem);
. ' |
Tb) the laws of the system (the mechanism
problem); and c o
\

(c) the history of the system (the evolution
prQﬁTgm). : - :

Clearly such complete ﬁnowledge is seldom attainable,
but the completeness of any account can.be judged by’
qompérison with .this ideal. Not surpriéingly, the’
issues that have sparked most significant controversy
in the history ofllinguistics are solutions offered to
these pivotal problems (see e.g. Robins, 1965), It is
these problems that have to be solved to give an
account of the nature of the objégt of study. Here,
however, we will only deal with the mechanism problem
(b) because of the central role of the notion of
mechanismic explanation in the view of dcience adopted.
§ince, as stated 1in Chapﬁer 3, we want a notion
of lang%age that that reflects what speaking,
understanding, signiné, etc. haye in common, then Qork
about/all of them'ﬁillzbe relevant to our discussior,
As well, in seeking a notion of language that is

[

applicable to ‘all the . fields “of language-related

: >
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research, we must examine models fr%g several, as well.

-~

Reading research and AI models are of particular
interest because these fields have seen more activity

in the construction of process models than have those
‘ - L

of human speech production and understanding.

‘

. . &
4.2 The Mechanism Problem”

' The mechanism problem is the crux of the question

1 el v » 3
~of the nature of language, and attempting a solution to

it is one of the criteria for scientific eiplanation.
It is the problem of determining .the mechanisms that

underlie (and constitute an explanation of) overt

o

language behavior, and the laws of their functioning. .

Though this has not traditionally been a problem dealt -

with by linguists, the u'philosophical and logical

considerations we made in previous chapters argue that.
\ ©

»

th;s is necessary.

Important to our discussion, then, will be to

make explicit the notion of mechanism upon which we
will base it. Consider the following as proposed
explanations for the signing behavior of Nip Chimpsky
(see Terrace, 1979, though not for these explanations):

a) he receives telepathic instructions from his
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trainer or- the gxperimenter;
" b) éomething he knows allows him to sign;'

c) he's hungry;

6) signing is innate in chimps;

e} he copies -environmental prompts that the
traiﬂer proauces;
, £) he has \férmed a conceptual unit for e.g.
yogurt (in infeéotemporal cortex) from perceptual
inpuﬁs, a sens?rimotor unit for the sign (between
inferior parietél and prerolandic frontal cortical
areas) and a sensorimotot4conceptual ink between

projections from both (to the area of the sulcus

principalis of the frontal lobe); the activation of -

this 1link caused the activation of the sensorimotor
unit for the sign which caused thé signing behavior. °
(a) is a hypothesis compatible wiih; "the
phenomenological data, but usually with no other.
(b),(c),(e) are too general; they. are mere
descriptions or stray hypotheses.‘ (d) simply says
HJéhing in answer to the question of how Nim signs.
kf), however, is the closest to -an account of the

mechanisms, hovever superficial it may be, in that it

éatisfies the following conditions:
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i) it specifies the inputs, outputs Snd "other
relevant variables. J

ii) it specifies some of the intermediate
(time-dependent) processes between the input and the
output. )

iii), it enta?&s explanatory concepts from the
immediately .adjacent ontological levels (see e.g.
Bunge's (1977) levels of tﬂi Great Chain of Being: the
social, psychological, biological, chemical, and
physical), but usually alsc entails concepts cthat
cannot be reduced to those of the inferior level but
are emergent 5elevant to it. ’

(i) guarantees that the account will be complete;
(fi) that it will not be too gengral, and (iii) that it
will dccord with the éxternai consistency condition
that-we are assuming for all accounts (see sect. 1.45)
as well as proviée the account with some depth. /(iii)
" also serves to foster interdisciplinary interaction and
impede explanation of phenomena of type x in :terms only
~ of variables of that saﬁE‘(ontologiqal) type, as is
done iﬁ mathematics but becomes cfrcﬁlaf in émpirical
science.

The . shift of emphasis from description and

Sy
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subsumptive explanation to mechanismic explanation 4in

‘the notion of science immediately entails the

inadequacy of at least two groups of characterizations
of language: those in which it is characterized as a
set or structure and some characterizations of laqguage
as a system as well. By éhe same token, this change
layg increasing stress on the family of so-called
process or dynamic models as a first step in the right
direction. In the next section we will examine the
no;ion§ of set, structure and syst;m and several typés
of process models of language ;o' see which of their
properties a' general ﬁotion of 1anguage_wi11 have to

account for.

4.3 Set, Structure, System.

It is clear Ehat qualifying {lahguage as a g.f is
reaily of né use for taciling.the mechanism problem,
though it may  be of use for the deliﬁitation problem.
The concrete entity corresponding to the (conceptual)

set is the aggregate:

Tooip B
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"An aggregate or assemblage is a

ra collection of items not held together by
bonds and therefore lacks integrity or
unity. Aggregates can be either

conceptual or concrete (material). A
conceptual aggregate is a set. A concrete
or material aggregate, on the other hand
is -a compound thing, the components of
which are not coupled, linked, connected,
or bonded (...) Because the components of
an aggregate do not interact -- or do not
interact appreciably —- the behavior of
each is independent of the behavior of the
others. Consequently the history of the
aggregate is the union of the histories of
its members." (Bunge, 1979: 3-4)

Whatever the eléments of language may be, the most
obvious thing that we can say about them is that they

are interrelated in many and often complex.ways. This,

however, is not reflected by the concept of set, nor.

that of aggregate. A characterization of a chimpaﬁzee

as 'a set of organs, bones and muscles' (i.e. as an
aggregate) may be useful in some situations, but is
quite superficial: it tells us nothing about how the
parts are related to each other, and even assumes ghat
they do not interact appreciably.

On the other hand, describing language as a
structure is to emphasize the relations between the
elements while allowing the nature of the elements to

remain obscure, This 'mathematical' approach of

characterizing abstract relations between undefined
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6bjects leadg linguistics towards becoming a‘mfozmal
(i.e. non-factual) science. This is fine if one
considers that an account of 1language need only be
internally consistent and not have anything more than
output compatibility with real-world systems.: Other
structural approacﬁes generally concentrate on concrete
}elqtions but only consider the static onés, omitting
any dynamic interactions. As well, the nature of the
relata is often neglected. Structure, then, is alsd
.unsatisfactory for an e;blanatory account, though it is
an important part of the delimitation problem, since to
characterize relations in any detail it is clear thaé
the relata must be characterized in. just as much
detail. It is obvious that a 'structural' account of a
chimp (i;e. the. heart 1is in the thorax, between the
lungs, above the diaphragm, in the ribcage,\behind the
sternumﬁ etc.jﬂw provides us with the:. tools for
constructing an explanation, but comes nowhere near
providing the explanation itself. With such an account
one still doesn't know what the heart does, nor what

§
the lungé or ribcage are.

The next, and by far most popular, alternative is

that of saying that language is a system (usually of
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signs). Though many formulations of the notion of
system reduce it to that of closed system (i.e. a set
of elements plus their structure, whose interaction
with the environment is @), there are no closed systems
in nature (Bunge, 1979: 246). The definition of system
‘that was applied to linguistics was clearly one of a
closed system, coming from popularizations of systems
theory (e.g. "a complex of elements standing in
interaction™ von Bertalanffy, 1962: 68), where the more
appropriate notion would be that of open system, a
minimal model of which characterizes its composition,
environment and structure, at a given level A (Bunge,
1979: 5-6):
"The A-composition of a system at a given
time t is the set of its A-parts at time
N t; the A-environment of a system at time t
is the set of all things of kind A, not
components of the system, that act or are
acted on by components of the system at
time t; the A-structure (or organization)
of a .system at time t 1is the set of
relations, in particular bonds, among the
components of the system, and among them
and the things in™the environment of the
system at time t." -
This notion of system allows for the integration of
pragmatics, presupposition, deixis, sociolinguistics,
-etc. into a theory of "language", since the notion of

environment (context, situation) is included. It also

T,
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emphasizes important properties of 1language, i.e. that

o

it is made up of units that can be related in various

ways and that interact with properties of the

. environment.

Even this formulation of the notion of system,
however, has a hidden problem. Mechanisms involve
processes of elements changing in time, so must make
explicit the dynamic nature of the systems involved in

these processes. This, however, is not made explicit in

‘either of these notions of system.

The important elements of a mechanismic model of

language that can be singled out from these

considerations are:

a) the components of the system (at a given

level);

b) the . static (e.g. spatial) and dynamic .

(temporal) relations that hold between them; -
c) the static and dynamic relations that hold
between the components and the environment; and
'd) the static and dynamic relations that hold
(indirectly) between the internal relations (b) and the
environment.

The initial notion that seems most fruitful for
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at;acking the' mechanism problem, hence explanatory
theories, is that of language as an open, dynamic
system of components that interact among themselves and
with components of the environment. From approaches
that have made similar aséumptions.'it can be seen that
some general properties of this éystem have been fairly
clearly demonstrated. The next sections sketch some of
the properties of processes in such systems So as to
provide some more information about the nature of the

linguist's object of study.

4.4 Kinds of Processing.

4.41 Top-down vs, Bottom-up Processes. Up and
down refer here to increasingly abstract or cognitive
(knowledge-driven) processing and increasingly concrete
or perceptual (data-driven) processing, respectively.

For bottom-up models of language processés,
Gough's (1972) "One second of reading” is a texbook
case: chunks of about 20 characters are perceived,
then scanned for recognition of letters. The
recogniéed letters are decoded into a phonemic
;epresentation based on which a 1lexical look-up is
done. A "magician" named Merlin‘bas access to syntactic

—_—
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and semantic rules for deciphering what the words mean
in the sentence, and this meaning is stored in "the
place where sentences go when they are understood”,
There is no use of semantic or syntactic information to
limit the . lexical search or to facilitate word
recognition. "[the Reader] really plods through th:
sentence, letter by letteg, word by word" (ibid, p.
354). This is quite parallel to the discoveqy
procedures that descriptive linguists developed for
analysis of la?gpages in the field: distinct levels,
each analyzed”fﬁ terms of the units of the level below,
the analysisvat upper levels not affecting that of the
lower levels (see Garvin, 1978). Besides the fact that
this model says nothing about important subprocesses
such as Merlin, the fact that lower level analyses
cannot. be constrained from above leads. to a
combinatorial explosion of possiblé analyses (cf. de
Beaugrande, 1980). As well, this model and others like

it (LaBerge & Samuels, 1974; Geyer, 1970; etc.)

_encounter serious difficulties with ambiguous letters,

and the effects of syntactic and semantic context on
word recognition (see Rumelhart, 1976; Marslen-Wilson,

1976; etc.). Presumably, the same difficulties would

—
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be true of similar models of comprehension of speech -

and signing, as well. This does not, however, rule out
the possibility that such data-driven processes might
be an important part of the story, though it is clear
that they cannot characterize all of it.
On the other hand, other models, again of
reading, such as that of Smith (1971) (see also
Neisser, 1967; Kolers, 1972; etc.) are called top-down
because
"higher level processes interact with, and’
direct the flow of information through
lower-level processes (...) the reader is
only sampling textual information in order
to test hypotheses."” - (Stanovich, 1980:
34)

In particular, Smith's model 1is based on Neisser's

(1967) analysis-by-synthesis view of perception,

coupled with Chomsky's (1965) transformational grammar.

It is basically a "quess-and-see" (hypothesis & test)

model in which hypotheses are generated from a TGG

knowledge base occupying most of the reading process,

and sampling from the text itself 1is only done to
confirm these hypotheses; An unskilled reader may
actually identify letters and words to get at the
meaning, but the skilled reader can apprehend the

meaning of the text directly ("immediate meaning
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identification™ Smith, 1971: 206), apparently by magic

{(no  mechanisms or intermediate processes are

suggested), though he still has recourse to the

. laborious "mediated meaning identification” method.

Since this is based on Chomsky's (1965) grammar and the

kind of Eognitive psychology of which 1linguistics is

- said to be a part (Chomsky, 1968; Bindra, 1981), we are

led to believe that this comes closest to what Chomsky
believed to be a model of language (ca. 1968). This
family of models, however, is thouéht to be based on
some rather implausible assumptions about the relative
speeds of the processes involved:
"it seems unlikely that a hypothesis based
on complex syntactic and semantic analyses
can be formed in less than the few hundred
milliseconds that is required for a fluent

reader to recognize most . words."
(Stanovich, 1980: 34)

‘Recent experimental evidence, too, shows that fluent

readers do not use conscious expectations to help with

word recognition (Stanovich, 1t1980: . 35), though

McClelland and Rumelhart (1981) believe that
unconscious expectations do play an important role in
word recognition. Contrary to the prediction_of the
top-down models, poor readers seem to depend more on

context (Stanovich, 1980: 47; see also Gibson & Levin,

J
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1975 449-453 for discussion of other

analysis-by-synthesis models). The unconstrained

hypothesis generation allowed by this model may also

lead to a multitude of hypotheses underdetermined by -

the limited sample of "uncertainty reducing”

information from the text. Again, however, there are.

Aindications that such processes may form part of the
total process.

The general guestion  upon which the
‘top-down/bottom-up distinckion is based is that of
whether or not knowledge is inﬁglved in perception.
TGG-based processing models make the assumption that
"all the elements in 4 a string be simultaneously
available for the manipulations and rearrangements
necessary to derive its abstract structure”
(Marslen-Wilson, 1976: 205), and thus that on-going
word perception need not interact with 1linguistic
knowledge. Marslen-Wilson (1976) offers results from
experiments  of shadowing (a task Qquite like
simultaneous translation but only involving repetition
in the same langauge) that directly contrgdict this
assumption, and McClelland & Rumelhart (1981) also

arque against this view, Though one might arque, with
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» Seidenbetg'etfal. (1983) that this is not necessarily
so for initial 1lexical access or word recognition
'itself, they provide more evidence that this is so at
. an immediate}: post-lexical-access stage of processing.
The conclusi is that
"knowledge about linguistic' structures is
directly involved 1in on-line processing;:
that the listener interprets the syntactic
(and semantic) implications of each word
as he hears 1it, and actively uses this
knowledge to guide his processing of
subseqguent items in 'the string.”
(Marslen-Wilson, 1976: 217)
This of course leads us to conclude that neither
bottom-up nor top-down models alone can suffice:
elements of both are 'necessary, just as we found in
choosing an epistemological postion in 3.2 above.
4,42 Serial vs. Parallel Processing. Implicit in
&
the bottom-up models that we have just considered is
the assumption that processing is done level-by-level
(phonemes, then words, then clauses, etc.) as it
3 progresses. The alternative would be parallel or

simultaneous processing at different levels, 1i.e. the

" input would be processed phonetically, syntactically,
semantically, etc. at the same time. Problems arise
with both alternatives. .

Serial processing 1is time-consuming and doesn't
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permit backtracking for reanalysis, except without

"including the information "learned" in the failure. Our

visual field can take in about 20 characters at a time
(Gough, 1972) and short-term memory can hold about
seven chunks of information (Miller, 1958); what is to
prevent parallel processing?

Strictly parallel -processing does not allow for
e.g. syntactic processing to help out with word
identification; the processes are parallel but
independent. It requires a %?rger amount of processing
"resources”, and that the processes be automatic, since
so many things cannot be attended to at once.

Although there - is evidence that we d& .not
understand  spoken language sound-by-sound,  .but
word-by-word (Marslen-Wilson, 1976), the assumption is
that in reading word recognition is based on
feature-by-feature analysis of letters (McClelland &
Rumelhart, 1981), though Samuels & Eisenberg (1951)
point out/that the o;erail shape of the word may-also
be an important visual cue. Once having perceived a
word, however, prdcessing seems to become parallel,
i.e. semantic and syntactic analysis are done before
prﬁceeding to the next word (Marslen-Wilson, 1976;

!
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Seidenberg et .al., 1983). This leads to postulating a
mixed system in which all processing is done in a
\t ) n .0

parallel fashion though the inputs are fed in serially.

Although input to and ‘output from the language

v faculty are constrained to be basically serial (by a

L

limited perceptual window or by the possibility of

producing only one complex sound at a time),

multi-channel capacities are also present, requiring-

parallel processing to follow the input in real time.

(ex: phones, pitch, intonation, context, etc.).

Unconstrained parallel processing, however, leads to

L . 7
various unrelated products from the processors, It

thus requires constraints on the" ongoing processes
whereby one can influence others.
4.43 Independent vs. Interactive Processes.

Independence appears to have little that can be said in

its favor- with respect to the “processes we are

discussing ,ﬁere. It leaves the processes free to
produce whatever résults they can froé the input in an
unconstrained manner, leading, in theory, to an
"information explosion”". Interactive processes seem to

provide a more reasonable view. Probably the best

example of an interactive system is the HEARSAY 1II '

L]
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speech . understanding system developed at C;rnegie

Mellon University (see Lesser. et al., 1975). It is
also a good model for tying together the pieces of this
discussion, since it is both top-down and bottom-up, as
well as working in parallel with serial input.
. The "raw" input for HEARSAY is represented at the
parahe;ric acoustic level as a digitized acoustic
signal, and as further analysis,occurs (at the segment,
syllable, word, word-seqguence and phrase levels)
hypotheses are generated at the active 1;;éls ‘and
iqteract vith  hypotheses frém other llevgls. To |,
interact, the hypotheses are represented -in a data
structure called a "blackboard"™ where hypotheses at any
level can reinforce or undermine the credibility rating
of hypotheses at other levels, thus putting them higher
'or . lower in the processing gqueue and eventually
yielding the hypothesis = with maximal overall
' - consistency. Multiple hypotheses ’can be entertained
- simultaneously, and as new informati?n, enters the P

system from "below"” or new hypotheses are made credible :

from "above", the consteilation of "best™ hypotheses ’ .

changes.

This model is obviously inspired dn the

T
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analysis-by-synthesis (hyothesize & test) view of

perception (Neisser, 1967) and .the "pandemonium"™ of
Selfridge's (1959) precursor of it (see Woods, 1982).

From a linquistic point of view, the knowledge sources

-

upon which hypothesis generation is based are derived .

-

- from context-free finite-state grammar$ ana the system
' apparently cannot parse‘for more powerful grammars
(Waods, 1982). ‘

The attractiveness of this class of interactive
up-and-down parallel processing models stems from the
charactefistics we pointed to above, and they have
attracted much attention (e.g. Rumelhart, 1976 and
Arbib & Caplan, 1979). Rumelhart (1976) suggested a
reading model parallel to that of the HEARSAY 1II
system, vith some improvements like an ATN parser which
yeilds'better top-down syntactic analysis. Stanovich
(1980) provifles an excellent review of the experimental
litgggture on readi:ﬁ/to support Rumelhart's model, but
\gnriches the model(with his "compensatory processing

hypothesis™ which states that "a deficit in any

particular process will result in a greater reliance on

other knowledge sources, regardless of their level in

the processing hierarchy” (p. 32). This . makes
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Rumelhart's model better able to eiucidate individual

differences in reading skill.

4,44 Source and Manipulator vs. Active Knowledge
Models. The considerations above dealt mostly with
'peripheral' ‘' language skills, though there are
implications for the nature of central language
mechani'sms :
"...the processing system requires a

representation that is organized for
left-to-right @ access and codes the
structural possibilities in the language
in such a vay that each words, as it is
heard, is immediately interpretable in
terms of the possible continuation of the
string with which it is compatible."
p {Marslen-Wilson, 1976: 217-8)
By the same token, if the peripheral processing systems
run in parallel, then so must the more central
mechanisms. These must also be compatible with the
give-and-take of + up-and-down processing and most
probably proceed in an interactive fashion as well.
These are hypotheses that have yet to be subjected to
adequate empirical testing, but seem to have prima
facie validity.
Underlying the models we have discussed, indeed
almost all psychological and Al processin§ models is

éhe,distinction betwveen knowledge and use, wusually in
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the form of an assumption that psychological brocesses-

are based on a passive knowledge store and an active
manipulator that controls the input and output og the
store, or applies this knowledge to the data at hand.

In the example of reading, there would be a reading

center in the brain (or mind) that would draw upon that-

‘ rgader's passive store of rules about his language and
use them. This is wﬂat Chomsky often seems to have had
in mind in speaking of the distinction ﬁ;tween
competence and performance. Accompanying this, for
simplicity's sake, is the further assumption that-the
passive knowledge store is represented atemporally and

in a context-free form. Since these assumptions form

the very foundations of cognitive psychology and.

transformational grammar, it would Dbe of great

importanée to know if- they are valid assumptions to

make. ¥

This view yields sizeable methodological
advantages, as can be  seen 1in the possiblity of
Wformalizatibn of the contents of the knowledge source,
and the simplification and abstraction this view
permits. We will consider the three traits of this

knowledge source (atemporal, context-free, passive)

4
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1
individually.

Atemporal. Computations on formal linguistic
representations are assuﬁed to be based on specific
features .0of the string as a whole, i.e. implying
‘simultaneous access to the entire string, or itg

structural description. However,

"This assumption of simultaneity of access
is a legitimate one where the description
‘ of language as a formal object is
concerned, but it is thoroughly alien in
spirit to the dynamic use of knowledge
that inheres in any real perceptual
process." (Marslen-Wilson, 1976: 205)

"The problem here for a TGG is not that it
fails to capture the left-to-right

" constraints that hold between items in a
sentence, The problem is -that nowhere in
the grammar are these kinds of
interdependencies directly represented. It
is the grammar as a whole that combines
appropriately related words to form

" sentences, as a function of the overall
interactions of transformational
operations with the organization of the
underlying base strings." (ibid, 1976:
218) “

The difficulty 1is that in processing a sentence
word by word, the listener cannot use information
presented atemporally; next-word transitién
probabilities must be calculated on the basis of
available information on only part of the sentence.

This may be one factor that contributed to the success
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and popularity of ATN parsers for modellipg
understanding.

Context-free. The rules of competence are
supposed to be ‘exceptionless and context-free.

Exceptions and variable applications are taken care of

'by the performance component (the manipulator) which

does so based on linguistic and extra-linguistic
context. What 1is this assumption of a necessary
division of labor based on? Are there other cases of
psychological processing in which this is so? This view
assumes that words have fixed, context-free base
meanings (dompetence) which have varying
interpretations according to context -- is this, too, a
valid assumption? It seems that no empirical
considerations have informed the adoption of a
context-free/context-dependent division of labor, only
formal considerations of simplicity. There do not seem
to be any other instances 6f such a Aivision in other
psychological functions, though Seidenberg et al.
(1983) interpret their work as indicating that lexical
access 1is basically context free, and that onl§ in
subsequent processing does context become a relevant

variable. Their work and that of Marslen-Wilson (1976)
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show that the meaning of word-tokens is highly
coniext-dependent (see also Anderson & Shifrin, 1980).
However, there is no evidence that this distinction is
a valid one for syntactic or semantic representation.
Passive. Implicit in the Source & Manipulator
view of language knowledge is a source that is a
passive repository of knowledge. By passive hére we
u?derstand not the kind of passive memory in Morton's
(1970) logogen model of the mental lexicon (to which we
®ake no exception) but a memory that can only be
accessed via the manipulator, i.e. that source and
manipulator are two very different entitiés. Again,

this is an adequate, indeed necessary assumption, if

one is only considering the formal nature of language

or producing a computer-implemented model. Is it,
howeyer, justified to assume that there is some such
inact&ve storehouse of linguistic information in
humans? There is no evidence in favor of the
assumption. Quite the contrary, the ability of Morton's
model to account for so much of the experimental data
on word recognition/lexical access can be interpreted
as indicating the opposite; that source and

manipulator, if distinct, can hardly be distinguished.
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In general, memory &s not an empty container for which
one needs an apparatus to enter and search for
something, and by the same token, learning is not the
process of filling it. Instead, it seems that learning
is the establishment of a change in activation
(pattern, connections, etc.) and memory is siméiy the
recreation of certain patterns‘of ‘activity that can be
activated quite directly by environmental or other
cognitive stimuli.

Indeed the most striking assumption oflthe Source
and, Manipulator family of models 1is that there is

"something besides knowledge of speaking and

* ‘'understanding involved in language. This very important

hypothesis merits serious empirical investigation, with
the burden of proof on the propongnis of the more
complex Source & Manipulator model.

Active Knowledge Models. We have seen that the
assumptions underlying the Source & Manipulator famil}
of models accord at best weakly with what is actually
thought to be true of processing in psychological
systems in general. How would the alternative
conception be characterized?

The alternative "active knowledge" models would

:
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have to contain an "active"™ representation of
knowledge, and be contextualized'and dynamic to be more
in keeping with what is generally known about
psychological processing. The notion of T"active" here
is simply the opposite of the passive knowledge of the
source; a kind of knowledge that can be directly
data-driven, as in Morton's (1970) model mentioned
above, and implies that activation initiates a process,
rathe; than resulting C%%;a state. As well, this

alternative view would emphasize dynamic processing,

the contextual nature of knowledge representation, and,

in doing so, the importance of on-line processing and

pragmatic' or sociolinguistic constraints on this
processing. This is also in keep{ng with the notion of
open system on which our ontological pogition is based.

Dynamic processing of serial 1input <can be
exemplified by the ATN (Augmented Transition Network)
parsing systems (Woods,, 1970;‘ Kaplan, 1972) which

proceed much in the way Marslen-Wilson's (1976)

experiments indicated humans do, i.e. in a word by word

"fashion. The similarity ends there however, since ATN

parsers only analyze syntactic characteristics of the

input, vhereas humans seem to analyze syntactic,
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semantic and phonological aspects in tandem. Processing
in both systems 1is facilitated by the knowledge of
transition probablities between unt;s élfeady processed
and possible incoming units, as well as by
contextualized representation of knowledge.
Contextualization of knowledge of language is
part of the hypothesis that  knowledge . is
context-dependent, i.e. that things are learned in
certain situations (however abstract), and that these
situations enhance the recall of this knowledge. The

ATN parser mentioned above gives a simple example of

this: in the context of a given string of words

already parsed, certain properties of the following

words can be predicted for example, their syntactic

' properties, meaning, etc. (See e.g. Chernov, 1979 for

the role of predictions in simultaneous translation.)
This also aécoHds well with C.C. Fries' (1940)
é{stributional définigions of syntactic categorieé,
i.e. in terms of the sequences in which they could
occur, and phrase-structure grammar's characterizations
of a category extensionally, i.e. as a 1list of the
possible strings belonging to that category. Note,

too, that TGG's transformations were context-dependent,
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but that friés, PS grammars and TG grammarians only
considered formal linguistic context. This presupposes
a definition of linguistics in which linguistic
phenomena are those which can be described using
propositions confaining only 1linguistic variables (cf.

Dillinger & Guilfoyle, 1981).

Studies in pragmatics (cf. Verscheuren, 1978) and

sociolinguistics (esp. the ethnomethodologists, i.e.
Schegloff, 1972; Sacks et al., 1974; Gumperz, 1982;
etc.) héve shown that when speaking to someone, people
tend to stay within registers (subsets— of the
structures and vocabulary' of a language) and follow
certain routines (guestion answering, greetings, etc.).
These pragmatic, sociolinguistic, and other kinds of
contextual information can all converge in limiting the
possible structures and voc;bulary used, making it
simpler to forsee what class of structures the speaker
might produce, and, hypothetically, facilitate speech
processing.

Indeed, the qQuestion arises as to what kind of
context-free knowledge of a landauge there might be. Of
syntax? Though the notion of grammaticality 1is often

context-dependent, some of the syntactic rules of a
¥
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language are applicable in all contexts. Of semantics®

Much as is the same with syntax, meaning is in the vast
majority of cases to a great extent determined by
‘context. That certain words have a much higher
probability of meaning x than y is merely a question of
frequency of occurrence and is not a counter-example to
the contextual nature of meaning. Again, it is true
that some words mean the same thing, or have some
common denominator, but this simply masks the fact that
in given situations different aspects of meaning are
highlighted, while others are ignored, as is most
exaggeratedly found in metaphor (see Ortony, 1980). It
seems fairly clear that even if not all knowledge of
language can be considered context-dependent sureiy the
greater part of it is. '

We know of only one (quite successful, though for
a'iimited domain) attempt to model representation of
knowledge from this view: MYCIN (see Davis, thhannan
& Shortliffe, 1977). This 1is a computer system for
providing consultative advice on diagnosis and therapy
for infectious diseases. The knowledge base of the
system is répresented in "production rules": multiple

conjunctives that when true activate a process. In
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general terms; we might express this as fol;ows:
iFa&b&bc&d&e&f, THEN do g.

g, in turn, may helb satisfy the conditions for other
ru}es, thus making them, interactive. This
representation satisfies our criteria for an ‘'active'’
knowledge base: the resultant clause represents a
process, not a state; the multiple conjunctions of the
antecedent clause make the rule context-specific,
satisfying our criterion of contextualization; the
rules can be (and usually are) interactive; and the
system is dynamic, since at time t, the values for the

elements of the antecedent change as the situation

changes. The striking parallels between this and

Morton's (1970)' logogen model, and the success of both,
seem to.indicate the fruitfulness of this line of
reasoning.

This whole notion of "active representation” of
knowledge, the opposite oguthe knowledge represented in
a TGG's rewrite rules, is however, frgught with
methodological‘difficulties: how many are 'fhe minimal
aﬁd maximal elements of the antecedent? (Davis,
Buchannan & Shortliffe (1977) report that with more
than six antecendents compuEing) efficiency in their

<
-
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system decreases rapidly) What kinds of variables or
factors should each represent? How ta define the vglues
each can take? Are there ang sucﬁ rules that reguire no
antecedents/context? Can this serve as a framework in
which to integrate interdiséﬁplinary work on language
as it seems to us? There are many gQuestions, but this

may be a sign of an,{nteresting proposal.

4.5 Processes in What?

Clearly an accoﬁ%t of the processes involved does
not constitute an account of the mechanisms, hence it
is not explanatory but descriptive, though it is an
importént step in the direction of an explanation. Th}s
is the distinction betwgen kinetic and dyfiamic
accounts: the first is descriétive and includes the
time variable, but makes no mention of mechanisms: the
'second is an interpretation ¢t the first that fhcludes
the hypoéhesizgd mechanisms, and thus makes it

>
explanatory. Kinetic accounts are full.of somehows,

somevheres, and somethings: the changes that are

°

_ taking place are recounted without specifying the

objects that are changing. In the more advanced

sciences this is possible, even necessary, but it i$

.
-
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also‘vell grounded in the sense that one has recdurse.
to theories of the objécts that are changing, when
necessary. In linguistics and information processing
psychologX‘ however, this is‘ not So. There are

’ mysterious representatioﬁs and computations, cognitive
structures and ‘information, noné of . which is well
defined for either field. It seems obvious that until
we know how and where sucp events are taking place, wve
cannot know if they exist, much less provide an account
of how they interact to produce any sort of

'language-rélated behavior.

Though the only place to gearch for the realities

-of these précesses is in the brain, 1i,e. we assume
(vith Bunge, 1980a and a host of others) that . all
mental functions are brain functions, this does  not
entail that mental functions can be explained solely in
terms'of the éroperties of neurons. As we saw “in 3.3

above, they can not, but require the study of large,

complex brain systems. : .
4.6 Conclusion.
In this chapter we have seen that though there

are many process models of language available, 'of
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varying degrees of adequacy, there is no account tﬁat
we can consider mechanismic. We can,‘hovever, indicate
some of the charactér;stics such a ‘model will have, and
this is‘the 6oint of the present chapter.

In answering the “"what” oquestion (i.e. What is
happehing?), a mechaniémié model ' needs to incorporate a
-detailed, explicit (éescriptivé) kinetic or process
model. This model should be include both )top*down and
bottom-up processes, the processes need to be
interactive in terms of inputs and outputs, but
independentgand parallel in processing input that is
serial, i.e. changing over time. For the moment, the
simplest hypothesis is éo assume that there 1is an
active representation of lanquage knowledge, rather
than adopting the view of a passive store and an active
manipulator. -

In answering the "where” ‘gﬁestion, vhich often
does not even‘ come up in cognitivist”™ psychological
models, especially those of the information-processing
approach, we ’must turn to the brain, to construct a
dynamic (mechanismic) modei. The vast literature froﬁ
clinical neurology and appasiology (now
neurolinguistics as well) has bequn to concentrate oh

Ly
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this question, in an attempt to find the neurological.

"structures” ‘porrgsponding to the - processes in
answering the "what"™ question. Luria's (e.g. 1973) and
Geschwind's (e.g. 1965) work have Shown that an angzer
to this question will involve distributed processing
and functional specialization of regions of the cortex.
Lamendella (1977) adds to this the importance of the
1subcort%cal, especially limbic, areas, and Johnson
(1982) follows Joanette's (1980) implication of the
right hemisphere wvith a proposal to approach language
as involviné areas of the wvhole btaﬁp, without,
however, returning to h;lism.

The "how" question, the very heart of the

mechanism problem, has been left to speculation rather .

than concentrated e;perimental efforts. Clearly it is
both dépendént on and a determinant of the answers to
éhe wvhat and where guestions: the three evolve
together. When it is stated that area A performs

function F this is based on very‘ circumstantial

evidence: a model of what is going on states that F is

necessary, and the clinical data show that when area A
'is lesioned, "patients have problems with language

skills that involve function F. The 'onIY' way - to

184
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substantiate this claim directly .is by explicating how

A performs F. This would involve a sort of behavioral

.neurophygiology‘that "has yet to be developed, though

there are some simple animal models of the functioning

» . !
of some parts -of the brain (cf. Lynch, 1980).

Rejection of the unsubstantiated assumption® that

language skills did not evolve from more primitive
communicative skills ,in primates (Chomsky, 1968; see
also Piatek, 1982). would open the door to further

research’ on the mechanisms of primate communication

along the lines of Ploog (198i), Noback (1982) ‘and

others. For ethical reasons, this is the most direct,

hence the most important. area of research to be

-developed for an answer to the mechanism problem.-

Again, new br#in imag{nq techniques hold great prdmise,
especially }n this area of research. | )

Some of the clearest advantages of following up
the approach ve have  been outlining here is that in
making the assumptions in Chapter 1 about the nature of
science ve make greater demands on linguistics. Along
these lines, the objeét of study can be construed
‘conqretely, as explained in Chapter 3, thus providing

an objective check on. theorizing, and a push in the
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direction of exploring mechanismic accounts. Finally,
}n this chapter, a small fraction of the kinetic or
process models of languaging in existence were examined
to show that fruitful work has been carried éut along
these lines, raising specific, testable guestions ag;u

zhe nature of the mechanisms involved. It seems clear
to us that couching questions'about language in these
te;ms makes them more amenable to study and suggests
many hypotheses for study. Approaching
sociolinguistic, psycholinguistic, | and formal

linguistic phenomena in terms of the common denominator

. that we have sketched here appears to be a condition

sine qua non for fruitful interaction between these
. :
fields and of concommittant progress in the study of

language.
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COMCLUSION \
" 'A' VIEW OF LINGUISTICS

5.1 Introduction.

Idealiy, a notion of linguistics would be firmly
grounded on explicit tﬁeovieé of science and the ohjec%
of inquiry. These in turn would have to be at least
descriptively adequate in isolation and, taken
together, should provide a view of linguistics that can
account for the Eelations fbetveen the different
subfields, and relations with other disciplines that
study langquage process;s and their produc&s. This would
be, as we defined it in the Introduction, a minimal
metathéo;y.

We have considered several views-of science and
reasons for preferring one over the others. As well, we
have‘examined several concepts of the object of inquiry
and the arguments against and in favor of them,
Finall}} we haQe given reasons fo; opting for one of
the views of sciencg (Chapter 1) and one olNthe views

of the object of inquiry (Chapter 3), as well as

arguing that these choices are consistent with each
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Thus we have argued that .the elements of the
'mefatheory are independently valid. The last stage of
defending this view lies in showﬁng that together they
generate a theory of linguistics which relates the
different subfields as contributing to the elucidation
of the same object of inquiry. This also argues more
ditecily in favor‘oflour initial assumption that there
is a common object of study. Having successfully
managed to carry out this last part of our argument, we
will have presented a metatheory that is: '
a) explicit, ,

b) systemapic,

c) internally consistent,

d) to a reasonable extent externally consistent,
and

e) possessing some unifying power.

It can thus be seen as preferable over rival
metatheories because these are, as stated in cri?iqé?ns
of their subcomponents above, .almost always implicizz\
and even vwhen explicit fragmentary, often conflicting
¢(more or less d%rectly) with established theories from

other fields, and at best descriptively adequate with

AN
=524
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respect to some properties of’science, and lacking in
unifying power. We hﬁve not been able to find an
account of how, for e;ample, generative linguistics
wvould systematically reconcile and relate the various
approaches to the study of 'lénguage". Let us, however,
examine tvo implicit accounts of the interrelatedness
of }hq subfields of linguistics to see this in some

more detail.

5.2 Competence and Performance.

In addition to ssﬁe of the other shortcomings of
generative metatheory, it makes 1little attempt to show
the relevance of the branches of linguistics to each

other. Instead, there is a dichotomy between studies of

the ‘"essence”™ of "language,” its focal or defining’

properties, and its resfdual or circumstantial
properties. Thus linguistics is sliced into two parts:
the maximally relevant (hence more prestigious) parts
that study syntax, morphology, semantics and phonology
(érammar or competence) and” the tangentially relevant
fields that attend to social, bsychological,
neurological and other variables (performance) which

‘are constrained by the grammar, .as in Figure 5.1 below:
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Figure 5.1

As Chomsky quite correctly points out in several
placés; such a clear statement of relevance 1is a
desirable, often necessary prerequisite for focussed
research. It is a shortcoming of his met§theory,
howevefﬁ that such a statement of relevance is given in
lieu of, rather than -in terms of a modei of how
different fields contribute different information to

the study of "language." Moreover, relevance is
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goal-dependent : what is rel;vapt for the 1linguist
writing a pedagogical grammar of Cree is very often not
at all relevant for another who is studying the
neurolinguistics of bilingqualism. Thus, a systematic

* account of subdiscipline ‘relevance presuppgses a model
of the rglations between them, rather than(an s pr{ori
dictum based on one researcher's immediate intere;ts.
It would, then, be just as inadequate to say that the

' ! "essence"” of "language” is .its %lacg ;n society or
culture, or how it is acquired or articulated, rather
than grammar. These are dogmatic stagements that seem
to be used to avoid the more difficult problem of
providing a model of linguistié¢s rich eﬁough to account

for the various relations, and in terms of this model

define priorities for given tasks.

5.3 Communicative Competence.

Another implicit view of the interrelatgdness of
the Tﬁreas of 1linguistic research js that found inﬁ
Hymes' (1972) notion of communicative competence. In
fact, each of its many variants (Campbell & Wales,
1970; Savignon, 1972; Canale & Swain, 1980; etc.) can

' be construed as indirect attempts to account for the
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structure of_liﬁguistics as ' an area of research in
systematic rather than dogmatic terms. But, being
implicit attempté, it is difficult, if not upfair, to
evaluate them as such models,

Let us examine this possibility. Hymes (1972:
281) states that the spea}er‘s knowledge of his
language is made up of four components; knowledge of:

a) formal linguistic possibil%gies;

b) contextual appropriateness of 1iﬁ§uistic
forms,

c) psychological feasability of linguistic forms,
and

d) objective probabilities of occurence of
linguistic forms. /

Interpreted -as\an account of the-structure of
linguistics, it entails comparable relevance of formal
grammar (a), sociocultural linguistic studies and
pragmatics (b), psycholinguistics (c), and
computational or mathematical linguistic studies of

objective frequencies (d), as shown in Figure 5.2

below.
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Figure 5.2
This, in our view, is an iméortant factor contributing
to th; popularity of Hymes' position, even compensating
for its significant weaknesses. 1In sum, fewer people
are being told their work 1is irrelevant kor almost) to
uncovering‘"the nature of language”.

Chomsky at least provides an explicit, often
detalléd, view of how the components of his
miniaturized realm of linguistics are related. Hymes,
however, is content with 1listing the components. Each
of the fields studying (a) through (d) contributes a
necesséry part, but its as ﬁf they were entirely
independent, since we ;re not told how each influences

-
or contributes to the knowledge of the other, and how

4
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they all contribute to a knowledge of "language". This
is often the same. approach ‘that is taken in textbooks:
there are all of these “abp;oaches“ or "aspects" of
studying "language," but the students are rarely told
how they are related: In choosing between Chomsky's
view and Hymes', then, it is a simple matter to
forecast how sides will be drawn up.

Neither view 1is adequate, though, because there
are other approaches to the study of "language" to be
taken into account, and the relations between them are
not statéd. Let us see whether the metatheory we have

been developing here will be up to such a task.

5.4 Conclusion: The Science of Language.

Science has been construed, for our purposes, as ’

an approach that involves a particular set of
philosophical views (emergentist materialism, critical
realism, systemism, etc.), hypotheses and theories that
are in keeping with the bulk of knowledge from all the
sciences, testable and explainable methods, all used to
attack well-defined and meaningful problems in a
particular domain in order to describe, explain them

mechanismically, and predict them with the help of
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laws. The role of these philosophical views in relating
the different subfields of'linguistics can be shown
‘diagrammatically as in Figure 5.3 belowv {(from Bunge,

1983c):

Philosophy -

1]
of S
Linguistics /
N
N >
, P
4 N, N
/ \ A
e
N 0‘- ~
N\ o

Neurol inguistics
‘ Figure 5.3
- SR

We have come to prefer, as vell, a construal of
"the lihguist;s object  ~of inquiry in which it is, most
concretely, a system of systems of brain processes,
Qartially acquired and partiallyjinnate, and determined
by t internal systemic variables and external

environmental variables in its functioning. This view

of the linguist's object of study may appear, at first,

to arbitrarily “‘conflate lingmjstics with the
neuroph&siology or neuropsychology of "language."”
Y 4 155 "
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Granted, the centrality acéorded to brain processes in
this viev ﬁay give this impression, but it ,(is
inaccurate, since these brain processes will be used as
a means, for ’tying together the other aspects of
"language”", 1.e. as a cﬁmmon denominator. We will
attempt to elucidate 3Jjust how this 1is so, i1n wvhat
follows.

’ ;i%gu;stlcs of languaging vs. ‘linguistics of
languages. We find 1t Qseful for‘exﬁository puréoses to
divide approaches to the study of "language” intoc those
that attempt to study the mechanisms more directly
(linguistics of lanquaging), and those that dc so
through the study of the 5utput of those mechanisms
(linguistics of languages). Lest one be led to believe
that we will now take the position e.g. that the
iing;ist1cs of languaqing is to be favored since it is

N

more direct, it must be said that it 1is fallacious to

.think in terms of one or the other. They are

complementary enterprises: neither 1is sufficient in

itself. The 1linguistics of languages may arrive at a,//
} .

systematic, explicit, recursive, infinite, etc. set of
formal universals, but it can never by itself go“beyond

characterizing mere appearance since that is what its
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"data are about . The output is,  infinitely
underdetermined with respect to the poégf;le mecﬁanisms
involved, and is thus i1nherently limited to being the
criterion of desérlptive adequacy. The linguistics of
languaging, on the other hand, becomes useless without
the means (e.g. comparison of outpﬁt) of establishing
the equivalence or even the relevance of given brain
processes to reading, writing, speaking, understanding,
signing, etc. .

This enta:ls the view that all of the subfields
are in error when they assume sclf—sufficiency. and may‘

be called:

Postulate 1: The branches of the linguistics of
languages are equal partners with the
branches of the linguistics of
languaging. :

—— - —————- This can be accompqn1eé by:

Corollary !1: The branches of linguistics are
equally responsible for making their
results compatible with and
understandable to the others.

These two stipulations are tantamount to i)

- saying that there is a single object of ingquiry that

must be  studied from  several perspectives, ii)
recognizing that all of the approaches to the study of

linguistic phenomena have something to offer, to the
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extent which they make their results compatible and’

w

understandable, and iii) incorporating the external

consistency condifion into the characterization of the

to say, but it remains to be shown

¢

field. This is ea
in detail how this\can be done,.

Languaging as brain processes. Centggl to this
conception of linguistics is: . ‘g?
: Postulate 2: that systems of brain procésses

' are a viable point of convergence for
theories of languaging and languages.,
This is so for several reasons:

a) given our materialist assumptions, ' these
éystems of brain brocesses constitute the concrete,
material reality that is the object‘of inquiry as part
of the domain, as required by the theory of science
subscribed to; )

b} they'are the direct object of inquiry of the

linguistics of langquaging;

c) they cause the output which the linguistics of
"languages seeks to ﬁescribe, and thus their elucidation
constitutes a ,mechanismic explanatién of that output.
By other accounts, the Eelation between languages and
languaginé rémains veiled in obscurity;

c) congidering them as open systems, in,
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accordance with the "version of systems theory that
constitutes part of the ontology, they are susceptible
to influence from non-linguistic systems of emotion,
arousal, perception, circulation,. digestion,

goal-generating systems, etc. Conceiving of " all these

' systems as physical brain systems (of whatever

complex%ty) makes it possible to relate them by natural
laws, vwhere edvisioﬁing them as distinct kinds of
matter makes their relations a mystery.

d). impliéit,in {e) ¢;é the necessar; building
blocks for relating soci;l‘ variables: the perceptién
and interp;etation of others' actions in- a given
context that implies given expectaiions with respect to
different goals are also interpreted as "higher"™ order
brain processes. ,

\Of course, to ' many this may not seem like a
plausible course of action. It is however, a course
that makes the relations betveen the branchgs of
linguistics problems, rather than mysteries, to us; the
terms from Chomsky's (1975) rather ~ pe?simis;ic
discussion. As well, there simply is no other

alternative view that attempts to show, albeit in

general and nonspecific terms, how all the approaches
b 3
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to the study of "language™ are related. Consider Figure

5.4 below to see how some representative fields might

be pieced together in this system.

Psychoneural

Linguistics

Theoretical Linguistics

sturies

Languaét Qutput

Sociocultural
Linguistics

Language Mechanisms

' Language Mechanisms

i

Here the relations between the notion of language

-

Pigure 5.4

>
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and the different subfields are more’ intéractive and
;he' grammar is accorded a secondary role: that of
describing the regularities of a given language and in
so doing pose questions to be answered by eﬁﬁirical
research. In- this diagram,’ the empirical fields are
psychoneural and sociocultufal linguistics which ’are
separated only for expository purposes: ideal would be
the study o} brain Sysseﬁs that process sociocultural
variables in given environmental lcontextg, thus/fusing

the two. These empirical branches of research would

o

construct and elaborate the notion of language as a

theory of the relevant ~contexualized psychoneural
‘processes. Theoretical linguistics would study - the
formulations of - language' for consistency, hidden

predictions, etc. and base its judgements on formal

s

rather than empirical concerns., In this sense it would

=

ﬁrove to be an interface Dbetween a body of

metatheoretical knowledge and the theory building

itself,

Most important here is that the feasability of
using brain précesses as the common denominator for
couching the results of different fields in mutually
compatible terms. The argument, in its outline, runs as
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tollov;: | ~ .

Perc;ption of the external world, including
social properties and relations, ags well as of the
internal world or physical states are carried out in
appropri&t;ly specialized areas of the brain.
Understanding and thought are carried out, to the best
of our knowledge, by other specialized areas of the

’

bfain. Attention, motivation and emotion, which play

central roles in language processing, are now seen as

processes in certain brain systems. "Knowledge" of
languages and of the world are "stored" in memory,

again by appropriately specialized brain mechanisms.

The "information" from each of these subsystems is.

presumably available in the form of patterns of

inhibitive and facilitative neuron firings that are

rmutually "intelligible"™ from area to area. Knowledge

from all these sour¢es 1is necessary 1in producing or
understanding language behavior, so such "information"
exchange is necessary. Even 1if there are other
imaginable common denominators for all these kinds of
"information", noﬁe has as yet been shown to be as
testable and so much in agreement with empirical

research. Hence we are led to favor not the reduction
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of tiese different kinds - of “information™ to brgin
states, but the elucidation and explanation of them in
terms of brain states, othervise there are no
empirically justifiable and principled terms fqr
comparison of data BCross SUbf;eldS, hence no
possibility of a systematic demonstration that the
language-related sciences are studying related things,
much less the same object, and no way of attesting to
the consistency of any of the results from,these fields

with the body of well established scientific knowledge.

By the notion of science adopted, linguistics is_

4

either a science or autonomous, but not both. The

question 1is one of choice. The approximation of

linguistics to the established sciences holds out

wonderful prospects of leaving the present morass of
ill=defined and unsubstantiated notions, making rapid
progress, creating reliable knowledge, and finding new
relationships at every turn. The price is changing
longstaﬁding attitudes and .preconcepqions, and
supplementing the new assumptions with lots of hard
work. Puture metatheoretical studies along the lines of
this 'ftudy could make the effort of showing the

benefits and costs of this change in more detail.
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