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ABSTRACT 

,A central' issue in linguistic metatheory is 
raised: which is the ,most adequate object of inquiry 
for the science of lan9ua9~? This object i5 ~nitial1y 
constrained by the universal ',desiàeratum that it', be 
compatible vith science. Thus, notions of science are 
surveyed and the one that seems most in keeping vith 
actual scientific practice adopted to make this, 
constraint explicita It is' a1so constrained by the 
initial assumption that langu8ge-related fields are aIl 
studying the sa~e object, 50 it, has to be compatible 
vith aIl of the fields that will make use of it. The 
literature is' ·surveyed for notions of language which 
are grouped by the assumptions' they are based on, and 
subjected to crit.ical éxamination. A notion of language V' 
as systems of brain processes vas preferred as a 
beqinning, and literature on process models was 
surveyed to t'i1'l in sorne more detail and check, 
compatibility of the model with' existing empirical 
resul'ts for t~is field. Finally, the metat~eory· 
construtted (notion 6f '~cience plus notion of object of 
inquiry) was shown to provide, in principle, ·a çommon 
denom~nator for rélating ~~e different fields of 
linguistic inquiry, thus demonstrating its unifying 
power, besides its explicitness and external 

. consistençy. 
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RESUMÉ 

Une question centrale de la métathéorie 
linguistique est $oulevée: quel est l'objet d'ètude le, 
plus adéquat pour, les scie'nces du langage? Une 
contrainte

C 

est initialement impos~e sur cet' objet par 
le desideratum universel qu'il SOlt compatible avec la 
science. Par conséquent, des ,conceptions de la sciencè 
sont passées en revue et celle qui semble la plus 
f idéle à la" prat ique sC,ient i fique est adoptée af in de 
rendre cette,' contrainte explicite.. Une seconde 
contrainte, vient de l'hfPothèse initial que l.-es 
domaines reliés au langage etudient tous le même objet, 
il doit 'donc être compatible avec tous les domaines qui 
l'utiliserons. La littérature est passée en revue afin 
d'extraire des concept-ions du langage, regroùpées par 
les suppositions sur lesquelles elles sont basées, et 
soumises à un examen critique. Une con'ception du, 
langage en tant que systèmes de processus cervicaux f~t 
préférée comme point de' dèpart et la litté~at~re 
portant sur des modèles de ces processus a été passé en 
revue poûr fournir davantage de détails et vêrifier la 
comPatabilitê de ce modele avec les resultats 
empiriques ~e ce champ. Finalement, nous montrons que 
la métathéorie construite (conception 'de la science 
plus conception de l'obj~t d'investigation) fournie, -en 
principe, un dénominateur commun qui permet de relier 
les différents domains d'investigation linguistique, 
d~montrant ainsi son pouvoir unificateur, en plus de 
son caractére explicite et sa cohérence externe. ' 
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"If we are willing , to ,restrict our 
ra!lge of înquiry sufficiently, We 
will be able t.o ffnd SOrne answers 
easily, but they will have...? little 
bearing on anything of impO.rta~c~. If 
we insist on deal~ng with large 
questions, our first at~empts at 
answers are likely to be mistakeri, or 
untestable, wi bhout a great deal 'of 
further work. But our answers to 
questions are.only worthy of the name 
of, science when t,hey are ,both' , 
sigriificant ,and testable. Theory 
divorced .from the best, available 
knowledge is irrel~varit, a castle in 
the air, and. by tha t token 'of, no 
interest to science. But knowle~ge 
which fails to rise to the level of 
theory is of equal lack" of in'terest, 
an accumulation of uncotîne'cted 
trivia. . 

Science lies between these two 
dangers. In the. era now past, 

,descriptive linguisti,cs !n America 
has . '" steered, uncomfortably . close tô 
the Scylla of triviality. It is now 
necessary to change course, while 
avoiding ,as' weIl the Charybdis of 
irrelevanoe." -

(Teeter; 1964: 206) 
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INTRODUCTION ç 

WHAT l S THE LINGUI ST,' S OBJECT OF ,1 NQUI RY? 

"Quel est'l'objet a la fois integral et' 
concret . de la linguistique? La 
question est particulièrement 
difficile; nous ' verrons' plus tard 
pourquoi~ bornon-nous ici à faire 
saisir cette difficulté." 

(de Saussure, 1914:' 23) 

0" 1 Problem., 
~ 

Linguisties,. like,< many other fields .of inquiry, 

ra.ther i ll-'explored founda t ions: 

phi losophical and meth~dQlogièal assumptions are 
, - , 

frequently' pccepted or rejec'ted more ,o,n the strength qf. 
" 

intui~ion than ration~L ~iscussio~, which in turn is 

of ten madé more di f f ieul t' 'by the indetE!rmina~ey of ,the 

terms (and. the ùpdetlying c'onçepts) involved_. Trye case 

in' point, to be tacki~d here rs that of the term 

, "language ~, 
, 

as in ~L~ng~fs~fcs i5 the science of 

language. Il " 

. " 

The term Il lp.,nguag~'" "is important' -in mainta ining - -

the coh~sion ~of . .à lo~os~l:y' ~lied group of 

there 
.. ':1 .. ~.. ~ 

'are - brancne.s 
. . .:rIJ .. ~ 

pf'.' . li'nguistics, 
.!~ - -

phi Ips~phy~:' '. ~:; 'ne.j.lrol·ogy, ~nthr~pology , . . 

: 

discipl ine&:. 
\ 
,~sychOlogy ~ -

soc iolo.9Y, 

1 • 
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artificial intelligence and mathematics that aIl 

profess to study "language." However, upon examination 

One discovers that concepts of "language" differ 

widely, even within branches of the same field. This, 

in our view, seems to weaken the ties between these 

fields, hamper useful cross-fertilization, and even 

cast in doubt the validity of such an apparently ad hoc 

aggregate of disciplines. In the absence of a theory 

relating tpese fields, we have no principled grounds 

for demonstrating the relevance of work in one subfield 

to hypotheses in any other. 

On the other hand, scientific discourse is 

characterized by a trend towards the minimization of . 
the ~mbi9uity of its terms in an effort towards clarity 

of thought and efficiency of communication. We are 

left, then, with two choices. Either impugn the 

interdisciplinary enterprise and consider that the 

.diverse adm'inistrative units of the univeri-sty which 

profess an interest in "language" are laboring under 

the ~sion of studying phenomena of the same domain, 
t 

or make the assumption that we are correct in our 

intuitions that these p~enomena 'ultimately cohere into 

what may justifiably be called a unique object of 

2 
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inquiry. In the case of the first option, we a.re léft 

with the tasks of tagging the diverse concepts of 

"language" unambiguously 50 as "to el iminate any 

confusion that might arise from collapsing them, and of 

defending the view that what the (e.g.) anthropological 

linguist and the neurolinguist study are in principle 

unrelated. Opting fo~ the alternative view, we assume 'J 

the burden of demonstrating that and how' these 

approaches are sufficiently related to justify only one 

notion of "language", and of choosing one, as weIl. 

None'of the tasks above are to be .tAKen lightly, 

'and of course strong arguments can be made for both 

sides on theoretical as weIl as practical 

methodological grounds. Nevertheless, a choice of 
\ 

initial assumption must be made, though it be on the 

basis of intuition, reasoned a~gument or statements of 

authority, and we will here opt for supposing that, 

there is a common object 'of inquiry. The body of this 
f, 

thesis, then, wil~~ be in the form of arguments for 
, "', 

choosing o~e ~entral co~strual of "language" based on a 

system of views able to support a demonstration (that 

we can only 'point towards here) of the interrelatedness 

of the diverse phenomena wh),ch are qll called 

o 3 
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"language." 

Thus" our main task. is to examine diverse notions 

of "language" and choose one that can ln principle 

serve for aIl of the qisciplines.that make use of it; 

Dnd in so doing adopt a position with respect to a 

preferred notion of linguistics. But which criteria 

can we use to make such a choice? Consensus? There is 

,none, and even if there was, i t would be no reason for 

preferring one notion over another. Authority? By the 

same tok.en, unques't iori ing acceptan,ce of others' views 

has no place in an enterprise that .is to be 

characterized as critical. Simpli'cfty? This clearly 

can not be an overriding concern for we are interested 

in the most appropriate con'tent, (i f one 1s speak ing of 

formal simplicity), and' one that, has to be complex 

enough to be appli~able ~o several,different fields (if 

one is speaking of simplicity of content) while still 

b~ing heuristically fruitful (s~e Bung&, ~96j for pther . , 

~rguments). At best these can be very limited, 

partial, de~iderata. 

Instead, we can use the criteria that underlie 

(i~plicity or explicitly) the criti~al evaluation of 

scientific theories (from Bunge, 1967: Ch. 15): 

4 



H clarity and meaningfulness, i.e.: minimal 
" 

ambiguity and vagueness, empirical interpretability, 

logica l relatability of sta temerit s, maximal. 

representativity or mechanismicity of theories (his 

semantic criteria). 

i i) testabi 1 i ty (of a theory, i ts assumptions 

and even the techniques used to test i t ) and 

methodolog ica 1 ( nct absolute) simplicity, i. e. 

moderating c-omplexity to within testable liroits (his 

methodological criteria). 

iii) internaI, consistency, l.e. well-formed 

compa t ible statements that are logically and 

mathematically consistent and based on s~rong, , 

independent initia'l postulates ,(his formaI criter~a), 

and 

iv} external consistency, or compatibility w'ith 

the 9r~ater portion of well-confirmed results of the 

rest of science, and unifying ,capacity, together with 

generality, depth, -originality, heuristic potential and' 

stabi 1 i ty (his epi stemolog ical criteria). . -

'1 n practice, external consi stency and uni fying 

capacity (iv) will be the most impot'tari t criteria, 

since we will assume for the sake of argument that aIl 

5 



of the-alternatives will be equally accepta~l~ in terms 

of c la r i ty, ,testabi li ty and internaI ~on5 i stency.' , In 

other words, we will seek. to examine to what extent, the 

definitions and assum~tions under~ying the altèrnative 

riotions of "language" are corroborated by findings ~n 

other' fields. This is of maximal imp?rtance tor a 

notion of" '~lànguage", that will be applicable 'in (and 

able to u'nify) aIl of the fi~lds that need to use. it. 

O. 2, Approach • -_ 

Let us situate our question~ ln the wider context 

of the philo~ophy of science' to provide the background 

and perspective, we will find nece$sa~y as we.p~ogress. 

Our questions fàll ,withi~ the 
, ' 

domain of a theory 

of linguistics., Such a theory wou Id deal wi th the 

, assumpt ions,' concepts, methods, etc. on which 

- lingui~tic inquiry i5 based. Since this beàrs directly 

upon in what ways and to what ends one constructs 

theories in linguistics, li can be called li~9uistic 

metatheory [fn 1]. 

Linguistic metatheory seeks to answet ,the 

questions 'What is linguistics?' and - lHow is it best 

conducted?'~ ~mong otherso A ~inimal metath~ory will, 

6 



, 
gi~e. an account of the. former by answering two 

questions (see ~oodger, 19~9 for a dif~erent vf~~): 

',a) W~at is Sèiencé and in what ways, can thi's be 

applied to lingu{stics?, a~d 

b) What is (the nature of) the object of inqu~rt, 

I.e. what is la~guage? 

That is, it seeks to provide an 'elucidation of the (1 

terms "science" and "lang~qge" ln "Linguistics is the 

science of language." What we intend to ar~ive at in 

this study is, in sum, a minimal metatheory that is 
,\ , 

expllcit and consistent. The" 'truth and 'fruitfulness of 
> 

such,a metatheoretical viewpoint are clearly open to 

empirical research and ,debate; this, of course ~ ,is 'why 

i,t is merely a point of dei>arture. 

A complete metatheory, on the other band, would 

complement, these wi th other quest ions a~out the Iogic, 
. 

goals, values and ethics character i st ic'· of the 

discipline (see Medawar,_ .1969, but esp. Bunge, 1980b), 

'I.e'. we, are construing metat'heory as encompassing the 

formaI/log ica!. aspects, of theor ies as weIl, as the 

social and philosophical-aspects of the theorists who 

build them, on' ,the ,assumption ,that 'these' aspects 

'interact in ,a non-trivial manner. We leaye thi s i ss'ue 

<--. 
7 
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aside, however, to concentrate on the assumptions that 

un~erlie the selection of a construal of the linguist's 

object of inquiry. 

Such metatheoretical inquiry, if in turn carried 
, 

out in a scientific manne~, will be part of what ve 

calI (vith Bunge, 1959) Metascience, Le. the science 

of science. Traditionally, however, it has -been the 

domain of the Philosophy of Science (or of the 

individual sciences) and as such is often not, alon9 

with- the rest of philosophy, considered to be very 

scientific. One solution to this, as set fotth in 

Bunge's work (see bibliography), is,that of 'upgrading' 1 

the philosophy of science: ren~ering it more exact, 
\ 

more subjèct to change by new evidence, and more 

verifi~ble, thu5 yielding what 'is called scientific or 

exact philosophy (see Agassi & Cohen, 1982; Bunge 

(Ed.)# 1973). In this vein we will equate linguistic 

inetatheory with the (scientific) philosophy of 

linguistics, one of the metasciences (see also Botha, 

198]: s~çt. 1.5; Itkoneh, 1978). We would not clàim, 

howeve~, t~at this i5 an essay in'exact philosophy; 

'rather it 1s an analysis of the issues in terms that 

point to the n~cessity of using exact philosophy. 

-
8 



What is the refation .between s'uch,' a metatheory 

·and the theories to which i t refers? We vÏ,ew ·a 

metatheory as a sort of ~interface" between the gen~ral 

worldviews of philosophers and the specifi,: nee'd,s of 
, . . 

the study of some family of phe~om.ena,. Where a 
, e 

metatheory would point out the most ' general 

philosophical assumptions to g.uide research, the t,heory. 

constructi~n it~elf would provide, feedback as to:the 

validi ty. of those ass~mptions. Thus, theory and 

metatheory are seen to be mutually dependent: one must' 

make some general assumptions in order to construct 

theories, i.e. there is no philosophy-free science, and 

by the sa me token metatheory·needs to be based on the 

results of theorizati?n, i.e. philosophizing should be 

based on science as weIl [fn 2]. Along the same lines, 

we can also- conceive of'the interaction of theory ànd 

experiment or experiençe as reciprocal, and-postulate 

that just as there are no valia. theories witho~t 

corroborative experience, experiènce is not given to us 

a priori" ~ithout our active intellectual involvement. 

Clearly such statements as these are far from bei~g 

entirely borne out by research; they figure here only 

·to make· expi ic i t the assumpt ions wi th which we are 

. 9 
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approaching this analysis. 

we are adopting a metàtheoretical 

approach which is to say that we will'be examining the 

concept of "language" across theories and in the ~ight , 

of philosophical doctrines and empiri~al evidence from 

relevant fields. Thi s can be opposed to more 

speculative philosophical approaches, , , lJhich 

unfortunately pay little attention to the empirical 

data available, and to theoretical apptoaches which try 

to develop the notion within a single theo~etical 

framework, thus often leaving the assumptio~s on which 

it is based unexamined. 

0.3 Objectives. 

Our opjectives in this study are to arrive by 

explicit and systematic argument at a prefer.red 

construal of, the' term. "language." Si nce "1 ingui ~t ics." 

and "languag~" are mutually interdependent, we will 

also be in a position to give a preferred construal o,f 

"linguistics." "Preferred" in this piscussion is to hé 

understood as preferred given the criteria above and 

the assumptions, evidence and arguments below •. , , . 
S~nçe we have made the initial presupposition 

10 
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that "language".is to be understood as sornething tha,t 

can and should be studied in an interdisciplinary 

fashion, anothe~ qbjective would be that the body of 

the thesis serve as a~ arg~ment in iavo~ df this view. 

Finally-, if our arguments are éarried out convinc ingly 

enough, then we will be able to demonstrate the 

relevance of me~atheo.ry, 
, . 

and. ph,ilosophical 

considerations to the development of 1 i,ngui st ic 

theories . . 

0.4 Originalï ty. 

As per the requirements of the Faculty of 

Gr-élduate Studies and Re§'earch, sorne statement' as to the 
~ ,,_. J 

- , 
ori9inal~ty of each thesis need be made, though clearly 

a Master' s thesis qf this scope can make few 

pretensions of offering original- contributions. to th~ 

, ' field. Nonetheless, it 'should be lnoted th~t there"is, ,( 

to our knowledge, no treati-se or <monog-raph on -the 

notion. of "language", though introductory textbooks 
" 

usually raise the ques~ion (in 'a superficia'l manner),-, . , 

. ~nd more general works have dealt with the question in 

sorne detail, though not as much as we attempt. ~ere (see 
, 

e.g. Itkonen. 19,78, Macltey, 1965: Ch. " Mounin 1969~ 

1 1 
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Paivio & Begg 1981, Vermeer 19~1, Ducrot 1972, etç.) 

M9reover, new to linguistics is the philosophical 

framework of Bunge's Scl~ntific Materialism, so that 

our development of a materialist notion of language, in 

sorne more detail tnan the sketch offered -in Bunge 

(1983c), might also be considered .a contribution. 

F'inally, there is n.o ,explicit development, of a 

linguistic metatheory in the, literature of the field 

(thO,ugh "Botha 1980 and 1981 appro.x'ima te our not ion of 
, , 

metatheory), 50 that to the extent which we succeed in 

developing one it will b~ an original contribution. 

0.5 Organization. 

This study, then, will be- organized as follows: 

In Chapter One we will discuss notions of Science 
. 

in order to make our assumptions with regard ta the-

nature of science explicit~ and show how this can 

constrain the notion of object of (scientific) inquiry. 

In Chapter Two we make a survey of the major 

notions of language that have appeared, but organize 

them according' to the assùmption's upon which they are 

based (with respect to wh,t ~language" is, how it 

,develops and'how we can find out about it). 

12 



, Chapter Three 'consists in a critique of the views 

surveyed' in Chapter Two and argùments for choosing from 
n ' 

among'the assumptions, finally arriving at a preferred, 

though skeletal, construal of "language." 

Châpter Four, attempts to provide sorne more detail 

about the construal arrived at in ChapteI;' Three, 'at 

least with resp~ct to a certain aspect of the 

definition: the notion o~ process:' :jus representative: 

work on process m?dels' of 'lângua,ge skil'ls and knowledge 

"repr-esentation" -is surveyed .. 

Our Conclusion~ summarize the arguments given and 

sketch the notion of linguistics, that falls ?ut of the 

asssumptions chose'n, ~mph~sizing the' r.ole of metatheory . 
• r' 

in explicating' the relations between .the different 

fields 'that ~tudy "language". 
, ' > 

.;. , 
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Notes: 'Introduction 

&1: 
1. Our use of the' term 'metatheory' piver9~6; 

from the precede~t. Q(- using' 'general 1ingulstics' 
(LYQns.., .1981) or"linguistiè theory' '(Chomsky, 1965f 
for such i,nvestigations, and of using' 'metathe-ory' as 
paralle1 to the, innate' compone~t of the language 
faeul ty' '(DG) (Chomsky, 1979: 180), or restr iet ing i t to " 
"une théorie des' grammaires" ,(Dubois et aL, 1973:· 
~18~. This is s~'beeause a) we do not 'find a diehbto~y' 
betw.een 'genera1' ahd' spec i fic' (or between generaL 
and descI:"iptive)' linguistics fruitfu'l: specifie br 
deserîptive 'linguistics ,is 'general' linguistics 
app1ied to ,tbe d~seription 'of specifie languages 
(Lyons, 1981 % 34:-35) and thus over1aps with the 
pure/app1ied 'distinct~on .which 'needs "to be used' 
e1sewhere .nenee 15 iridependent1y jùstified. b) Lyons' 
Cibid) construal, of, gene~al linguistics is the study of 
language, where ~otha·' S (1981: 111) i s the' study of the, 

" language acquisition deviee -- c1early such confusion 
should. 'be .avoided;. e) Chomsky, t:~o, seems to use 
'Iinguistic theory' ambig~ously to refer to theories of 
lan'guage ~ ·1 i ngui ~t ies and theories of grammar, thus 
eonfusing al'ready difficult issues; and d) UG (henèe 
metatheory) seems to be eonstrued by Chom~ky (1979: 
180) as that which'explains how a c~ild who by analogy 
'is ca+le~ a "little linguiSt' 'g~s fr.om data to 
grammârs: '.' 

. "Chomsky - (1965),' Katz ( 1966) , Fodor (,.r 

(196~), and others have su~gested the 
,metaphor of the child' as ,a little linquist 
'who tests hypotheses to discover the 
syntactic rules of his lànguage~ Both the 

'child and the Iinguist test hypothese~.in 
the form of candidate ruIes, and both use, 
lfngui&tic evidence to confirm or\ 
di sconf irm those hypqth.eses." , (Va'l ian, '. 
Winzemer & Erreich, 1981: 188) \ . 

Firstly, we wish t~ dissoci~te' o'ur notion of' metatheo~t" 
'from aoy analogy to chi Id 'lan9uag~ acqui si tion', 'sinee 
the a"nalogy' does . not ,seem - useful.· In fact,. the 

.disanalogies are 50 many as to make it a misleadfng. 
compar i son.:-
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innate (e.g .. , DG) 

etc. 
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determinants 
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etc. 

Figure 0.1 

Secondly, we see'metatheory as much more complex than a 
black bo~ that takes language data as input and 
proNides -(an evàluation cf) a grammar as output. /,,- / 

·2. At this point we should dist~ngûi~h between 
rdescriptivê~ and pre?criptive ~e~atbéory. W~ere the 
first seeks to describe what (e.g.) linguists in facte 
do,o the second suggests what ,they should do. Here we 
~ill join descrip~ive metatheQretical ,Qbservations with 
a vi aw of· sc ièfice 'f'o generate a pcescr ipt ive 
metatheory. 
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CHAPTER ONE 

WHAT 15 SCIENCE? 

"Fruitful theorizing in scienc~ is 
probably not so much a question of 
being complete, or right or wrong, as 
it is a question of making explicit 
what we presuppose."' 

(Saugstad"1980: 18) 

1.0 Introduction. 

Linguists have long been preoccupied with making 

1inguist1cs a science proper, and consciously 50 sinc~ 

at least the 19205 (cf. Bloomfield, 19~6, 1939; Sapir, 

1929). To make thi s a meanJ ngful goa'1, ho~eve r, 'Ile need 
/ 

to make explicit the notion of sc~ence subScribed to 

and insure that the object of study is consistent with 

the aS5umpt ions of tha t not ion. In thi s chapter we, wi Il 

examine sorne of the notions of Sc ience" that have been . 0 

espoused by scientists and philosophers of science, and 

how they constrain the object of inquiry. 

The various notions of science sketched below 

have beeri proposed as ideals to be strived for and, 

characterization~ 

ab\l~ vÇ;es have 

of what intuitively scientific 

in comman. Thus, each, has. i ts 

prescriptive and descriptive interpretations. We will 

be interested primarily in the descriptive adequacy of 
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these characterizations, assuming that to the best 

'descriptive notion will correspond the most appropriate 

prescriptive interpretation. In this way we will speak 

of a sc ience as having the aims and the other 

assumptions presented as typifying the family of views 

referred to in each of the positions below. AlI of 

fhis having been said, let us examine some of the 

different notions of science [fn 1]. 

1.1 Single-feature Characterizations of Science. 

In· this section we describe four of the "more 

obviously inadequate, hence not 50 influential, views 

of sc ience and examine the roots of the i r inadequacy. 

1.11 The Consensus View. This lS the position 

that science is characterized by a certain lack of 

controversy, at least much less than in the humanities 

and other non-scientific fields (see e.g. Ruhn, 1970; 

Ziman, 1978: 3). "Everyone" in the scientific community 

believes in Darwinian evolution, quantum mechanics, 

genetic transmission of physical characteristics, etc. 

On the contrary, there is great controversy, according 

to ~his view, over who wrote the Bible, if Socrates was 

real (if he was, where and when was he born and what 

1 7 



did he think), what the nature of thè mind is and its 

relation to the brain, whether ESP exists, etc. Hence 

the former are scientific where the latter are not. 

To see that this is inadequate, one need only 

consider the fact that many people believe in God, the 

Devil and intelligent life in otner galaxies, , and we 

would be led rather unwillingly to say that theology, 
, 

demonology and intergalactic psychology are sciences. 

On the other hand, the sc i ences are ,full of 

Q controversy: does evolution refer to populations, 

species or individuals? (Ghisel~n, 1981), which 

interpretation of quantum mechanics is more adequate --

the Copenhagen (subjectivist) interpretation or the 

ob]ectivist interpretation? (Bunge, 1973; Burgos, 1982) 

Do gravitational waves exist? Is a Unified Field Theory 

possible? 

Finally, if consensus wer~ the def tning 

characteristic of science, exactly which people would 

have to agree, _ and to what extent? How would this be 

differen~, e.g., from the generalized'agreement in 

sorne countdes that communi sts are to De feared? RatHer 

than consensus, science is characterized by syste~atic 

means for re~olving such' controver~{es: re~soned 
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hypotheses and careful experimental tests. 

le 12 The Empirical Content view holds ~hat 

science only involves empirical data and inductive 

generalizations that can be rig0rously traced back to 

them (see e.g. Bloomfield, 1933/ 1936). Outside of 

science is the realm of speculation and unobservable 

theoretical entities. Where the humanities and "soft" 

sciences are o'ften rife 
1 

wi th concepts such as 

intentions, status, metaphysical entities, etc. , 

science shies away ,from these things because they are 

beyond the real ~orld observables that lend creQence to 

knowledge. 

This view of science, howe~er, would have it that 

Einstein was a charlatan or a philosopher, not a 

scientist, that theoretical biology is on the ~ame 

footing as creationism, and that c~smology is as 

scientific as religion. It makes for a scienc~ with no 

hypotheses, no theories and no explanation -~ased on 

" them. Science clearly ,has ,a, different view of the 
, 

,acquisi~ion of knowledge~ ~ne that incorp6rates both 

theo,ry and observation. 

1. ; 3 Tlie Succe$s View. Partisans of this 

defining characteristic' would have it that the main 
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feature of ~cience which distinguishes it from other 

activi-ties is success (e.g. James, 1907:, Lecture II). 

Science has been successful' in discovering and proving 

facts, in leading tp inventions and improvements in our 

way of life, where the non-sciences have not 

contributed anything of this kind, hence have peen 

unsuccessful. What have philosophers, theologians or 

sociologists proven or invented of comparab~e 

importance? Theirs are the so-called "ivory tower" 

disciplines, populated by people who are alienated trom 

. the real world thinking about problems of no practical 

consequence, according to this view. 

In sum, success is equated with practical utility 

(which is why this view was espoused by the 

Pragmatists) and science is useful where non-science is 

not. But how, then, to distinguish technology , from 

science? Is Newtonian mechanics to be co'nsidered 

non-sci~ntific because it is not succe!?sful ln 

accounting for relativistic phenomena? Of what 

.practical use are gluons and quarks? l s. quantum , . 

mechanics non-scientific because it cannot account for 

the Einstein, Podolsky & Rosen (1935) paradox'? 

Parapsychological research has been "successful" in 

20 
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showing that,some people,hav~ paranormal abilities (but 

see Alcoc~, '1981). rt doesn't séem that chara,cterizing 

pa~apsy~hology as science and Newtonian mechanics as 

non-science would be v,ery satisfying,' nor would :it 

enable ~s to distinguish between a "scientifi~" night 

at the casino' and a'"non-scientific h one. Science,has 

goals other than utility, and these are what 

di sti ngui shes i t 'f rom technology and other . purely 

practical pursuits. 

1.14 The Formalist ylew defines a body of 

,)mowledge as scientifiè only if i,t ha$ been thoroughly 

math-ematized~ by, analogy with the ~advanced" sciences 

(see e.g. Galileo" Kant, Husserl and, implicit,ly, 

Chomsky, 1980)'. Thus, 'physics, che~istry, mathematical 

psyc~ology, statistics and transforrnatio~al grammar, 

but - not emerging sciences' (e.g. neurolinguistics), 

experimental studies (as ·in medicine) or tields ot 

study that have not couched their knowledge in formaI 

terms (e. g .• of psychology, neurology, 

linguist,ics) . 

" :'This position, unde,rlies appeals found in sorne of 

Chomsky's,recent writing,S,(1978, 1,98~) to "the Galilean 

style" of linguïsic 'inquiry (see'Botha, 1982), and is a 
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component' of positiv'is't, rptio'nalist and refuta'tionist 

views, as wel~. 'However, it is tantamount to s~ying 

that the content ,and reliaoility of thé knowledge 

represented by t~e formalisms doe'sn 1 t matter, only the 

.,form in which it 'is presentep.. This would not allow us 

to di st i ngui sh' between f or'mal i zed nonsense, (as, in the 

Journal 'of Ir reptoduc ibl-e Results) and scienc,e. 

Clearly, science constr~ins the bbjects and,problems it 

will study and emphasizes cont~nt apd reljability of 

knowledge, as well.~Nonetheless, the merit of this,v~ew 
; 

is in recognizing (wi~h Many others such ·as Leibniz, 

Bolzano, Russell," ~nd B'\lnge) th~ need for the 

explicitne~s that mathematiz~tion ~an provide and which 

makes progress after a' certain' level of, complexi ty 

possible. 

1.2 Multip~e-P'eature' Characteriz'ations. 

Methodologism is ,the view that ,sc'ience is defined 

'by its use of ~the" scientific method, and one variant' 

of this view that we will c,onsider, in more detail is 

that of positivism (or, more p~ecisely, Neopositivism), 

since it was influential in linguistics fQr Most of the 

first haIt of this century (cf. Koerner, 1982')" 
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1.21 The neopositivist Vlew 'of science, which 

SE'.ems to hav~ 'typified most of the 'descriptiv'ist' 

period of Americ-an li:ng~istics" and was influential 

b~th inside and ou~side of linguistics, corres~on~ed to 

,the following s,et of posi t ions' (Rolakowsk'i l '1972: 

13-15): 

a ) phenomena li sm:, ' sc'ience deals only with 

obseFvable phenomena, and their immediate causes (cf. 
, 

Bloomfield, 1936); 

b) nominalism: science aims at organ~zing facts: 

"The world we know is a collection of 
individual observable facts. Science aims 
at ordering these facts, and it is only 
thanks to this ordering work that 
[something] becomes 9 true science .•• " 
(Kolakowski, 1972: .1.4-15') 

" ..• if the facts have been 
it is perverse or childish 
explanation in the. ba~9ain." 
v) 

fully stated, 
to demand an 

(Joos, 1957: 

c) mathematism: science uses mathematics, and 

values simplicity and explicitness; 

d) anti-philosophism: - science is the antithesis 

of philosophy, wh~ch is a soùrce of speculation or 

nonsense, not knowledge, and should thus be avoided: 
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"It was 'the -central dogma of the 
positivists of the Vi~nna. Circ1e that 
metaphysics ïs sheer, bàlder'dash: that i ts 
assertions" are not false, , but no 
assertions at aIl - jus't - senseless 
babble." - (Popp~r, .1974: 965} 

"Djscussion of the f~ndamenials of' our 
science seems to consist one half of 
truisms, and one half 'of-metaphysics; this, 
is characteristic of matters which form no 
real part of a $ubject. •. ~ ('Bloomf ieId, 
1926: 129) 

As weIl, the NeopositiYists embraced a form of 

the Empirical Content view .described above, which 

accounts for their similarities with proponents of that 

position, and emphasizéd predictive power of accounts 
-

over their explana~ory power. Science, however, 

attempts to go beyond mere appearance to descrioe, 

explain and predict phenomena, and with the help of 

philosophy, sirice it cannot be escaped (Teeter, 1964: 

198) • 

1 .22 Refutationism. Another philosopn?, of science 

that has ,become popular in the last half-century is .. 
that attributed to Popper ( 1959, 1963) , i.e. 

refutationism, whiçh defines the hallmark of science as 

its falsifiability. From this point of view, physics 

and chemistry are scientific to the extent which we can 

put their statement!:? to objective experïmental test., On 



the other 'hand, philosophy, psychohistory, and theology 

'are not sciences because we cannot perform objective 

tests to judge their statements. Moreover, 

refutationists would have science accumulpt~ i ts 

ne9a~ive resvlts, since they âre the ~urest knowledge 

obtainable,. 

More precisely~ the Popperian view of science is 

that' sci~ntif.ic' statem,ents are, "falsifia'ble" (1963: 

40), "inter~ubjectively testable" (ibid: 56), and "have 
, -

the form of singular ~xistential statements" (ibid: 

102). In other, words "a theory is ~~ienti~ic iff it is 

falisifiable,' Le. if it is. inconsis'tent with at least 

one singular existential statement that can be tested 

by'inter-:-subJective observation" (Johanssen, 1975: 16).. 

This also, implies that the theories have to be 

consistent as weIl, since an inçonsistent theory 

entails anything (ibid:, 11). Thus, Popper's main 

criterion for sqlving the ~emarcati?n pro~lem (between 

science'and non-science) i5, a m~thodo~ogical one: it 

bears on what form statements ,can' take and how 'they' 

need' to be falsified, without specifying what they 

should reter to or be used for. In,this sense; then, 

Popper too reduces SCIence to a set' of. ,methods or 
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methodological pr~nciple~ (though he incl~des sorne 

logical princi~le~, as weIl), hence refutationism is a 

form of methodo1o"gism. 

However, we have already noted that sClence 

constrains its domain and preblems, is ~nterested in 

the use te which know1edge is put, I.e. description, 

explanation and prediction, and is interested in the 

content as we11 as the form of its statements. Fina11y, 

science is concerned with accumulating posi'tive 

knowledge negative knowledge makes up fields like 

parapsycho1ogy: its phenomena are not qio10gical, or 

chemical, or physical, etc. 

1.3 Rationalist Science. 

This term is justified by Cook's (1981: 289) 

observation that ~the true unit y between the thought of 

Descartes and the thought of Chomsky lies at' the level 

of the philosophy of science" (see a1so Bracken, 1970: .. , 
192). Cook (ibid) also provides the on1y detai1ed study 

of Chomsky' s phi losophy of sc ience in the 1 i tera ture,. 

Let us then l~ave it to him to characterize this view 

(Cook, 1.981: 296): 
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"Chomsky's' view on the methodology of 
science can be ,encapsulated ln, a 
philosophy of science that draws from four 
major, 'doctrines that are operative in 
current and classical theories about the 
nature of the natural and human sciences. 
These doc~rines are: logical positivism, 
Weltanschauung analysis, empiricism, and 
interpretat~0nism. From logical positiv~sm 
Chomsky derives his model of scientific 
explanation and his emphasis on formalism 
in science. (. .. ) "From, Weltanschauung 
analysis, Chomsky derives"hi~ views on th~ 
theory-laden nature of sc~entiftc 
observation and- his emphasis on the 
importance of the context of discovery for' 
the philQsophy of ~cience. Chomsky's unit y 
of method dQctrÏ'>ne is drawn from c'lassical 
e.mpiricism. Fi~ally, from the 
interpretat'ionists, Chomsky, adopts' the 
view that an ~xplanat~on of psyçhological 
or social behavior must include a 
reference" to the mental states involved in 
such behavior." 

, 

Chomsky thus avoids many of the pitfalls ,of his 

predecessors, but still makes no statement.~~out the 

kinds of problems, the ,limitations of the' dC?lna.in," or 
-

other properties of science. AS weIl, he ~mphasiz~s th~ 

theory-léden nature of, s~ientific observation at t~e 

,expense of the ob~ervation-Iaden nature of scientific 

theories. In adopting the stance that referenee to .. 
mental st'a tes i s a necessary condi t ion for' a' sc iént if ie 

theory of "lang'uage," 'he' 1 i kew i se must adopt a theory 

of mind that is detailed enough to be testable, and 

televànt enough 50 as not to fall into explanati~ns of 
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the obscÛre in terms of the even more ob~cure. Clearly, 
o 

saying that "language" is a mental phenomenon i5 

vacuous without a testable theory of the mind. 

We have seen that to adequately characterize· 

science we must define it along several ,dim~nsions, 

including aims, methods, problem!?, ,epistemology, etc. 

The above account of Chomsky' 5 view shows that h~ i 5 ' 

sensitive to this fac t, but omi ts' .sorne 'of the 

paramet,ers. The following 'view, then, wi Il havè to be 

prefered for its attempt ,to charac,teri~e exaétly how 

science def Ines i ts domain, methods and other 

assumpt ions .• 
.' 

" 

1.4 Philosophism •. 

for proponents of this final vi~w 6f Sci~nce, the 

attempt t6 account .. for the it·s distinctive.n.ess with a" 

"sing.le attribute is, futile and cao only, yield result5 

comparable ·to those of the seven blind wise men in ,the 

.' , 

·old fable about the elephant,. Like. most human 

endeavors, Science 'is too complex to be characterizable 

by a 5 ingie fe'a't ure. We . 9i ve thi s ,view, taken from 

Bunge (1982), the name "Philosophism" because it i5 the 

only position consi'dered' here that rnakes certain 
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assumptions an explicit .defining 

. chara:ct~f~stic of ScieI1ce. This, and its relati.ve 

complexLty, )ustify more pro~onged attention here. 
- - ~.. -

,'-In::.this. ~iew, then, science is not a method, but 

-an approa-ch, (we will also refer to this view as the - , 

5cientific Approach) which includes a general worldview 

(ontology, epistemology, ethics sect. '1.51), sorne 

body of background knowledge (sect. 1.52), a domain 

(sect. J .53), a problematics (sect. 1.54), a set' .of 

aims (sect. 1.55), and a set of methods (sect. 1.55) 

as' a first approximation. In particul~r, a given 

science (5) is said to consist 9f all these components, 

which we will consider in more detail in the following 

sect ions ~ (sèe Bunge, 1982 . for a more explicit 

-account) • 

1.41 Worldview. The General Worldview is composed 

of: 

a).a naturalistic ontology, according to which 

the world is composed only of concrete, 'changing things 

(i.e. interacting systems that are not entirely given a 

priori but need to be delimited by the observer, as 

wé Il) . 

b) a realistic but cri,tical epistemology wi thin 

;:.. 
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which qone can frame relatively accurate symbolic 

,representations of things wi th the help of experience 

as weIl as reasoni 

c) the ethos of the free search for truth, 

rather than, say, the reliance on authority, consensus 
t, 

or utility. \ 

The ontology (or geperal Weltanschauung) that 

Burige attributes to sc ience is identified and 

systematized in his own work (1977a, 1979, 1980a, 
<J 

1981), and' can be characterized a s ma ter i a lis t , 

systemist, and emergentist (see 2.2 below). 

The view of epistemology that is characteristic 

of Philosophism, or the Scientific Approach, is one 

that eschews 0 both rationalism and empiricism" yet 

embraces aspects of each (see Bunge, 1983b). It is: 

" 

-realist, in that it assumes the independent 
existence of the world; 

-critïcJ~, because perception dges not suffice 
, lfor knowledge, Le. ~' .. ··èxperience is 

, . ,necessary (modet:'ate empiricism) and 
;~reason is also necessary (moderate 

w" rationalism) for knowing the world; 

-fallibilist, since every item of factual 
knowledge is assumed to be fallible; 

-meliorist for believing that all fàctual 
knowledge is perfectible; and 

C;t 
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-scientist in taking it bé true that the 
best approach J:~ attaining knowledge, 
given th~ls of science, is the 
'\seientifu approach. 

~' 

As weIl, this view holds that science produces 

symbolic representaiions of the world, that the 

~éoncepts with which one tries to understand the world 

are our own inventions, and that every proposition or 

proposaI should be justified by reason, experience, or 

(preferably) both. 

1.42 The Background Knowledge is made up of: 

a) a' specifie background or collection of up 
to date and reasonably weIl confirmed 
data, hypotheses and theories'obtained 
in other fields of inquiry relevant to 
the given science S; 

b) a' fund of knowledge in S, the collection 
of up to date and testable theories, 
hypotheses and data compatible with 
the specific background (as above) and 
obtained in S; and 

, c) a formaI background or collection of up 
to date logical and mathematical 
theories available for use in S. 

The inclusion of (a) and (c) as part o! the 

background knowledge of (e.g.) linguistics points up an 

essential part of the initial 

linguistics: it incorporated the 

from psychology ( information 

mathematics {recursion and automata 

3 l 

success of TG 

latest in theories 
,:J \ 

processing)\ and 

theory} . k also, 



, . however, implies that our view of- linguistics should 

change in step with changes occuring in aIl the 

neighboring fields such as psychology, neurology and 

sociology. Thi s l s tantamount to saying that 

linguistics may be a separate field but it cannot be an 

autonomous one: its hy,?otheses, explanations and 

theories need to be ln accord with the re,levant parts 

of the rest of science for it, too, to be considered 

scientific. 

(.43 Domain. Science must also be characterized 

by a Domain, or universe of discourse, composed'" 

exclusively of entities possible c 
worldview and the background. 

given the general 

...." Th~ domain for any factual science is the 

refejfe'nce class of ifs most general predicàte, 

c~s of,concrete objects which that predicate 

,;::s arguments, where the most general predicate 

Le. the 

can take 

- i s the 

one {in that s~ience} that has the largest factual 

r"eference class)"/(see Bunge, 1974, Ch. 2 for further 
L/ 

discussion and formalization of this notion of domain}. 

The General Worldview constrains the domain to 

the components, structure and environment of concrete 

systems, such as groups or societies of humans, 
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neuronal ~acro~ystems', _ecosystems, 'etc., excluding such 

abstract entities' as intuitions, gramma'rs, and 

particular languages. Though thi 5 may sound' bizarr-e at 

first, thè reasoning is clear: the r:rotions of 

'grammars' and 'languages' are conceptual too~s that 

linguists construct in order to study the' laws' of the 

objects in the concrete domain,. thus they are not 'pa'r:t 
( 

of -the domain of linguistics but, of linguistic 

'l' l metatheory. Though it is often postu1ated that there 

are grammars and languag~s that people have 'in their 

head$' • these concepts are only tools (~in linguists' 

heads" ) with which the objects in the domain are 

Studied, rather· tnan the objects of study themselves. 

(We return to this ln Chapter 2. ) 

The Background Knowledge also éonstrains the 

domain. C1ear1y,' telepathic, gestura1, or chemical 

commun ica t ion are ngt usua,11y inc:: 1 uded in the domaï n of 

linguistic phenomena. This is because the available 

background knowledge states e.g. that they do not 

qualify (in comp1exity, flexibility, or whatever) to 

the initial definitions of 'linguistic communication' 

or 'languages', which are a1so provided by the 

backgr~und knowledge specifiç to linguistics. 
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How can one def in'e an 'object of inquiry? An 

object of inquiry, in ,this view, is a real-world (Le. 

indirect. or mediate) ~eferent o~ a (set of) theoretical 

~roposition~s), and, of course, orie of the members of 

th~ domaine Were this not ~rue, then there would be'no 

possible state ,of affairs in the warl'd that could 

contraqict the model. We oppose thi s, real'-wor1d 

referent to the model'object or object of,theorization 

which is a ~~rtiori an idealizat~on or abstra~tion of 

the object or study. It lS this that ,th'e' th.e~rY refers 

to dir,ectly (iminediate reference) and th'rough it to 

propert ies of the real-world r:eferent (médiate 

reference) . 

Since the object of study is concrete by' 
, , 

definition, and the object: ~f theorization (or model 

object) is an idealization, also by '(,iefinition, 'saying 

that people have grammars, (model objects) in their 

heads (object of, inquiry) confounds the two ana leads 
\Ü~ , 

to misunderstandings '~bout the "rferents of the theory. 

1.44 Problematics. Science is also distinguished 

as such by a Problematics, or only those empirical 

probléms (of measure) and tbeoretical problems (of 

explanation) of the nature (in particular thè laws) of 
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tne members "of the domain, and problems concerning the 

o~h~, components ot S. More ~pecifirially, scientific 

ptoble~s need to be ,w~ll c~ncelved (or, meani~gful) and 

weIl' formulated (Bunge, 1983a, Ch. 7) : 

A problem i,s ,meaningful in a given çontext ,only 
! ' 

. i fa) , i the'! 0 n 9 s t 0 
~ '. ~. 4 

some approach lncludlng some 

methods' (actual' or feasibre) capa~le of handling the 

problem, b) aIl of the concepts OCC'l.lr ring . in' thè, 
- * , - -

proble~ are, also present in the backg~ound ~nowled~e of' 
, ' 

the f~eld, and c) tbe presuppositions of, the proble~ 

ar:e compa~ible with the. intellectua'l" 'context, thoùgh,it 

'need not·b,e compatible, w.ith aIl, of ,the bac~grol!nd'I{this 

,makes room for no~el or revolutionary ~uestiona). 
, ' 

,A probl,m is weIl lormulated in ~ giv,n con~e~t 

iff a) it Is meani-ngful, b)_ if ",hat' is to be sought is 

i tldica,ted explic'i t ly -- -i. e. ~ in 'more Iormal terms, t'he 
. 

generating statement of the problem conta~ns, as ma~y 

v~riables and question marks -as unknowns, and c) the 
\ 

pr'oblem is atomic (or' .elementary) and either of 'th,e 

individual type (a probl~m about the arguments of the - , 

statement)' or of ,the, fu~ct ional type- Ca problem a!>out 

the predicates of the sta~ement)r or ~s a ,combihation-

of atomic problems. 
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Another class of problem tha~ goes to make.~p a 

science is that of self~r~fl~xive ones, i.e. those that 
~ , l , 

, ' 

we have been calling metatheoreti~al. Note that in 
Bunge's f orIllula t i on of t,he sc ienti fie approac: h 

metatheoret 1cal problem,s ar~ not' considered part of 

philosophy but .part; of the ,il'ldi vidiJal sc i'ences. Thi s 

is in keeping' wlth de Sauss,ure' 5 (1914: 20) 'own Vlew 
. . 

that: "la tâche de, la,linguistique sera [aùssi) de se 

délimite,r et de"se dépnir elle-méme." 

1 .45 ~ethods and Aims. Moreover, Science is 

~haracterized by a set'ot M~thods, or,thos~procedur~s 

that strivç towards the ideal 9f being a)' ~bjective, in 

the sense' that the;.Jl gi'v'e roughly ,the 'same resul t~ for 

aIl c6mpetent users, b) ~heckable, i.e. oao be checked 

or controlled' by' al~ernative methods, ànd c) 

j \,lst i f iabie, or exp~a'i nable (a t least' i~ genera,L terms) 

w i th the hèlp of 'some . weIl conf i rmed: thèor ies or 

hYPot,hes~s. 'FinaIIy, S'c.i,ence is dèfined" 'as well by 

Obj'eet'i ves or Aims: the description " 
. 

explanation and prediction of façts in the.domain with , , ' 

the. help' of: laws and data, as weIl aS the .refini09 of 

other componefl'ts bf that science. 

The cheçkability of the methods of course rules 



" , 

out 'introspection,- but only as.a method of verification 

of hypotheses (except, at bes~, when the hypotheses are 

,about e.g." perc,eptions). Introspection, as weIl as 

kabala; LSD, 1 Ching, r~ading tea'lèaves' or co~ry 

shells, etc. can be used for gen~ratin9 ~ypotheses, bot 

this· notion of science ~i!l onl~ take as acceptable the 

independently éheck~ble methods for the verification of 

hypothes~s~ thus acknowledging Popper's falsifiability 
" 

as 'only'one criteri9n among the many characterizing 

sc,i ence. 
J 

l!3 ." The objectives of a science are· the description, 

, explanat'ion' and pr-ë'diction of facts in ,the domain. 
, . 

Description' Ls 'a, rather unco'ntroversial notion, '50 we 

wiil'limit'ourselves to discussing only prediction and 

ex~lana t i on .. 
" ~ J • 

Pr:edic.t i.on. As opp6sed to 'con ject ure, prophecy' 

and'prog~osi"~, predi~tion. (Bunge, 1,967,: Chapt. 10) (î) 
, ' 

is cbndi~ional in that it makes ~tatemen~s of the for~ 

"If c,onditiOf1s C are met, ,then P will occur," (ii) lS,' 

b,ased on theor ,ies, rather than vague hunchès, ,mere 

genera"liz?tion of, experience or inspiration, and thus. 

:<iii) refe'rs, te:' p'ropertie~ of things (states or events) 

~a~her than ihings in their totality, and (iv) can be 
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as exact as the laws up~n which it is based and the 

information 'about the circumstances available. 
, , 

ln this sense, then, the NeopQsitivists who 

vaIueâ predictive ability of a theory were act~alir 
-

providing prognoses, since their other assumptions 

+ imi ted them to the observation of empirical 

~eneralizations and discouraged theor1zing. In the 

"predictions" of transformational grammar as weIl, 

there is no prediction invoived -- merely deduction 

trom axioms and theorems, and moreover there is "no 

reference to real pbjects (as in factual science) only 

conceptual ones. 

Explanation. The notion of explanation ~n 

,science that Bunge (1967, 1983b) espouses is one in 

which explanations need to be: 

a} explicit, i.e. they make as clear as 
possible what the account is saying, 

b) externally consistent, 
keeping with the 
knowledge from the 
and 

1.e. they are in 
bulk of reliable 
. rest of sc ience, 

c) mechanismic, i.e. they attempt to 'answer 
how or by which means events ha~pen. 

Since these are different,in part from the conditions 

underlying most of the explanations of this century 

(i.e. descriptiveness and syst'ematicity), a short 
, '" 
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justification is necessary, though much fuller 

treatment would be conduc!ve to a fruitful and 
J 

inte're?ting discussion (see Bunge, 1983b). 

.Central to Sunge's notion of the objectives of 

science, "and most r~levant tp our discussion here, is 

that, explanation be mechanismic, where he opposes 

mechanismic to/descriptive qnd subsumptive explanation 

(1967, 1983b). In keeping with the neopositivist 

'not ion of sc i ence that domina t~cf li ngui st ic s in the 

first half of this, cenW, the l,ing,?ist's task has 

,been, basically descriptive, i.e •. one of organization of 

facts.' 'This is p~tt of· the taxonomic view of 

li~g,?istics against which Chomsky,has ,marshalled many 

well-known" arguments that need not be repe~ted here 

($e~ e.g. Chomsky, 1959 and Katz, 1964)., Chomsky's 

replacement for taxonomic linguistics, however, is less 

than satisfactory' in this respect: his notion of 

"explanAtion is the on~ called subsumptive explanation 

or simply Sttbsumption' (B.v.~ge, 1967, sect. 9.3>. This 
~. 

is the notion~ of,deductive explanation that finds its 

-origins in th~ form in which the modus ponens syrlogism 

was revived in 12th century mathematics (Crombie, 1959, 

1: 3),- 'and PQPula( iz~d by Hempel (1965) as the 
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"deduc~ive-nornol.ogical" model ot" explanation. In such, 

a notion, X, Y-and Z are explained if~there is some 
. , 

gef1~ralization or rule 'R from which X, Y and Z _caon _be 
.- . 

deduced; i;e. X, y and"t are cases of gen~ralization R. 

F?r example, if for-_ la'nguage -L' on_e has the ,ruIe: 

Rl: the Iast" a'djective o,f a - string of one -or 
more is always followed by a noun, 

then Rl 'explains' or 'captures the generalization' 

that· ' 

det-Adj Adj Adj Adj Adj N 

,is a grammatIcal sequence ln L. There is, howev~r, 'not 

m~ch' provided in the' way of ,an explanatLon,proper: 'X 

is a case of~, and R occur~ in L' is' ~ compact and 

-explicit descriptive st~tement· (a statement that this 

, is the case) no' account of hQw, t,his is so is 

6ft'er~d. This notion of explanation is" modeled . on the 

mathematical notion of proof, even though, proofs do not . " . 
'seek to explain --' they ~re 9n1y' demonstration$ of the 

. 
. 1ogiQal cons~istency bf ~e mathem~tical proposition 

with a set of others.· Moreover, such a notion of 

explana~ion" being based on strict deducibility, is nct 

app~icable to events involving probability, e.g. to 
0-

ex~laining genetically inherited traits, 

obtained oh examinatiops, anomic interactions, etc., 
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nor anything eise that is not strictIy deterministic. 
, ' 

1.46 Summary; To summ&rize, the n~tion of science 

we will be assurning Bunge's notion -- i5 made up of 

the followihg cpmponents: 

a) a General Worldview 
naturalistic ontology, a 
'critlcal, epistemo1ogy, and 
the free search for truth; 

including a 
realistic - but 
the ethos - of 

b) Background knowledge in the given science, 
in other ,r~levant fields, and in 109ic and 
mathematics; 

c) a Domain, or the eollection of objects that 
the science's theories refer to, and which 
is constrained by the general worldview 
and background knowledge; 

d) a set of Problems concerning the nature, 
,especially the Iaws, of the objects in the 
domain, as weIl as those about the other 
aspects of the science itelf; 

e) a set_of Methods, or a Methodics, that are 
_ objective, ,explainable and independently 

chee kable: and 

f~ a set of O~jectives that include 
desctiption, mechanismic ~xplanation and 
prediction based on laws ~nd theories. 

In this view, then, for a _ field of ~tudy to 

become a science it must nbt only-adopt the aims and 

metho_ds of sc ience (e, f abové} ~ but aiso seek to wor,k 

on particular'lùnds of problems (d) within a ,specific 

domai'n {c) con-strafned by the general outlook of-

science (a), the specifie .background in relevant_ fields' 
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and the fund of knowledge from that field itself (b)~ 0 
.... 

We have adopted this view for our puposes because -i) 

the others were found to be deficient in distinguishing 

science from non-science, i.e. because it is more 

descriptively adequate tha~ the others, ii) it is 
'Ci 

explicitly and extensively developed, iii) it provides_ 

a framework within which to examine in~erdisciplinary 

relations around an object of inquir.y,_ and iv} it 
1 

recognizes and fosters principled interaction between 

science and philosophy. 

, ( 

1.5 Conclusion. 

Several views of science were described 1 each of 

which constrains the formulation of the object of 

inquirY'in different ways and to varyin~ degrees: 

-The Consensus View rather unhelpfully restricts 

the object of linguistics to be whatever rnost people 

agree that it should be. In the case of linguistics; 

since there is no consensus, it leads us to conclude 

either' that linguistics is a , science with no object of 

study or that linguistics is not a science until such a 

time as sorne conserisus is established. 

-The' E~pirical Content View allows only for 
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observable objects of study, which would leave 
1 

linguistics to study speech, language behavior, or e.g. 

measureable bra~n ~c~ivity during speech. Meaning, 

knowlédge of a language, hypothesized interactions of 

brain subsystems, mental raIes and representations, 

etc. would, however, be disallowed. 

-The \ Success 'view restricts the domain of 

linguistics to whatever yields practical results. We 

f ind l~ difficult to see ,how this restriction 
",,-

can be 

applied, since proponents of aIl views of "language", 

attribute success to their respective approaches. 

-The Formalist view '~ould, perhaps unwittingly, 

constrain the domain of linguistics to the mathematical 

or formal properties of "language," since they are the 

most amenabie to formalization. Thus, 

logico-mathematic~l and probabilistic accounts would be 

favored over foray5 into areas that are difficult to 

formalize such as semanti~s, pragmatics, parts of 

syntax, morphology, etc. 

-The Methodolog i sts" in the -' case of 

Neopositivism, again restrict linguistics to observable 

speech and language behavior, or observable 

concomittant brain and muscle activity and would have 
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linguistics describe' them in mathematical terms in 

order to formulate predictions rather than explain 

them. In the case of the Refutationists, linguistics 
,> 

would only be able to study testable hypotheses, though 

if "l, they are to be "testable in principle" as some 

proponents"of TGG read Popper (Chomsky, 1978: 9; see 

discussion i~ Botha, '980) i i t does not serve as very 

much of a restriction. 

-The Rationalist View of Science, as attributed 

to Chomsky, would constra'in the domain to formalizable, 

phenomena 'coyched in terms of mental states. 'Thu.s 

em~hasis i 5 reversed w i th respec t to methodologism and> 

the empi r ical conten t vi ew: (publ ic ly) unobsèrvable 

mental states are to play a central role in dè_scription , 
\> 

and "explanation," where observable 'phen,omena are to 
" 

play the role of ver i fying the output-compatability of 

the' resul t ing model. Of course, th i s ' emphasi s on 

intuited men~al states that constitute what the speaker, 

of a ,language "mus t know" leads to problems of 

testabil i ty the same problems that lead Itkonen 

(1978), Derwing (1973) and others to c:lass TGG as a, 

non-empi r ical en terpr i se. Th i s, w i th the assumpt ipn of 

the autonomyof linguistics, i.e. that it ne-ed not 
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agree wi th evidence f rom other fields, make i t an 
.-

inadequate view for our purposes. 
, 

-Philosophlsm, or t'he Scientific Approach, would 

restrict the object of inquiry severely: i t would Have 

to be conc re te, 

'brain processes 

testable, conceived of as a system of 
:1 

(since It assumes ma ter i a lis m ) 

influenced by social interaction <since it assumes 

systemi sm), not gros sly di scon t i nUOU5 ,'wi th the 

evolution of signing systems in other primates (by the 

criterion of )external consistency), etc. with the goal 

of understanding i t weIl enough to formulate , 

explanations as weIl as predictions and descriptions. 

Adopting this Vlew of science puts severe 

constraints on the notions of "language" and 

"linguistics" that can be consistent with it. However, 

these are accepted to en~ure tbe explicitness and 

testability of the metatheory developed. This view also 

systematically relates the criteria by which we might 

choose from.among alternative notions of "language," as 

weIl, thus providing an interconnected, explicit set of 

initial assumptions. The role of a domain defined in 

terms of the fund of knowledge and specifie background 

is aiso brought to the fore, suggesting the-emphasis on 
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both empi ri cal resu1 t 5 and ph i losophica 1 assumpt i ons ln· 

constraining and characterizing a 9 l ven science's 

object of inquiry. 

NOTES: CHAPTER ONE 

,. The content of thi,s chapter owes a great deal 
to Bunge, 1982 and 198 3a, b, f rom which we have r reely 
taken . ma ter ial , of ten w i t hout i ndica t i ng re ferences 
directly. This note is in lieu of references that wou Id 
have become cumbersome and distracting. 

Bunge makes the distinction between factual and 
formaI science in which the referents'of the theories 
of f actua 1 sc i ences are conc rete objec t 5 of the real 
world, wherea~s theorles in formaI science refer . to 
conceptual objects, and are not directly verifiable 
with respect to events in the re~l wor1d. Whenever we 
use 'science' tout court .we will be referring to 
fac tuaI sc i ence • 

... 
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CHAPTER TWO 

NOTIONS OF "LANGUAGE" 

"Les définitions du langage sont 
souvent considérées avec scepticisme: 
il suffit d'en -rassembler un certain 
nombre pour donner le sentlment d'un 
grand désordre intellectuel. Mais un 
linguiste finit toujours par donner sa 
définition du langage, car chaque 
définition refléte le niveau atteint 
dans l'organisation de notre 
connalssance des choses, la description 
et le classement des faits, la 
délimitation du domaine, les critéres 
utilisés." 

(Mounin-, 1969: 163) 

2.1 Introduction. 

Any notion of "language" ent~ils the system of 

beliefs and views upon which it is based. Thus we'will 

sur vey the different views we have found grouped by the 

-i sms upon which they are based. A fortiori, this 

cl~ssification WIll be ~one by stereotyping sorne views, 

but for our purposes it will suffice, and it will at 

least provide mpre insight into the p05~ti_on .being 
. . . 

described than a mere definition or category label. 

This chapter, then, will simply be expository -- a 

listing of different views of "language", to pr?vide an 
. 

overVlew oï the possibllities. We will consider these 
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, 
views more crîtically in the following chapter. 

Linguist,lCS, for- most, is concerned ~ith a 
~ 

certain problem that can be schematized as did "de 

S~ussure (1914: 27)~ 

A 'B 

Figure 2.1 

1. e. Iinguists observe humans interacting 

,I~nguistically through writing or, speech (Le. ' their 

output) and would lik~ to account for this. How.should 

'they proceed? 
, , 

The most primitive ,assumption is that 

h,umans .have sorne so~t of mechanism as in Figure 2.2 

below (ability, competence, knowledge, capacity) ~o 

speak. and' understand, and often to read and write, as 

weIl, and that eluciqating this mechanism~ it will be' 

po~sible to explain what is happening. 
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-~------? .? ? ?' --------> . 
input output 

j 
/' 

(e.g. speech) 
j. 

mechanism 

Figur~ 2.2 

It seems that aIl views of language ultimately 
, . 

assume the existence of such a mechanism, whe~her or 

not they make this assumption explicit (see Teeter4 " 

1964: 200 on "language" as mental reallty. "in 

Post-Boasian neopositivist! -- linguistics). The 

. divergences arise, however, in deciding which initial 

assumptions to make about its nature and how best to go 

about finding out about it. As we began to appreciate 

ln Chapter l, the assumptions made about how to 

investigate the object of inquiry help (to greater or 

lesser degrees) indicate "some of the" i n-i t i al 

assumptions about the nature of the meèhanism. Thus,. we 

will organize this chapter around three topies: 

Epistemological Positions, or how to obtain 
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1 

certain knowledge, and the v·iews of ''"language'' 

associated with them (sect. 2.1); 
. , 

On'tological'Positions, or those ·on the kinds of 
, , 

things, in the world, for' our purposes reduced to 

" positions on the onto~ogical status ,of mind, and the 
, 

Vlews of "lan~uage" derived from them'(sect. 2.2)i and 

- Ontogenetic ,Positions, " i.'e., those" on how. 

language co~es about in the )ndi~~dual, and associated 

.views·of "language" (sect. 2.3). 

AlI of these, views contribut'e to a notion of. 
. , 

language: ,by giving preliminary answers ~o questions 
. 

such as flwha t k ind 'of t,hi ng i s· 'lang'uage'? n, "how can we 

find ,out about it?" and "how does it arisci ~n the 

individu~l?" we define three-dimen~ions of a philosophy 

, of ," l~nguage" on ~h ~ ch to h~se i t:s' .st û,dy. 
'. , 1 

, l fi depth study iof the literature OQ th~se issues 

is made 
i 

dif.ficu'lt ( by the scarcity of explicit , . 

discussions dealinq',~ith th~m (they a~e ~svally tacit 
:,\ 

assull)ptions),' and' by' the confusion, of the terms 

"langùage" and "a 

introductory ~exts ha~e sections entitled ~A Definition 

'of. Languagé" and ,'go'on. ·with ,th~",',defiriitions "A. 
, , 

, languag,e ,i s .• '. " Exa~ples of this usage are to be ~ound 
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i.n: Lyons, 1981: Chapter 1;, MÇ>unin,. 1969: 164":'165, and 

many pt'hers, who do not speak . of "language" at al l, 

only "a lang~age". We have come to.undérstand such an . , 

apparent non sequitur 'as based on a constr~al ,qf 

"language" as the universal of which ~pecific langu~ges 

are instances; ,thus "language" can best be understood 

. in .tnese è.ontexts as "any particular language," or ,as 

"àll human languages" in cont tadict ion with the 
~ ..,. ~ ~ 

stand.àr.d i nterpr'etat i on of Boa s (see Teeter, 1964 f or a 

justification, of this,' assumption). '.This is already 

based on, and reflects, a series of assumptions which 

we ~ill go irito below. We také the time to point it out 

h~re' so that e~entual comparfsons of definitions of 

"la~guâge~ with ot~ers ostensi~ely of "a language" can 
, . 

be understoQd as val id. 

2.2- Epist"emo'logical Positions • 
. . 

2:il Epistemology. Epistemology is the branch of 
-

philo~ophy that cons.iders problems of the nature of 

~n~wledge; ~hat can·we k~ow? how do we know? what, if 

anything, d,oes the sLlbjeét, ,contribute te his knowledge? 

What is truth? e~c. ,Curiously enough, however, inquiry 

in this f~e)a since the advent of scientific psychology 

l 
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has taken little, if any, notice of the psychological 

research that bears on sorne of the questions above. At 

any rate, three epistemological positions will interest 

us here, and,they are best understood as answers to the 

third guest~on above: what does the subject contribute 

, to his knowledge? Empiricism answers "nothing," 

rationalism responds "everything," and synthetic views 

such as critical realism reply "about haIf". Let ~s 

examine th~se positions in sorne more d~tail. 

2.22 Empiricist views of "Ianguag~" . 'Th~ 

radical empiricist view is that experience is both 

necessary and sufficient for certain knowledge; as a 

result the knowing subject is a passive receptacle, a 

tabula rasa [blank slatel on which experience inscribes 

its wisdom. Most significantly put forth as a method 

for science by Francis' Bacon in his Novu.' Organum 

(1620), this view was défe_nde~ ,fOL psychological 

problems by Locke in his An Essay Concerning Human 
-

Understanding (1690)-: lis well, H ~as'a component of 
-

the positivist and neopositivist views of s~ience, 

behav ior i s't psychology and, t'hrough . t hem~ the 

descriptive linguistlcs of thi~ c~ntury. We can calI 

the maxim of empiricism the' principle of suffitient 

..... 
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expèrie'nce, i.e. that experience 15 both necessary and 

sufficient for knowledge. 

Empiricist views of "language" are construed here 

as -thos,e that emphasize the immediate observable 

reality of "language," l.e. the output of the 

-mechanism that is tacitly jmplied. The assumpt1on, in 

its most radical version, leads to the view that there 

is no such mechanlsm, since we can't observe It. This 

counterintuitive extreme, however, has, alw.ais ,been 

circumvented (see Teeter, 196,4; B-loomfield, 1936) with 

assumptions of "eventual" brain correlates, of the 

possibility of characterizlng the mechanlsm Indirectly 
\ 

and induc~ively by cataloging the universals of 

observable linguistic form, or by other means. Thus, 

in spite of alarmist claims to the contrary, we have 

not located 
, 
a single proponent of such radical . , 

emplricism. 

The_empirlcist notions of "languagè" we did find, 

though, can be divlded fnto those that refer to 

experlentlai data (sounds, noise, behavlor and their 

prope~ties) and those-that refer to constructs (usually 

low-level generalization~1 that are inductively related 

to' such experient ial d,a ta, (habi ts 4 symbols,: languages, 
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commun Ica t ion, ,etc. ') • ÀS is ta be expe.cted, these are 

the' most frequent ln the literature we were' able to 

examine: fi rst ly because ' of the uncritical, 

'P-rèsc 1 ent i f ie ,( 1 • e . , commonsenslcal-descriptlve) 

approaeh that charact~rlzed moeh of the h~~tory of 

llngulstlcs, and seéond~y beéause· of the rlse of 
< ('j 

empirlcism (as part Qf ~eOpo~ltlvism) ln the first half 
J 

of thlS century and Its refleetion ln a great many 

textbook definitlons, 
< 

Experientlal data. In thlS ,category we find 

examples such as: 

sounds: "A language 'i sa' st ruc t ureçl sy stem, 0 f 

arbl trar.y vocal sounds and sequent,es, of sounds: •. "' 

(Carroll, 1953: 10) .. 

benaVlor: "Languagé IS personal behavior (.:.) 

[and) Interpersonal behavïor." (Herriot, 1970': 14-15). 

socIal behavior: "Language i~ a form of social 

behavior. .. " (Labov, in Fishman, 19.1p: 152) .. 

other: "Lan~uage is a. se~ of events, activities, 
. 

dISposItions •.. " (Gellner, 1959: 21). ,as weIl as.many 

others (Bolinger, , 1975:' ,14, 16, 18; Bloomfield, 1933; 

Campbel!", 1970: 19; Dineen, 1967: 6"'10; Dïxon, 1965: 2; 

Hoekett, 1960; Kantor, 1911:42; Stackhouse, 1731:8; 
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Warfel, 1916: 29)., 

Generalizations. rnduotive extrapolatlons from 

such exp~riential da~a lead to not~ons of "language" ln 

term~ of: 
, , 

habits, e.g. "A 1anguag,e ls.a eomp1ex system of 

habits." (Hoekett, 1958:,137)., (see a1so Carnap, 1,937 

(ln Lewandowski, 1973:'628); Chao, 1968: - 11.~ Skln~er, 

, 957: 2, ; We 5 t, 1 917: (95). 

" 

symbols, e.g. "To be language ii1\) the generally 

accepted sense, the noises produeed by the vocal orgâns 

must' be meaningful and carry, a def,inite, specifie 
, , 

message ... " (Pei, 1966: 4),' (see als~ BÜhler, '1933 (in 

Strôker, 1969); Garvin, 1971: 343; Pear,son, 1977.! 4; 

Hughes, 1964: -6; Brown~ 1958: ix, etc.L 

languages, e.g. "Language i~ a system of signaIs 

eonformi ng to the rules 1 which constitute 
,,) - ~ 

its 

grammar- .•• "_ (Greenberg, 1957: 1, -- i t ï s subsequently 

clear that he i5' referring to the grammar of a 

particular l'angûage).- See also Black, 1949: 43; Bunge, 
, ' 

1979: 181;- Choms~y, ,195"'(:' 13) 'Firth, 1930: 16; 

wittge~in, 1921, etc,' 

observabl~ communication, e.g. "Language is the 

most frequéntly used and rnost ~ighly developed form of 
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,human communication" (Cry's'tal" 1968: 30). See also 
-
Hall,' 1968: 158; James, J890: 683; Menyuk, 1971: 93; 

Moscovlci" lSP,2: v, as 'weIl as numerous others. 

The h~story 'of lin~ui$tics bears, wi~ness to the 

fact that \nth very few .excep~ions; t~is empiri.éü;;t 

.concern wlth the surface .r~gularities of spéech' in 
. 

dl f feren t comm,un i t i es ha S' cha racter i zed the en tire 

history of the disi,cpl1ne (cf. Dixon, 1965,' Mounin', 

1910 and especiafly Robins (1961) whose book could 

easily be re-titled A Sho~t History of the Study of 

Grammar). This results in an equation 'of "language" 

Wl th grammar, wi·th particular' languages#, and an 

emphasis on description,' usuallx at the expense of 

e~planation and prediction. 

2.23 Rationalist , views' . of "langu~ge:" . The 

radical rationalist view is that reason is the:source 

, , 

of certa i n knowledge; as a' resul t the' knowi'ng' .s,ubject " 
'. 

is seen tp have ideas that are borA from within 

C" innate"), to which experience with the material world 

makes little contribution. We can calI the maxim of 

rati6nalism the principle of sufficient reason, l.e. 

that reason rather than experience is necessary and 
c' 

sufficient-for knowledge. Descartes' (1631) Discourse 
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on Method is the most important statement of this 

position as a scientific method, and culminated with 

the influential psychological theses of Kant's (1781) 

çr~~ique of Pure Reason (see Klein, 1970 and Robinson, 

1976 for his influence on psychology) and the 

Port-Royal Grammar and Logic (Arnauld & Lancelot, 1660; 

Arn~lU.ld & 'Nicole, 1660). Just as' empiricism is the 

spontaneous epistemologyof the man in'the street, 

"because of the supremacy it ass'igns' to analysis, 

theory, pt'Qof and discussion, ratipnalism is the 

spontaneous epistemology of mqst mathematicians and a 

great many philosophers" (Bunge, 1983b), and emphasizes 

that experience has,to conform to theory. Where the 

empiricist seeks to characterize actual objects and 

propositions that are true, the rationalist seeks to 

characterize possible objects, and propositions that 
.,<I:J 

must be/true, independently of experience. , 

. Rationalist views of "language" are understood 

here as those that emphasi~e the cognitive or necessary 

a priori prerequisites of internal states of the 

mechanism, usually couched in terms of necessary 

"knowledge," "rules," etc. The assumption, in its most 

radical version, leads to the view that exp~riential 
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data ~re irrelevant, because more "direct" ( usuaJ.,ly 
l 

introspective) means are to be preferred. ThIS, 

however, needs to be attenuated to sorne degree, Slnce 

it makes any sort of IntersubJect1ve ver:ficat1or. 

impossible, and makes the only argument of ~elevance 

that from auth?rity. Thus, agaln, 'ole are not ablè to 

find instances of such extreme rationallsm ln the 

literature; experlence lS acknowledged by st1pulatlng 

that (introspectIve, rat1ona::15t) characterlZatIons be 

output-compatible wlth the obJect of Inqu:ry: the numan 

mechanism. This Sllghtly less radIcallzed verSIon of 

rationalism helps Clrcumver.t the problerns .mentloned 

aboye, i . e. allow5 for clalms that rat:onalist 

characterizations are testable (an Importan~ crlterlon 

of ,cientificlty) but wlthout creatlng any real 

constraints on theorlzlng. Indeed, an InfInite number 

of models could in prlnclple be formulated to be 

output-compptible to a greater or lesser degree with 
l/ 

human speech behavior. 

The - ratlonalist Vlews 'ole encountered were 
. 

divisible Into the six categories outlined and 

exemplified below. 

"Language" as software or ru~e\J ThIS underlies 
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many of 
Il 

the more recent appro~çhes to studYlng 

"language": f~om AI (e.g. Schank, 1973) and the rules 

of competencf= (Ch oms ky , . 965, etc.) :0 :::e r\..:les of 

t hough: (Foder, :!;ose fer "crga-.:z:ng" 

be ha v:. cr. ':';: :. s d~st:-;gl::S~ :rom 

"language" as De , do::e , for 

expOS1:8ry p~rposes, 

and :ne _atter 

:.nc:"uàe :'10::::--5 a!:"c.Jt c, abs:rac: "f:r:ew::'eège :hat". 

Th~s, ~ere we wo~:~ ::~à examp:'es suc;: as: 

(see'also 

"lA :ang~ag~J CCr.S1S:S of ... ·!1ateve~ 1t lS 

one 'has ~'" knc.. :n order :c COmmUfllCate 
Wlt;: :ts speaKe~s as aàequately as they do 
W1 t;: eac:. - ether. ", :ioodeno:.Jgh, :, n Hymes, 
;96'-: 37 

Brown, '956 : lX: 1978: 91 ; 

Langacker, '967 Stross, '976: 3; Wlnograà, 1972, 

etc.). 

.. Language" a 5 a ml :-ror of the'mInd. In this 

category we wlll put the two extreme answers to the 

'problem of how language and thought 1nteract: language 

determlnes thought (e.g. Saplr, 1 9 2 1; Wh 0 r f , 1956 ; 

Montagu, 1979: 173; BloomfIeld, 1936; H]elmsl,ev, 1970: 

3 ) : 
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"The 'rea l' wor Id : 5 to a large extent 
unconsclously bUllt up on the language 
habl t5 of the gro.up. ( ... ) The worlds ln 

WhlCh è::ferent soclet.fi'ês l:.ve are 
dl's~:nct .. orlds, not merfl y the same worlâ 
wlth dlffe~ent labels attac~~d." (Sa~:r, 
'929: 69). ' 

an.d tho'Jght :::e:erm:r;es :a'"'guage 'e.g. Boas, ',9' , 

Paul, . 886 1::- FI :-:r., '95 : '501; '!'vlor, • 87' 

23 ;. 

{ 1:; 

F:rtt, . 95; : 50) ; ':;akcOSO~), '972: 30; Hege:, '807: 

660; Yar:seva, et a_. '97 Î : 8'; von Humoold-::., '836: 24; 

Chomsky, ;967, ~975; Jauza:, 19'2~ 9; Beauzee,' 1767 (ln 

ChomSKy, '967: ::0): 

.. La n 9 ua gel s, a 5 1 t 
manl:esta::on cf the 
(von Humboldt, 1836: 

were, the 
ml nds of 

24,1 

external 
peoples ... 

ln botn cases, "language" :s a ol!;ect ~eflec.:lon of the 

nat:ure of. mInd,- and ChomSKy, for example,o appears to 

subscrlbe to a synthesls of the :wo. À subclass of the 

latter 1S the popular faml;y of Vlews of "languag~" as 

a means or tool of communlcatlot1, I.e. l t l S 

subordlnate to thought, thus determlned by It: 

" ... language may be sa id to be . any means 
of expresslng emotional or mental concepts 
by any llvl.ng being or beings 
whatsoever ... " (Gray, 1'939: 13) 

(see . aiso Clark & Clark, 191739;, Dauzat, 1912: 9; 

DeLaguna, 1921: 19; Katz, 1966: 98; Martinet, 1962: 26; 

Milton, 1644 (in the OED). r 
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.. t.anguage" as knowledge of a language. Here we 

are speaKlng of "knowledge that" and use thlS category 

to refe::- to authors who do not emphaSlze the pragmatic 

know ledge of how to .Jse ",language": 

. (see 

"Competence [lSJ 
knowledge of h:s 
~965: 4) 

a:'so. Fo\oller, '974 :' 1 ' , 

~he speake;-nearer's 
language." \ Chomsky, 

Gooden ough l ' 1964: 
(,' 

37; 

Itkonen, 19789'). Mere., ~oo, \»e could "lnc:iude those 

authors wno def:ne ~:'anguag~" Ir. terms of habIts, Slnce 

hablts are assurned te oe a klnd of knowledge, but thIS 

,would ne m;sleadlnç because :t 15 a mechanlstlc, 
. 

physlolog:cal Klnd of knowledge that has nothlng-t0 do 

Wlth cognltlon, .hence ranonallsm. F:nally, we Include 

t hose r.Otl ons t ha t couch .. l an 9 ua 9 e " l n terms of 

cu'::'ture, Slnce for one famous 11.ngu1st, 

"CDlture can be seen as the totality of 
the learneà a'nd shared ways. hurtian bel ngs 
at vaTIouS tlmes and ln vario~s places 
have answered the unlversal problems of 
human eXIstence in structured, 
interrelated, coherent and systemat~c 
ways." (Smith, 1976: 96) 

The only ot~er optIon for a "culturaiist" llke Sanders 

(1974: 12-13), Slnce he doesn't see cultural Dbjects as 

related. to psychological obJects', is to subscnbe to a 

kind of social or cultural determlnlsm that 1S separate 
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from any sort of psychological determinlsm. 

"Language" as generèl knowledge or ablllty. So~e 

authors couch ~language" ln terrns of the capacity for 

learn i ng spec i fic 'languages: 

"[Language lSJ a general capaclty of human 
belngs -to possess a communIcation system 
wlth certaIn specIfie properties (l.e_ 
unlversals)." (CaIrns & Calrns, 1976: 12) 

-
and as such has somethlng ,ln common Wl th the S-R 

assumptior.· (see Staats, 1971} ,of an Innate ablllty' for 

9 e n e raI l e a r n 1 n g, t hou 9 ~ the 5 eau t ho r s ph r a s-e 1 t l n 

terms 6f a cognItIve abll1~y to avold such an 

aSSOcIatIon. (see a150 Ress, 1976: ix; Wllbams, ,g72: 

1) • 

- "Language~ as a formaI obJecte Probably a dIrect' 

consequence of the formalist Vlew of sélence and/or the 

"Galllean style" of Inqul ry, other authors 

"language" as a mathematical or logical object: 

"Let S be a finite nonempty set, and 0 a 
blnary operation is S. Further, calI 
L=[S* ,01 the' free semigroup on S* (i .e. 
the set of concatenates or members of S} . 

. Then Lis a language if f : 
( i) S": i sas e t 0 fIe a r ne dan i ma 1 

SIgnaIs; 
(ii) there is at least one 

capable of understanding sorne 
messages carried by members 
(Bunge, 1979: 181) 

an imals 
of the 

of S*" . 

see 

(see also Bach, 
~ 

196~ (in LewandQwski, 1972: 629); 
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Ba r - Hill e l 1 1 964: 8 7 ;, Ka t z, 1 98 2 ) . 

2.24 Syn t he-t i c' V'iews 0 f "Language". Thou.gh t"her~ 

were many different attempt~ t~ synthe,ize !ational~sm 

and empirlcism in different ways (in fact, the major 

proponents of these antlthetical Vlews (Descartes; 

Hume, Locke, Kant, etc.) made, to differlng degrees. 

certain concessIons themselves ,(see Intere'stlng 

dlScusSlon ln Klein, 1910 and .Roblnson, 1976). - For:: 

tlllS 'reason, Iole are restrlct.ing ,thls,category-to those 

views that propose a more eq~ltable syntheslS, I.e. 

that knowledge IS a synthesls o~ (more or less) equal-

contrIbutIons of reason and experlence. 

Thls mlght be th~ VleW pi many of those who 

advocate the hypothetlco-deductive method for sClence, 

though as the name lmplies, the hypotheses (rationailst 

aspect) are somewhat more Important:- the function of 

experience is only to help choose from among them. A 

more even Iy we i ghted vers l,on i S wha t Bunge (',98 3a , b) 

calls eritlcal ~ealism, i.e. that the progression from 

hypothesis to pr~diction to observation is ,actuallya 

cye 1e in which' aIl the su.bprocedures ar,e' equally 

essential. This is shown in Figure 3.' in the following 

chapter. In sum; then, this is the view that a world 
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ex~sts independently of our knowle~ge 'and we must .lJlake 

use of both reason and experience to .understand it. 

Synthet,ic views of "~anguage" are by con~rast 

with the pO,sltions already' considered, muçh lèss 

common. T~ey are charac.terized, in our understandlpg, 

tiy a 'certran comproml~e between those who emphaslze, the 
1- • ... ~ 

Us 1 \ ~ 

psychological (rat:~onal) n'ature of "language'\ and those 

who emphasize its social (experlential) nature.,There 

were, in our view, several formulations ln WhlCh thlS 
1 

posltlon was, implicitly or expllcltly, to be f01.,1n'd. 

Sounds and Ideas. One we~l known Vlew of 
1 

"language" is that it is. the aSSociatIon of sounds and 

sound-patterns with Ideas. Formulated in these terms, 

no determinism (ln elther dlrection) s~ows through, and 

the role of obpervable sounds and unobserable Ideas are 

acco~ded equal status. A typical example of this view 

i s: 

"Language i5 a system which mediates, in a' 
higly complex.way, between the universe of 
~eaning and the universe of sound." 
( Cha f e , 1 970 : l 5) 

(see also Esper, 1973: 171; Hécaen & Albert, 1979: 12; 

Chomsky, 1968: 23, etc.). 

, De Saussure. Though ,he subscribes to a form of 
f 

linguistic determinism (thought is unstructured before 
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enterlng.'int~'_ a sernlot:c relatlon), his p05lt::;,on that 

thought and. sound lnteract on a more or less equal 

footing,.as do Knowledgé and s9;:1a1 exp~rlence, lead us 

Halllday. By the sar:H~ ~:oke;" tho'.Jgh ~alllàay 

hlmsel f does not recogr.lze the :mp2rtance of ~aving a 

psychologlcal th~cr'y, h.:.s formulat:on of "'làngL..age'" :n , " 

terms of ch31ces or optIons :nv:tes il psychc':"oglcal-

111te,rpretat:'on .. ThIS, together wn:' the :f.'lpor'tance he 

places' on socIal var::;,ables ln deter~lnlng these 

cholces, again, l.nvltes construa-l as a theory "of 

knowledge of, behavloral opt lons deter'mlned by 

experlentlal data. Interpreted ln these terms, then( he 

becomes, even lf unwittlngly, a partIsan, of this 
, .' 

) -
1 

synthetic epistemology (see Halliday, 1978). 

Derw'ing's (1913) view emphasizes ".'lànguage"' as '8 

psych~logical process, and as such amenable' to 
. . 

empirical psychologïcal investigation~ ,Again in ois 

( view, such psycholo9ica1 processes are seen to be a 

synthesis of kn9wledge and ,experience, cla~sifying him . , 

as anofher member. of -thi 5 group. 

Bunge (1983c: Chapt. -1) defends the Vlew that 

"language" is a construct -- a set' of properties. of 
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complex braln ,systems ln a soc:a':' ~lllleu. Thus, the 

/' 
/' 

Ilnguist needs to study tnese braln sy~te~s tO'verlfy 

whether the statements ~ade about the theoret~ca: 

construc~ "language H are true. These are partial':'y 

acqulred and part:a!':'y :nnate prcpert:es, and the:r 

study sho~':'d proce~d ~y sy::theslS C)f reaso:1 and 

experlE~nce, as wei':'. hll :nls qual~f:es Bunge's v:ew as 

another of tnls categ0~y . 
• 

Saugstad. In a, faSClnatlng lItre book, Saugstad 

(1980) shows h9w concelvlng of "language" as behavior 

qr understandlng (cognltlon) alone,ls ,lnadequate, and 

provl<,les a synthésis' of toe two.; maklng' "'lahgu~gen 

. 90el'al InteracU:on',' ~l.Ological'. funètion, communica,t~èn; 

uhder5~andlng and ' 'he h~ v i 0 r • His emphas,i '5 O'n and 

5ynthes~ s Of the {nnate anrl psycho1.09,ic,a 1 as we'll as, 
\ <.J 

e x,pe rie ~ t i a l 
' , 

" lang/uage " and, . social aspects of' qualify , 

his view' for this'category. 

Other v iews. Other· f ~rmul'a t i ons of the not ion o-f 

"language" , do not ma ke c lear' the i r authors' stance 

vi s-à-vÙf the epi stemolog ical quest ion consdlered ~ere" 

but are bas~d on other positio~s which we will discuss ° 

in the followinèj sec,tians. 

' : 

l' 
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2.3 Ontological positIons. 
, . 

2 . 3 i C)n toI ogy. Ontology lS t~e branch . of 
-

phllosophy that deals wlt~ the ~Qst general questIons 

about the natu~e Q~ our world and , !tS :-ontents. 

Jntc:oglca_ lor ~etaphyslcal ~ questIons are :nose sucn 

as: Wnat ~:nds =f :h:ngs are there? What are 09Jects? 

Propertles-:O 15 the world ,made up ;mlyof çoncrete 

ma t ter 0 r _ l 5 the r e a 1.. 50 a se pa r a ~ e r e al {7l 0 f ~deas? 

Clearly, these quest1~ns are not speclfIC to any 

partlcular SCIence but 'underll€ them aIl. On the other 

hànd, a sClence's most general 'questIons (what 1:=; 

nature? mlnd? language? SOC let y?) populate the hazy 

border between very general science and very"specl
ll
fic 

j. ' , 

ontology (see Bunge, 1977a; 1977b). 

_fhe ques~ion to be addressed in this section, 
-

then, 1S what are sorne of the different positions on 

.C). the nature of language ,....:., whê;lt kind of thing is it? Is 

it a social, cultural, mental or physical thing, or a 

thing that is quite sui generis? 

Since, as will be seen below, the' points of view 

which class "language" as a sociàl or culturÇiI 

phenomenon do so based on certain theories of mind, 

since we can ',only make sense of th~ claim that 
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"language" :5 a', mental phenomenon 'ln '~hè context of, a 

,spec·~ fIC theory' of flnn,d, 'and 51nc'e 'those· who c:onStr'lle 

"language" as rnaterial '. also do, 50: based on ::erta:n 
. 

Vlews ·Çlf. tne mlnd, 'for our purposes ~h~ ontol'oglca: 
, 

status of, "lànguage" can.,be reduced te :f1-e theo~y of 

ml,nd subscrlbed ':0 .. Thus, 1.n thlS seC':l,qn we. wï::-

revlE~w·th~ 'ma,Jor solut'Ions toat' have been. off,ered :0 

the M::nd-"Body ProoleU\ [fn' 1 J-. 

There 'Ire t\!lO famll!e~ of ~ns'wers to the ques,t1on 
, 

of the relatIon between mind and bod~, .or more ta the' 

pOInt, between. mind . and braln: the' :~oni.sts and th~ 

duallsts. 

2.32 p·syc hophys Ica l Monlsm. . Psychophyslcal 

monists subscnb.e to. the .Vlew ~hat .the world is 
" . 

composed of one kind"of obje.ct- or subst:ance, "(hether lt 

be: only ideas, only 'matter or sorne other kind of 
, 

substance from which mind and ma~ter aie d~rived. There 

are at lèast five monist solutions to the m'in.d-::-body 

.problem, as tollows: 

Ml Objective Id,ealisrri. Everything is, .mental. 

This is implicit in . empiricist epi.stemolo9ies. (the 

worla is what we know; we c~n on1y know what pur se~ses 

tell us) ',. and expl ic i t ~ n, panpsychi sm .( ev'erythi ng ~as 
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mental '-actlvity, f rom eLec t ron s' to nations, and 
-' , 

dlfferences lo,this aC~lvlty,set thern apart} . .. 

M2 tleut'ral Monlsm. The mental and ma ter ial are 

Just two ma n l, f est a t l 0 n s o.f sorne neutral, th l rd 

subst-ance \aIso ::::aIIed the ~double aspect" v'iew 1 . l t 15 

dIff lcult to ;Jnderstand' what Russell ( 1921 ) 15 

proposlhg wlth thlS Vlew, and other V'erSlons of neut::-a'l 

mon:sm .that 

man l f est~ ons 
J 

1 
are ,eq~ly 

have mind and ma t ter' as, aIt e r n â te 

of energy (Ostwald, 1'9101, for example, 

-
difflcult ~o unravel. None' 0 f·· these 

versIons seems tO have spawned either .much of a 

follcnnng qr notIons of l'!lang~age,!' .though 'O~twald 

1'S2) characteflzes the essence of 
\ , 

"lartguage"_ as "the coordina~lon of çoncept ta ~l~n" (p. . , 

- ' 
182) .• B6th are reducible' to phYSlology, which is ln 

" 

',"ô'turn' reducible to energy and Its transformations. ,The 

"inform'ation theory" v-~e~s ?f '"l~nguage" rnight be seen 
, 

to ('fit ln this _ cat~gor:y, but this lS 'not so. The 

aspects of ShannoQ's (1948) math~ma.tic~l ,'thepry of 

'éommunication tnat were adopted by lingulsts were 

sirnply the key notion'of "information," and the jargon 

they used. 

MY Elirnihative rnate~ialism. There is no rnind, 
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only physical states and processes; hence no mind-body 

problem. Radical behaviorists could be classed here,and 

th~s is one of the crude"versions of materialisrn '(also 

called eliminqtive reductionism) that Chomsky (1959, -, 

etç.l ha~ fought 50 valiantly (and correctly) against. 

NotIons of -"language" ln this Vlew, are word7CJf terms 

of _"behavlor," " pa t ter n s 0 f behavior," "sounds," 

"nOIse," etc. The similarlty here wIth the empIricist 

posItIon considered above s imply Indicates the 

eompatlbllity of (eplstemologlcall empirlclsm with an 

ellmlnatlve materlallst ontology; th11~ is what in fact 

eharacterlzed mueh of the work ln behaviorist models of 

"language. " 

M4 Reduetive materlalism. There is a mind, but 

It is a set of physical stateS or processes," I.e. 

-'everything ls reoucible to phySlCS 1 50 'eventually we 
-. 

"'1..11. be able to. expl,ain ~languagen solely ln terms of 
. 

atomic -inter-actions. Agaln, this lS anothèr'of the 
-

vle~·s. t!1at generat1vist5 co.nsider representative of 

mate.nal1sm (see -Fo'qor, 1975: -Cha"pt,. 1), _though they 

are qui,te justiOed in arguing' against this' particular 

. version~ It seerns that this view did nct have much 

direct effec-t on l-ing,uistics sinGe the problem - of _---~----

-------.-------". 
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reducing "language" to ,brain activity and from there to 

chemical and physical activity was not seen as part of 

the linguist's ~ob. It may, however, have ~~pported the 

implicit beHef in sorne sort of mechan i sm that 

linguists were investigating (indirectly) with the 

concept ual and methodologica l tool s they had '-F-"~~ 
" 

Thi s i·s only one form of reductionism 

physicalism but there are many others: panpsychi sm 

(ever:ything is reducible to mentation -- "mentalism" is 

an ·unrelate~ view of explanation), biologism or animism 

(everything is biological), chemism (everything is 

chemical), and societism or 

socfal or ~~tural) .. In 

culturalism (everything is 

sum, reductionism lS the 

"r.educt.iôn" of the multipLicity of . phenomena in the 

worl~ ,to'only one type and its derivatives. It is 

G:ommon to speak, then, of "upwards." and "downwards" 

redu~fioni5m: reducing mind to biology or physics is 

~o'Wnward; réduc~ng it to a derivative of society J3-e~ 

e.g. Voloshinov, 1930) is 'UP:~~~~'_~eductlonf~;:-~ 
M5 Emergentist .Ma-t-efTâlism. Mind is a set of 

'~ 
. ------. 

act.iv.J-t-i-e:fthat 'o,nly brain macrosystems can do, I.e. it 
~ , 

~----.-

'is a set of emergent bioactivities. This is to say 

that ~yste~s of~ neurons .have (emergent) properties that 

\~ 71' 



. , 

) 

their component neurons don't have, and larger systems 

have further new properties that the c·omponent systems 

ct: t
• 

etc. +n sum, mind IS not a separate kind of 

thing, but matter organlzed ln such a \"ay as to ha ve 
. 

new, emergent propert i es. TnlS Vlew has not attracted 

enough attention trom lingulsts to ylelà corresponding 
'7... 

notions of "language," though sorne sketchy attempts 

have been. made to do 50 (Bunge, 1983a, 1983c). 

Emergentisrn is a kind of "partial" reductionisrn, 

Le. the vi ew tha t the mi nd cannot be en t i rely reduced 

o to physiology, though many of i-ts properties are 50 

reduc ible (these are the "resultant" properties). This 

also ho Ids for the other levels, as weIl: chemistry 

cannot be reduced to physics, society to individuals, 

etc. In Bunge's (1979) view, th i s po s i t ion l s lin k e d 

with systemism, i.e. that everything is either a system 

or part of one and that the system has properties that 

none of its components have. 

Of these mon i st ontolog ical vi ews, the la st three 

represent rnaterialism, or the view that only matter 

exists in the world, and that mental states and 

processes can be expIa i ned in terms of.i t • Not i ce tha t 

M3 and M4 open up the possibi l i ty of construing 
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"language" not as a thing but as a state or proces5, 

where M5 expllcltly neceS5 l tates a Vlew of 

"language"-as-pr~cess. These are other optlons for 
",.: 

con~elvlng of "language" that are often overlooked. 

The :lrst twc of these monlst: VleWS permit 

(elther Instead or along slde of matter) a separate 

realm of the mental, and as such can be classed, 

together wlth the duallst Vlews 'ole wlll survey below, 

as ldeallst ontologies. 

2. 33 Psychophysical Dual i sm. Psychophys Ical 

dualists, as opposed to the monlsts, hord that the 

\ri 0 r 1 dis ma d e u p 0 f t W 0 d i f fer e n t k i n d 5 0 f 0 b j e c t sor 

substances: nnnd and matter. Again, there are at least 

fi ve ma i n ways of resol vi ng the mi nd-body problem for 

the dualists: 

Dl Autonomism, or the view that mind and body 
( 

are i ndependen t ent i t i es tha t only 5eem to be rela ted. 

Clearly this is not a popular view, in such a strong 

vet"sion, yet Bunge (1980a: 3) reads Wittgenstein (1948) 

a~ supporting it. 

D2 Parallelisme This i5 the view that mental 

sta tes have neural correlates, as opposed to the 

materialist view that mental states are neural states. 
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Sorne sort of parallel relation lS supposed to exist, 

that lS not identlty or causatlon. Though "neural 
. 

correlates" is one of the rnost frequent phrases in 

neurollngulstlCs, It does not seem that the strong 

parallel Vlew (that mlnd and braln are independent, 

parallel and synchronousl is held. Unfortunately, most 
1 

talk of '"neural correlates" lS not substantiated by 

more speclflc statements as to the nature of this 

mind-braln relatlon. l t might b,e seen as a pro'missory 

note, but again for WhlCh view? "Correlate talk" 

appears to be more of an evasive tactic t ha n a ta k i n 9 

of opinions. In psychology, these forms of parallel i sm 

are called "cognitivism" and have been observed to 

suffer from several important problems (see Bindra, 

1981 ) • 

D3 Epiphénomenalism. Brain states cause mental 

states. Here the position is that changes in brain 

states cause changes in mental states, though the 

reverse is not true. 

D4 An imi sm. The mind directs the brain's 

activity, I.e. changes in mental states cause changes 

in brain states, but the reverse, again, does not hold. 

It is difficult to state any more exactly the theses of 

74 

\ 



D~ and D4\ since they are usual~y assumed as axioms 'and 

nelther ,developed nor )ustified. This view, however, is 

lmpllcl~ in formulatIons of "language" that speak of lt 

as "rules" or "standards for behavIor" (see 2.12 

above), Slnce theoretically these mental rules would 

constraln braln states that would, ln turn, control the 

articulators. 

, D5 InteractlonlSITl. The braln and mind are 

se pa rat e but i nt e ra c tin 9 en t i t i es. A gai n, th i 5 l S 't he 

entire thesis: there has been no further developmen't. 

Though Descartes (1644) postulated that it was the 

pineal gland that mediated this mind-brain interaction, 

no one else has put forward any sort of 'theory of the , 

mechanisms or kinds of interactions that can take' plac~ 

in such a system (cf. Popper & Eccles, 1977) 0, As weIl, 

subsequent testing has not borne out Desartes' 

hypothe sis. 

We have not been able to say very'much about the 

dualist positions, but that is because th~ir proponents 

have not stated much more than the central theses. This 

makes it difficult ,to formulate any notion of 
, 

"language" in accord with them. There is, however, an 

enormous number of linguists who treat "language" as if 
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it vere entirely independent of the b~ain and the 

people who produce it. Their stands on the exact nature 

of thlS Independence are i ll-deflned, and for this 

reason they have not entered into the cla-ssificatlon 

\ above. In this .group mlght fa11 those who couch their 

not Ions of "language" in terms of "knowledg~,n 

"culture" (understood as 'shared knowledge), 
.f , 

"rules,""_ 

"norms," or "standards for behavior." 

An alternative account lS that linguists with 

such notions of "language" are simply methodological 

dualists, i.e. monists at heart but dualists by force 

of circumstances (the rreurosciences are far from saying 

anything relevant; a11 that "brain stuff" is for 

neurologists, a science is implicitly defined by the 

methods i t uses (me.thodologi sm) 50 we need to st ic k to 

our traditional methods, etc.). It begins to look 

suspicious however, when the neurosciences are 
, 

considered relevant, along with psychological and other 

interdisciplinary research~ only to tangential factors 

belonging to the battered and ~used category of 

"per f ormance" va r iable s, though monists generally 

relish interdisciplinary corroboration of their 

hypotheses. As weIl, when Chomsky (1980: 218ss) speaks 
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glowingly of t,he ,Galil~an method' (see dIScussion-, ln 

B,otha, 1982), 1t lS the same rnethod that the Cartesians 

and other ratlonaiists considere~ 50 hlghli ~s dualists 

(see Arnauld & Nicole, 1660: Part IV; Kant, lIB 1 , 

1800). 'ThIS "Galllean" method, at least SOIt seems in 

Chomsky' 5 reading, would have lingu1sts construct 
, 

complex mathematical systems o~-hypothese~ representing 

what must be true of "language." Once th i sis 

formulated in "sufficieht~ detail, they would o~ly then 

turn to the empincal data with 

well-formulated hypotheses 'to make- research worthwhile. 

Thus, linguistics should be concentrating its efforts 

over as many years as it takes to construct sorne 

"simple," "elegant" formaI model for subsèquent 

test ing. 1 n the meanwhi le however, "language" i s 

considered in a perfectly dualist manner (as 

independent from any knowing subject, or from,brains or 

other matter) with aIl empirical evidence of dubious 

relevance during that period. The one exceptionai case 

of relevant empirical' evidence would be that which 

coulà bear on whether or not the formaI modei was 

producing the same "structures" as could be found in 

human output. But this is a prime example of the 
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position of parallelism described'above, and as such is 

strlkingly dissimilar from both Galileo's own emphasis 

on experlmental science (see Botha, 1982: 16), and the . ' 

approach most usually taken by monists, i.e. piecemeal 

testing of theories-in-development. The surest option 

for dispelllng any suspicions of dualism would be for 

these "methodological" dualists to espouse sorne monis't 
, 

theory of the mind and how their hypotheses and 

constructs are to be related systematically to such an 

account. Since, of course, this is not forthcoming, we 

conclude that the so-called' methodological dualists 

are, for aIl intents and purposes, ontological dualists 
JI 

as well. 

The majority of the views that we have considered 

(Ml, M2, Df, D2, D3, D4, D5) allow in their ontologies 

'a separate realm of mental objects, states and 

processes, and these we will calI the idealist 

ontologies. This majority view may be accounted for to 

a certain extent by the fact that idealism is an 

~ f integral part 0 the Western Weltanschauung: it is a 

central tenet of Judeo-Christian teachin'~ that the 

"soul" is redeemed in a later existence where it exists 

by itsel(, th~t it "resides" in the body and leaves it 
i. • 
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upon death; ît was also an important part of the 

majority of philosophies bhat come to us from our 

tradition, and as such is ingrained in our manner of 

speak ing, and our not ion of common sense. For example, '., 

there are parallel sets of terms r~,ferring to bod"y 

states and to mental states; and "language" .is a noun -

an objective igea independent of any speaker (otherwise 

'i~ could be an adjective or a verb). We are surrounded 

by such "common sen~efl as .beliefs that libraries are 
c" 

full of kpowledge, that knowledge is made up of facts 

that teachers can fill our heads ~ith, that animaIs 

don't ~hink (it's not that they don't have brains, they 

don't have souls), and, more rec~ntly, that computers 

do think, since that's what it looks like they're 

doinQ. Of course, not very much weight can be attached 

to these observations, but they do raise the question 

of whether dualism is just an ingrained and 

unquestioned traditional belief' that originates in 

religious doctrine, or a hypothesis that can withstand 

the test of objective investigation. 

2.4 Ontogenetic positions. 

2.41 Ontogeny. Ontogeny is the development'of the 
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individual, and there are three main views: nativism, 

acquisitionism, and 'inter.actionism. To point up the 

p9rallel between ontogenetic and epistemological views, 

we cano formulate the probl~~ of ontogeni as "what is 

.the 'env i ronment" s contribution to (phys ical,' 

ps.yèhologica1, linguistic) devélopment?" As was the 

case with the epistemological views, sorne' will answer 
. ' 

"nothing" (nativists) ; others "everything" 

(acquisitionsists), and yet others "about half" 

.t:',\ 

(interactionists). 
, ,'---~.~ 

2.42 Nativism. As was the case with very radical 

rationalist views of epist~mology, nativism needs to be 

tempered with sorne environmental influence. After aIL, 

we speak the language of' our envi ronment,.. wi th the 

specific regional and' social' dialect of oU'r' millieu, 

etc. Thus the notion that "language" is mostly innate 

and need only be "triggered" by a li~ited amount of 

~xperience to mature. 

This view once again favors· for~ulations of 

"language" cou~hed in terms of "innate principles", "a 

pr ior i knowledg.e", "rules", ,etc., si nce we no longer 
, ~ 

believe, with Lamarck (1815; see McKinney, (Ed.) 1971: 

19), that behaviors can be transmitted genetically. 
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Where !)lore cia'ssical nativist .views relied on a priori 

knowledge of innate ideas which ' ""ere logical 

imperatives, more modern versions 'of this position 

resort to : genetlc transmission and have. tried to 

. formula te wha t would essentially 
~ ,/~ ... ~ ~ 

be the "content" of 

the 9,ene'tic consti~ution tÎhat would be tran"smitted. In // 

conjunction with' the rationalist eplstemology also 

assumed by many rnqdern nativists, the view of the child 

as "little Iinguist"' becomes viable: the child is born , " 

with a~ ihnate language learning device and must simply 

hypothesi ze~and- test, w'i thin certa in pre-establ i shed 

limits, t9 arrive at the "grarrunar of a particular 

language (see Valiàn, Winzemer & Erreich, 1981). 

2.43. Acquisltionism. This time in parallel with 

empiricism, with which it is closely' associated, 

radical acquisitionism also needs to be' tempered with 

sorne of the individual's contribution. It has to be 

recogni~ed that different people learn more quickly or 

more slowly, but, chi ldren' s "language" d~velops gui te 

regularly from child to child. Hence, the S-R ., 

'assumption of an innate ability for general learning 

(see Staats, 1971). Thus, the child is born with the 

ability to learn, but needs 
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w{th his/her linguistic environment for "language" to 

develop. This view is not on~y inherent in the 

behaviorist's notions of "language" as "a set of 
\ 

hàbits ri
, "behavior", "patterns of behavior", but a1so 

in other def1nitions that speak of "language" as being 

" cul t ur a Il y transm1tted" , 1 • e . acquired through 

exper ience. 

2.44. Interactionism. This is the position that 

"language" deve10pment is predicated by a graduaI and 

1engthy 1nterplay of both Innate, 

"language"-capacity-specific characteristics and 

e~perience with ~he physica1, social and lingulstic 

environmen~s. This is the Plag~tian view and dominates 

the child development literature ln psycQ~logy and 
(\ 

neurology. Parallel views seem to characterize biology 

and physiology. Unfortunately it 15 not often made 

explicit in the concepts of "language" found in the 

literature that this might be a viable position. 

2.5 Conclusion. 

In this chapter we have surveyed a wide variety 

of conceptions of "language" in relation to the general 

epistemologic?i.'l, ontological and ontogenetic theories 

(0/ 
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on which they are based. 

"Such general theoriès form rough 
frame~orks within which a number ~f 
specifie theories may be developed (Bunge, 
1980a). The broad ftamework$ or rough 
postulates are not speciflc~enough to make 
any precise ,predictidns [hence test 
against empirical eviqence - MD]. The 
strategie question here' is.w.hether it is 
worthwhil~ developing a speèific 
computable theory within a framework that 
is very possiblf wrong even in' roug~ 
approximation. MIght it not be 'bet'ter 'to 
choose between rough frameworks before' 
developing - a rigorously -computabl~ 
theory?" (Bindra, 1981: 36, emphasis 
added) . 

In the first ch~p~er, we chose a rough framework 

for the notIon of science. In thlS chapter we laid' out 
:? 

the options, for making such a choice among ,roug,h 

frameworks in" which to view the Ilnguist's object of 

inquiry. In the next chapter we will' attempt to 

characterize sorne of the problems Inherent in opting 

for the different views while coming to a choice of 

rough framework. 

Notes: Chapter Two 

1. This discussion is adapted from that in Bunge, 

1980a: Chapter 1. 
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CHAPTER THREE 

CHOOSING A PHILOSOPHY OF "LANGUAGE" 

"Quel est l'obJet à la fois Intégral et 
concret de la llnguls'tique?" 

(de ,Saussure, 1914: 23) 

1 n troduct 10n • 

In thIS cnapter we consider critically the 

varlOus posItions on "language" surveyed in Chapter 2. 

Given the view of SCIence that we adopted in Chapter 1, 

many . of .' these posItions would be re]ected by 

applIcation of the internaI consistency criterlon. 

However, ~e will argue that they can be shown deficient 

on other, Independent grounds, and only then check 

those tha't survive this scrutiny for consistency with 

the Vlew of science adopted. 

3.2 Choosing an Epistemological position. 

Empiricism. The principle of sufficient 

exper i ence, the maxim of expiricism, proves to be 

'inadequate for s,everal rea~ons: 

Experience can be misIead~ng. Our senses do nct 

provide us with completely reliable data about the 

world: hallucinations, visual illusions, magic, and 

the cultural relativity of many observations should by 
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their very existence suffice to show that this is so. 

Experience is insufficient. without the formation 

of hypothese&, predictions and theories we would not be 

able to perceive illusions, hallucinations, etc: a.s 

such. Moreover, we would. not be able to relate 
, 

experiences,other than to class them as similar or not; 

I.e. descriptio~ would be possible but explan~tion and 

understanding wo~ldfl note The cognitive simulation 
, j 

literature in AI suggests that there are very complex 
, -Q ~ ~ ... 

-processes mèdiatiDg between sense ~ata and recognition 

(see e.g, Winston, 1975), and the physiological al)d 

psych~logical literature bears this out (cf. HubeI & 

'Wiese,l, 1963; Kaas, 1978). 

Reliance on experience 'alone has not 

characterized the successes of sciençe, From A~istotle 

and Galilei to Darwin and Einstein, a maJor component 
, , 

of sucèessful science has been the fruitful marriage of 
\ 

experiençe with hypothesis and test; (see e.g. Wisan, 

1978, cited .in Botha, 1982: 45, n. 26)', 

Experience is insufficient for explanation. It 

seems quite unreasonable to assume that observation can 

lead to understanding without reasoning. Experiences 

have to be compared" understood and often manipulated 
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for an exp-lanation to he 9.iv.en,· !hether it involves the 

postulation o.f spr i t i ual', magica.l or natural causes. 

AS weIl, there" i 5 a great deal of empirical 

eviderice that casts ser ious doubt on' the independence 

or sufficiency of sense data: social psyehologists have 

shown that group pressure can modify perceptions (e.g. 

Asch, 1952: Part V) and the notions of "psychologiea! 

set- and "attention" reflect that perception is under 

some cognitive control, as is most clearly shown in 

Yarbus' (1964) OKN (ocular kinetic nystagmograph) 

studies of direction of gaze as a function'of cognitive 

task. A11 oi this argues for a strong interact ion 

between cognition and sensati,on if the generation of 

perceptions. hence for the 

view of knovledge. 

ïnadequacy of an empi r ie i st> 
t( 

Rationalism. Rationalism is also an insufficient 

viello'f knovledge,. for analogous reasons: 

Reason is· sometimes misleading. That the earth 

was fIat and the center of the solar system were at one 

time strongly held views, and the list of other 

mistakèn hypotheses could be extended indefinitely. 

Suffiee it to say that what is believed at one time 

may, upon comP,Brison with controlled experiment, prove 
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to be fals~,~ 'l'he ~l:1jection mi9~t be raiseà that there 
k. ~ . 

ezist so-called ~innate· ideas that are not derived 

from tbe senses at all but ar'e -eternal truths" of 
. 

. -reason J

• The classical example i5 mathematics, in which , 
\ 

i t i5 always true that Any number has one wh'ich is 

larger than i t, an~ thi~ i 5 ,50 W i thout Any refereohce, to 
, 

ezperience. However, the '"t"easoning is circular: a,ny 

such "innate" ideas are simply deductions fto& tacit lI) • 

(previously' postulated) azioDls: those of mathema tics. 

As 5uch, shoving that they are "true" i5 si_ply showing . ~ 

that they are logically consistent with the axioDl5 from 

which they' are derived. The ci rc le of construct 

demonstra t ing const ruct i 5 "eternal" in a logically 

consistent system, but is never broken by appeal to 

verificatIon by Any other than the same source that 

gene~ated it in the first place.' It' .is the same as 

say !,~g that a dicta toria! government ,never break:s the 

lav: it is an "eternal truth", an "innate idea" sinee 

the government can generate lave - from which i t is 

al ways exempt. """ . , ~0 
we can come to Reason i5 insufficient. Because 

b~lieve falsehoods, .and fall into f"allaciou5 circular 

arguments, appeal ta sorne other source of information 

.. 
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becomes necessa~y ,i f knowledge is to be certain. Thus 

ve f ind the appeal to exper ience in sc ience. 

Reason alone is npt characterist i c of the' 

successes of science. 'The history of science is strevn 

w i th abandoned hypotheses and theor i es that were not 

borne out by experience. On the other ha,nd, scientific 

revolut ions, the most spectacular successes, were based 

on reasoning tha t unve i led new regular i ties in 

-experience rather than new conceptual_ systems tha! had 

no bearing on experience. 
, " 

Wi thout recourse to exper ien"-' radical 
• rationalists can, only produce hypotheses, not 1 

statements of fact. ,They are concerned vith vhat "must 

he- in the logical, a priori sense, rather than with 

"bat actually is. Sinee they are nct concerned vith 

actual states of affairs in the world, they clearly 

cannot produce statements of fact, only hypotheses. 

This is why a tenet of "epistemological tolerance" is 

often associated with rationalist views (see Botha, 

1982, sect. 2.'4). The argument here i s not that 

rationalism is false, but that it is insufficient in 

the absence of verification against experience. 

The same empirical evidence that exist's shoving 
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tnat. empiricism 
, 

i s insuf fic ient as a notion of 
knowledge, also demonstrates that human knowleâge is 

insuff ic iently characterized as purel}' c:ognitive 

activities, i.e. that sensation and perception are 

involved as weIl ~ In sum, the}' show that experience is 

a1so an essentia1 factoç'. 

Synthetic view5. These arguments lead us to 

conclude that only sorne sort of synthetic viev will be 

ten~~le: experience can give us the rav data that we 

can evaluate and go beyond vi th the help of reason 1 

that_ in turn has ta be veri f ied by exper ience. 

The less radical 
v 

rationalists, partisans of 

critical rationalism and the hypothetico-deductive 

approach to science (e.g. Medawar, 1969: Chom'ky (see 

Cook, 198,1) , Popper, 1959}, would con tend to have 

·1 ci rcumvented the ma in defect of radic~ 1 rat ional i sm, 

i.e. that it does not take experience into account, by 

making experience subservient to hypothesis. New 

knowledge is acquired by making hypotheses, . deducing 

their consequences, and testing them against 

experience. This view, however, is desc r ipt i vely 

inadequate because it does not recognize the role of 

observat ions, or assumpt ions ,for ,that matter, in the C 
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.formation of hypotheses (see Moles, 1956; Bunge, 1967). 
f' 

As weIl, adhe>rents fo t'his v iew of t'en espouse some form 

of "epistemo~ogic~l tolerance," thus provoking a 

collapse (in pr:actice) of "critical" 'rationalism with 

" rationaUsm proper. 

The pos,iti_on call.ed critical realism, however, 

provides a synthesis o~ r~tional,ism ,and empiricism that 

is also consistent with scientific practice. It weights 

,-reason and· experience equhably and elucidates their 
, 

relat ions as in Figure 3.1 below (trom Bunge, 1967: '9). 

, Doel,. of f 
.nBabIe 

knowledp 

1 ProbIem 1 -+ 1 Hypothcse. 

l \ Tcst.,blc 
conscqucnc:cs 'II ,--__ --.-~ New body of 

Evaluation of Imowlcdgc 
hypqtheees - r-r:----::-,j 

HvttkDCe J/ '-------" ~c\Y proble~ 

P'igure 3.1 

3.3 Choosing a Th.ory of Nind. 

I·dealism. The idea-list vievs (Ml, M2, Dl,. 02, 03, 

D~, D5)· are substantially weakened et the outset by the 

90 

-' 

\ 
\ 

1 

, . 

, ' 

/ 
" 

+ 

t 



9 " . 

1" \ '. 

,i , . , 

tact that tnere simply i5 no evidence for a separat~ 

rea,lm o~ ideas, alongside, that of matter. 

The fact that idealism has such strong roots in - , 

tradition, in our view, makes if that much more 

suspec~, 5inc~ 50 many of our traditip~al beliefs have 

turned out to be erroneous after ~ystematic inspection. 

Finally, none of those who have pr~posed,idealist 

views have accompani~d them with theories of how to 

tind'the realm of ideas and test the properties of its 

'organiz,ation. In a word, they aU s~ffer from a 

v8gueness that makes them impossible 'ta ~est. These 

three observations already predispose us to consider 

these views mo:e critieally. 

'Dualism. Besides suffering from the same problems 

mentioned in connection vith idealism, dualists labor 

under the. pr'oblem of el~f=idating the relations between 

mind and brain. This, h6wever, becomes extremely 

difficult,}f not impossible, in the absence of Any 

verified/verifiable theories of mind. Most of the 

dualist views consist of single axioms or doctrines 

that are assumed to be true and not usually developed 

Any further. These doctrines inspire différent lines of 

research that, unfortunately, are founded 'on the 
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vagueness of the'initial postu~ates. If the axioms have 

no more than intuitive support, however, then the whole 

enterprise is 'to be regarded with skepticism. 

In sum, that sorne dualist view5 may seem . . 
intuitively justifiable is not a position that we would 

disagree vith. Nor would we say, at this point, that 

the dualist' posïtion is patently false, though we see 

sorne indic'a t i ons in the neuropsychological, 1 i terature 

that this may be so. It fails, however" to be 

sufficiently testable for the more skeptically-minded 

s~iefltisi, and ln this sense is unacceptable, unless 

there' is no 'superior alternative available. 

Monism. Most views of monism hold dim prospects 
é 

for providing an alternative to ~he impressively 

formalized and presently well-accepted dualist views. 

Mt and M2 ~hare the same problems of the idealist 
A 

anp dualist 
• • il 

Vlews, I.e. lack of ev.idence, vagueness, 

lack o'f testabi 1 i ty, but offer no well-defined 

solutions to given problems 50 as to offset these 

difficulties. Energy is a property of mind or matter 50 

it is misleading to try to mate the latter types of the 

former (M2). It is equally unsatisfying t~ say that a 

car accident i5 a subjective experience~ that the tree 
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the car hit vas merely a mental state rather than an 

objectively existing material o~ject simply doesn't 

agree vith our intuitive view of experience (Ml). 

M3, by saying tha,t there", is nothing menta'l, 

'rather than answering the question, avolds 1t. As well, 

there' is no 

mental. Qui te 

, 
1 

reason to assume that there i5 nothing 

the cont rary, intuitive experience 

sugests very strongly (ta the point of making idealism 

~common5ensical) that mental experience does exist. 

This, a9ain, lS no viable alternative -- Chomsky (1959) 

provided devastating arguments that this is 50 for 

Skinner's (1957) version of Ml • 
. ~ 

M4 has a radical reductionist version, i.e. that 

everything ls reducible to the properties of the 

objects of physics: and a more popular, weaker version 

Le. that mental states are reducible to neuron states. 

The radical version is patently false: chemical 

systems have ,properties that their compo~ent physical 

systems do not have (e.g. their composition changes in 

time), biologieal systems have properties that chemieal 

and physieal systems do not have (e.g. biosystems 

maintain homeostasis, reproduce, compete and cooperate 

vith others of the same species, sorne subsystems may 
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control others, etc. -- cf. Bunge, 1979: BO), etc. 

Thus, "hen ve reduce, e.g. a biosystem to its component 

chemical systems, the reduet ion is not complete, there , é 

are other, emergent, properties" that have to be ~ 

aecounted for. 

The weaker version, that mental states are 

reducible to neuron states, carries the weight of the 

many neurologists and neuroscientists who subscribe to 

thi s vi ew. and th~ j'OUrnal i sts who ~i ssemin-de i t. This 
J 

i 5 the v iev aga inst which many of the dual i sts have 

concentrated mueh of their criticism (cf. e.g. Fodor, 
, 

1915: Chapt. 1), because it seems a viable alternative 

to dualism: most import~ntly because of the fact that 

dualists have to admit ,they don1t know hoy mental 

fune,tions are related to the brain, wher.e' adherents to 

this~ versi6n of M4 .can .justifiably say that great 

headvay has been made in that direction. 

Here 89ain, it seems to us that the dualists are 

correct in saying that the weak reductionist view i5 

not acceptable. One of the argume~ts i saga in that 

there are properties that neurons do not have: vision 

for example. Neurons simply do not see, RO.r do they 

hear, smell, control motor activity or carry out any 

94 



1 

\ 

" 
other "higber" mental functions. Thère is apparently a 

1 
quantum,leap separatin9 neuronal>activity from mental 

f-, 
functio~, and monists have not provided, nor are t,hey 

likely to provide, any evidence to show that vision, 

for example, can be explained entirely in terms of 

neurons. On the other hand, artificial systems can be 

programmed ~o perform similar tasks, 50 Fodor (1981) 

goes on to conclude that brain research' is only 

tangentially. relevant for studying the mind, at this 

time. The best alternativ~, for him, is to try to study-" 

mental capacities in isolation from any possible 

substrate, as a form of' organization described at a 

level of abstraction that makes no reference to the 

nature of the particular substrate. 

This is how the situation i5 usually, and very 

el6quently, painted in linguistics: choose betveen a) 

the reductionism of the neurologist, which promi.se~ to 

say something about language in the very distant 

future, vould have linguists study brains instead of 

languages, and is both counterintuitive and has not 

been shown to be true, or b) the dualism of the 

(cognitivist) dualists, w~ich promises to say something 

about the brain (indirectly), would have linguists 
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study languages and the'i r "mental representations", and 

has not been shown to be faise. Of course, given this 

c'hoice, ,1 t is easy to see why lingui sts opted for 
-

dual i sm and mon l'st linguistics was soundly defeated. 

The materiallst monist positions 'that were argued 

against with special attention were Skinner's M3, in 

which there was no mind to speak of, and the weaker 

version of M4 which reduced everything to neurons. At 

least the dualists left op~n the possibility of a' 

non-reductionist answer to the Mind-Body problem. 

Were this the whole situation, we wèuld be Ieft . 

with three options: 

a) however dissatisfied, stick with dualism for 

its present popula~ity, contributions and promise for 

the future: 

b) somehow reconcile monism and dualism: or 

c) work out a better monist view. 

Ho~ever, there already i5 an alternative approach 

that has appeared recen.tly: emergentist monism (MS). It 

is an attempt to correct the problems wi~h M4, and thus 

provides viable competition for-the dualist view. 

and 

~ 

MS ci~-cumvents the dualist's problems 
'~r-

relatin mind and-brain by making ideas 
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of brains (for which there is suggestive evidence: e.9.·' 
\ 

Bechtereva, et al., 1979) and by providi ng a c lear, 

testable ( though not verified) ; statement of the 

relation between mind and brain (Bunge, 1980a). The 
1 

monist's pro'~tems are avoided by reject-ing reduct i on i sm 
\ 

in favor of emèrgentism, or the doctrine that when 

things of one kind form a system, the' system has new 

(emergent) properties that its components do not, a~ 

vell as the (resultant) properties of the components. 

Thui, in these terms mental states and functi6ns are 

states, and functions of neuronal macrosystems (systems 

~orming systems forming systems" etc.) and for this 

reason can nei ther be reduced to st,ates of indi v idual 

neurons nor be attributed to sorne separate entity (see 

Bunge, 1979). Moreover., aIl of the evidence favorable 

to M~ is âlso favorable to this view as weIl because 

neuroscience has not progressed to the point where it ( 

can provide clear evidence against emergentism. At 

least in principle, emergentist monism is a better 

rough f ramework in which t0. approach "language." 

We are left, then, vith the ontological, view of 

emergentist materialism, for which there are but 

sketches of what "language" might be like (see Bunge, 
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1980a r 1 983a r 1983c). The general ~iewr however, i5 

that i t does not 1 have an 
.-

objective existence: 

ft language" i 5 a construct tha t refers to (does not 

have) a set of properties of co,!!plex brain 

systems-in-society. Of course, though thi5 view has 
/ 

been concluded to be viable in theory, it i5 stilL 

necessary to work it out in suff{cient detail so that 

it may be adequ~tely explored and tested in practice. 

It does, however, have the minimal criteria of clarity 
Q 

and testabil i ty to meet thi 5 challenge, as well as a 

pr inc ipled account of how mind and brain interact. 

Faced wi th a choice between thi 5 view "and the vague, 

unte5table foundation o~ dualist 'views(, the choice' 

seem5 clear. 

'D 

-3.4·"'Choosing an Ontogenetic Position. 

Nativism. Much as wit:h the criticisms above, we 

argue not that nativism i5 false in attributing a 

central role to innate factors of language development, 

only that it is not sufficient. 

The first counterargume~t here is that less 

radical nativists, e.g. Chomsky (1968), ~ould alsQ 

ascribe a certain role to contact with the environment, 
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'" i. e. trigger'ing'. At":--,thi5 point, reference i5 made to , 

the literature" on imprinting in animaIs (see e.'g. 

Whi taker , 1973, for a relevant r~view). However, 

imprinting is associated .with animaIs that are much 

o les&- al tr ic ial than humans, 'thus one can suppose that 

this i5 not a ~iabl~ animal model for' human Iearning. 

Moreover, it is not known' whether the "triggering" 

period (for humans) needs to be on the, order of days, 

months, or years: in the latter case the ~ent for 
---

triggering is vitiated, though it can be~ argued that 
, 

different parts of the "language'acquisition device" ,. 
are triggered sequ~ntially as the brain matures. This, 

thqugh, seems empirically undistinguishable from the 

alte~ative vie~ 

rOl/. 

that the environment plays a 'greater, 

The basic argument against environment playing a' 

minimal ';}role in la"nguage development i5 the 

~eurodev~opmental one: human infants develop very 

slowly (compared to other mammals), and presumably this 

extended period • of great 'neural plasticity is exactly' 

50. that evironment can have a greater role than in less 

altricial animals (see,Whitaker, 1973: Dingwall 1915). 
\ 

Clearly . the ana10gy, with walking and other such 
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funet ions i s veakened by the tact that - 'di ffe<rer;lt 

different extents and 
\ . functions are "prewired- to 

'il 
cons~quently admit of more or less adaptability to the 

environment (cf. the distinction betveen 'open' 'and 
o 

'closed', genetie systems . in., Dingwall, 1975: 18). Thus, 

the "triggering- argument seems to run counter to the 

generalization that the "higher" the mammar, the more 

altr ieia1 i t is, and the "higher" the funetion, 
I!r" 

the 
. 

longer the nervous subsystem performing it is plastic, 

henee envi ronment sensi t ive. 

A secondary viev that usually acc::ompa'nies 

nativism in linguistic discussions is the discontinuity 

hypothesis, lthich states tha t there' is no co.ntninuity of 

communic~tion systems as one progresses up the 

phylogenetie seale. Henee, studies of vocaliz~tion 

srstems" in, monkeys and chimpanzees are, not relevant fol' 

, human language. Yet even the' morphology of the brain is. 

very eontinuous; t~e are great differenees to be 

sure, but the, similarities are even greater. As vell, 

S8'ugsta~ (1980) and premack (1976) show that in man and' 
, 

other primates the perceptual and cogni t i ye capacHies 

that presumably underlie "language" develop qui,te 

continuowsly. l s there, then, some other evidence for 

" 
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the di'scontinuity hypothesis or just a priori ~rgument 

that humans ,should deviate 50 greatly from the 

regularities of evolution? Of course,. there i5 the 

obviou5 di fference that humans have" lan,gUAge" where 

other primates do not ~- ihis, however, is no argument 

for discontinuity since birds have ,wings and dogs have 

tails and humans do not, yet they are related by a 

phyloge~etic continuum. It seems -that there is no, 

evidence beyond Chomsky's .,prio~i arguments that the . , 

discontinuiby hypothesis must De 50. 

'Finallt, if ,the language faculty is 

~ , .0 such a 

great extent innate and particular to humans, then why 
, 

is it that no children have been found vith congenital 

disorders that affect only the "language organ"? It 
/ 

bolster Chomsky's argument vould, needless to say, 

greatly if"there vere. 

Âcquisitionism. To take thé opposite viev' is, 

.utatis mutandis subject to the same arguments, vith 

tpe added caveat ( see Chomsky,' 1959) that i t is 
" 

extremely dif,ficult f~ acquisitionists to account for 

the fairly regular course of "language" development qr 

the fact that at 

child (·or adult) 

most times during this development the 
) 

is a~parcntly prepared to produce and 
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understand many more linguistic ,forms than s/he 'has had 

ezperience vith. Again, acquisitionism is not false, ," 

it is merely insufficient. 

Interactionism. We ar.e left vith' this vievc,'\'s'ince 

it synthesizes nati vi sm ~nd acqui si t io'ni sm by 

attributing "languagé" development to faitly equivalent 
o 

contribut,ions of both innate and environmental 

variables. In ~favor of this view i5. the 

neurodevelopmental 1 i tetatur,e on the development of 

perception and problem solving (see Cohen , Salapat~k, 

1975), and ~uch other research. 
" 

Finally, ve must check (as we will below) thé 
-, 

consistency of the posit~ons we have com~ to prefer 

(emergentist materialism, critical realism and 

interactionism) with the viev of science that we 

adopted in Chapter 1. 

3.5 Choosin9 a Notion of Language. 

In- order to be ~ble to choose a notion dr ~heory' 

of "language" 've need first make explicit the 
A 

assumpt~ohs on vhich ve viII base such a choice. The 

kind of theory of "language" ch~sen also dependa on 

wbat it is to be used for. Since here we are interested 
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'in the metatheoretieal issues of.' how assumptions, 

obj~ct oi inquiry and conception of field of, study 

interact, we will want a theory of "language" to be 

able to illuminate how the different s~bfield5 of 

linguistics, as weIl as the different "language" skills 

(reading, writing, speaking, signing" understanding) 

interrelate. It should be made clear that such a theory 

of Wlanguage" does not exist and it is not our goal to 

provide more than a characteri~ati6ri of some·of the 

constraints such a theory should satisfy. 

These constraints are of two major types, both of 

which are components of judging the compatability of 

the object of inquiry with the notion of science: 

those of consistency vith the general worldview adopted 

in Chapter 1, and those of external consistencYJ or 

consistency vith results from other fields. Since the 

latter would be topic enough for several other volumes, 

we will restrict o~rselves to a smaii aspect .of it. 

Central to the notion of science adopted here is 

the idea that explanations need be mechanismic. We will 

therefore examine sorne of the constraints on the nature 

of language mechanisms that the background knowledge 

offers.' This will comprise Chapter 4. Here we vill 
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conclude by considering the cçnsistency of the views 

preferred vi th the gener~l worldview. Of coursé, these 

are but two aspects - ot" judging cOlll~t,abi 1 i ty of the 

object of inquiry vith the notion of science -- we are 

,simph fying by assuming that the ,objeèt lS consistent 

vith the notion of science in aIl other relevant 

aspects. 

To summarize, couching "language" in terms of 

physical characteristics of the speech signal, or 

behavior, or. knowledge, or rul~s has been rûled out, as 

have those definitions expressed in terms of a mean5 of 

communication, a mirror of the mind, or any particular 

. language. 

In keeping vith the ep~stemological position 

pr~ferred above, "language" must be something that 

necessarily involves the active involvement of both 

reason and experience to understand i~. That, hovever, 

vhile it i5 not much of a constraint, it ia more than 

those offered by alterantive views. ln keeping vith our 

notion of ontogeny, it must develop gradually but 

regularly, thus showing the influence of innate and 

environm~ntal factors. Finally it must be construed as 

a (system of) brain processes, in keeping vith our-

.' 
-' 
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emergentist ma'terialist position on the mind-,body 

problem. 

Are these positions, hovever, in keeping vith the 

initial assumptions 'made about science, in particular 

the general, worldview that i5 one of i ts coinponents? , 

The most important components of the general worldviev, 

for our discussion, are: 

a naturalistic o'ntology that is materialis,t, 

systemist and emergentist, and' 

a realistic ";, but critical episte~ology that 

ve ights eqi}i tab.ly the roles of reason and experience in 

the acquisition of knowledge~ 
, " 

The ontological positipn We came by different 

means to prefer in this chapter has the same attributes 
1 

of materialism, systemism and emergentism, 50 is very 

compatible. Had we, however, chosen the dualist 

alternative, there wou Id be ill-defined "mental" 

objects to be included in the ontology, which would 

make it incompatible with the general vorldviev, hence 

vith the notion of science. 

The epistemological position arrived at in this 

cpapter is also consistent with the worldviev: it is 

realist in that it assumes a world to be experienced 
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and understood, and is cri·ticsl in that it assumes that 

experience 1s not sufficient for reliable knovledge. 

Moreover, experience and reason vere seeh to be of 

t equitable importance, just as in the view of science. 
, , 

On the other hand, if a rationalist alternative .nad 

been chosen, the concommittant emphasis on reason at 

\the expense' of exper ience would have crea ted a con f lict 

vith this view of science. 

This was the strai9ht~orwa,rd part of checking 

consi stency, in thi s case qui,te - pro forma. The next 

chapter will provide an idea of the complexity of 

checking external consistency. First, however, we 

should make this resulting notion of "language" a 

little more explicita 

3.6 Language. 

How are we to interpret this construal of 

,language as a brain proeess? First, it implies that 

language has no existence independent of brains. More 
1 

specifically, it lS a construct -- a conceptual object 

-- that refers to a set of properties of complex'brain 

systems. 50, language does not refer to a thing, but to 

p~operties of specifie things: brain systems. To 

. .. 
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suppose otherwise -ou Id lead to idealism, which ve 

provided grounds for rejecting above, and which vould 

be inconsistent vith the notion of science adopteQ. 

5aying, then, that language is the object ' of 

inquiry i5 simply shorthand for saying that linguistic 

theories aIl refer, more or less directIy, to a set of ., 

brain properties. This is just vhat Chomsky (1980) 

would say. However, since his theory of mind does not 

.make the relation tbetw,een mind and brain exp1icit, 

there is no concrete state of affairs in the world by 

which his hypotheses might be tested. Such testability 

is clearly based on making the term "language" refer to 

concrete states of affairs thus the options of 

speech and the brain. If however, the on1y concrete 

referent i5 speech, this entails the philosophical 

views of empiricism and descriptivism that we have 

found unacceptable on other grounds above: basically it , 

restricts us to the description of appearances. 'The 

alternative referent of brain proceS5es provides 

testability as weIl as emphasizing the importance of 

seeking the mechanisms that underlie the appearances we 

experience. However, the pitfalls of reductionism must' 

be avoided by appeal to emergentism. 
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In sum, then, language refers to certain 

properties of a complex system of emergent brain 

processes. This system is p~rtially determined 

genetically and partially by interaction of the system 

with the environment in the course of maturation. AS 

weIl., the activation of thè system i5 

eontext-dependent, i.e. bath systemic and environmental 

variables determine the specifie patterns of 

activation. This view is not very controversial, indeed 
v 

it is similar to that whieh Chomsky advocates disguised 

as competence and performance. However, major 

differences arise between#the two in their respective 

metatheoretical contexts: _~here chomskian dualism an~ 

tationalism make the claim indeterminate and untestable 

(see Botha, 1980), emergentist mentalism relates it 

more intimately with the rest of science, hence 

offering specifie, testable alternatives. Admittedly, 

this is an extremely crude account of what is probably 

going on. However, in th~ absence of equally testable, 

: more principled, more detailed and more sophisticated 

al~ernatives, this is what we have to work with. 

What remains from this chapter is the view that 

existing definitions of "laQguage" are inadequate for 
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one or Many reasons. Hovever, it is not possible at 
:.,. 

this time to otfer a satisfying de.f in i t ion of 

/'language" that is compatible vith the assumptions ve 

have made. Instead, these assumptions point ta a 

family' of theories and an approach ,to finding the 

informat ion necessary to If f lesh out" the "skeleton that 

ve have provided. It is hoped ,that this approach will 

at least suggest how linguistics might escape from the 

facile dichatomizing that seems 

discussions' of IIhich of tvo 

to have 

equally 

mi red i t in 
j 

unacceptable 

ell~remes should be championed ove·r the other. 

" 
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CBAPTBR POUR 

WHAT IS THE NATURE OF THE OBjECT OF STUDY? 

"La langue n'est pas moins que la 
parole un objet de nature concréte, et 
c'est un grand avantage pour l'étude. 
Les signes linguistiques, pour être 
essentiellement psychiques, ne sont pas 
des abstractions; les associations 
ratifiées par le conSentement 
collectif, et dont l'en~mble constitue 
la langue, sont des ré lités qui ont 
leur siege dans le cerv au." 

(de Saussure, 1914: 32) 

~.1 The Nature of the Question. 

,The line of repsoning in the ~hapters above leads 

us to take a construal of language as brain process as 

primary, and we have - presented argu~ents suggesting 

that it is in fact an object of study that is more 
o 

appropriate to the notion of science presented above. 

Here we w~ll continue this-with an inquiry into sorne of 

the' more specifie properties such a notion of language 

. should account for. In this way we begin to exami.ne i ts 

compatability vith the existing background knowledge. 

As seen in Chapter One, the notion of science 

adopted for our purposes ~re includes a materialist 

ontology called emergentist systemism (Bunge, '1979). In 

accordance vith this, language is conceived of as. a 

concrete syste~, exhaustive knowledge of which vould 
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comprise the following (ibid, p. 8): 

(a) the,composition, environment and st~uctuTe 
of ,- the sfstem (the 
delimitation/descriptIon problem); 

1 .f 
tb) the laws of the system (the mechanism 

préblem) ; and 
\.. 

the history of the system (the evolution 
pr°Sltm) • 

(c) 

Clearly such complete knowledge is seldom attainable, 

but the completeness of any account can.be judged by' 
c,omparison with othis' ideal. Not surprisingly, the' 

issues that have sparked most significant controversy 

in the history of ,linguistics are solutions offered to 

these pivotaI problems (see e.g. Robins, 1965).' It is 

these problems that have to be solved to give an 

account of the nature of the object of study. Here, 

however, ve viIi only deal with the mechanism probl~m 

(b) becaus~ of the central role pf the notion of 

mechanism~c explanation in the view of 1cience adopted. 

in Chapter 3, we want a notion 

of 

~ince, as stated 
< language that that reflects what speaking, 

under~tanding, signing, etc. h~t~ in ,common, then vork 

about aIl of them'~ill be relevant to our discussion. 

As weI!, in seeking a notion of language that ls 
(1 

applicable to àll the fields -rof language-related 
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research, we must examine models fro~ several, a~ weIl. ~ 
Reading research and kI models are of particular 

interest beca~se these fields have seen more activity 

in the construction of proqess models than have those 

of human speech production and understanding. 

4.2 The Mechanism Problem~> 

[The m~chanism problem is, the crux of the question 
[ (i 

'--'of the na~ure of language, and ~t~emp.ting a solution to 
. . 

it isone of the criteria for sci~ntific explanation. 

It is the problem of determining .the mechanisms that 

underlie (and constitute an explanation ot> overt 

language behavior, and the laws of their functioning. , 

Though this has not traditionalfY been a problem dealt 

wi th by lingui'sts, the" r phi losophical and logical 

considerations we made in previous chapters argue thab. 
c 

th~s is necessary. 
~ 

Important to our discussion, then, will be 4 to 

make explicit the notion of mechanism upon which we 

'will base it. Consider the iollowing as proposed 

explanations for the 5igning behavior of Nim Chimpsky 

(see Terrace, 1979, though not for these explanptions): 

a) he receives telepathic instructions from his 

1 • 
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trainer or" the experimenter: 

b) Jomething h~ knows allows him to sign; 

c) he's hungry: 

d) signing is innate in chimps;, 

e} he copies ·environmental prompts that the 

trainer produces; 

f) he ha~ \ formed a con~.eptual uni t for e. g'. 

yogurt (in inferotemporal cortex) fro~ pe~ceptual 

inputs, à sensorimotor unit for the si9n (bet1teen 

inPerior parietal and prerolandic frontal 

areas) and a sensorimotot~concep:ual~ink 
projections from both (to the area o~ the 

, 

cortical 

between 

sulcus 

principalis of the frontal lobe); the activation of 

this link caused the activation of the sensorimotor 

uni t for the sign which caused the 'signin9 behavior. ' 

(a) 
. \ 

lS a hypothesis cotnpatible w(th "the 

phenomenological data, but usually with no other. 

(b),{c),{e) 
o 

are too general; mere they. at:e 

descr iptions .or stray hypotheses. (d) simply says 
\ \ 

~\~ihing in answer to the question of how Nim signs. 

(f), however, is the closest to 'an account ,of the 

mechanisms, however superficial it may be, in that it 

s~tisfies the following conditions: 
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. 
i) i t spec i.f ies the inputs 1 outputs and other 

relevant variables. 

i i) i t specifies some of , tQe intermediate 

(time-dependent) processes between ~h~ input and the 

output. 

i ii) ~ it 
(~ 

entails explana tory concepts from the 

immediately .adjacent ontolo9 i cal Ievels (see e .0 9 • 
,{ , 

Bunge' s (1977 ) level's of the Great Chain of Deing: the' 

social, psychological, bfological, chemioal, and 

physica1» but usually also entai 1s concepts ~hat 

cannet be reduced te those of the infe'rior level but 
,. 

are emergent relevant to i t. 
'" 

(i) ..guarantees that the account will be complete; 

(Ci) that i t will !lot be too general, and (li i) that i t 

'will accord vith the external consistency condition 

that ·we are assuming for all accounts (see sect. 1.45') 

as weIl as provide the account with some depth. :(iii) 

a1so serves to foster, interdi sc iplinary interact ion and 

impede explanation of phenomena of type x in 'terms onl~ 

of var iables of that same-(ontolo9i~al) 

done in mathematics but becomes ci'rcular 

science. 

type, as is 

in empirical 

The, shift of emphasis from description and 
-= 
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subsumptive explanation to mec~arÏismic exp1anatîon .i~ 

the notion of science immediately entails the 

inadequa~y of at least two groups of ch~racterizations 

of language: those in which it is characterized as a 

set or structure and some characteriza t ions of language 

as a system as weIl. By the same token,' this change 

lays increasing stress on the family of so-called 

process or dynamic models as a first step in the right 

qi rection. In the next section .va v i Il examine the 

no~ion~ of set, structure and system and several types 

of process mod~ls 'of l~nguage to see which of their 

properties a' general notion of language viII have to 

account for. 

4.3 Set, Structure, 'Syst ... 

It is clear thet qualifying ~lan9uage as a I.~ i5 

rea1ly of no use for tack1ing the mechanism prob1em, , 

thou9h i t mey' be of use for 'the delimi tation prob1em. 

The concrete entity corresponding to" the (conceptuel) 

set i5 the aggregate: 
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"An aggregate or assemblage is a 
collection of items not held together by 
bonds and therefore lac~5 integrity or 
uni ty. Aggregates can be either 
conceptual or concrete (material). A 
conceptual aggr~gate i5 a set. A concrete 
or material aggregate, on the other hand 
i5 ·a compound thing, the components of 
which are not coupled, United, connected, 
or bonded ( ... ) Because the components of 
an aggregê'ite do not interact -- or do not 
interact apprec iably -- the behavior of 
each is independent of the behavior of the 
other s. Consequently the hi story of the 
aggregate i s the ,union of the histor ies of 
its members. ft (Sunge, 1979: 3-4) 

. 
Whatever the elements of language May be, the most 

obvious thing that we can say about ~hem is that they 

are interrelated in Many and often complex.ways. This, 

however, 15 not reflected by the concept of set, nor. 

that of a9gregate. A characterization of a chimpanzee 

as 'a set of organs, bone5 and muscles' (i.e. as an 

ag9regate) may be useful in some situations, but i5 

quite superficial: it tells us nothing about how the 

parts are related to each other J and even assumes that 

they do not interact apprec iably. 

On the other hand, describing language as a 

structure is to emphasize the relations between the 

elements while allowing the nature of the elements to 

remain obscure. ,This 'mathematical' approach of 

characterizing abstract relations between undefined 
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objects leads linguistics towards becoming a t,formaI 

(i.e. non-factual) science. This is fine if one 

considers that an account of language need only be 

internally consistent and not have anything more than 

output compatibility with real-vorld systems.' Other 
1 

structural approaches genera1ly concentrate on concrete 

relations but only consider the static ones, omitting 

Any dynamic interactions. As weIl, the nature of the 

,relata is often neglected. Structure, then, is a1so 

--.unsatisfactory for an explanatory account, though it is 

an important part of the delimitation problem, since to , 
characterize relations in Any detail it is clear that 

the relata must be characterized in- just as much 

detail. It is obvious that a 'structural' account of a 

chimp (i.e. the, heart is in the thorax, betveen the 

lungs, Aboye the diaphragm, in the ribcage,\behind the 

sternum, etc.} provides US vith the, tools for 

constructing àn explanation, but cornes nowhere near 

providing the explanation itself. With such an account 

one still doesn't knov what the heart does, nor vhat 
~ . 

the lungs or ribcage are. 

The next, and by far most popular, alternative is' 

that of saying that language is a syate. (usually of 
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signa). Though many formulations of the notion of 

system reduce it to that of closed sys~em (i.e. a set 

of elements plus their structure, whose interaction 

vith the environment is ~), there are no closed systems 

in nature (Bunge, 1979: 246)~ The definition of system 

,that was applied ta linguistics was clearly one of a 
closed system, coming from popularizations of systems 

theory Ce.g. "a complex of elements standing in 

interaction" von Bertalanffy, 1962: 68), where the more 

appropriate notion wou1d be that of open system, a 

minimal model of which characterizes its composition, 

environment and structure, at a given level A (Bunge, 

1979: 5-6): 

"~he A-composition of a system at a given 
time t is the set of its A-parts at time 
t; the A-environment of a system at time t 
is the set of aIl things of kind A, not 
components of the system, that Act or are 
acted on by components of the system at 
time t; the A-structure (or organization) 
of a. system at time t is the set of 
relations, in particular bonds, among the 
components of the~~ystem, and among them 
and the things in~he environment of the 
system at time t." 

, 

This notion of system allows for the integration of 

pragmatics, presupposition, deixis, socio1inguistics, 

etc. into a theory of "language", since the notion of 

environment (context, situation) is included. It a1so 
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emphasizes important properties of language, i.e. that 

it is made up of units that can be related in various 

ways and that interact with properties of the 

environment. 

Even thi 5 fO,J"mulat ion of the not ion Qf system', 

however, has a hidden problem_. Mechan i sms involve 

processes of eleme~ts changing ln time, sd must make 

explicit the dynamic nature of the systems involved in 

these processes. This, however, 15 not made explicit in 

'either of these notions of system. 

The ~mportant elements of a mechanismic model of 

language that can be singled out from these 

considerations are: 

a) the components of the system (at a given 

level) ; 

b) the ,static (e.g. spatial) and dynamic 

(temporal) relations that hold between them; -

c) the static and dynamic relations that hold 

between the components and the environment: and 

d) the static and dynamic relations that ho Id 

(indirectly) between the internaI relations (b) and the 

environment. 

The initial notion that seems most fruitful for 
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at~acking the' mechanism problem, hence explanatory 

theories, is that of language as an open, dynamic 

system of ~omponents that interact among themselves and 

vith components of the environment. From approaches 

that have made similar assumptions, ït can be seen that 

sorne general properties of this system have been fairly 

clearly demonstrated~ The next sections sketc~ sorne of 

the properties of processes in such systems so as ta 

provide sorne more information about the nature of the 

linguist's abject of study. 

4.4 Xinds of Processing. 

4.41 Top-down vs. Bottom-up Processes. Up and 

down refer here to increasing1Y'abstract or cognitive 

(knowledge-driven) processing and increasingly concrete 

or perceptual (data-driven) processing, respectively. 

For bottom-up mOdels of language processes, 

Gough's (1972) "One second of reading" is a texbook 

case: chunks of about 20 characters are perceived, 

then scanned for recognition of letters. The 

recognized letters are decoded into a phonemic 

representation based on which a lexical look-up is 

done. A "magician" named Merlin has access to syntactic 
, ' 
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and semantic rules for 'deciphering whàt the words mean 

in the sentence, and this meaning is stored in "the 

place where sentences go when theyare understood". 

There is no use of semantic or syntactic information to 

limit the, lexical search or to facilitate word 
o 

recognition. "[the Reader] really plods through the 

sentence, let ter by letter, word by word" (ibid, p. 

354) • This is quite parallel to the di scovery 

procedures that descriptive linguists developed for 

analysis of languages in the field: distinct lev'els, 
" .. 
), 

each analyzed1~ terms of the units of the level below, 

the analysis at upper levels not affecting that of the 

lover levels (see Garvin, 1978). Besides the fact that 

this model says nothing about important subprocesses 

such as Merlin, the fact that lover level analyses 

cannot be constrained from above leads" to a 

combinatorial explo,sion of possible analyses (cf. de 

Beaugrande, 1980). As weIl, this model and others like 

it (LaBerge &' Samuels, 1974; Geyer, 1970; etc.> 

encounter serious difficulties vith ambiguous letters, 

and the effects of syntactic and semantic context on 

vord recognition (see Rumelhart, 1976:' Marslen-Wilson, 

1976; etc.). Presumably, the same difficulties would 
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be true of similar models of comprehension of speech 

and signing, as weIl. This does not, however, rule out 

the possibility that such data-driven processes ~ight 

be an important part of the story, though it is clear 

that they cannot characterize aIl of it. 

On the other hand, other models, again of 

reading, such as that of Smith (1971) (see also . 
Neisser, 1961; Kolers, 1972; etc.) are called top-down 

because 

"higher level processes interact with, and' 
direct the flow of information tnrough 
lower-level processes ( •.. ) the reader is 
only sampling textual information in order 
to test hypotheses." '(Stanovich, 1980: 
34 ) 

ln particular, Smith's model is based on Neisser's 
-

(r967) analysis-by-synthesis view of perception, 

coupled vith Chomsky's (1965) transformational grammar. 

It i5 basically a "guess-and-see" (hypothesis & test) 

model in which hypotpeses are generated from a TGG­

knowledge base occupying most of th~ readin~ process, 

and sampling from the text itself is only done to 

confi(m these hypotheses~ An unskilled reader may 

actually identify letters and words to get at the 

meaning, but the skilled reader can apprehend the 

meaning of the text directIy ("immediate meaning 
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identification" Smith, 1911: 206}, apparently by magic 

(no mechanisms or intermediate processes are 

sU9gested), though he still has recourse to the 

laborious "mediated meaning identification" method. 

Since this is based on Chomsky's (1965) grammar and the 

kind of ~ognitive psychology of which lingulstics 15 

said to be a part (Chomsky, 1968; Bindra, 1981), we are 

led to believe that this comes closest to what Chomsky 

believed to be a model of language (ca. 1968). This 
" 

family of models, however, is thought to be based on 

sorne rather implausible a5sumptions 

speeds of the processes involved: 

about the relative 

"it seems unlikely that a hypothesis based 
on comple~ syntactic and semantic analyses 
can be formed in less than the few hundred 
milliseconds that is required for a fluent 
reader to recognize most - words." 
(Stanovich, 1980: 34) 

-Recent experimental evidence, too, shows that fluent 

readers do not use conscious e~pectations to help with 

word recognition (Stanovich, 1980: _ 35), though 

McClelland and Rumelhart ( 198 1 ) believe that 

unconscious expectations do play an important role in 

word recognition. Contrary to the prediction of the 

top-down models, poor readers seem to depend more on 

context (Stanovich, 1980: 47; see also Gibson & Levin, 
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1915: 449-453 for di scussion of other 

~nalysis-by-synthesis models) . The unconstrained 

hypothesis generation allowed by thi5 model may also 

lead to a multitude of hypotheses underdetermined by 

the limited sample of "uncertainty reducing" 

information from the text. A9ain, however, there are. 

indications that such processes may form part of the 

total process. 

The general question upon which the 
1 

top-down/bottom-up distinction i5 based is that of 

whether or not knowledge is in~lved in perception. 

TGG-based processing models make the assumption that 

wall the elements in a string be simultaneously 

avallable for the manipulations and rearrangements 

necessary to derive its abstract structure" 

(Marslen-wilson, 1916: 205), and thus that on-9oin9 

word perception need not interact with linguistic 

knowledge. Marslen-Wilson (1916) offers results from 

experiments of shadowin9 (a task quite li ke 

simultaneous translation but only involving repetition 

in the same lan9auge) that directIy contradict this 

assumption, and McClelland & Rurnelhart (1981) also 

ar9ue against this view. Though one might argue, vith 
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"j Seidenberg et' al. ( 1983) that this i s not nece5sar ily 

50 for ioi t ial lex i,cal access or word recogni t ion 

'i tself, they provide more evidence that this i5 so at 

an immediate~y post-Iexical-access ~t~ge of processing. 

The conclusiJn is that 

This of 

bottom-up 

elements 

"knowledge about linguistic' structures is 
directIy involved in on-line processing; > 

that the listener interprets the syntactic 
(and semant ie) implications of each word 
as he hears it; and aetively uses this 
knowledge to guide his processing of 
subsequent items in 'the string." 
(Marslen-wi lson, 1976: 217) 

course leads us to conclude that neither 

nor top-down models alone can suffice: 

of both are 'necessary, just as we foun"d in 

choosing an epistemological post ion in 3.2 ab·ove. 

4.42 SeriaI vs. parallel Processing. Implicit in 
/Y 

the bottom-up models that we have just considered is 

the assumption that processing is done level-by-level 

(phonemes, then words, then clauses, etc.) as it 

progresses. The alternative wou Id be para,11el or 

simultaneous processing at different levels, i.e. the 

input would be processed phonetically, syntactically, 

semantically, etc. at the same ,time. Problems arise 

with both alte~natives. 

SeriaI processing is time-eonsuming and doesn't 
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permit backtracking for reanalysis, except without 

'including the information "learned" in the failure. Our 

visual field can take in about 20 characters at a time 

(Gough, 1972) and short-term memory can hold about 

seven chunks of information (Miller, 1958); what is to 

prevent parallel processing? 

Strictly parallel "processing does not allow for 

e.g. syntactic processing to help out with word 

identification; the processes are paraI leI but 

indèpendent. It requires a t~rger amount of processing 

"resources", and that the processes be automat ic" since 

so many thing5 cannot be attended to at once. 

Although there - is evidence that we d~ _not 

understa'nd spoken language sound-by-sound. -but , 

word-by-word (Marslen-Wilson, 1976), the assumption is 

that in reading word recognition is based , on 

feature-9y-feature analysis of letters (McClelland & 

Rumelhart, 1981), though Sarnuels & Eisenberg (1981) 

point out that the overall shape of the word may'also 

be an important visual eue. Onee having perceived a 

word, h~wever, processing seems to become parallel, 

i.e. semantie and syntactic analysis are done before 

proceeding to the next word (Marslen-Wil~on, 1976; 
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Seidenberg et,al., 19~3). This Ieads to postulatingo a 

mixed system in which aIl processing is done in a 
"/ " " 
parallel fashion though the inputs are fed in serially. 

Although input to and output from the language 
t" 

(, faculty ~He constrained to be basically seriaI (by a <? 

limited perceptual window or by the possibility of 

producing only one complex sound at a t ime) , 

multi-channel capacities are also pre/sent, requiring" 

parallel pr,ocessing to follow the input in real time, 

(ex: phones, pi tch, intonation, contert, etc. ) • 

Unconstrained parallel processing, however,' leads to 

various unrelated pr~ducts fro~ the processors. It 
o 

thus requires constraints on the' on90in9 processes 
~, 

whereby one can influence others. 

4.43 Independent vs. 1 nteract ive Processes. 

Independence àppears to have little that can be said in 

i ts favor· wi th respect- to the'" processes ve are 

d ' , h' ., 1 h f lscusslng . ere. It eaves t e processes ree to 

produce whatever results they can from the input in an 

unconstrained manner, leading, in tbeory, to an 

"information explosion". Interactive processes seem to 

provide a more reasonable viev. Probably the best 

example of an interactive system is the HEARSAY II 

,. 
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speech. understanding system developed at Carnegie 

Mellon Univers1ty (see Lesser.; et al., 1975). It is 

also a good model for tying tdgether the pieces ot this 

discussion, since it is both top-down and bottom-up, as 

weIl as working in parallel with seriaI input . 

. The "rav" input for HEARSÀY i5 represented at the 
l' 

parametric acoustic level as a digitized acoustic 

signal, and as further analY5i5 occurs {at 'the segment, 

syllable, word, vord""sequence and phrase levels> 
-

hypotheses are generated at the active Ievels ànd 

interact with hypotheses from other Ievels. To 

interact, the hypotheses are r-epresented . in a data 

structure called a "blackboard" where hypotheses at any 

level can reinforce or undermine the credibility rating 

of hypotheses at other levels, thus putting them higher 

·or Q lover in the processing queue and eventually 

yielding the hypothesis. vith maximal overall 

consistency. Multiple hypo,theses can be enter1iained 

simultaneously, and as nev information. enters the 

system f rom "~elov" or nev hypotheses are made credible 

from "aboveR, the constellation of "best" hypotheses 

changes. 

This model ls obviously in.Pire~ the 
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an~lysis-~y-synthesis (hyothesize , test) vie" of 

perception (Neisser, 1967) and ,.the "pandemonium" of 

Selfriqge's (1959) precursor of it (see Woods, 1982). 

From a linguistic p'oint of view, the kno"ledge'sources 

upon which hypothesis gene~ation'is based are derived 
... 

from context-free finite-state grammars and the system 

apparently cannot parse for more powerful grammars, 

(Woods, 1982). 

The attractiveness of this class of interactive 

up-and-dovn parallel processing models stems from the 

characteristics "e pointed ta above, and they have 

attracted much attention (e.g. Rumelhart', 1916 and 

Arbib 'CapIan, 1919). 'RUlDe'lhart (1976) suggested a 
1 

reading model parallel to that of t'he HEARSAY II 

system, "ith some improvemenls like an ATH parser which 

yei,lds better top-dovn sy~taQ.tic analysis. Stanovich 

(~980) proviSes an excellent,revie" of the experimental 

lit~~ture on readin~ to support Rumelhart's model, but 

enriches the model~th his "compensatory processing 

hypothesis" "hich stateS that "a deficit in any 

particular process "ill result in a greater reliance on 

ofher knovledge sources, regardless of their level in 

the processing hierarchy" (p. 32). This utes 
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Rumelhart' s model better able to eluci~ate individual 

differences in reading skill. 

4.44' Source and Manipulator vs. Active Kn,owledge 

Models. The considerations above dealt mostly vith 

'pe,ripheral' 'lan<juage Skills, tho~gh thêre are 

implications for the nature of central language 

mechani'sms: 

..... the proeèssing system requi res a 
representat ion that i s orga'n ized for 
left-to-right ,aecess and codes the 
str~ctural possibilities in the language 
in 5uch a vay that each vords, as it is 
heard, i5 immediate~ interpre~ble in 
terms of the possible continuation of the 
string ~ith vhich it is eompatible~ft 
(MarSlen-Wilson, 1916: 211-8) 

~y the same token, if the peripheral processing systems 

run in parallel, then 50 must the more central 

mechanisms. These must also be compatible vith the 

give-and-take of~' up-and-dovn processing and most 

probably proceed in an interactive fashion as weIl. 

These are hypo~heses that have yet to be subjected to , . 
adequate empirical testing, but seem to have pri .. 

f.cie validi.ty. 

Underlying the ,models we have discussed r indeed 

almost a11 psychologieal and A'I processing models ls 

the,distinction between knowledge and use, usually in 
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the form of an assumption that psychological processes 

,re based on a passive knowledge store and an active 

manipulator that controls the input and output of the 

store, or applies this Itno1lledge to the ,data at hand. 

In the example of reading, there would be a reading 

center in the brain (or mind) that vould drav upon that" 

reader's passive store of rules about his language and 

use them. This is what Chomsky often'seéms to have had 

in mind in spealting of the 
( 

distinction between 

competence and performance. Accompanying this, for 

simplicity's sake, lS the further assumption that·the 

passive knovledge store is represented atemporally and 

in a context-free forme Since these assumptions form 

the very foundations of 

transformational grammer, 

cognitive psychology and 

it woul~ be of great 

importance to !tno. if, they are valid ass~ptions to 

make. 

This view ,yields sizeable methodologicai 

advantages, as can be. seen in the possiblity of 

formalization of the contents of the knovledge source, 

and the simplification and abstraction this view 

~rmits. We will consider the three traits of this 

knowledge source (atemporal, context-free, passive) 
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indi vidually. 

Atemporal. Computations on 

representatioris are assumed to be 

formaI linguistic 
\ 

based on specific 

features .of the string as a whole, Le. implying 

simultaneous access to the entire string, or its 

structural description. However, 

"This assumption of simultaneity of access 
is a legitimate one where the description 
of language as a formaI object is 
concerned, but it is thorou9h1y alien in 
spirit to the dynamic use of knowledge 
that inheres in any real perceptual 
process." (Marslen-Wi Ison, 1976:, 205) 

"The problem here for a TGG i s not that i t 
fails to capture the left-to-right 
constraints that hold between items in a 
sentence. The problem is -that nowhere in 
the grammar are these kinds of 
interdependencies directIy represented. It 
is the grammar as a whole that combines 
appropriately related words to form 
sentences, as a function of the overall 
interactions of transformational 
operations with the organization of the 
underlying base strings." (ibid, 1976: 
218) . 

The diff iculty is that in proces,sing a sentence 

word by word, the listener cannot use information 

presented atemporally: next-word transition 

probabilities must be calculated on the basis of 

available information on only part of the sentence. 

This may be one factor that contributeâ to the success 
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and popularity of ATH parsers for modelling , 

understanding. 

Context-free. The rules of competence are 

supposed to be exceptionless and eontext-:free'. 

Exceptions an~ variable applicat~ons are taken care of 

'by the performance component (the manipulator) which 

does 50 based on linguistic and extra-linguistic 

contexte What is this assumption of a necessary 

division of labor based on? Are there other cases 'of 

psychological processing in which this is so? This view 

assumes that words .. have fixed, context-free base 

meanings (~mpetenee ) which have varying 

~nterpretations according to context i s th i s , , t 00, a 

valid assumpt ion? l t seems that no empirical 

considerations have informed the adoption of a 

context-!iee/context-dependent divi sion of labor, 'only 

formaI considerations of simplicity. There do not seem 

to be any other instances of such a division in other 

psychologieal functions, though Seidenberg et al. 

(1983) interpret their work as indicating that lexical 
\ 

access is basically context free, and that only in 

subsequent proeessing does context become a relevant 

variable. Their work and that of Karslen-wilson (1916) 
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show that th~ meaning of word-tokens is high1y 

context-dependent (see a1so Anderson & Shifrin, 1980). 

However, there is no evidence that this distinction is 

a valid one for syntactic or semanti~ representation. 

Passive. Implicit in the Source & Manipulator 

view of language knowledge i5 a source that is a 

passive repository of knowledge. By passive here we 

un~erstand not the kind of passive memory in Morton's 

(1970) logogen mode1 of the mental Iexicon (to which we 

~ake no excepti~n) but a memory that can on1y be 

accessed via the manipulator., Le. t·hat source and 

manipulator are two very different entities. Again, 

this i5 an adequate, indeed necessary assumption, if ,,' 
one is only considering the formaI nature of language 

or producing a computer-implemented model. Is it, 

however, justified to assume that there is some such 

inactive storehouse of linguistic information in 

humans? There is no evidence in favor of the 

assumption. Quite the contrary, the ability of Morton's 

modei to account for 50 much of the experimenta1 data 

on word recognition/lexical acceS5 can be interpret'èd . , 

as indica t ing the opposi te; that source and 

manipulat?r, if distinct, can hardly he distinguished. 
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In general, memory is not an empty container for vhich 

one needs an apparatus to enter and search for 

so~ething, and by the same token, learning is not the 

process of fi11ing it. l nstead, i t seems tha t learning 

i5 the establishment of a change in activation 

(pa,ttern,' connections, etc.) and memory is simply the 

recreation of certain patterns of activity that can be 

activated quite directIy by environmentai or other 

cognitive stimuli. 

Indeed the most striking assumption of the Source 

and, Manipulator family of modela is that thère is 

something besides knovledge of speaking and 

understanding involved in language. This very important 

hypothesis merits serious empirical investigation, vith 

the burden of proof on the propon~nts of the more 

complex Source & Manipulator model. 

Active Knovledge Models. We have seen that the 

assumptions underlying the Source 'Manipulator family 

of models accord at best weakly vith what 15 actuallf 

thought to be true of processing in psychologieal 

systems in general. Hov would the al ternat ive 

conception be characterized? 

The alternative "~ctive knowledge" models vould 
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have to contain an "active" representation of 

knowledge, and be contextualized and dynamic to be more 

in keeping with what i s generally known about 

psychological processing. The notion of "active" here 

i5 ,simply the opposite of the passive knowledge of the 

source; a kind of knovledge that can be directly 

data-qriven, as in Morton's (1970) model mentioned 

above, and implies that activation initiates a process, 

rather then resulting ~ a state. As weIl, this 

alternative view would emphasize dynamic processing, 

the contextual nature of knowledge representation, and, 

in ~oing 50, the importance of on~line processing and 

pragmatic' or sociolinguistic constraints on this 

processing. This i5 also in keeping with the notion of 

open system on which our onto~ogical position is based. 

Dynamic processing of seriaI input c,an be 

exemplified by the ATN (Augmented Transition Network) 

parsing systems (Wood.s". 1970; Kaplan, 1972) which 

proceed much in the vay Marslen-Wilson's (1976) 

experiments indicated humans do, i.e. in a word by word 

fashion. The similarity ends there however, since ATN 

parsers only analyze syntactic characteristics of the 

input, whereas humans seem to analyze syntactic, 
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semantic and phonological aspects in tandem. Processing 

in both systems is facilitated by the knowledge of 

transition probablities between untis already processed 

and possible incoming un i ts, as weIl as by 

contextualized representation of knowledge. 

Contextualization of knowledge of language is 

part of the hypothesis that knowledge i s' 

context-dependent, i.e. that things are learned in 

certain situations (hovever abstract), and that these 

~ituation6 enhance the recall of this knovledge. The 

\ ATN parser mentioned above gives a simple example of 

this: in the context of a given string of vords 

already parsed, certain properties of the following 

vords can be predicted for example, their syntactic 

properties, meaning, etc. (See e.g. Chernov, 1919 for 

the role of predictions in simultaneous translation.) 

This also accords vell vith C.C. Fries' (1940) 

distributional definiiions of syntactic categories, 

i.e. in terms of the sequences in which they could 

occur, and phrase-structure grammar's characterizations 

of a category extensionelly, i.e. as a list of the 

possible strings belon9i~g to that category. Note, 

too, tpat TGG's transformations vere context-dependent, 
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but that Fries, PS grammars and TG grammarians only 

considered formaI linguistic context. This presupposes 

a definition of l,ingui st ic s in which linguistic 

phenomena are those which can be describeQ using 

propositions containing only linguistic variables (cf. 

Dillinger & Guilfoyle, 1981). 

Studies in pragm~tics (cf. Verscheuren, 1978) and 

sociolinguistics (esp. th~ ethnomethodologists, i.e. 

Schegloff, 1972; SacKs et al., 1974; Gumperz, ;982; 

etc.) have shown that when speaking to someone, people 

tend to stay within registers (subsets of the 

structures and vocabulary' of a language) and follow 

certain routines (question answering, greetings, etc.). 

These pragmatic, sociolinguistic, and other kinds of 

contextual information can aIl converge in limiting the 

possible structures and vocabulary used, making it 

simpler to forsee what class of structur'es the speaker 

might produce, and, hypothetically, facilitate speech 

processing. 

Indeed, the question arises as to what kind of 

context-free knowledge of a langauge there might be. Of 

syntax? Though the notion of grammaticality is often 

context-dependent, some of the syntactic rules of a 
'i' 
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language are applicable in aIl contexts. Of semantic~ 

Much, as is the same with syntax, meaning is in the vast 

majority of cases to a great extent determined by 

context. That certain words have a much high'er 

probability of meaning x than y is merely a question of 

frequency of occurrence and is not a counter-example to 

the contextual nature of meaning. Again, it is true 

that some words Mean the same thing, or have some 

common denominator, but this simply masks the fact that 

in given situations different aspects of meaning are 

highlighted, while pthers are ignored, as is most 

e.xaggeratedly found in metaphor (see Ortony, 1980) . It 

seems fa i r ly clear that even if not aIl knowledge of 
, 

language can be considered conte.xt-de~ndent surely the 

greater part of it is. 

We know of only one (quite successful" though for 

a limited domain) attempt to model representation of 

knowledge from this view: MYCI~ (see Davis, Buchannan 

"Sho'rtliffe, 1911). This i5 a computer system for 
" , 

providing consultative advice on diagnosis and therapy 

for infectious diseases. The knowledge base 'of the 

system is represented in "production rules": multiple 

conjunctives that when true activate a process. In 
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genetal terms, we might express this as follows: 
; 

IF a & b & c & d & e & f, THEN do g. 
o 

g, in turn, may help satisfy the conditions for·other 

ruIes, thus mak ing them> interactive. This 

representation satisfies our criteria for an 'active' 

knowledge base: the resultant clause represents a 

process, not a state; the multiple conjunctions of the 

antecedent clause make the rule context-specific, 

s~tisfying our criterion of contexeualization; the 

rules can be (and usually are) interactive; and the 

system is dynamic, since at time t, the values for the 

elements of the antecedent change as the situation 

changes. The striking parallels between this and' 

Morton' s (1970)J logogen model, and the success of both, 

Beem to,indicate the fruitfuiness of this line of 

reasoning. 
~ 

This whole notion of "active representation" of 

knowledge, the opposi te o~ 'the knowledge represented in 

a TGG's rewrite ruIes, is however, frought with 

" methodological difficulties: how many are the minimal 

and maximal elements of the antecedent? (Davi s, 

Buchannan & Shortliffe (1977) report that with more 

than six antecendents computing efficiency in their 

.~ 
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system decreases rapidly) What ki-nds of variables ,or 

factors shoulq each repre~ent? Hq~ to define the v§lues 

each canOtake? Are there any such rules that require no 

antecedents/context? Can this serve as a framework in 

which to iontegrate interdisc)pl inary work on language 

as it seems to us? 'There are many questions, but this 

may be a sign of an~ interesting proposaI: 

" 
4~5 Process~j in What? 

Clearly an account of the processes invoived does 

not.constitute an account 6f the mechanisms, hence it 

is not explanatory but descriptive, though it is an 

importan t step in the di rect ion -of an explana t ion _ This 

is the distinction between kinet ic and dyi'ïamic 
1 

accounts: the fir~t is descriptive and inclùdes the 

time variable, but maltes no mention of mechanisms; the 

'second is an interpretation 01 the first that illcludes 

the hypothesized mechanisms, 
j, ' 

explanatory. Kinetic accounts 

somewheres, and somethings: 

and thus 
> 

are fulLof 

maltes it 

somehows, 

the changes that are 

taking place are recounted without specifying the 

objects that are changing_ In the more advanced 

sciences this is possible, even necessary, but it i5 
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also well grounded in the sense t~t ~ne has reco.ur5e~ 

to theories of the obj~cts that are changing, when 

,necessary. In lingui st ics and informat ion processing 

psychology, however, this .. 
mysterious representations and 

is not 5.0 • There are 

computations, cognitive 

structures and 'information, non~ of" lihich is weil 

defined for either field. It seems obvious that until 

lie knov how and where such events are taking place, lie 

cannot know if they exist, mùch leS5 provide an account 

of hOli they interact to produce any sort of 

. lan'guage-rèlated l>ehav i or'. 

Though the only place to ~arch for the realities 

- of these processes is in the brain, Le. we assume 

(vith Bunge, 1980a and a host of others) that, all 

mental functjons are brain func~ions, this does Dot 

entail that mental functions can he explained solely in 

terms of the properties of neurons. As lie sali @in 3.3 

above, they can not, but require the study of large, 

complex brain systems. 

4.6 Conclusion. 

In this chapter lie have seen that thou9h there 

, are many process models of language available, 'of 
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varying degrees of adequacy, there i5 no account that 

ve can consider mechanismic. We can, hovever, indicate 

characteristics • a . mode l 'w i Il some of the such have, and 
~ 

this is the point of the present chapter. 

In answering the ·"ha t· question (i.e. What is 

happening?), a mechanismic model1needs to incorporate a 

-detailed, expl ic it 
• 1 

(descriptivé) kinetic or process 

model. This mode1 shou1d he include both top-down and 

bottom-up processes, the processes need to be 

interactive in terms of inputs and outputs, but 
~ 

i.ndependent and paral1el in processing input that is 

seriaI, i.e. changing over time. For the moment, the 

simplest hypothesis is to assume that there is an 

active representation of language knowledgé, rather 

than adopting the view of a passive store and an active 

manipulator. 

In answering the ·where w qûestion, which often 

does not ev en come up in cognitivist'r. psychologieal 

models, especially those of the information processing 

approach, we must turn to the brain, to eonstruct a 

dynamic (mechanismic) model. The vast literature from 

clinieal neurology and aphasiology (nov 

neurolinguisties as vell) has' begun to coneentrate on 
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. this question, in ah attempt to find the neurological. 

"structure,s" corresponding to the- processes in 

ansvering the "vhat" question. Luria's (e.g. 1973) and 
.' 

G~schwind's (e.g. 1965) work have ~hovn that an an~er 

to this question will involve distributed processing 

and functional specialization of regions of the cortex. 

Lamendella (1977) adds to this the importance of the 

·subcort ica1 , espec 1a11y 1imbic 1 areas, and .Johnson 
Q 

(1982) follo~s Joanette's (1980) implication of the 

right hemisphere vith a prop?sal to approach language 
, 

as, involving areas of the whole brain, vithout, 

however, ret4rning to holism. 

The "hov lt question, the very heart of the 

mechanism problem, has'been left tq speculation rather 

than ·concentrated exper imental ef forts. Clearly i t i s 

both dependènt on and a determinant of the ansvers to 

the vhat and where 9uestions; the three evolve 

together. When it is stated that area A performs 

function F this is based on very circumstantial 

evidence: a model of vhat is going on sta.tes that F is, 

necessary, and the~1inical data shov that vhen area A 

'is lesioned, > patients have problems vith language 

$kills that involve function F. The 'only' vay ,- to 
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substantiate this claim directIy ,is by'explicating hov, 

A performs P. This vouid involve a sort of behavioral 
l ' . 

,neurophysiology that ' has yet to be developed, though 

there are some simple animal models of the, functioning. 
'. 

of some parts 'of the brain <cf. 

Reject ion of the unsubstantiated 

Lynch, 1980). 

assumption' that 

language skills did not evolve from more primitive 

communicative skills ,in primates <Chomsky, 1968~ see 

also Piatek, 1982), vould open the door to further 

research' on the mechanisms of primate communication 

along the lines of Ploog (1981), Noback (1992) "and 

others. For' ethical reasons, this is the most di rect, 
. 

hence the most important. area of research to be 

',developed for an arisver to the mechan i sm problem.· 

Again, nev brain imaginq techniques hold great promise, 

espec~ally in this ares of research. 

Some of the clearèst advantages of folloving up 

the a~proach ve have ,been outlining here is that in 

making the, assumpt ions in Chapter 1 about the nature of 

science ve make greater demands on linguistics. Along 

these line,s, the object of study can be construed 

'concretely, as explained in Chapter 3, thus providing 

an objective check on, theorizing, and a push in the 
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direction ot exploring mechanis~ic aeeounts. Fina11y, 

in this ehapter, a sma11 fraction of the kinetic or 

proees5 models of languaging in existence vere ,xamined 

to show that fruitful work has been carried out along 

these line~, raising specifie, testable questions abou~\ 
" the nature of the mechanisms involved. It seems clear 

, 
to us that couching questions about language in these 

terms makes them mQre amenable to study and suggests 

many hypotheses for study. Approachin9 

sociolinguistic, 
1 

psyeholinguistie, and formal 

linguistic phenomena in terms of the common denominator 

that we have sketehed here appears to he a condition 

sine qua non for fruitful interaction hetveen these , 
fjelds and of concommittant progress in the study of 

language. 
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COIICLUS IOM 

'A'VIEW'OF LINGUISTICS 

5.1'lntroduction. . 
Ideally, a notion of linguistics would he firm1y 

grounded on explicit theor-ies of science and the object 

of inquiry., These in turn 'would have to be at least 

de sc;: r i pt i vue 1 y adequate in isolation and, 

together, should provide a viev of linguistics that can 

account for the relations between the dit ferent 

subfields, and relations vith other disciplines that 

study language processes and their products. This would 

be, as we defined it in the Introduction, a minimal 
- . 

metatheory. 

We have considered several vievs"of science ~nd 

reasons for préferring one over the others. As weIl, we 

have examined several concepts of the object of inquiry 

and the arguments against and in favor of them. 

Finally',- we have given reasons for opting for one of 

the vievs of scienc, (Chapter 1) a'ntl one o~the views 

of the object of inquiry (Chapter 3), as weIl as 

arguing that these choices are consistent vith each 

147 , .. 

• \'.~< - " ~ • 

, . 
l ~' ' 

, 
. t 
- i 

~ 

, 
fi 
J 

f 

f 

j , 

1 
i 
1 
/ 



. . 

1 

1 (-
'. . 

, 

other. 

Thus ve have argued that ,the elements of the 

metatheory are independently val id. The last stage of 

defending this view lies in showing that together they 

generate a theory of linguistics which relates the 

diff~rent subfields as contributing to the elucidation 

of the same abject of inquiry. This a1so argues more 

directly in favor 'of' our initial assWRption that there 

i. a common object of study. Having successfully 

managed to carry out this last part of our argument, we 

will have presented a metatheory that is: 

a) explicit, 

b) systematie, 
( 

6 
c) internally consistent, 

d) to a reasonable extent externally consistent, 

and 

e) possessing some unifying pover. 
o 

It can thus be seen as preferable over rival 

metatheories oecause these a~e, as stated in crifi~~~ms 

of their subcomponents above, ,almost always implicit~~ 

and even when explicit fragmentary, often conflicting 

Nlore or less directly) vith established theo~ies trom 

other Ifields, and at best, descriptive1y adequate vith 
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"respect to same properties of science, and lacking in 

unifying power. We have not been able te find an 

acceunt of how, for example, generative linguisticB 

vould systematically reconcile and relate the various 

approaches to the study of "language". Let us, however, 

examine tv,o impl ic i t accounts of the in'terrelatedness 

of th~ subfields of linguistics to Bee this in some 

more detail. 

5.2 Co.petence Aad Perfor.aDce. 
v-

In addition to some of the other shortcomings of 

generative metatheory, it makes little attempt to show 

the relevance of the branches of linguistics to each 

other. Instead, there ia a dichotomy between studies of 

the "essence" of "language,· its focal or defining 

properties, and i ts residual or circumstantial 

properties. Thus linguistics is sliced into two parts: 

the malimally relevant (hence more prest'igious) parts 

that study syntax, morphology, semantics and phonology 

(grammar or competence) and~the tangentially relevant 

fields that attend to social, psychological, 

neùrological and other variables (performance) which 

are constrained by the gra_r, ..as in Figure 5.1 belo.: 
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(performance) \ (competence) 1 (perf~r_nce) 
\ Theoretical Linguis.tics' 
\ 1 
\ 1 
\ const ucts 1 

N,euroli~9ui st ics) 

1 
1 

Spee,ch 
J Languagel 

1 1 

Figure 5.1 

/ 
1 Soci'olinguistics 

Anthr'opological 
Lin~uistics 

. Speech 

As Chomsky quite correctly points ou~ in several 

places, such a clear. statement of relevance is a 

desirable, often necessary prerequisite for focussed 

research. It is a shortcoming of his metatheory, 
• 

't, 
hovever, that such a statement of relevance is given in 

lieu of, 

different 

the study 

1 
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9~al-dependent: what i s relevant for thé 1 inguist -

w'riting a pedagogieal grall1lDar of Cree is very often not 

at aIl relevant for another who is studying the 

neurolinguisties of bilingualism. Thus, a systematie 

ac~ount of subdiscipline"relevance presupposes a model 
/ 

of the relations betveen them, rather then an a priori 

dictum based on one researcher's immediate interests. 

It vould, then, he just as inadequete to say that .the 
L 

"essence ft of "language" is .its plac~ in society or 

culture, or hov it is acquired or articulated, rather 

than grammar. These'are dogmatic statements that seem 

to he used to avoid the more difficult problem of 
. 

providing a model of linguistiés rich enough to aecount 

for the various relations, and in terms of this model 

d~fine priorities for given tasks. 

5.3 Co..\1D icat ive Co.pet.nce,. 

Another implicit viev of the interrelatedness of 

the areas of linguistic research ~s that found in 

Hymes' (1912) notion of communicative competence. In 

fact, each of its many variants (Campbell' Wales, 

1970; Savignon, 1912; Canale' Svain, 1980; etc.) can 

be eonstrued as indirect attempts to account for the 
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structure of linguistics as'an ar~a of researah in 

systema t,ic ra ther than dogmat ic terms. But, being 

implicit attempts, it is difficult, if not unfair, to 

evaluate them as such models. 

Let us examine this possibility. Hymes (1912: 

2~1) states that the speaker's knowledge of his 

language is made up of four l ' components; knowledge of: 

a) formal linguistic possibil'i:t"i~es;' 

b) contextual appropriateness of linguistic 

forms, 

c) psychological feasability of linguistic forms, 

, and 

d} abject ive probabilities of occurence of 
1 

linguistic forms. 

Interpreted as an account of the structure of 

linguistics, it entails comparable relevance of formaI 

grammar (a), sociocultural linguistic studies and 

pragmatics (b), psycholinguistics (c), 'and 

computational or mathematical linguistic studies of 
~' 

objèctive frequencies (d), as shown in Figure 5.2 

below. 
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FormaI 
Linguistics 

COJlllllunicative 

Sociocultural 
Linguistics 

'/ COllpetence ~. 

Psycholinguistics Statistical 
Linguistics 

Language 

Figure 5.2 

This, in our viev, is an lmportant factor contributing 

to the popularity of Hymes' position, even compensating 

for its significant weaknesses. In SUDI, fewer people 

are being told their work is irrelevant (or almost) to 

uncovering "the nature of language". 

Chomsky at least provides an explicit, often 
. , 

detailed, view of how the components of his 

miniaturized realm of linguistics are related. Hymes, 

however, is content with listing the components. Each 

of the fields studying (a) through (d) eontributes a 

necessary part, but its as if they vere entirely 
Q 

independent, sinee we are not told how eaeh influences 

or contributes to the knovledge of the other, and how 
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the y aIl contribute to a knowledge of "lang~age". This 

is often the sam~ approach that is ta ken in textbooks: 

, there are aIl of these "app~oachesn or "aspects" of 

studying "language," but the students are rarely told 

how theyare related. In choosing between Chomsky's 

view and Hymes', then, it is a simple matter to 

forecast how sides will be drawn up. 

Neither view ls adequate, though, because there 

are other approaches to the study of "language" to be 

taken into account, and the relations between them are 

not statèd. Let us see whether the metatheory we have 

been dev'eloping here will be up to such a task. 

5.4 Conclusion: The Science of Language. 

Science has been construed, for our purposes, as 

an app1foach that involves a particular set of 

philo~ophical views (emergentist materialism, critical 

realism, systemism, etc.), hypotheses and theories that 

are in keeping with the bulk of knowledge from aIl the 

sciences, testable and explainable methods, aIl used to 

attack well-defined and meaningful problems in a 

particular domain in order to describe, explain them 

mechanismically, and predict them with the help of 
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laws. The role of these philosophieal view5 in relating 

the different subfields of linguistics can be shown 

, diagraDlllatically as in Figure 5.3 'below {trom !Sunge, 

198 3e ) : 

Heu ro 1 j ng u i s tic s 

Figure S. 3 

We have eome to prefer, as weIl, a eonstrual of 

the linguist's object of inquiry in which it i5, Dlost 

concretely, a system of systems of brain processes, 

~rtially aequlred and partially innate, ~nd determined 

by internal systemic and external 

environ$~ntal variables in'its functloning. This view 

of the linguist's object of study may appear, at first, 

to arbitrarily "eonflate lin~stic5 

or neuropsychology of 

vith the 
, 

neurophys iology "langU8ge ... 
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Granted, the centrality accord-ed to brain' processes in 

thi $ v l,ev may give this impression, but 

inaccurate, sinee these braln processes vill be used as 

a lIIeans for tyinç together the other aspectS> of 

"language" , l.e. as a common denoDllnator. We "111 

attempt to eluclCu!'te Just hov this is 50, ln "hat 

f 0110"5., 

1 

. ~in9u15tlcs of languaging vs. '11ngulsties of 

languages. We flnd lt useful for expository purposes to 

divide approaehes to the study of "language" lnto those 

that attempt to study the mechanlsms more dlreetly 

(llnguistics of languaglngl, and those that do 50 

through the- study of the output of those mechanlsms 

(linguist'ics of langua'ges). Lest one he led to believe 

that we "il1 nov take the position e.g'. that the 

lin9uistlCS of lenguag,ing is to he favored Binee it ia 

more direct, it must be said that i t 
• i 

is fallaeious to 

~think in terms of one or the other. They are 

complementary enterprises: neither i5 sufficient in 

i t self ~ The l in9ui st ies of languag~s may a rri ve at a, / 

systematic, explicit, recursive, infinite, etc. set of 
. 

formaI universals, but it can never by itself go beyond 

characterizing mere appearanee since thet i 5 "bat i ts 
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, data are about. The .output i~ _ inf ini tely 

underdeterminéd wlth respect to the po~ible mechanisms 

involved, and i5 thus lnher'ently limited to being the 

critenon of descrlptive adequacy. The lin9uis~ics of 

languaging, on the other hand, becomes useless without 

the means (e.g. comparlson of output) of establishing 

the equ l valence" or even the relevance of 9 i ven bra i n 

pr,ocesses to readl n9, wr l t lng, speak i ng, understanding, 

si9nin9, etc. 

This entalls the view th.t all of the subfields 

are in error when they ass,~e self-sufficiency, and may 

he called: 

Postulat~ 1: The branches of the lingul~tlcs of 
langUAges are equal partners vith the 
branches of the 1 inguist lCs of 
langUAg i ng. 

----' --_.-_." ------- This can be accompenled by: 

Corollary 1: The branches of linguistics are 
equally responsible for making their 
results compatible with and 
understandable to the others. 

Tbese two stipulations are tantamount to i) 

,saying tbat there is a single object of inquir-y that-

must be st udied f rom several perspectives, ii) 

recognizing that aIl of the approaches to the study of 

linguistic phenomena have sQmething to offer, ta the 
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extent which they make their r~sults compatible and 
'J' 

understandable, and iii) incorporating the externel 

consistency condi jnto the characterization of the 

f~eld. This is ea 

in detail hov this 

t 0 say, but i t rellla"ins to be shown 

be done. 

Languaglng as brain processes. this 

conception of linguistics lS: 

Postulate 2: that systems of brain processes 
a re a v iab1e poi nt of convergence for 
theorie$ of languag i ng and languages. 

This is 50 for several reasons: 

a) gi ven our materialist assumptions,' these 

systems of brain processes constitute the concrete, 

"'. materiel reality that is the object~~of inqufry as part 

of the domain, as required by the theory of science 

subsc:ribed to: 

b) they'are the direct object of inquiryof the 

linguistic:s of ,1angU8ging: 

c) they cau •• the, output which the linguistics of 

''langU4gës seeks to desc ri.be, and thus thei r el ucidat ion 

constltutes a mechanismic explanation of that output. 

By other accounts, the relation betw~n languages and 

langWlging remal!')s vei led in obscurity; 

considering them as open systems, 
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accordance v~th the 'version of systems theory that 

constitutes part of the ontology, they are susceptible 

to influence from non-linguistic syatems of oot ion, 

arousal, percept ion t ci rculat ion ,_ di gest ion, , 

goal-genera t ing systems, etc. Conceiving of . all t~ese ~ 
sy~tems physical brain (of as systems whatever 

complex~ty) makes it possible to relate them by natural 

laws, where envisioning them as distinct k inds of 
.-1 

matter mates the i r relat ions a mys.tery. 

d) implic i t, in (c) ,re the necessary bui lding 

blocks for relating social' variables: the perception 

and interpretation of others' actions in· a given 

context that impl ies 9 i ven expectat ions v i th' respect to 

diUereflt goals are also interpreted as -higher·· order 

brain proceaaes. 

Of course f to' ..anf this .. y not see. like a 

plausible course of, action. It is ho~ever~ a course 

that makes the relations betveen the branches of 

linguistics probl ... s, rather than .yateries, to use the 

teras froll Choasky t s ( 1'9'"15) rather - pessimistic 

discussion. As vell, there si.ply i. no other 

alternative YleV that atteapts to show, albeit in 

geperal and nonspecific ter.s~ ho" aIl the approachea 
...... 
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to the study of "language W are related. Conside~ Figure 

5.4 belov to see hov some representative fields might 

he pieced together in tvhi.s system. 

Psychoneural 
Linguistics 

Theoretical Linguistics 

st ies 

aguag_ 

- constains 
or.s 

Gra-.r 

des ibes 

Socïocultural 
t.inguistics 

_ ' Language Mechisni ... s 

Figure 5.4 

Here the relations betveen the notion of language , 
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and the different subfields are more interactive and 

the' grammar i s accord,d a secondary role: that of 

describing the regularities of a given language and in 

so doing pose questions to be answered by empirical 

research. 1,ri',,-; this diagram, the empi r ical fields are 
, 

psychoneural and sociocultural linguistics which are 

separated only for expository purposes: ideal would he 

the study of brain sys~ems that process s?ciocultural 

variables in given environmental contexts, thus fusing 
, 1 

the tvo. These empirical branches of research would 

construct and elaborate the notion of lan~uage as a 

theory of the relevant· contexualized psychoneural 

processes. Theoretical linguistics would study . the 

formulations of . language for consistency, hidden 

predictions; etc. and base its judgements on formaI 

rather then empirical concerns. In this sense it would 

prove to be an inter face 

metatheoretical knowledge and 

itself. 

between a body of 

the theory building 

Most important here i5 that the feasability of 

uiing brain processes as the common denominator for 

eouching the results of different fields in mutually 

cQmpat.ible terms. The argument, in i,ts outline, runs as 
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foUov .. : 

Perception of the external vorld" includi'ng 

social properties and relations, as vell as of the 

internaI vo(ld or physical states are carried out in 
~ 

appropriàtely spec iali zed areas of the brain. 

Understanding and thought are carried out, to the best 

of our knovledge, by other specialized areas of 

btain. Attention, motivation and emotion, vhich play 

central roles in language processing, are nov seen as 

processes in certain brain systems. "Knovledge" of 

lang'uages and of the vorld are "stored" in memory, 

again by appropriately specialized brain mechanisms. 

The "information" from each pf these subsystems is· 

presumably available in the form of patterns of 

inhibitive and facilitative neuron firings that are 
l ,'" 

mutually "intelligible" from area to area. Knowledge 

trom aIl these sources is necessary in producing or 

understanding language behavior, 50 such "information" 

exchange is necessary. Even if there are other 

imaginable common denominators for aIl these kinds of 

"information", none has as yet been shown to be as 

testable and 50 much in agreement vith empiricai 

research. Hence we are led to favor not the reduction 
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of the.e dUferent kinds ~ of -infor .. tion- to brain 

states, but the .1ucidatioD .ad .aplaaation of the. in 

teral of brain states, othervise there are no 

eapi r ieally justifiable and principled terms for 
" 

eomparison of data across subfields, henee no , 

possibil i ty of a systemat ic dellons t rat i o'n that the 

langU8ge-relat,ed sciences are studying releted things, 

much 1es$ the sa.e object, and no vay of attesting to 

the eonsistency of any of the results tram these fields 

vith the body of vell established seientific knovledge. 

By the notion of science adopted, linguistics is. 

either a science or autonomous, but not bath. The 

question. is one of choiee. The approximation of 

linguistics to th~ establish~d sciences holds out 

vonderful prospects of leaving the present morass of 

ill .... defined and unsubstantiated notions', making rapid 

progress, creating reliable knowledge, and finding nev 

relationships at every turn. The price is changing 

longstanding attitudes and preconcept,i ons, and 

supplementing the nev assumptions with lots of hard 

work. Future metatheoretical studies along the lines of 

this study could make the effQrt of showing the 
~ 1 

benefits and costs of this change in more detail. 
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