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Abstract 

While there is much data in the experimental cognitive 

psychology literature reporting that subjects working on science-like 

tasks ignore findings inconsistent with their hypotheses, much 

cognitive science research has found that re&soners focus on 

unexpected findingr To study how real-world scient!. ts deal with 

unexpected findings, data was collected from a prominel.lt 

immunology laboratory. Four lab meetings were analyzed using a 

standardized coding procedure. The amount of reasoning, 

interactions, and new hypotheses about unexpected versus expected 

findings was analyzed. Presenters at the meetings reasoned more 

about unexpected than expected findings, and group members 

reasoned and interacted extensively about unexpected finding8. Both 

presenter and group members formed more new hypotheses about 

unexpected than abou\' expected findings. These results are 

consistent with the finding in cognitive science research that 

reasoners focus on unexpected data. It is proposed that several 

heuristics influence which unexpected findings scientists pav 

attention to . 
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Résumé 

Dans la littérature expérimentale de psychologie cognitive, 

plusieurs études rapportent que les sujets travaillant sur des tâches 

a caractère scientifique ignorent les données qui ne supportent pas 

leur hypothèses. Parcontre, une part importante de la recherche en 

science cognitive a démonstré que les gens pendant que pensant 

logiquement sont particuli~rement attentifs aux résultats 

suprenants. Dans le but d'étudier comment les vrais scientifiques 

traitent leur résultats imprévus, des données provenant d'un 

laboratoire d'immunologie reconnu ont été receuillies. Quatre 

rencontres de laboratoire ont été analysées à partir d'une procédure 

de codage standardisée. La quantité de raisonement, interactions, et 

nouvelles hypothèses générées à partir de résultats imprévus versus 

prévisibles ont été analysées. Les chercheurs présentant leur 

résultats lors d'une rencontre de laboratoire raisonnent plus à 

propos des données imprevues, et h~s .nembres d'un groupe 

raisonnent et interagissent considérablement à propos des résultats 

imprévus. Les conférenc:Ïers ainsi que les membres d'un groupe 

génèrent plus d'hypothèses à propos de résultats suprenalnts qu'à 

propos de résultats prévisibles. Ces résultats sont compatibles avec 

les résultats de la recherche en sciences cognitives. Il semble que 

plusieurs stratégies influencent à quel résultat ';i!prenant les 

sciEmtifiques portent attention . 

11 
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1. Llterature Review 

Researchers in many disciplines have devoted considerable effort tu 

investigating how scientists reason and make discoveries. For examplc, 

cognitive scientists and psychologist.s have developed theories of 

scientific l'easoning (e g., Holland, Holyoak, Nisbett, & Thagard, 1986; 

Klahr & Dunbar, 1988; Qin & Simon, 1990) and have r:onducted 

laboratory experiments where subjects were asked to discover 

concepts, rules, or theories (e.g., Dunbar, 1993; Klahr, Fay, & Dunbar, 

1993; Mynatt, Doherty, & Tweney, 1977; Wason, 1960), In ~ddition, a 

number of computation al models have been developed to mirnic the 

heuristics scientists used in making discoveries (e.g., Kulkarni & 

Simon, 1988; Thagard, 1989). Research on scientific reasoning has also 

been eondueted from a historieal perspective; historians of science and 

psychologists have analyzed diary and notebook records of scientists' 

work (e.g., Tweney, 1989), AlI ofthese approaches have contributcd 

greatly to our understanding of how science IS conducted. 

Cognitive theories of scif'ntific reasoning and discoVel"y have 

focused on many aspects of the scientific reasoning proccss; however, 

the bulk of the work on scientific ceasoning has been concerned with 

induction (e.g., Bruner, Goodnow, & Austin, 1956, Holland ct al, 19H6, 

Langley, Simon, Bradshaw, & Zytkow, 1987). This focus came about 

because researchers W€;fe concerned with describmg how people bUlld 

theories from data Induction, broadly defined, is "aIl inferential 
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processes that expand knowledge m the face ofuncertainty" (Rolland 

et aL, 1986). Numerous cognitive theories of scientific reasornng foeus 

on the induction of theOl-Y from patterns of data (e.g., Bruner et aL, 

1956; Langley et al , 1978) Other theories that encompass snch 

aspects of scÎentIfic r-easonmg as deslgning experiments and searchlng 

for plausible hypotheses have similarly been motivated by historical 

evidence, laboratory studles of "science-hke" tasks, or prior theory (e.g., 

Kulkarni & Simon, 1988, 1990; Thagard, 1989). While these 

approaches have resulted In novel and important theories of sClentIfie 

reasoning, littIe IS known about how eontemporary scientists actually 

do reason when formulatmg hypotheses, designing experiments, 

interpreting findmgs, and carrying out other components of their work. 

A particular issue In SCIence is the need to cons train induction, because 

the range of hypotheses that could be proposed and the types of data 

that could be lnvestigated are virtllally unbounded (cf. Goodman, 

1972). Ofparticular interest, therefore, is empirical and theoreticai 

work on how subJccts constrain the inductive process Ce.g., Gorrr..an, 

1986; Holland et al, 1986, Tweney e al., 1980). 

In this chapter, a revlew of the major empirical and theoretical 

work concprmng scwntdic reasorung apd, in particular, constraints on 

induction in scientIfic ~ettings will be glVen. This ruscusslOn of the 

literature will be lüllow::!d a descnption of current resear.::h that 

investigated how rcal-world scientists reason. This research is the 

focus of this thesls . 
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1.1. Empirical Studles of Inductzon 

Classic cognitive research has investigated how subjects induce 

theories from d&ta A major line ofresearch (e.g , Wason. 1960) has 

focused on subjects' strategies for testmg hypotheses This work ha~ 

led ta the investigation of the strategies that subjects use when they 

are confronted wlth data mconsistent with a hypoth2sis (e.g., Mynatt 

et aL, 1977). In additlOn, partIcular strategies that reasoners use have 

been describ8d, strategies that might cause them not to make efl'ectlve 

use ofinccl1sistent data (e.g., Cillnn & Brewer, ] 992) A descrIption of 

the hypothesis form~ltlOn work will be followed by a dlsrusslOn of 

various heunstics and constraints that have been identified in the 

experimentalliterature as afTectmg subjects' use of inconslstent Jata 

1.1 1. InductlOn and Hypothesls Testmg A long tradition of 

experimental cognitive psychology research has focused on how 

subjects choose experiments to test their hypotheses und how they 

react to evidence that does not support their hypothcses (l'.go , Mynatt 

et al., 1977; Wason, 1960). The results ofmuch ofthls l'escarch support 

the conclusion that reasoners exhiblt a "confirmatIOn blUs "That IS, 

subjects are srud ta seek out evidence to support their hypothcses and 

to ignore evidence that does not support their hypothescs Par't of the 

motivation for research on confirmation bi~lS can be round in Popper'-; 

(1963) argument that sClentists should attempt tG "falsIf'y" thcu' 

hypotheses-search for evidence that could disprove them-rather 
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than trying to confirm their hypotheses. It was in comparison with 

Popper's ideal scientist that subjects w ~re found wanting. 

4 

Confirmation bias resE:arch falls into two broad categories. One 

daim has been that people tend to seek out evidence that will confirm 

their hypotheses. Results from experiments using Wason's (1960) 

"2-4-6 task" supported this conclusion. In this task, subjects are told 

that the experimenter has in mind a rule concenling sequences of three 

numbers, that they are to guess the rule the experimenter has in mind, 

and that they may propose sequences of numbers and the experimenter 

will tell tht!m whether the sequences fit the rule. Subjects are also 10ld 

that the sequence "2-4--6" conforms to the rule. Typically, studies have 

found that subjects hypothesize a fairly specifie rule, such as "all 

sequences ofnumbers ascending by twos" and then generate test 

sequences that conform to thetr hypotheslzed rule (e.g., Miller, 1967; 

Snyder & White, 1981; Wason, 1960, 1968). This tendency of subjects 

10 try to "confirm" their hypotheses has heen labeled "confirmation 

bias." Usually, the rule the experimenter actually has in mind is a 

broad one, "aIl ascending sequences," that is consistent with a wide 

variety of instances. Subjects assume that, once several sequences 

conform to their hypothesized ruIe, then the rule must he correct. They 

therefore fail to an;ve at the correct rule because the y receive no 

evidence 10 contradict their initIal hypotheses. Subjects' failure to 

arrive at the coneet rule IS typically attributed to their strategy of 

testing sequences that they believe will "confinn" their hypotheses, 
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rather than actively attempting to falsify their hypotheses, as Popper 

had advocated. 

5 

Recently, Klayman and Ha ( 1987) have suggested a 

reconceptualization of confirmation hias. They proposed that subjccts' 

strategy of searching for instances that support their hypotheses is 

more appropriately called a "positive tp.st" strategy. Klayman and Ha 

argued that in many real-worid situations a positive test strategy is 

more efficient than B. negative test strategy at arriving at the correct 

hypothesis. They pobted out that using a positive test strat€gy does 

not Mean that only evidence consistent with the hypothesis will he 

obtained. In the case of typicai proposed ("aIl ascending sequences of 

even rlumbers") and target ("a11 ascending sequences") rules for the 2-

4-6 task, where the proposed rule is a subset of the target rule, the 

positive test strategy does not result in the discovery of evidence 

inconsistent with the proposed rule. However, in cases where the 

target ruIe is a subset of the proposed ruIe, or where the two rules 

overlap, use of the positive test strategy would often resuJt in ohtammg' 

inconsistent evidence. Klayman and Ha argued that the latter two 

cases might occur more often in real-world reasoning, and therefore t ht.: 

positive test strategy would in general he an efficient reasoning 

heuristic. The confirmation bias research described above led to the 

conclusion that reasoners, and in particular scientlsts, are subject tu a 

bias that is a major impediment to proposing new c,heories. Howevcl', 
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Klayman and Ha argued that a positive test strategy is instead a 

useful and often successful tactie for guiding induction. 

The second line of inquiry that is sometimes classified as 

'\:onfirmation bias" work investigates whether people ignore or make 

use of evidence inconsistent 1 with their hypotheses, once they do 

6 

ob tain it. Mynatt et al. (1977) investigated use ofinconsistent evidence 

by studying how subjects go about discovering rules that govem a 

computer-modeled "simulated universe." They found that most subjects 

who obtained unambiguous evidence inconsistent with their 

hypotheses changed to a new hypothesis. They concluded: "When 

confronted with unambiguous falsifying evidence, [our subjects] 

utilized it in precisely the correct way-by rejecting their incorrect 

hypothesesjust as Popper said they should" (Mynatt et al., 1977, p. 

94). However, in a follow-up study, Mynatt, Doherty, and Tweney 

(1978) claimed that subjects who worked with a more complex version 

of the same task "discounted or disregarded" inconsistent evidence. In 

most cases, subjects maintained their current hypotheses despite 

lIn the experimental psychology literature, the terms 

"disconfirmatory" and "falsifying" are often used to de scribe 

inconsistent data. They will be avoided here, because they carry the 

psychological connotation that the researcher will recognize the data as 

failing to confirm or as falsifying a hypothesis, which is not necessarily 

the case. Instead, the term "inconsistent" will be used. 
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inconsistent data. A doser examination of Mynatt et al.'s (978) data 

carried out by Dunbar (993) demonstrated that subjects actually dtd 

make some use of inconsistent evidence. Dunbar noted that the 

subjects in the Mynatt et al. studies used inconsistent evidence not 

only to abandon hypotheses permanently but in sorne cases to revise 

their hypotheses or to abandon them temporarily. However, the 

general conclusion that has been drawn from Mynatt et. ars (1978) 

work is that subjects ignore inconsistent evidence. 

7 

Subjects' treatment of evidence inconsistent with their hypotheses 

has been investigated in many empirical studies (e.g., Gorman, 1986; 

Tweneyet aL, 1980). One conclusion that has been drawn from this 

literature is that confronting inconsistent evidence forces subjects to 

make use of whatever inductive reasoning strategies they have at their 

disposai, because it is in this situation thLt old hypotheses are Most 

likely to appear Inadequate and new ones to be proposed. Chinn and 

Brewer (1992, 1993) have listed seven ways subjects may deal with 

inconsistent data. 8ased on a survey of psychological and histoncal 

literature, Chinn and Brewer concluded that subjects may (1) 19nore 

inconsistent data, giving no indication ofnoticing it, (2) reJect the data, 

giving an explanation for why they are doing so, (3) exclude the data, 

asserting that it i8 not relevant to the present theory, (4) hold an 

anomaIy in abeyance, indicating that eventual1y their theory will 

account for it, (5) remterpret the data to fit with their theory, (6) 

engage in perzpheral change of their theory, modifying one part of thcir 
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theory, or (7) engage ln the ory change, rejecting their current theory. 

This listing indicates the richness of this situation for observing 

subjects' inductivf~ strategies. The genera! conclusion from the 

experimentalliterature reviewed in this section has been that subjects 

tend to ignore inconsistent data. However, not all subjects ignored 

inconsistent data and subjects' performance differed from task to task. 

The next section describes some strategies that influence use of 

inconsistent results. 

1.1.2. Heurtstzcs and Constraints. MllCh empirical work on 

scientific reasoning has investigated the strategies people use to induce 

theory in uncertain environments and the constraints that operate on 

their \nduction processes. The belief motivating such research is that 

particular features of a situation may affect whether subjects are likely 

to pay attention to inconsistent data. Some features that have been 

suggested are the presence of potential error in experimental feedback 

(e.g., Gorman, 1986) and wbether the subject believes deeply in the 

current hypothesis (e.g., Chinn & Brewer, 1992). 

Gorman (1986) investigated the effect oftelling subjects there 

might be error in the feedback they receivcd on a rule-discovery ~ask. 

Although erroneous feedback was never in faet given, subjects 

instructed to use a "disconfirmation" strategy were significantly less 

likely to discover the COITect mie when they believed there might be 

error in their data. This was true, Gorman reported, in }::art because 
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subjects tended to attribute feedback inconsistent with th~ir 

hypotheses to error and in part because they spent time double­

checking potential errors. Gorman's finding demonstmtes that the 

potential for error in data reporting, which is a feature of most real­

world science, can have a significant Impact on reasoning about data. 

9 

Chinn and Brewer (1992; Brewer & Chinn, 1991) have used 

another approach to investigating reasoners' strategies for dealing 

with inconsistent data. They performed several experiments in wruch 

subjects' knowledge about phenomena was manipulated, with the goal 

of determining whether prior knowledge or beHefs would have an effect 

on willingness to reject or modify theories in the face of inconsistent 

evidence. Brewer and Chinn (1991) presented undergraduates with 

texts that contradicted their previously held entrenched beHefs about 

special relativity and quantum mechanics. Brewer and Chinn reported 

that subjects understood the new theories but did not believe them, 

and refused to abandon their prior entrenched beliefs when confronted 

with inconsistent evidence. Chinn and Brewer (992) dlrectly 

manipulated entrenchment by giving sorne subjects large amounts of 

evidence supporting the meteor impact theory of dinosaur extinction 

Subjects in the entrenched condition were less likely to abandon the 

meteor impact theory than subjects in the non-entrenched condition, 

when both groups were presented with evidence that appeared to 

undermine the theory. As might be expected, strong beltef in a theory 
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affected whether a subject was willing ta abandon it in a given 

situation. 

10 

1.1.3. Concluswn The empirical work discussed in this section 

leads ta sorne general conclusions about inductive reasoning. 

Hypothesis testing research SUggl~sts that reasoners have definite 

strategies for examimng data instances, and points to the issue of 

reasoners' reactlOn to inconsistent or surprising results as fundamental 

ta illuminating these reasoning strategies. More fine-tuned empirical 

studies highlight specifie strategies thr.t lilay influence reasoners' use 

of such inconsistent data. In general, subjects were found to ignoI"e 

inconsistent evidence, particularly when they held prior entrenched 

beHefs or when they thought their data might be in error. Emphical 

work has described general reasoning behaviors in inductive tasks. 

More theoretical work can give a framewoTk for understanding these 

behaviors, and the se theories will be explored in the next section. 

1.2. Theortes and A10dels of Induction 

In addition ta empirical work, a great amount of effort has been 

applied ta developing full-scale cognitive theories of scientific 

reasoning, theories that to date share the approach of treating 

scientific discovery as an inductive task.2 One of the two major theories 

2Cognitive scientists from disciplines other th an psychology, 

notably philosophy, have developed theories of scientific reasoning. 
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models scientific reasoning as a special case of problem-solving 

behaVlor (e.g., Qin & Simon, 1990) and the other describE!S heuristics 

and constraints that guide induction (Holland et al., 198f». In both 

theories, induction is viewed as complex behavior involving search for 

explanations ofphenoDlena. The problem-solving modellfocus(~S on 

search through a space of solutions. In particular, it is argued that 

reasoners search through spaces ofhypotheses and data Ce.g., Klahr & 

Dunbar, 1988). In Holland et aL's description of induction, reasoners 

search for successful theories, with search guided and constrained by 

various heuristics and limitations. Both types ofmodels seek to 

describe strategies that reasoners use to overcome the potentially 

insurmountable difficulties involved in reasoning about large amounts 

of data. 

1.2.1. Scientzfic Reruomng ru Problem-Solving. Herbert Simon and 

his colleagues CKulkami & Simon, 1988,1990; Langley et al., 1987, 

Newell & Simon, 1972; Qin & Simon, 1990; Simon, 1989; Simon & Lea, 

1974) have described scientific reasoning as a form of problem-selvIn~ 

behavior. Problem solvers are viewed as beginning from an initial 

However, in this thesis psychology-oriented cognitive science theories 

will be ".)ncentrated on. For a philosophy-oriented cognitive science 

approad" to science, see Thagard (1988) . 
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state, whieh includes a representation of the problem. The problem 

sol ver uses heuristics to search through a space of problem states, 

applying opera tors to transform the initial state into intermediate 

states and eventually, if successful, into the goal state. This search 

process can be used to model induction; reasoners use heuristics to 

guide ~he scareh for suecessful solutions ta a problem given various 

inputs. These heunsties include, for example, means-end analysis, in 

wruch reasoners recursively set the goal ofminimizing the distance 

between the current state and a goal state and apply operators to cover 

that distance (cf. Newell & Simon, 1972). 

Simon and his colleagues have designed computational models to 

simulate problem-solving behavior in scÏentific envircnments. The first 

of these programs were BACON and other computational models 

derived from it (Langley et aL, 1987). These models are data-driven: 

beginning with a set of observations, the programs attempt to 

formulate a theory to explain the data. Langley et al. argued that such 

data-driven diseovery has played a major role in historie scientIfic 

discoveries. For example, Kepler derived bis Third Law-that the cube 

of the distance of a planet from the sun is direetly proportional to the 

square of the period of revolution-with no pre-existing theOI-Y about 

the relationship. Instead, he worked directly from data eollected by 

Br9he. BACON was successful in rediscovering Kepler's Third Law from 

data similar to the data Kepler had availabl,~. BACON aecomplished 

this by employing the heuristic of searching for a relation among 
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variables that was invariant over the set of data. If two variables vary 

inversely (directly), BACON then tests their product (rado, respectively) 

for invariance. In the case of Kepler's Third L~w, BACON notes a senes 

ofinverse and direct variances among the distances (D) and periods of 

revolution (P) of valious planets, and products and ratios of these 

variables. These observations eventually lead the prograru to create 

the new variable D31P2, which is constant over the entire set of data. 

More recent computational models have sim ulated aspects of 

scientific discovery other than data-driven induction of hypotheses (see 

the volume edited by Shrager & Langley, 1990, for several examples). 

K1.Ùkarni and Simon's 0988,1990) KEKADA program, like BACON and 

its successors, is based on Newell and Simon's theory of problem 

solving. However, K~KADA not only generalizes from data to theory but 

a1so chooses problems, creates hypotheses, designs and chooses 

experimeJlts to run, and sets expectations for the experiments' 

outcomes. KEKADA was designed to simulate the process by which the 

scientist Hans Krebs discovered the urea (Krebs) cycle in 1932, as 

recorded in his laboratory notebooks and described by Holmes (1980). 

At the time Krebs made the discovery, he was attempting to 

understanà the process by which urea is synthesized in the human 

body. He believed initiall} Lhat ammoma was involved in the rcactlOTl, 

and also that it was likely that one or more ami no acids was involved 

Vlhile running different series of experiments, Krebs and his associate 

Henseleit observed a rate ofurea production using a combination of 
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ammonium chloride and the amino acid ornithine that was higher than 

they had expected based on their experience with similar compounds. 

Krebs immediately turned his attention to this unexpected effect and 

eventu~lly concluded that onuthine initiates the chemical reaction that 

produces urea Aecording to Kulkarni and Simon, a crucial heuristic 

used by Krebs was to foeus on surprising results. They built this 

heuristie into thelr model, KEKADA, which attends to and exploits 

~urprising findings, that is, findings that violate the expectations of the 

program for each ex periment. This heuristic is similar to the tactic of 

attending to inconsistent data, which was identified as a crucial issue 

in the experü1'ental work described earlier in this chapter. In the 

KEKADA '3imulation of Krebs's discovery, the model must choose among 

different fines of inquiry, and it is the model's decision to focus on the 

surprisingly (relative to its expectations) high production of urea in the 

presence of omithine that leads to the discovery of the urea cycle. The 

heuristic of focusing attention on surprises also figured in KEKADA's 

later success in replicating Krebs's discovery of glutamine synthesis 

(Kulkarni & Simon, 1990), thus demonstrating that Krebs may have 

used this heuristic in a variety of situations. 

Qin and Simon (1990) conducted empirical work to investigate 

whether subjects solve scientific problems using the same approaches 

subjects use to solve other kinds ofproblems. Qin and Simon presented 

subjects with the same kind of data Kepler used to dt:rive his Third 

Law, and that BACON used in simulating that discovery. This data, 
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along with a calculator and l:nowledge about basic mathematical 

functions, constituted the initial state of the problem The goal as 

presented to subjects was ta rusco,'er a formula relating the two set.s of 

data. Qin and Simon round that subjects used problem-solving 

hf;uristics that were essentially identical to those described in NeweH 

and Simon's (1972) acrount ofproblem solving, which supports the 

argument that scientific reasoning is similar to everyday problem 

solving. As in ordinary problem solving, subjects' behavior was 

characterized by a se arch process. Qin and Simon described subjects' 

behavior as a search through the space of possible rules (solution 

formulas) and also the space of data Instances. Among the four subjects 

(offourteen) who succeeded in rediscovering Kepler's Third Law, thls 

search was conducted in a systematic way. l.Iypothesized rules were 

tested on instances, and information about how rules failed to predict 

data was used in fOl-ming new rules. This description of search In 

spaces ofrules and instances echoed that originally proposed by Simon 

and Lea (1974). 

Klahr and Dunbar 0988; see also Dunbar & Klahr, 1989; Fay, 

Klahr, & Dunbar, 1990; Klahr, Dunbar, & Fay, 1990; Klahr et al , 

1993) further articulated the concept of scienr,ific discovcry as scal'ch ln 

two spaces, which they refen ~d to as space~ of hypotheses and 

experiments. In the Klahr and Dur..bar studies, sllbJects worked with a 

robot named "Big Trak," wlUch subJects were able to control by wntJJlg 

short programs directing the robot's movement and "finng" actwns . 
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Subjects were asked to discover the function of a button on the robot 

labeled "RPT." Klahr and Dunbar described subjects' performance as a 

se arch in both a space of experiments (performed by writing and 

executing programs) and a space ofhypotheses about what the key 

might do. Some subJects (whom Klahr and Dunbar labeled 

"experimenters") 5earched mainly in the experiment space, often trying 

sam pIe programs without any hypothesis in mind and using the data 

obtained to denve hypot~eses; others (the "theùrists") used prior 

knowledge to propose hypotheses and used data only to constrain the 

hypotheses they could propose. The "experiment space" in the Klahr 

and Dunbar model is analogous to the "instance space" in Qin and 

Simon's (1990) work, and the "hypothesis space" is analogous to the 

"ruIe space." Subjects in Klahr and Dunbar's studies guided their 

search for a solution (a successful hypothesis) by using information 

from one space tù guide search in the other. For instance, a successful 

search of the experime nt space involv€·s choosing experiments that are 

interpretable with respect to possible hypotheses. 

Various manipulations of the Big Trak experiment highlighted 

difTerent aspects of subjects' search strategies, som~ of which echo 

themes of the empirical worL described in d1e previous section. Klahr 

et al. ~ 1993) found that if subjects perceived a suggested hypothesis as 

plausible, they tended to use a positive test strategy to test that 

hypothesis. Thus, subJects used a positive test strategy with regard to 

hypotheses they believed were likely to be true, but not with 
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hypotheses they doubted. Level ofbe1ief in a hypothcsis also affccted 

subjects' willingness ta discard it when confronted with inconsistent 

evidence. Consistent with the findings ofC'h1l1n and Brewer (1992, 

Brewer & Chirln, 1991), subjects in both the Klahr el al. (1993) and 

Klahr et al. (1990) studies abandoned hypotheses given to them more 

readily than hypotheses they generated themsclvcs, most likely 

bE'cause they had less investment in theories they did not derive 

themselves. 'Nhen interpreting the results of experiments, subject3 in 

both the Klahr et al. ( 1993) and Klahr et al (1990) studies displayed a 

tendency to focus on one dimension of a hypothcsis at a time, wlth the 

result that they sometimes missed important features of an 

experimental result that related ta other dimensions. In spite of this, 

many subjects in bath the Klahr and Dunbar (988) and Klahr et al. 

(1990) studies were able to make use of surprising findings. These 

subjects responded ta surprising findings by shifting to a goal of 

explaining the surprising result, which was often followed by a shIf't to 

different types of experiments and gencration of new hypotheses. 

The description of scientific reasoning as problem solving provlùe,-; 

a framework within which to investigatc scientific discovery proccs~les 

Work in this framework has shown that historical examples of 

scientific reasorung can be modeled qUltc successfully and has 

highlighted the Impol-tance of reasoncrs' having stratclf(es to constrall1 

their search for hypotheses and for data to induce over The theory 
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described in the next section makes tms issue of constraints more 

explicit. 

18 

1.2.2. Constratnmg the Inductive Process. Following the 

nineteenth-century philosopher Peirce, Rolland et al. 0986; see also 

Rolyoak & Nisbett, 1988) have argued that the "central puzzle of 

induction" is how induction is constrained. That is, given an infini te 

number of hypotheses that can be formed about the world, how does 

the reasoner decide which instances are worth attending to and which 

theories about them are Most plausible? 

Holland et al. (986) identified a number of heuristics and 

constraints that reasoners use to maximize the efficiency of induction . 

The first set of aids to induction are heuristics: strategies that might be 

considered guides in the generation of theories about the world. People 

use, for example, various reasoning schemata or templates. A 

reasoning schema regarding causality might be that it is important to 

determine both necessary and sufficient conditions for an effect to 

occur. In addition to strategies, which guide se arch through instances, 

Rolland et al. also identified cognitive limitations on the kinds of 

inference~ people can draw. Among these are temporal and statistical 

impediments to drawing inferences. It is unlikely that reasoners will 

perceive events as related if they occur far apart in time, or if one 

occurs with the other only on some occasions and not others. 

Some beha\;ors May function as both heuristics and limitations. 

Holland at al. (1986) identify a cognitive limitation of beginning the 
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process of drawing inferences when there are certain "triggering 

conditions," such as events that are unexpected or problematic. This 

reflects the argument from the empirical work reviewed above that 

when reasoners encounter inconsistent results they are required to use 

their inductive reasoning skills to make sense of the findmgs. The 

"triggering condi tion" of an unexpected event is aIso the basis of a 

heuristic identified by Holland et al. as the "unusualness" heuristic. 

Holland et al. stated that when two unusual or unpredicted events 

occur in close proximity to each other, the reasoner is likely to conclude 

that they are related to each other. Not only is induction brought into 

play by unexpected findings, but also the findings themselves become 

the basis for induction. The behavior observed by Holland et al. of 

attending to unexpected events and then reasoning about them to 

derive new hypotheses is similar to the heuristic Kulkarni and Simon 

0988, 1990) identified in Krebs's work of"focusing on surprising 

results." This behavior off ers a rich ex ample of how l'easoners might 

constrain induction in complex environments. 

Thagard (1989) offered other criteria for constraining induction. He 

argued that the goal in drawing inferences is to maximize the 

explanatory coherence of a them·y. Thagard modeled a theory as a 

system of propositions, which cohere to the extent that they explain 

one another or form anaIog relations among themselves. Propositions 

that make up the theory gain independent acceptability ifthey 

describe the results of observation. When reasoners choose 
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experiments and interpret findings in an attempt to maximize 

explanatory coherence, as Thagard has defined it, their inductive task 

is greatly constrained. 

Thagard designed the program ECHO to model his theory of 

induction. One consequence ofthat theory, which is evident in ECHO, is 

that induction does not have to rely on tl1e assumption that all data is 

valid. Hypotheses are judged on a relative basis, so a hypothesis is 

preferred if it explains more than its competitors, but it is possible that 

no one theory will explain aIl the available evidence. In such cases, 

some data may be discounted ifit is only explained by theories that fail 

on other grounds and is not explained by theories that are successful 

on other grounds. This model provides a possible explanation of why 

reasoners might ignore inconsistent evidence in some situations. 

Another consequence ofThagard's theory is that hypotheses are judged 

relative to other hypotheses rather than being accepted or rejected 

independently. Judgment researchers Einhorn and Hogarth (986) 

reached a similar conclusion while describing hypothesis evaluation as 

a "discounting" process where hypOtheses are accepted or rejected in 

comparison with other possible causal explanations. Einhom and 

Hogarth argued that causal judgments are updated in the face of 

alternative explanations, so evidence inconsistent with a hypothesis 

May not le ad to its rejection if there are no more viable candidate 

hypotheses. In these accounts, induction is perceived as a se arch for 

the best obtainable theory, not necessarily an ideal theory . 



• 

• 

• 

Use of U nexpected Findings 21 

Dunbar (1993) addressed another possible constraint on induction: 

the formulation of subgoals. Dunbar designed a computer-simulated 

molecular genetics laMratory in which subjects were given aH the 

necessary tools to rediscover an important genetic nntrol mechanism 

originally discovered by Jacob and Monod. In the first manipulation, 

subjects were shown a specifie mechanism and were led to believe that 

it was important for genetic control. In the course of designing and 

conducting sirrulated genetic experiments in the computer, the 

subjects were confronted with evidence inconsistent with their 

originally hypothesized mechanism. AlI subjects noticed and used 

inconsistent evidence to search for instances that would support their 

initial hypothesis, but only a third were successful in using 

inconsistent evidence to hypothesize an altemate, correct mechanism 

ofgenetic regulation. AlI subjects who maintained thei'" original 

hypothesis distorted inconsistem~ evidence to fit that hypothesis. In a 

second manipulation, Dunbar altered the molecular environment 50 

that suhjects could obtain evidence that confirmed their initial 

hypotheses before potentially going on to accow.t for continuing 

discrepancies in the data. In this experiment, three-quarters of the 

subjects hypothesized the correct alternate mechanism, significantly 

more than the one-third who reached this hypothesis in the first study. 

Dunbar (1993) argued that subjects in the first manipulation were 

blocked from using inconsistent evidence to generate new hypotheses 

because of the goal they had set of finding evidence for their initial 
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hypotheses. This is similar to the finding in Klahr et al. (1990) and 

Klahr et al. (1993) that subjects focused on one dimension of data at a 

time, and sometirnes failed to notice other aspects of a result that 

might contradict their hypothescs. Subjects in the second Dunbar 

(1993) manipulation were given the opportunity to reach their initial 

goal and were then observed to go on to take inconsistent evidence inta 

account. Thus Dunbar's work suggests that setting subgoals is one 

heuristic reasoners May use to constrain the inductive search. This 

study also provides another example where an induction heuristic was 

identified by observing reasoners' responses to obtaining inconsistent 

evidence. Dunbar's research helps explain other researchers' findings 

in which people ignored inconsistent evidence. While these researchers 

in some cases did not know why subjects ignored inconsistent data, 

according to Dunbar it is because of the goals subjects set. These goals 

determine how reasoners interpret evidence: not always in relationship 

to their overall hypotheses but rather in relationship to goals they have 

set in the course of investigating those hypotheses. 

12.3. Concluswn. The theoretical work discussed in this section 

has provided frameworks for investigating scientific reasoning and has 

highlighted some general points about subjects' approaches to the 

inductive problem of formulating viable theories with only 

experimental data and sorne prior knowledge ta draw on. While some 

discoveries have been made, and no doubt continue to be made, using 

theory-free, data-driven induction, Many other insights can only be 
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derived by using hypotheses and experim~nts to guide search through 

large spaces ofpotential theories and data. Scientists may use 

techniques such as focusing on surprising findings to guide induction, 

and strategies like this one may conflict with other heuristics, such as 

being unwilling to relinquish deeply held prior beHefs or setting 

subgoals while carrying out an inductive search. It is clear that in 

dealing with prohlems of any degree of complexity, reasoners use a 

variety of strategies 10 guide inductive search. 

In comparing the conclusions of the experimentalliterature 

(discussed in the first part ofthis chapter) with those of the cognitive 

science literature, it is important to realize that there are conceptual 

differences in the two bodies ofwork concerning what kind ofevidence 

is considered to he inconsistent or unexpected. This distinction will be a 

fundamental one throughout this thesis. U nexpected findings are not 

necessarily inconsistent findings. For example, a scientist might 

hypothesize that a molecule will cause cell growth, and based on past 

experience might expect growth on the order of 20 to 30?r. If the 

finding is that there was 150% growth, the result would he unexpected 

and yet still consistent with current hypotheses (the moelcule did 

cause cell growth). The two main bodies of literature reviewed in this 

chapter place different emphases on the inconsistency and 

unexpectedness of ~xperimental findings. The experimental psycholo~y 

literature focuses on how subjects respond to data that is inconsistent 

with their current hypotheses. Researchers are not interested in how 



• 

• 

• 

Use ofUnexpected Findings 24 

the subjects respond whenever they are surprised; theyare interested 

only in how the subjects respond whenever they confront data that is 

not consistent with their hypotheses. On the other hand, cognitive 

science researchers discussed in this chapteJ' are interested in how 

reasoners respond to the "unexpected" (Holland et al., 1986) or 

"surprising" (Kulkarni and Simon, 1990). No specifie reference is made 

to whether surpnSlng or unexpected occurrences violate the reasoner's 

or scientist's CWTent beliefs. In this thesis, analyses about scientists' 

response to data will ~ategorize data as unexpected or inconsistent 

where appropriate. 

1.3. The Paradox Predictzons {rom the Two Literatures Conflict 

Induction in reasoning has been studied from multiple 

perspectives, including hypothesis testing and problem solving. From 

both ofthese perspectives, researchers have identified heuristics and 

constraints on reasoning as critical to explaining people's performance 

in reasoning in information-rich environments. Despite agreement on 

the importance of constraints, however, there has been sorne 

disagreement about the form these constraints take. For example, an 

intriguing paradox has emerged conceming how people respond to 

unexpected or anomalous instances, or data. While the experimental 

Iiterature led to the conclusion that subjects ignore inconsistent 

findings, more theoretical cognitive science work argues that reasoners 

focus on the unexpected This disagreement is important because 
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responding to unexpected and inconsistent data poses a major 

challenge for inductio: •. This section will recapitulate the evidence on 

both sides of the controversy and will discuss the kind of evidence that 

might be required to resolve the paradox. 

Experimental psychologists have generally concluded that subjects 

ignore data inconsistent with their hypotheses. An initial impetus for 

this cC'nclusion came from the work of Mynatt et al. (1978). In that 

~tudy, subjects working with a complex version of the "simulated 

universe" task discounted or disregarded inconsistent evidence, instead 

maintaining their current hypotheses. Later experiments by Gorman 

(1986) and Brewer and Chinn (1991) introduced parameters that 

seemed to mimic aspects of real-world science, namely the presence of 

potential error in the data and entren.~hed belief in a current 

hypothesis, respectively. In both cases, subjects tended to disregard 

evidence inconsistent with their hypotheses. Therefore, the 

experimentalliterature seems to make a compelling case that human 

reasoners ignore inconsistent evidence, especially in circumstances 

MOSt like those in real-world science. 

In contrast, theoretical work by cognitive scientists makes a strong 

case for the importance in inductive reasorung of focusing on 

unexpected findings. Holland et al. ( 1986) argued that paying attentIOn 

to unusual or unexpected events is a common reasoning heuristic. 

Kulkarni and Simon (1990) argued that it was crucial for the scientist 
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Krebs to focus on unexpected results in preference to aIl other findings, 

and they built this heuristic into their model of scientific reasoning. 

The paradox is this: if, according to cognitive science research, 

reasoners focus on unexpected findings, what cao be made of the fact 

that experimental subjects seem 10 do just the opposite when 

confronted with inconsistent evidence? One might be led to the 

conclusion that, at least on science-like problems, most numans are 

poor reasoners. If actual scientists' performance were similar to that of 

experimental subjects, it would be hard to explain how scientific 

advances occur at a1l. 

However, the issue may be more complicated than tbis. The 

differering conclusions may stem from factors related to the types of 

experiments that have led to the conclusion that subjects ignore 

unexpected data. One indication that seemingly miner variations in 

the experimental situation can have profound effects on reasoning 

strategies is given by Dunbar's (1993) experiments using a simulated 

molecular biology laboratory. In an initial experiment, most subjects 

ignored inconsistent data as they struggled to achieve their initial 

experimental goal. However, in a subsequent manipulation, where 

subjects were allowed to achieve their initial goal before confronting 

inconsistent data, most subjects paid attention to and made use of 

inconsistent tindings. Conflicting findings like these highlight the 

difficulty of designing experimental situations that accw-ately reflect 

what goes on in real-world science . 
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Dunbar (in press) presents several arguments regarding the 

danger of genere.lizing from experimental studies of scientific 

reasoning to the way real-world scientists reason. First, contemporury 

science takes place in a social setting, whereas Most cognitive work has 

focused on individuals. Second, psychologists have almost exclusively 

used tasks that are not "real" scientific problems. Third, the subjects 

studied are generally non-scientists. Fourth, subjects in experimental 

studies are asked to work on problems that require a short amount of 

time to solve and require no extensive knowledge of the scientific topic. 

While experimental psychology has focused attention on important 

issues about reasoning in science-like settings, it is not clear that It IS a 

good model for what goes on in real-world science. Because the 

ultimate goal of experiments is 10 shed light on what happens in the 

real world, one way of providing a balance for experimental work is 10 

conduct research on scientific reas'oning in real-world laboratories. 

Following the terminology of Dunbar (in press), this type ofreal-world 

research may be termed in vivo,3 which contrasts it against 

psychologists' experimental studies of subjects' reasoning strategies, 

such as those described earlier in this paper, which are referred to as 

in vitro. 

3In biology, ln Ultro research is done outside of the living organIsm, 

for example in test tubes or with tissue slices. In VlVO research is done 

with the living organism, for instance by injecting somcthing. 
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The following chapters will descrihe in vitro research in which 

scientific reasoning is heing investigated in real-world laboratories. 

Specifie predictions regarding use ofunexpected findings will he made, 

hased on the literature reviewed in this chapter. The methodology used 

to analyze the real-world data will he descrihed, and findings will then 

he presented and discussed . 
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2. Predictions 

The data and the methodology used in the CUITent research wi II be 

described in detail in the next chapter. Briefly, four laboratory 

meetings of a prominent immunology lab were tape recorded, 

transcribed, and coded along s uch dimensions as w hen reasoning 

occurred, when group members interacted, and when new hypotheses 

were proposed. Using this coded data, it has been possible 00 

investigate questions about how scientists respond to unexpected 

findings. 

The data analyzed in most of this thesis was categorized by 

whether findings were unexpected, as opposed to inconsistent. As was 

argued in the last chapter, these two types offmdings are not 

necessarily the sarne. It may be that sorne unexpected findings are 

inconsistent and sorne unexpected findings are consistent with the 

researcher's current hypotheses. This discrepancy occurs because 

predictions for an experiment's outcome are based not always on what 

a hypothesis would predict but in sorne cases on other empirical or' 

theoretical knowledge the scientist brings to bear. For clarity in the 

reporting of results, only one of these categories could be used to 

analyze data. Unexpected findings rather th an inconsistent findings 

were analyzed for the following reasons: There is a direct link between 

expectations scientists set for an experiment and determining whether 

a finding meets those expectations. The predictions and results are 
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reported at the same level and with the same language (e.g., "This 

antibody will prevent binding of cells 10 tissue," "This antibody 

prevented only some binding"), so it is straightforward to determine 

whether a finding matched a prediction; that is, whether the finding 

was expected or unexpected. In contrast, the determination of whether 

a finding was inconslstent with a hypothesis requires multiple steps. 

First, it must he determined what prediction a hypothesis (e.g., "This 

Molecule Mediates homing of these cells to this organ") would support 

for a particular finding, and only then can the actual finding (e.g., 

"This antibody prevented some binding") be compared with this 

prediction. Because the determination ofwhether a finding was 

unexpected required one straightforward step, and the determination 

of whether the finding was Inconsistent required two steps, it was 

decided to analyze most data in terms of response 10 unexpected, 

rather than response to inconsistent, findings. 

Literature revÎt:wed in the previous chapter can he used to make 

predictions about how real-world scientists will respond to unexpected 

findings; that is, findings that are' difTerent from the predicted finding 

The questions and predictions 10 be addressed in this thesis are as 

follows: 

2.1 Do Scientists Obtazn Unexpected Findings? 

Klayman and Ha (1987) have argued convincingly that the base 

rates of expected and unexpected findings ohtained will affect 



• 

• 

• 

Use ofUnexpect~d Findings 

experimentation strategies. Therefore, it is oftheoretical as weIl as 

practical interest te determine how many unexpected findings 

researchers received. The literature reviewed in this paper does not 

provide mu ch guidance as to what frequencies of unexpected findings 

would be expected in the CUITent study. 

31 

In the experiments described in Chapter 1 that employed science­

like tasks, whether subjects obtained inconsistent findings was to sorne 

extent a function of how the experimenter designed the task. For 

instance, Dunbar (1993) and Brewer and Chinn (1991> deliberately 

designed their tasks so subjects would be forced to confront 

inconsistent data. Therefore, it is difficult to predict from experimental 

data whether real-world scientists will obtain inconsistent findings 

frequently, occasionally, or almost never. 

The theoretical work by cognitive scientists also does not make 

definite predictions about this question. However, this work does seem 

to include underlying assumptions about the relative frequencies of 

obtaining expected and unexpected data. Rolland et al. (986) refel' to 

unexpected events as "triggering conditions" for inductIOn te take 

place. This kind of reference seems to indicate that lriggenng 

conditions oecur against a background of normal, expected occurrence~ 

and thus occur wlth regularity but are relatively mfrequent. Kulkarnl 

and Simon's (1988, 1991> KEKADA model had heuristlcs built in 

requiring the model to prioritize the following up of surprising findi ngs 

over aIl other goals. This method of priontizing seems to assume that 
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surprising findings would be fairly uncommon but important when 

they did oeeur. 

32 

Because the literature does not allow for firm predictions about 

how frequently scientists will eneounter unexpected findings, it will be 

important to determine how often this does occur in real-world data. 

2.2 Do Scientlsts Focus on Unexpected Findings? 

After determining whether scientists in the sample obtain 

unexpected findings, the nen step is to ask whether they pay attention 

to these kinds of findings. Response to expeeted findings is used as a 

benchmark against whieh to judge level of response to unexpected 

fmdings. It is possible that scientists could pay less attention, similar 

amounts of attention, or more attention to unexpected findings than to 

expected findings. The specifie variables used to measure whether 

scientists "pay attention ton unexpected findings will be described in 

Chapter 4. 

From the literature reviewed in Chapter 1, it is possible to make 

definite, if conflicting, predictions about what scientists will do when 

they confront unexpected data. As was discussed in Section 1.4, 

experimental psychology literature (e.g., Brewer and Chinn, 1991; 

Gorm an , 1986; l\lynatt et aL, 1978) has led to the general conclusion 

that subjects ignore inconsistent findings, preferring instead to 

maintain their CUITent hypotheses. By contrast, theoretical cognitive 

science work (e.g., Holland et al., 1986; Kulkarni and Simon, 1988, 
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1990) has emphasized the importance of focusing on unexpected 

findings. Even without clisregarding the distinction between 

inconsistent and unexpected findings, the predictions the two bodies of 

research make are quite different, so a major goal of the CUITent 

research will be to answer the question ofwhether real-world scientists 

do in fact pay attention to unexpected finclings or whether they ignore 

them. 

The amount of reasoning and interacting about ul1expected 

findings will be compared to the amount for expected fmclings. This 

analysis will be done separately for the presenter and for other group 

memhers. If scientists reason and interact tittle about unexpected 

findings, it will be concluded that the prediction from the experimental 

psychology literature is correct and that scientists ignore unexpected 

findings. If scientists reason and interact equally about unexpected 

and expected findings, it will he concluded that scientists do not ignore 

unexpected findings, but they also do not focus preferentially on them 

(that is, not more than they do on expected findings). If the scÎentlsts 

reason and interact significantly more about unexpected findings than 

expected findings, it will be conditionally concluded that the cognitive 

science prediction is correct and that scientists focus on unexpected 

more than expected findings. 

The "condition al" conclusion in the last sentence reflects the f'act 

that even large amounts of reasoning and interacting about an 

unexpected finding may not inclicate that the scientists are truly 
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interested in the implications of that finding. As Chinn and Brewer 

0992, 1993) argue, scientists May reason about unexpected data but 

only to reject it, exclude it, or reinterpret it as consistent with their 

theories. These responses May be grouped together as attempts to 

"explain away" the finding rather than trying to make sense of it 

theoretically. If the scientists' only purpose in reasoning about 

unexpected findings was to find grounds for explaining them away, it 

would not be reasonable to conclude that they had truly focused on 

these findings. Therefore the goal of reasoning will be evaluated and 

reported before any conclusÎ<'n is drawn about whether scientists foeus 

on unexpected findings . 

2.3 Do Scientists Make Use of Unexpected Findings? 

In addition to asking whether scientists pay attention to 

unexpected findings, it will also be possible to ask whether they 

actually use these findings to advance their work. It is possible, for 

instance, that scientists might spend a lot of time talking about 

unexpected findings but only to dismiss their importance. It would be 

more interesting to know wh~theJ' the seientists do in faet make use of 

unexpected findings to change thei~ representations of biological 

phenomena. 

For this question, predictions about how scientists will make use of 

expected and unexpected findings are diffieult to make. The 

experimentalliterature is often Dot explicit in distinguishing between 
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paying attention to and making use of inconsistent findings. In part 

this is because hypotheses and instances are often identical in tms 

work (cf. Klahr & Dunbar, 1988), so noticing an unexpected finding 

should be tantamount to rejecting the current hypothesis. In 

experiments where the relationship between data and hypothesis is not 

so clear, subjects are often reported to make use of inconsistent 

findings to change their hypotheses if they did in fact notice the 

inconsistent data (e.g., Dunbar, 1993; Mynatt et al., 1977). The 

cognitive science work would lead to the prediction that reasoners will 

not only pay attention to unexpected events, but will also use them to 

change their beHefs about how the world works (Holland et al., 1986) . 

The modeling of scientific research embodied in KEKADA would 

particularly support the prediction that successful scientists wiH 

reorient their entire research programs when they confront unexpected 

findings (Kulkarni and Simon, 1988, 1990). Therefore, a review of the 

literature would lead to the prediction that if scientists pay attention 

to unexpected findings, they will then make use ofthem. 

The primary measure of "making use of' an unexpected finding 

that will be used in this thesis is whether scientists propose new 

hypotheses in response to the finding. If scientists generate new 

hypotheses in response to unexpected findings. it will be concluded 

that they made use of unexpected findings. The patterns of new 

hypotheses generated in response to expected and unexpected findings 

will aIso be compared, again separately for presenter and other group 
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members. However, the meaning of a comparison between expected 

and unexpected findings is not immediately evident. It is not clear 

whether scientists should generate new hypotheses in response to 

expected findings. If the findings obtained are expected. it may indicate 

that the scientists' current hypotheses are correct, so new hypotheses 

are not required. The overall number of new hypotheses generated in 

response to unexpected findings is important because it indicates to 

what extent the scientists made use of the se findings. The comparison 

of number of new hypotheses about unexpected compared to expected 

findings is less important bccause the interpretation of such a result is 

unclear. However, statistics about the comparison between expected 

and unexpected findings will be reported for completeness . 
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3. Method 

In order to test the preceding ideas, it was necessary first of aIl to 

installtiate terms like "make use of' in particular events that could be 

identified when the y occur during a meeting. For instance, the term 

"make use of" was instantiated as new hypotheses relating to a finding. 

Then these events (e.g., new hypotheses) had to be recorded each time 

they occurred; that is, the file had to be coded along these dimensions. 

Finally, it was necessary to count the number of times certain events 

occurred in conjunction with other events (for instance, the number of 

times a new hypothesis occurred in response to an unexpected finding). 

This chapter describes the data analyzed for this thesis and the 

method by which it was coded and analyzed. 

3.1. Data 

The current research makes use of data collected in world-class 

biology laboratories in 1991-92 (see Dunbar, in press, for a more 

detailed description). For this thesis, data from laboratory meetings of 

an immunology laboratory were analyzed. This laboratory, located at 3 

major U.S. university, is run by a senior researcher who is a leader ln 

bis field. The laboratory included 22 postdoctoral fellows, 5 graduate 

students, and 4 technicians. For the purpose ofmaintaining 

confidentiality, the names of researchers and certain identifying 

information about their work were disguised in this report. However, 

despite the requirement that researchers on this project disguise in 
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publications a1l identifying information about the labs, in gathering 

data Dunbar was given free access to aIl proceedings in the laboratory. 

The following types of data were collected in this laboratory: tape 

recordings oflaboratory meetings, tape recordings of interviews with 

individual researchers, grant proposaIs, and drafts of papers. Four 

laboratory meetings have been analyzed for this thesis. Two different 

postdoctoral fellows presented their work at these meetings, with each 

presenting at two of the meet ings. One of the presenters was chosen for 

this thesis because an important discovery occurred during the second 

of the two meetings at which he presented. The otàer presenter was 

selected to provide a balance; no major theoretical advances occurred 

at either of the meetings analyzed where he was the presenter. While 

the tape-recorded lab meetings form the data set for this thesis, 

information from the other sources listed was also used to clarify the 

content of statements made during the lab meetings. 

Laboratory meetings lasted from one to two hours and consisted of 

the presenter informing the lab about his current work, including 

describing the methodology of recent experiments and reporting 

experimental findings. In each of the meetings analyzed, the principal 

investigator of the lab was present, along with other lab members, who 

asked questions of the presenter and discussed his findings with him. 

The general role of lab meetings was to keep lab members informed 

about what each was doing and to provide feedback to the lab memher 

who was presenting. Because ofthis "feedback" function oflab 
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meetings, it is not uncommon for lab members to suggest new 

interpretations of data during them. In other words, some scientitic 

theorizing that OCClu s in this laboratory occurred during lab meetings. 

Other theorizing probably occurred during one-on-one interactions 

with other lab members or when the researcher was working alone. 

3.2. Overview of Procedure 

In this section, a general overview of the procedure used to code 

the lab meetings is provided. In the next section, the coding scherne 

utilized is described in more detail. 

Each of the laboratory meetings was transcribed from audiotape to 

typewritten fonn by a transcriber familiar with the names and 

corresponding voices ofmembers of the lab and also familiar with 

terminology used in this labo After being transcribed, each transcript 

was subdivided inta verb phrases. Figure 1 depicts a portion of a 

transcribed file that has been separated by verb phrase. 

Insert Figure 1 a:Jout here 

Alter each transcribed file was separated by verb phrase, it was 

imported into a database prograrn called MacSHAPA (Sanderson, 

1993), as depicted in Figure 2 . 
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rnsert Figure 2 about here 

Within the Basic coding file, verb phrases were coded along a variety of 

dimensions, which will be described in detail in the next chapter. The 

dimensions pictured in Figure 2 are Reasoning and Experimental 

Classification. 4 Each group ofText cells that comprises one coding on a 

particular variable is coded just once for that variable. For example, in 

Figure 2 the Text cells 478 and 4 79 w~re coded as Similarity by one 

Reasoning cell (ce1l30). One Reasoning cell represents a Reasoning 

"block" that occurred in the Text cells; that is, one Reasoning coding 

typically encom passed more than one Text cell. 

The final stage in the coding process was the creation of a Macro 

file, which stores information about multiple coded meetings. In the 

Macro file, new hypotheses proposed at each meeting were coded 

(Figure 3), and total counts ofvarious events that were coded in the 

Basic databases are recorded (Figure 4). 

4 N ames of coding variables will be capitalized in the Method 

chapter (Chapter 3) and in the parts of Chapter -i where results are 

reported. Elsewhere, for ease of exposition, the y will not be capitalized . 
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Insert Figures 3 and 4 about here 

3.3. Coding Scheme 

In addition to the variables in each file for recording Text of the 

meeting and Who was speaking, each meeting was coded over many 

other dimensions. The general coding scheme used for analyzing this 

data is very detailed and makes it possible to ch art the step-by-step 

changes in reasoning and representations that occur. The codings are 

currently being used to build models of the changes in representation 

that occur in a meeting. This section describes the particular variables 

that are utilized in this thesis, which faH into five broad areas. 

3.3.1. Interactions. The first major coding variable was 

Interactions, which was coded in the Basic coding file. This variable 

was used ta code interpersonal exchanges during the meetings. 

Whenever someone other than the presenter said something, it was 

recorded as an Interaction. The Interaction block extended from the 

beginning of the group member's statement to the end of the 

presenter's response, if any. Portions of the meeting when the 

presenter was giving his pre-planned talk were not coded as being part 

of any Interaction . 
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3.3.2. Reasoning Types: Induction, Deduction, Similarity. The 

second m~or class of codings was Reasoning variables, of which three 

were analyzed for this thesis: Induction, Deduction, and Similarity. 

These were coded in the Basic coding file and were defined as follows: 

(A) Induction. The speaker is trying 10 abstract some common 

element out of several examples of something. 

(B) Deduction. The conclusion follows logically from the premise. 

There is no piece of evidence you can give that would 

invalidate the conclusion, as long as the premise is true. Often 

characterized by if, then statements (e.~!., "Ifit's true that any 

antibody can block this binding, then this one should do it. ") . 

(C) Similarity. Any instance where the speaker refers to this 

phenomenon as being "similar to" or "just like" something else, 

or "not like" or dissimilar to something eise. Any comparison. 

There must be some explicit comparisonlcontrast drawn: X is 

"bigger than," "smaller than," "more important than," "clearer 

than" Y, or "both X and Y have property Z." 

Induction and Deduction were treated as mutually exclusive 

codings, but either could co-occur with Similarity. 

3.3.3. The Reasomng Goals. Each meeting was coded for the Goal 

of Interactions and Reasoning. The three Reasoning Goal categories 

were the following: 
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(A) Theory Build. This included statements that had the general 

goal ofmaking theoretical sense out offindings; that is, uSlng 

the information provided by experimental findings to propose 

biologicall\-Iechanisms that might be present. 

(B) Explain Away. This included statements in which the speaker 

attempted to discount findings, for instance by arguing that 

the assumptions underlying an experimental manipulation 

were incorrect or that the manipulation was carried out 

incorrectly. 

(C) Neither. These statements did not fit into either of the other 

two categories . 

3.3.4. Experzments and Outcomes. The coding variable Classify 

(also referred to as Experimental Classification) was used to trace ail 

references to various lines of experimentation. Use of this variable 

allowed all refp.rences to a specifie manipulation to be followed trom the 

initial description of a manipulation through reporting of the findi ngs 

from the experiment and rmally through initial reactions to and 

interpretation of the findings and group discussion of the meaning of 

the findings. This variable was coded in the Basic coding file and 

employed an alphanumeric code to classify ail experiments referred to 

by the presenter in sorne level of detail. The classification was 

hierarchical, with the generalline of experimentation being the hlghest 

level, followed by the particular experirnent, the specifie condition 
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within the experiment, and so on. At the most basic level, a code 

describes an expcrimental condition. In turn, groups of conditions 

together make up an experiment. That is, within any given experiment 

there may be one or more control conditions and one or more 

experimental conditions. 

AIl verb phrases were coded as referring to one or more 

Experimental Classlfications, whenever an experiment was being 

referred to. 

The Outcome of each experimental condition was coded in one of 

the following three categories: 

(A) Expected. The results pertaining to this experimental 

classification were as the presenter predicted. 

(B) Unexpected. The results pertaining to this experimental 

classification were different than the presenter predicted. 

(C) Indeterminate. The condition was explora tory; that is, the 

presenter made no prediction about the outcome of this 

experimental condition, or the presenter's expectation could 

not be determined. 

The presenter's prediction for an experimental finding was 

determined from pre-talk interviews, from statements during the 

presentation, and in a few cases from retrospective accounts of the 

experiments performed . 
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3.3.5. Mechanism and New Hypotheses. The coding variable 

Mechanism recorded the scientists' representation of the in ultra 

research. Mechanism was coded in the Basic coding file. The tbllowing 

categories were coded: 

(A) Actor. The specifie object that the scientists posit as being 

involved in an event. 

(B) Action. The particular action that an actor performs. 

(C) Recipient. The object that the actor performs the action upon. 

For example, if the proposed Mechanism was "X cells bind to brain 

tissue," Actor would be coded as "X cells," Action would be coded "bind 

to," and Recipient would be coded "brain tissue." 

Any or all of these slots were coded whenever a speaker was 

refeITing to an underlying biologie al mechanism. The codings utilized 

similar language to that used by the researcher. 

The Mechanisms }>ostulated by researchers constituted their 

current representation of how a biological mechanism functions, and 

changes in how classification 810ts were coded could indicate changes 

in the speakers' representation of the biological mechanism. When 

such a change in representation occurred, it was coded ln the Macro 

fue as a New Hypothesis. A change in Mecharusm was coded as a New 

Hypothesis ifit met aIl of the following criteria: 

(A) Two of the slots remain substantively constant while another 

one changes substantively. (The use of the word "substantive" 
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in the preceding sentence reflects the fact that minor changes 

in vocabulary do not always reflect a change in meaning.) 

(B) The hypothesis has not been advanced earlier in the meeting 

or in an interview prior to the meeting. 

(C) The hypothesis is no t, to the best of the author's knowledge, 

the commonly accepted beHef about this mechanism in the 

field. 

New Hypotheses were advanced by both the presenter and by others 

present at the meeting. 

3.4. Method ofObtainmg Statisticallnformation {rom Coding of Data 

After the meeting transcripts were coded, data was compiled for 

statistical analysis. The number of Interaction blocks, Reasoning 

blocks, and New Hypotheses referring to each Experimental 

Classification was counted. These counts were performed separately 

for Reasoning blocks and New Hypotheses ofTered by the presenter and 

by other group members. Therefore, each Experimental ClassificatlOn 

had a total of five numbers associated with it (presenter New 

Hypotheses, group New Hypotheses, presenter Reasoning blocks, 

group Reasoning blocks, and Interactions). These five numbers for each 

Classification were stored in the Macro file (see Figure 4). The 

Experimental Classifications were categorized as to whether the 

Outcome of the Con'esponding condition was Expected, Unexpected, or 

Indeterminate. Statistical tests (described in the next section) were 
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performed using the Expected and Unexpected Classifications as 

categorizing variables and the five numbers associated with them as 

dependent measures. 
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For later analyses, the total number of Reasoning blocks about ail 

Expected and all U nexpected findings was categorized by Reasoning 

Goal (Theory Build, Explain Away, Neutral). 

3.5. Statistical Methods Utilized 

The numerical data obtained using the procedure described in the 

last section made it possible to address the questions outlined in the 

previous chapter. The data were analyzed using standard 

nonparametric statistical techniques. Most of the analyses were 

performed using the Mann-Whitney rank test (with the U statistic), 

which is a test for nonparametric data that is analogous to a t-test for 

parametric data. The non-parametric test was used because the data 

obtained did not follow a normal distribution. Data in Tables 1 through 

4 were analyzed using a contingency table test (with the Chi Square 

statistic). 

In the Mann-Whitney tests, the condition in an experiment was 

used as the unit of analysis. The dependent measure was the number 

oftimes particular events (e.g., Interactions) occurred in relation to 

that condition. Because some Interactions (or Reasoning blocks, etc.) 

referred to more than one condition, the total number of Interactions 

entered into the analysis was greater than the aetual total number of 
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interactions in the four meetings (that is, some Interactions were 

double- or even triple-counted over more than one experimental 

condition). In addition, it is likely that the number of items such as 

Interactions for one experimental condition might be correlated 
, 

(positivelyor negatively) with the number for another condition. For 
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example, Interacting about one finding might be positively correlated 

with Interacting about a related finding and negatively correlated with 

Interacting about sorne unrelated finding. For these reasons, the data 

analyzed for this thesis do not fuI fi Il the assumption of independence of 

observations underlying ail standard statistical te~ts. However, the 

results of the analyses are still interpretable as long as this reservation 

is kept in mind, and the rank test is the best technique available for 

analyzing this type of data. 

The significance level for ail experimental analyses was set at 

p < .05. The p value used for Mann-Whitney analyses was adjusted for 

ties . 
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4. Results and Discussion 

Using the methodology described in the previous chapter, it was 

possible to answer the questions posed in Chapter 2 using standard 

statistical technique,:. Results are reported as to how frequently 

scientists obtained unexpected findings and how they responded when 

they obtained them. The first three sections of this chapter mirror 

those of the Predictions chapter; later sections address issues that 

arose out of the analysis. 

4.1. Do Scientists Obtmn Unexpected Findings? 

The major question addressed in this thesis is how scientists 

respond to unexpected findings. Before addressing the scientists' 

responses to such findings it is important to determine whether and to 

what extent scientists obtain ullexpected findings. 

As described in the previous chapter, aIl experimental conditions 

reported on at the four meetings were classified by means of an 

alphanumeric code, and groups of conditions together made up 

experiments. In these four meetings, a total of 16 experiments were 

reported on, consisting of 70 experimental conditions (for a Mean of 4.4 

conditions in each experiment). 

The result for each of the experimental conditions that the 

scientists used was classified as having eithr-r Expected, Unexpected, 

or Indeterminate Outcome. There were 22 Expected Outcomes, 27 

Unexpected Outcomes, and 21 Indeterminate Outcomes. Only data on 



• 

• 

• 

Use of Unexpected Findings 

Expected and Unexpected tindings will be reported in this thesis, 

because the focus of the experimental questions is on response 10 

Unexpected findings and the contrast with response to Expected 

findings. 
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These findings clearly demonstrate that obtaining unexpected 

outcomes is a normal part of scientific life in this laboratory. Twenty­

seven conditions led to in unexpected findings, resulting in two-thirds 

of the experiments containing at least one condition with an 

unexpected result. Scientists are constantly faced with the issue ofhow 

10 respond to unexpected findings. 

4.2. Do Scientists Focus on Unexpected Findings? 

In this section, the question of whether scientists focus on or ignore 

unexpected findings will be addressed. Two measures were used ta 

determine how m uch attention scientists pay to expected and 

unexpected findings. The measures used were number of reasoning 

blocks and number of interactions about a finding. A reasoning block is 

a set of contiguous sentences in which a person reasons about a 

finding. The more reasoning blacks that refer ta a finding, the more 

attention is paid to the finding. The number oftimes group members 

addressed a comment to the speaker about a finding was also used as a 

measure of attention paid to that finding. As argued in the Predictions 

chapter, the amounts of reasoning blocks and interactions can be 

compared for expeèted and unexpected findings ta determine whether 
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scientists pay more attention to one type of finding than the other. 

Results are first given for the presenter, with the measure being how 

much reasoning the presenter did about different types of findings. 

Next, the findings for group members are reported, including both 

reasoning by group members and number of interactions that group 

members initiate about a finding. Finally, data about reasoning goals 

is reported. 

4.2.1. Presenter reasoning. The first set of findings concerns 

reasoning by the presenter. Experimental conditions to which the 

presenter refen·ed in one or more Reasoning blocks were counted. The 

experimental conditions were categorized by Outcome. There were a 

total of 43 presenter Reasoning blocks about Expected findings and 164 

about Unexpected findings. There were significantly more Reasoning 

blocks about U nexpected than about Expected findings, U( l, N = 49) = 

175, p < .05. The Mean rank for Expected findings was 19.46, wh.tle the 

mean rank for Unexpected findings was 29.52. Thus, according to this 

measure presenters not only pay attention to Unexpected findings, 

they pay more attention to Unexpected than Expected finrungs 

4.2.2. Spontaneous and prompted presenter reasomng. The 

previous result shows that presenters Reason more about Unexpected 

than about Expected findings. However, it does not prove that 

presenters would, ofthelr own accord, reason more about Unexpectcd 

findings. Another possibility is that group members direct the 

~-------------
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attention of the presenter toward Unexpected findings that the 

presenter might otherwise ignore. If that were the case, the 

preferential attention paid to Unexpected findings should be attributed 

to the group, not to the presenter. 

To assess whether presenter Reasoning about U nexpected finclings 

was spontaneously offered or was only given in response to prompting 

from the group, the following analysis was performed. Those Reasoning 

blocks in each macro file that occurred within an Interaction block 

were counted separately from Reasoning blocks that did not occur 

within an Interaction. That is, those Reasoning blocks in which the 

presenter was responding to a question or statement from somebody in 

the group by Reasoning were coded as Prompted Reasoning. Presenter 

Reasoning blocks that were not part of an Interaction were coded as 

Spontaneous Reasoning. In general, Spontaneous presenter Reasoning 

occurred during the pre-planned portion of the presenter's talk. 

The numbers of Reasoning blocks offered Spontaneously by the 

presenter were 34 for Expected finclings and 87 for U nexpected 

findings. There were significantly more Spontaneous presenter 

Reasoning blocks about Unexpected findings (mean rank 30.00) than 

Expected (mean rank 18.86) findings, UO, N = 49) = 162, p < .05. 

Turning to the data on Prompted Reasoning by the presenter, the 

presenter was prompted by group members to offer 9 Reasoning blocks 

about Expected finclings and 77 about Unexpected findings. Although 

there is a tendency for the presenter to reason more about U nexpected 
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findings in his Prompted statements, a Mann-Whitney test on this 

data failed to reach significance.5 
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Based on this analysis of spontaneous and prompted presenter 

reasoning, it can be concluded that presenters do not need to be 

prompted to reason about unexpected fmdings; they voluntarily reason 

about these fmdings. Furthermore, not only do presenters not ignore 

unexpected findings, they spontaneously reason more about them than 

about expected findings. 

4.2.3. Group interactlOns and reasoning. In tbis section, data on 

whether group members ignored or focused on Unexpected findings is 

reported. Group response to a finding can be measured in two ways: by 

5This negative result May at tirst seem surprising, because there 

were Many more total Prompted Reasoning blocks about Unexpected 

than about Expected findings. However, the distribution of Reasoning 

blocks over findings was such that many tindings in both categories 

had zero or very few Prompted Reasoning blocks associated with them. 

A few Unexpected findings received a great deal of Prompted 

Reasoning; however, a rank analysis does not take into account 

absolute size of the dependent measure on difTerent findings, only 

relative rank ordering. Therefore, using the Mann-Whitney rank 

analysis, no significant difTerence in mean rank between Unexpected 

and Expected findings was found. 
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the number of Interactions that pertain ta the finding and by the 

number of Reasoning blocks offered by a member of the group (not the 

presenter) that pertain to a findiilg. 

There were 23 Interactions about Expected findings and 176 about 

Unexpected fmdings. There were sigu.ificantly more Interactions about 

Unexpected (me an rank 28.33) than about Expected (mean rank 20.91) 

findings, un, N = 49) = 207, p < .05. 

There were 4 group Reason.ing blocks about Expected findings and 

91 about Unexpected findings. Although the trend is taward more 

group Reasoning about U nexpected findings, the Mann-Whitney test 

failed to reach significance.6 

Group members clearly did not ignore unexpected findings, but 

only on the measure of number of interactions did they focus on 

unexpected findings. 

4.2.4. Goal of Reas oni ng. Before the findings presented thus far are 

discussed, the results of one final analysis will be reported. As 

described in the previous chapter, Reasoning blocks were coded as ta 

the Goal of the Reasoning in one of the three following categories: 

6As with the Prompted Reasoning measure, the distribution of 

Group Reasoning (with Many findings in both categories receiving 

Httle or no Reason.ing) was such that the Mann-Whitney test found no 

significant difference in Group Reasoning between the two categories. 

----------------------
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TIleory Build, Explain Away, and Neither. Table 1 shows the number 

of total (group and presenter) Reasoning blocks devoted to each Goal. 

Insert Table 1 about here 

The data in Table 1 indicate that the scientists at these meetings spent 

very little time trying to Explain Away experimental findings, be they 

Expected or Unexpected findings. Instead, the majority of their 

Reasoning used findings to Build Theory. To test whether the relative 

proportion of Explain Away Reasoning was the same for Expected and 

U nexpected findings, a 2 x 2 contingency table analysis was performed . 

The number of Reasoning blocks with an Explain Away Goal was 

compared to the number of Reasoning blocks with a Theory Build 

Goal.7 There was a significant result, c2(1, N = 221) = 4.10, P < .05, 

indicating that the scientists used proportionately fewer Reasoning 

blocks Explaining Away Unexpected as opposed to Expected findings. 

4.2.5. Discusszon The results reported in this section strongly 

support the conclusIOn that scientists do not ignore unexpected 

findings. In no case were unexpected findings reasoned about or 

interacted about less frequently than expected findings, by the 

7That is, the contingency table had 33 and 161 in the columns of 

the first row and 9 and 18 in the second row. 
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presenter or by group members. Furthermore, most reasoning about 

unexpected findings was directed toward building theory with 

reference to the finding, not trying to explain away the finding. 

Therefore, it cannot be concluded that scientists in this lab ignored 

unexpected findings. 
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The next question is whether scientists actually focus on 

unexpected findings more than on expected findings. In order to 

conclude that scientists focus preferentially on unexpected findings the 

results would have to indicate that scientists reason more about 

unexpected than about expected findings and that the goal of this 

reasoning was not to explain away unexpected findings. The latter 

criterion was met; the goal of the vast miijority of reasoning was to 

build theory, not to explain away unexpected findings. However, it is 

not as clear whether scientists reason more about unexpected th an 

expected findings. 

The presenter in these meetings did focus on unexpected findings 

more th an expected findings. The presenter reasoned more about 

unexpected than about expected findings. With reference specifically to 

the results about spontaneous presenter reasoning, the clearest 

measure of the presenter's tendencies, the presenter again reasoned 

more about unexpected than expected findings. 

The results about group members are not as clear. Although, by all 

measures (prompted presenter reasoning, group reasoning, and 

interactions), there was a trend toward more attention being paid to 
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unexpected findings, in only one case did this trend reach significance: 

there were more interactions about unexpected than about expected 

findings. It can be conduded definitively that group members do not 

ignore unexpected findings, but there is only tentative support fo .. the 

conclusion that group members focus preferentially on unexpected 

findings compared to expected findings. 

Interpretation of this result is somewhat problematic because of 

the social nature of the laboratory meeting. Because presenters had 

already spontaneously reasoned extensively about unexpected findings 

(in their prepared talks), it ts possible that it was not necessary for the 

group to focus attention on those findings. If the presenter had ignored 

unexpected findings, it is possible that the group would have reasoned 

about more ofthem. 

4.3. Do Scientists Make Use Of Unexpected Findings? 

In the previous section, it was shown that the majority of 

reasoning about unexpected findings in these lab meetings was 

directed toward theory building. The data presented in this section 

provide more direct measures of whether scientists use unexpected 

results to build theory: whether reasoning about unexpected findings 

was used to build theory and whether the findings .. esult in new 

hypotheses being formed about how a biological mechanism functions. 

Again these analyses will be perfonned separately for presenter and 

group . 
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Presenters offered 31 Reasoning blocks about Expected fmdings 

that had a Goal of Theory Building, and they offered 114 Reasoning 

blocks about Unexpected findings with a Theory Build Goal. There 

were significantly more Theory Build Reasoning blocks about 

Unexpected (mean rank 28.72) than about Expected (mean rank 20.43) 

findings, un, N = 49) = 197, p < .05. Presenters formed a total oro 

New Hypotheses about Expected findings and 19 èlbout Unexpected 

findings. There was a significant effect for Expected versus Unexpected 

findings, UO, N = 49) = 168, P < .05, indicating more New Hypotheses 

were formed about Unexpected (mean rank 29.89) than about Expected 

(mean rank 19.00) findings. 8 

Group members offered 2 Reasoning blocks with a Theory Build 

Goal about Expected findings, and they offered 47 Reasoning blocks 

about Unexpected fmdings that had a Theory Build Goal. The Mann­

Whitney analysis resulted round no significant difference. Turning to 

hypotheses ofTered by group members, there were a total of 0 New 

Hypotheses ofTered by group members about Expected findings and 22 

8It May at first seem surprising that although each Expected 

finding had 0 New Hypotheses offered by the presenter, the Mean rank 

for Expected findings was 19.00 rather th an O. However, this occurred 

because even findings with 0 New Hypotheses are ranked, so ranks 

(starting at 1 and increasing) were assigned to aIl Expected and 

Unexpected findings with 0 New Hypotheses. 
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about Unexpected findings. There were significantly more group New 

Hypotheses about Unexpected (mean rank 27.85) than about Expected 

(mean rank 21.50) findings, U(1, lV = 49) = 220, P < .05. 

A total of 14 out of27 Unexpected findings resulted in New 

Hypotheses by presenter, group, or both. 

The results reported in this section indicate that new hypotheses 

are oft'ered about sorne but not aIl unexpected findings. Therefore, i t 

may be conjectured that there are heuristics that the scientists use 

narrow down the range of unexpected findings that they focus on. 

Presenters oft'er significantly more theory build reasoning statements 

about unexpected than about expected findings, and significantly more 

new hypotheses are offered about unexpected than about expected 

findings by both presenter and group members. As was argued in the 

Predictions chapter, it is not clear what should be made of this finding 

To the extent that an expected fmding indicates that a scientist's 

current hypothesis is correct, an expected finding would not necessan ly 

lead a scientist to theorize or propose new hypotheses. Therefore, 

comparing the numbers of new hypotheses offered for expected and 

unexpected findings may not be meaningful. 

4.4. Are Certam Unexpected Findmgs Focused on Moret 

As reported in the previous section, scientists do make use of a 

good number of the unexpected finrungs to propose new hypotheses. 

However, the scÎentists by no means propose new hypotheses about ail 
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unexpected findings. This section and the following section address the 

issues of how the pattern of total reasoning, interacting, and theorizing 

about unexpected findings is distributed over the various findings, and 

what criteria the scientists use to decide which finclings will receive 

more attention. 

There are a total of 27 unexpected findings that were reported at 

the four labora~ry meetings analyzed. The number ofInteractions. 

Reasoning blocks, and New Hypotheses related to each fincling is 

illustrated in Figure 5. Findings were placed in the figure in order from 

greatest to least overall activity related to the finding . 

Insert Figure 5 about here 

A regression analysis of the data for unexpected findings yields 

regression coefficients of .897 between number of Interactions and 

number of New Hypotheses and .824 between number of Reasoning 

blocks and number of New Hypotheses. 

From Figure 5, it can be seen that the numbers of interactions, 

reasoning blocks, and new hypotheses associated with a finding are 

converging measures that designate which unexpected findings were 

considered important. There was rnuch more attention paid to sorne 

findings than o~hers; in particular, there is a core group of four to ten 

findings about WhlCh there was much reasoning and interacting and at 
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least a few new hypotheses offered. This result that sorne findings 

receive far more attention, by any measure, than other findings 

suggests that there must he heuristics the scientists use to decide 

which findings they will focus on. 

4.5. What Distzngulshes Findings that Receiue More Attention? 
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The analysis in the previous section established that scientists 

focused on and made use of sorne unexpected findings far more than 

others. This immediately prompts the question of what heuristics the 

scientists used to decide which findings to focus on. In this section, 

unexpected findings are categorized in two ways that may have been 

important to the scientists in deciding which findings to foeus on. The 

f1l"st distinction is hetween unexpeeted findings that are ineonsistent or 

consistent with the researcher's current hypothesis. The second 

distinction is between unexpected findings obtained in control and non· 

control9 conditions of an experiment. 

4.5.1. Inconsistent and consistent unexpected {indlngs It is possible 

that scientists treated unexpected findings differently depending on 

whether they were ineonsistent with their current hypotheses The 

gNon-control conditions are sometimes referred 10 as 

"experimental" conditions in the scientific literature. The term 

"experimental" will be not be used in this context to avoid confusion 

with other terminology used in this thesis. 
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distinction between unexpected findings and inconsistent findings was 

mst addressed in Chapter 1. For purposes of dat.a analysis in this 

paper, unexpected findings have been the primary focus. In this 

section, the distinction between inconsistent and consistent will be 

used. Unexpected findings were COdE!d as to whether they were 

consistent or inconsistent with the researcher's current hypothesis. 

There were 27 findings coded as Unexpected. In order to categorize 

these as Consistent or Inconsistent, it was necessary that the 

experimenter stated a hypothesis pertaining to that condition before 

the experiment was run. These hypotheses were obtained from 

interviews and meeting transcripts. Of the 27 findings, there were 18 

for which the experimenter had a hypothesis, 7 for which there was no 

hypot.hesis, and 2 that could not be coded. 10 The 18 Unexpected 

fmdings for which there was a hypothesis were categorized as to 

whether they were Consistent or Inconsistent with the researcher's 

current hypothesis. Of the 18 UnexPE!cted findings, 8 were Consistent 

and 10 were Inconsistent with the current hypothesis. 

100fthe 7 Uh(!xpected findings for which there was no hypotheses. 

1 was a Non-control and 6 were Control conditions. Of the 18 findings 

for which the presenter had a hypothesis, 13 were Non-control and 5 

were Control conditions. Presenters are more likely to have a 

hypothesis about Non-control than about Control conditions. 



• 

• 

• 

Use ofUnexpected Findings 63 

In order to make c1ear how a finding could be both Unexpected and 

Consistent, it is useful to distinguish between findings that are 

Quantitatively ditferent from the predicted finding and those that are 

Qualitatively different. A Quantitatively different finding has a result 

that is in the direction expected but is of a different magnitude than 

expected; that is, the difference is one of degree. A Qualitatively 

different finding is an entirely different type of finding from that 

expected; for example, something was present that was not expected to 

be present. AlI of the 8 Consistent Unexpected findings were 

Quantitatively different from the predicted finding. Of the 10 

Inconsistent Unexpected findings, 5 were Qualitatively and 5 were 

Quantitatively different from the predicted finding. 

Sever al unexpected findings were consistent with the presenter's 

current hypothesis. This result is initially counterintuitive, but it 

becomes understandable when it is realized that aIl such results were 

quantitatively, not qualitatively, different from that predicted. An 

example of this type of finding is one where the scientist hypothesized 

that a certain molecule would protect an organism from the effects of 

radiation. The finding was that the molecule did confer 

radioprotection, but to a much greater extent than expected. The 

fmding was consistent with the scientist's hypothesls, but unexpected 

in its magnitude. 

In order to determine whether the scientists focused more on 

Consistent or Inconsistent findings, the Consistent and Inconsistent 
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Unexpected Findings were categorized as to whether the scientists 

made use ofthem (that is, whether there were New Hypotheses 

generated, based on that finding). The results are shown in Table 2. 

Insert Table 2 about here 
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There were New Hypotheses for 8 of the 10 Inconsistent Unexpected 

findings and for 4 of8 Consistent Unexpected findings. Although there 

is a trend in the direction of researchers' generating more New 

Hypotheses on the basis of Inconsistent Unexpected findings than 

Consistent Unexpected findings, a contingency table analysis of Table 

2 did not reach significance. 

4.5.2. Unexpected findings in control and non-control con.ditions 

The second distinction among Unexpected findings that will be 

addressed is bet'Neen those obtained on Control and on Non-control 

conditions. A Non-control condition is designed to look directly at the 

phenomenon of interest, whereas a Control condition is one against 

which the result. of the Non-control condition is compared. Of the 27 

Unexpected findlings, Il occurred on Control conditions and 16 on Non­

control conditions. Findings in Control and Non-control conditions 

were categorized as to whether they were made use of, and the results 

are shown in Table 3 . 

-------------------~~ ~-~ ---~ 



• 

• 

• 

Use ofUnexpected Findings 65 

Jnsert Table 3 about here 

There is a trend toward Control conditions being hypothesized about 

more often, but this trend does not reach significance in a contingency 

table analysis. 

Finally, because scientists might be attending to both the 

Jnconsistent/Consistent distinction and the Control/Non-control 

condition simultaneously, data on the ControUNon-control and 

Jnconsistent/ Consistent categorizations were combined in Table 4 . 

Jnsert Table 4 about here 

Unexpected findings were coded under these classifications and also 

categorized as to whether they were the basis of New Hypotheses. Of 

the 6 findings that were coded both Inconsistent and Non-control, ail 6 

were made use of. For findings that were coded either Inconsistent or 

Non-control, but not both, a total of 6 out of 14 were made use of 

(middle two columns of Table 4). Of those findings coded neither 

Jnconsistent nor Non-control, 2 out of 7 were made use of. A 2 x 2 

contingency table analysis was performed to compare Unexpectcd 

findings coded Inconsistent and Non-control against ail other 
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Unexpected findings. ll There was a significant result, c2(1, N = 27) = 

7.16, p < .05, indicating that Unexpected findings that occur on a Non­

control eonditicn and are Inconsistent with the presenter's current 

hypotheses are more likely to be the source of New Hypotheses th an 

other Unexpected findings. 

The analyses presented in this section suggest two possible 

heuristies scientIsts may use to decide whieh findings to foeus on. 

Namely, scientists may focus on unexpected findings that occur on non­

control conditions and findings that are inconsistent with their current 

hypotheses. There was a combined effect that suggests scientists used 

both heuristics simultaneously. Ail unexpected findings that met both 

criteria (inconsistent and occurring in a non-control condition) were 

theorized about by the scientists, as weIl as about half of the findings 

that met one criterion (.Ir the other. Few findings that met neither 

criterion were sources of new hypotheses. 

4.6. What is the Roie of Expioratory Research? 

An issue raised by the CUITent research that has not received 

attention in the psychologicalliterature is the role of exploratory 

research in science. Exploratory conditions were those run without any 

prediction, either theoretical or experience-based, about what the 

llThat is, the contingency table had 6 and 8 in the columns of the 

first row and 0 and 13 in the second row. 
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outcome would be. This type of condition made up about a tl- :rd of the 

experimentai conditions reported on in these four meetings. Therc has 

been little theoretical attention paid to the role of explora tory rescarch 

in cognitive research, so virtually nothing is known about what 

purpose exploratory experimentation might serve. In many cases in 

these meetings, it appeared that the researcher had identified a c1ass 

of items that might be involved in some phenomenon and was 

performing relevant tests to see what that rote might he, if any. For 

instance, one scientist believed that one of a class of Molecules must be 

involved in a hinding phel'lomenon, and ran experiments on several 

molecules to see if any would bind. Another scientist was at the 

beginning stages of trying to figure out what effect a molecule had on a 

population of cells, and he ran severai conditions where ditTerent 

properties of the cell population were measured before and after 

treatment. Exploratory conditions often seemed to be run in the carly 

stages of an investigation, when the researcher was trying to discover 

what might be the important compunents of a phenomenon. After the 

explora tory conditions were run, those with interesting results wcre 

followed up on with theorizing and more directed experimentatlOn 

In terms of attention paid to the results of explora tory experirncn ts, 

an initial analysis of the data from these meetings suggests that 

exploratory findmgs are reasoned about and made use of more than 

expected findings but less than unexpected findings. This impressiun 

has not been tes\ed with statistical analyses, however. In principlc, It 
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might be expected that if a researcher used exploratory conditions, he 

would he interested in the results and would try to determine what 

they meant. Since the researchers did not reason about or form theory 

about aIl findings from exploratory conditions, it is likely that 

scientists use heuristies to deeide whieh findings to foeus on . 
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5. General Discussion 

The main question addressed in tms thesis is whether scientists 

ignore or focus on unexpected findings. Different literatures led to very 

different predictions of the answer to this question, and the first 

section summarizes the results that were obtained in this study. 

Further questions stem from this original question, involving how 

scientists decide which unexpected findings to focus on and how they 

respond to unexpected findings. These questions are also addressed in 

thi~ general discussion, and the answers highlight the richness of 

heuristics and strategies real-world scientists bring to bear when 

dealing with unexpected data . 

5.1. Do Scientists Focus on Unexpected Results? 

This thesis grew out of a paradox. On the one hand, work by 

experimental psychologists (e.g., Brewer and Chinn, 1991; Gorman, 

1986; Mynatt et aL, 1978) had led researchers to the conclusion that 

subjects ignore unexpected data when working on science-like tasks. 

On the other hand, cognitive science researchers have argued that 

reasoners in general (e.g., Holland et al., 19R6) and scientists in 

particular (Kulkami and Simon, 1990) pay attention 10 and even fucus 

on unexpected events. These two bodies of work led to contradictory 

conclusions about how people respond to unexpected data. 

Furthermore, not only were the conclusions contradic1ory, they clalmed 

to pertain to a population that no one had yet systematically studied: 
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real-world reasoners. In this thesis, the responses ofa group of real­

world reasoners, ccntemporary immunologists, to unexpected and 

inconsistent data were systematically recorded and analyzed. 
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In this study, it was found that scientists making presentations 

paid more attentioh to unexpected than to expected findings. They 

reasoned more about the unexpected findings, eSllecially in reasoning 

statements that they issued spontaneously (without group prompting). 

With respect to the group rather th an the individual scientist, the 

analysis revealed that group members clearly did not ignore 

unexpected findings; there was no case in which group members paid 

less attention to unexpected than to expected findings. However, there 

was only one measure (number of interactions) on which group 

members paid significantly more attention to unexpected than 

expected findings, sa there was only tentative support for the 

conclusion that group members paid more attention to unexpected 

than expected findings. The meaning ofthis finding is somewhat 

unclear, however: because presenters had already reasoned extensively 

about unexpected findings it is possible that group members did not 

feel obliged to focus attention on the unexpected findings. 

With respect to the measure ofmaking use ofunexpected findings, 

presenters and group members between them formed new hypotheses 

about 14 out of 27 unexpected findings, indicating that they made use 

of half the unexpected findings they obtained. Presenters offered more 

theory-building reasoning about unexpected findings than about 

--------------------- -------
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expected findings, and presenters and group members formed 

significantly more new hypotheses about unexpected than about 

expected findings. This result may merely reflect the fact that 

theorizing and forming new hypotheses are not necessarily useful 

responses to expected findings. 
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Amounts of reasoning, interactions, and new hypotheses about 

fmdings were converging measures that designated which findings the 

scientists considered most important or interesting. The pattern of 

attention to unexpected findings was found to be extremely variable, 

with some findings receiving a great deal of attention and theorizing 

and others very litde. Scientists' heuristics regarding which findings to 

payattentinn to may reflect such issues as whether a finding was on a 

non-control or control condition and whether the finding was consistent 

or inconsistent with the current hypothesis. 

Experimental psychologists have believed, following Popper 096:J), 

that subjects should attend to data inconsistent with their CUITent 

hypotheses. From this perspective, the finding in the experlmental 

psychology literature that subjects ignored inconsistent findings dunng 

science-like tasks raised the very real question of how sClentists would 

ever make new discoveries ifreal-world scientists performed as poorly 

in this area as subjects did. The data reported m this study of real­

world scientists demonstratr j that scientists did not ignore 

inconsistent findings. Scien' sts spent a considerable amount of time 

reasoning about unexpected findings, especially unexpected 
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inconsistent findings, and they made use of many unexpected findings 

to form nE:w hypotheses. 

Cognitive science researchers have argued that rea.soners in 

general and scientists in particular focus on unexpecte:d events. 

Scientists in this study did not apply this strategy to aIl unexpected 

findings. They reasoned and theorized about some unexpected findings 

much more than others. This pattern of response raises the question of 

whether the scientists' reactions were suboptimal or were appropriate 

given the context in which they were working. In one sense, an ignored 

unexpected finding may represent a discovery that was not made. 

Howevf~r, it may simply not be possible for scientists to respond to 

every unexpected finding they obtain. Klayman and Ha (1987) argued 

that whether a positive or negative test strategy is most successful 

depends on the likelihood that a reasoner's current hypothesis is a 

subset or superset of the correct hypothesis. Similarly, it is likely that 

the most successful strategy for dealing with unexpected findings may 

de pend on the frequency with which such findings are obtained. In this 

sam pIe of four laboratory meetings, scientists obtained more 

unexpected than expected findings. Twenty-seven unexpected findings 

over four meetings is a lot of unexpected data to deal wlth, and it is 

possible that the optimal strategy for scientists is not to focus on aU 

unexpected findings but rather to focus on sorne that are most 

important. This rais es the question of what heuristics scientists use to 
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decide which findings to focus on. Severai heuristics that scientists use 

are discussed in the next section. 

5.2. Under What Condltions Do Sczentzsts .\1ake Use oran Unexpectt>d 

Finding? 

Kulkarni and Simon (1988, 1990) have argued that the scientist 

Krebs focused his attention on surprising findings. In this thesis, the 

question ofwnether scientists use "focusing on unexpected findings" as 

a general-purpose heuristic was investigated. It was found that desplte 

the large quantity of unexpected findings obtained, it was very rare 

that an unexpected finding was ignored completely, and it was also 

rare that scientlsts tried to explain away unexpected findings 

(cf. Chinn and Brewer, 1992, 1993). However, sorne findings were 

clearly reasoned about and theorized about more than others. Rather 

than using "focus on unexpected findings" as a general heuristic, the 

scientists appeared to use a variety of heuristics to decide whlch 

unexpected findings to focus on. SeveraI of these heuristlcs are 

discussed in this section. 

5.2.1. Focus on unexpected tindlngs that are lnconslstent As was 

discus'led at the end of the previous chapter, not aIl uncxpected 

findings are inconslstent with the scientist's current hypotheses. Sume 

unexpected findings may be consistent with the CUITent hypothesls and 

still be unexpected, for instance in the degree of the cffect obtamed. 

Scientists are most likely to pursue the unexpected inconslstent 
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findings, because these conflict directly with their current theory. 

Attending to and making use of an unexpected consistent finding is in 

some sense "optional" for the scientists. This is because without 

focusing on the unexpected finding, they could continue with their 

current research plans; nothing has happened to challenge their 

CUITent hypotheses. In each such instance of obtaining unexpected 

consistent findings, the scientists have to decide whether the benefits 

of following up the unexpected fin ding are more compelling than the 

benefits to be gained by staying with the current research plan. 

Therefore, scientists may make use of sorne but not all unexpected 

consistent findings . 

522 Focus on unexpected findings (rom non-control conditions. 

The role of control conditions has received very little attention in the 

psychologicalliterature. Control conditions are used for at least two 

purposes: (1) Control conditions are used to verify that the 

experimental methodology is sound. That is, if ail the machinery and 

the growing conditions for cell cultures and so on are set up properly, 

the scientist expects the experimental condition to give a different 

result than the control condition. (2) Control conditions are used to 

indicate the range of validity of the hypothesis. For example, if the 

hypothesis is that sorne molecule will cause an effect, then a control 

condition might replace that molecule wIth another rnolecule of the 

same dus::! Ifbath cause the effect, it may be that aIl molecules afthat 

class cause the etrect 
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In this study, scientists did not theorize about many unexpected 

results pertaining to control conditions. Because there is often no 

hypothesis that pertains directly to a control condition, an unexpected 

finding on a control condition may not directly refute the validity of the 

scientist's current theory. In contrast, there are almost a1ways 

hypotheses that pertain directly to non-control conditions, and 

unexpected results on these conditions often have immediate 

implications for current theory. Scientists therefore are likely to pay 

more attention to unexpected results on non-control conditions. In this 

study, the combination of this heuristic and the one described in the 

previous section was particularly powerful: scientists theorized about 

all unexpected inconsistent findings that occurred in non-control 

conditions. 

It should he noted that not focusing on unexpected findings on 

control conditIOns is a strategy that can easily hackfire on the 

scientists, particularly if the control condition was of the first type 

descrihed above. If the unexpected result on the control condition 

indicates that the manipulation did not work properly, ignoring that 

result could lead the scientlst to make erroneous conclusions about the 

non-control candi tlOn. 

5.2.3. Pay attentwn ta whether unexpected findmgs arf! quaütalwelv 

or quantltatwely dlfferent {rom thase predlcled QualltatIvely dJffcrent 

findings are those that differ from the predicted fin ding in an ab~olute 

sense. QuantitatIvely difTerent findmgs are those that dlffer from the 
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predicted finding only in degree. The two presenters analyzed for this 

study differed in the kinds of unexpected findings they tended ta obtain 

when categorized by this measure. One presenter was investigating the 

relative changes in immune protec:tion when a certain molecule was 

introduced. Therefore the kinds of unexpected findings he tended to 

obtain were quantitatIvely different from those predicted (e.g., 70lle of 

mice were protected as opposed ta the 90% predicted). The other 

presenter was investigating which molecule mediated binding of 

immune cells to certain body tissues. The kinds ofunexpected results 

he tended to ohtain were qualitatively different frOID those predicted 

(e.g., a molecule that was not expected to cause binding did). Both 

researchers appeared to use a version of Holland et al.'s (1986) 

"unusualnesss" heuristic: in the few cases when they obtained findings 

that were difTerent in kind th an those they usually obtained (for 

instance, obtaining a qualitatively different finding when 

quantitatively different findings were usually obtained), they tended ta 

focus on those findings. Either kind of finding can he important, 

depending on the l'eseal'cher's goals. However, findings that are 

different in klnd from those usually obtained appear to act as tIiggers 

for theorizing. 

52-1 Focus Or! unexpected filldlngs that aVallable theoretzcal 

knowledge makes mterpretable As this thesis has estahlished, 

scientists obtain uncxpected tindings constantly. In many cases, there 

is no hypothesls pertalning directIy to the finding, or the finding is not 
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inconsistent with current hypotheses. In those cases, the scientist must 

decide whether to pursue the theoretical implications of the finding. 

The scientist can only do this in a meaningful way if he has a 

knowledge base within which the finding makes sense. In this study, 

there were examples of findings that no one at the meeting seemcd to 

know what to say about-they Wf>re unexpected, but no one could 

explain why they might have occurred. In those cases, the scientists 

were unable to form hypotheses ta explain the finding. In other cases 

the scientists immediately recognized the theoretical implications of an 

unexpected finding; for example, the finding disproved a long-standing 

assumption in the field. In those cases, there was abundant theorizing 

about what the finding might Mean. 

5.2.5. Focus on unexpected findmgs that fit overall research goals 

Dunbar (1993) argueu that experimental subjects were inhibited t'rom 

making use of unexpected findings when they had not yet fuI fi lied thclr 

experimental goals. In this study, whether a scientist followed up on an 

unexpected finding depended in part on what his overall goals were 

For example, an unexpected finding that had broad theoretJcul 

implications was not aggressively pursued by one reseul'cher becuuse 

his ultimate goal was more practical, to find a cure {(H' u diseuse As 

discussed below, one way scientists can respond tn an unexpected 

finding is to change theIr short-term or long-term goals, hut d' they an' 

reluctant to give up thelr current goals they may not he motlvatcd \'0 
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make theoretical sense of an unexpected finding that has no relevance 

to their current goals. 

5.2.6. Focus on. unexpected findings with a potential payoff. There . 
are often practical cQnsiderations that make it more or less attractive 

for a particular scientist at a particular time to follow up on an 

unexpected finding. For example, if there is a large payoff (in terms of 

reputation, rnonetary reward, etc.) for making a discovery in a certain 

area of research, the scientists may he more likely to pursue an 

unexpected finding that has implications for that area. Altematively, 

the scientist may be less inclined to follow up on a fmding if the only 

methodologies avallable for doing so are very expensive. The scientist's 

assessment of whethel' pursuing a certain finding is likely to result in a 

discovery will also affect w hether that fincling is made use of: if the 

chances of success are high, the scientist will be more likely to pursue 

it. 

5.27 COnclUSLOns Cognitive science researchers have argued that 

sorne discoveries have been made by focusing on unexpected findings. 

However, given the rate at which unexpected findings are obtained In 

l'eal-world laboratories, it is impossible for scientists to focus on all 

unexpected findIngs. When more than a third of findings ohtained are 

unexpected, and fOCllSIng on each of those would inevitably lead to 

obtaining more uncxpectcd findings, it is litel'ally impossible for 

scientists to focus on ail of them. The scientists must develop heuristlcs 

for deciding WhlCh llnexpected findings to make use of, even thollgh 
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any of the heuristics they use May backfire by causing the sCÎentlst not 

to focus on sorne finding that might have turned out to be important. 

Scientists have no alternative but to focus their energles on the 

unexpected findings that their heuristics le ad them to believe are most 

important. 

5.3. Why Do the Current Results Differ (rom Those ln the Expenmental 

Literature? 

The findings reported in this thesis differ in Many respects from 

findings obtained in cognitive psychology experiments testing subjects' 

use of inconsistent evidence. Unlike experimental subjects, who 

ignored inconsistent evidence, scientists in this study focused on and 

formed new hypotheses about inconsistent findings. Furthermorc, 

some factors that were predicted in the experimentalliterature to 

inhibit the use ofinconsistent f'vidence did not appear to have that 

effect in the real-world data. For example, Gorman (1986) found that 

when potential error was present in data, subjects were likcly to 

attribute inconsistent findings to error and therefore fml to find the 

correct ruie. However, despite the fact that the potential for error IS 

constantly present in rcal-world laboratories, scientists showed httle 

tendency to explam away mconslstent findings as bemg due lo error 

Anather factor that was found by Chinn and Brewer (1992; Brewtr 

and Chinn, 1991) ta prevent subjects from attendmg ta mconsistent 

data was the degree of "entrenchment" of the subjects' bclicf in their 
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CUITent theOlY. Subjects who had stronger beliefs in their CUITent 

theories were less likely to question the theories wh en presented with 

inconsistent data. It might be expected that real-world scientists would 

have much more entrenched heHef in their CUITent theories than 

subjects in a two-hour lab expenment. However, scientists in this 

study seemed quite willing to question their CUITent hypotheses. In 

part this may be due to the fact that many oftheir theories were not 

fully formed and could he easily modified. It was in the case of a fully 

formed theory that one scientist in this study was most reluctant to 

abandon the theory in the face of inconsistent evidence. However, 

scientists were also seen to qu~stion fundamental assumptions of their 

field when data appeared inconsistent with those assumptions. On the 

whole, the issue of"entrenchment" appeared to be moot in this study; 

scientists rarely appeared to he strongly committed to anyone theory. 

ln summary, some issues raised in the experimentalliterature 

appear ta have httle applicability to the real-world situation 

investigated 10 this thesis. The question arises as to w hy the 

expel;mental li terature comes to such different conclusions from those 

reported here. Dunbar (in press) put forth sever al arguments about 

why experimental tindings might not he consistent with what goes on 

in the real world. First, contemporary science takes place in a social 

setting, whereas most cognitive work has focused on individuals. 

Second, psychologlSts have almost excluslvely used tasks that are not 

"real" sClentific problems. Third, the subjects studied are generally 
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non-scientists. Fourth, subjects in experimental studies are asked to 

work on problems that require a short amount of time to solve and 

require no extensive knowledge of the scientific topie. Ali of thesc are 

extremely important difTerences between the experimental setting and 

real-world science. For example, with respect to the use of non­

scientists as subjects, Arocha and Patel (in press) have found that nlOl'e 

senior Medical students were less likeJy to ignore inconsistent data 

than less experienced students, :,-,ggesting that expertise plays a role 

in this area. Aside from the differences difTerences betwecn the rcal­

world and experimental settings noted by Dunbar, additlOnal 

differences can be pointed out based on issues discussed in this thc~mL 

Two ofthese are diseussed in this section: the greater availability of 

strategies for dealing with unexpected findings and the diserepancy 

between what was measured in this study and in the experirncntal 

studies. 

First, scientists have well-developed strategies for dceidmg whut 

unexpected findings they will foeus on (for example, those listcd In th(· 

previous section) and how they WIll respond to unexpectcd findmgs 

Most of these involve actively making use of the unexpected findlllg, 

rather than ignoring oc dlsregarding the finding. Fol' example, thn~(! of 

the strategies for rcsponding to unexpected findings IIstcd hy ( :hUHl 

and Brewer (1992, 199.'3) -ignore, rcject, and reinterpf(~t - we.·e rurdy 

employed by scientists In this study ScwntIsts can rcspond tn 

unexpected findings ID any of the following ways: 
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(1) Use a different methodology. One strategy used by scientists is 

to maintain the current goal or hypothesis and ta conduct a new 

l:xperiment using a different methodology ta try to find some support 

for the current hypothesis. For ex ample, one scientist in this study who 

obtained results that were not entirely consistent with his current 

theory responded by using a different experimental technique ta try ta 

obtain evidence consistent with that theory. Only after he again failed 

ta obtain evidence consistent with his current hypothesis using the 

new methodology did he abandon the theory. 

(2) Modify current theory. Scientists often used unexpected 

findings to limit the range of applicabllity of or otherwise modify their 

current hypotheses. Many of the theories being developed by the 

scientists were not fully articulated; that is, the current hypothesis was 

vague and open to further specification. For example, one presenter 

theorized that a certain Molecule would protect mice from the harmful 

etTects of radiation. When he later found that the radioprotective 

etTects were greater in one organ of the body than they were in another 

organ, he modified rus theory to account for this. The process of 

building and artlculating a theory takes place over tlme and in 

response to many tindings, both expected and unexpected. In the 

experimentalliterature, subjects typically have only fully articulated 

hypotheses. When faced with inconsistent evidence, they either have to 

abandon their them"y or ignore the endence. When the subjects have 

little knowledge that would allow them to develop alternate 
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hypotheses, they May feel their only choice is to maintain their CUITent 

hypothesis. 

The strategy ofmodifying the current theory is somewhat similal' 

to the "peripheral theory change" strategy described by Chinn and 

Brewer (1992,1993). However, the idea that scientists will change 

unimportant or non-central components of a hypothesis in response tü 

unexpected findings presumes that those non-central parts of the 

theory are weIl articulated to begin with. In this study, it was much 

more common that the scientists' theories were not fully articulated, ~o 

modifying a theory was more likely to involve adding details than 

changing details . 

(3) Abandon CWTent theory. This strategy is most appropriate 

when a theory is fully articulated. Because fully articulated theol'ies 

were uncommon in this data set, it was aIso uncommon to abandon a 

theory entirely. However, this did happen twice in the four meetIngs 

investigated. 

(4) Switch to a new tine of research. This strategy is also fmrly 

rare, but when it happens it is ofgreat Importance. It 18 must likcly lo 

occur when an unexpected finding dues not pertain dil'ectly tü the 

current hypothesis but In8tead suggests that fundamental underlYI n~ 

assumptions have been in error. Initiatmg n~search to explain thl" 

finding might involve abandoning current reaearch that the SCIentlst 

has already invested time and energy in, so the sWltch would only takt· 
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place if the scientist felt the new line ofresearch was more promising 

than the old. 

84 

Having a broad range of possible responses available for dealing 

with unexpected findings makes it possible for the scientists to choose 

the most promising and appropriate response in the current 

circumstances, and it also gives them alternate strategies to pursue if 

one does not seem to be working. Experimental subjects have no 

strategies for dealing with unexpected findings and no conceptual 

structure they can use to make sense of unexpected findings, so they 

ignore them. 

A second possible cause of the differences in conclusions drawn 

from the current study and conclusions drawn from the experimental 

work is the difTerence in what was measured. Experimentalists 

concluded that subjects ignored inconsistent evidence because the 

subjects did not immediately abandon their CUITent theories. In this 

study, more fine-grained measures were used to determine whether 

scientists attended to unexpected and inconsistent findings. Scientists 

rcasoned about vlrtually all unexpected findings and formed new 

hypotheses about half ofthem, so It was concluded that scientists do 

not ignore unexpected findings. However, if the only response that had 

qualified as "not ignoring" an unexpected finding was to Immediately 

abandon the ClU"rent them·y, It would have been concluded that 

scientists in this study "ignored" many unexpected findings, just as 

subjects were said to "Ignore" inconsistent data . 
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This sort of all-or-none criterion for deciding whethler subjects 

ignore or make use of inconsistent data is inadequate for captw"ing the 

rich and varied range of responses scientists can make to an 

unexpected finding. Scientists can reason about flndings and then 

apply many heuristics to declde whether or not to focus on them. They 

can offer new hypotheses about experimental findings and use these to 

modify and build theory, wlthout abandoning their CUITent theory 

completely. They can use alternate methodologies or sWltch to entirely 

new lines of research. U nlike subjects in a lab. who have few hew;stics 

and few strategie alternatives available to them, scientists have many 

strategies for dealing with unexpected and inconsistent data. Real­

world scientists do not have to choose sim ply to ignore or not ignore 

unexpected findings, because they have developed a rich array of 

heuristics and strategies for dealing with data of this kind . 
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Tables 

Table 1 

Categorization of Reasoning Blocks by Goal 

Expected U nexpected 

Theory Build 33 161 

Explain Away 9 18 

Neither 5 76 

Table 2 

Consistent and Inconststent Unexpected Findings 

Categorized by Wh ether Finding was the Source of New 

Hypotheses 

New Hypotheses 

No New Hypoths 

Consistent 

4 

4 

Inconsistent 

8 

2 
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Table 3 

Unexpected Findings on Control and Non-control 

ConditioTUl Categorized by Whether Finding was 

the Source of New Hypotheses 

New Hypotheses 

No New Hypoth~ 

Table 4 

Control 

4 

7 

Non-controi 

10 

6 

Unexpected Findings Categorzzed by bath Inconsistent 

and Control Status and Whether Finding was 

the Source of New Hypotheses 

Inconsistent, Inconsisten t, Not Incons., 
Nùn-control Control Non-control 

New Hypotheses 6 2 4 

No New Hypoths 0 2 6 
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Not Incons., 
Control 

2 

Ii 
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Figures 

Figure 1. Example of meeting transcript, delineated by verb phrase. 

Figure 2. Example ofbasic coding of meeting transcript depicted in the 

last figure. Transcript text has been placed in "TEXT" Cu,;. :~mn, with 

one cell allocated for each verb phrase. Cells are coded for Reasonlng 

types, and Classification and Spealter are coded for each Reasoning 

block. 

Figure 3. Example of macro coding file, which contains information 

from several meetings. New Hypotheses suggested in each meeting are 

coded according to the experimental condition(s) they were offered in 

response to and by hypothesis type. 

Figure 4. Another piece of macro file. Numbers of New Hypotheses, 

Reasoning blocks, and Interactions are counted from earlier codings 

(Figures 2 and 3) and recorded. 

Figure 5. Number ofInteractions, Reasoning blocks, ar..d New 

Hypotheses related to each Unexpected fmding. Findings are ordered 

by decreasing activity . 



• 

• 

• 

U se of U nexJlected Findings Figure l 

,. "'. File Edit Uiew In5ert Format Font lools Window 

PI: The· bX8in/I vant 10 knov.qr 

ho",· they· get· inttl the· bram qJ 

qr 

Steve:·· Well / perhaps. ttAt· a.rumal either conte.ms· some· mutation. .. qJ 

qr 

Presen1er:· I·don't thmk, l·don't tJunk.·lt's a, a strain·specific ... q( 

You. cano also see qJ 

that the· B atra specule clone· here· <Ir 

shI' has· a dlfferel'Lt· MMe, qr 

and / and· cle8Ily, it' S Just· a· matter. of· somethmg. else .. qr 

And· pro bably / ah,·lt· bas· sometlling 10· do· 'fIith expression .. qr 
l'm,sUIe·there's somethmg. 10· do Vlth·expression,. <Ir 

bec8use· John' s· expenmen13· Vith,. vith aU kinds· of. cells lnJecœd· in1D· the nevborn·l1ver, <Ir 

there· vere never· any· cells· in· the blood. qr 
qr 

PI:. So /)'Ou vould want 10· repeat that· on· a stram· of nonnal· cells?<I 
qr 

Presenœr: Yes Yes qr 
qr 

E: .. You. couJd.· try. mth PFL· nuce qr 
qr 

Presen1!r: Well, It can be done· both· ways qr 
qr 

PI: SO,.i!.there are some cells ln the bram qr 

",hich· are expressmg cells J qr 
then-the·most·llk.elv candldaœ· ????? ?????? .. qr 
qr 

Karen:.· 'They' re· expressmg. qr 
qr 



• 

• 

• 

U se of U nexpected Findings Figure 2 

,. "'.. File Edit Spreedsheet Query Reports 1 mpurt Windows Sys 

PI: The bI81Il, 1 vant 
10 kIIOv 

475 00 '06 55 :00 

hov they get m~ the 
bmn 

00065600 

S1eYe: Weil, perhaps 
the ammal elther 
conœmssome 
mu1ation .... 

INDUCTION (B ,2, b ,u,e) 

00'06'57'00 29 00:06:57:00 85 

PIesenœr: 1 don't DEDUCTION (B ,Z, b ,ü,e) 
think, 1 don't think 
it-s a, a strain specifie 

479 00'06'59:00 30 00:06'59:00 86 

'The B atra speclflC 
clone hexe 

00.0100:00 

ah, he.:J a dlfferent 
MHC, 

480 

and, and cle8l'1y, lt' s 
Just a ma~r of 
some~ e13e. 

481 

And probably, ah, of 
COUI3e lt bas 
som.etlung ta do Vl th 
expreSSlOn 

482 00 07 03 00 

l'm sure th.ere's 
som.ething ta do Vlth 

SIMIL~I1Y (B ,2, b ,u,e) 

INDUCTION (B,2,b,u,c) 

Sœve 

00:06:57:00 51 

Presenœr 

00'06'59'00 52 

Presenter 

Presenter 



• 

• 

• 

Use ofUnexpected Findings Figure 3 

P"_ J.. 'or'" File Edit Spreadsheet Query Reports 1 mport Windows Sys 

29 10.0000'04 8 

(MAR 23,B ,2,b)l,C) ENTHY 

653 

10.00'00 04 100000 04 

Prod uction patterns allov entIy 
ln1Ol'Iram 

TYPE.OF.NH 

10000004 10 

(PRESENTER ,NEW ,NEW, 
POS) 

10.0000 06 9 100000.06 100000'06 9 10 00 00 06 10 

(MAR.23,B ,2 ,b ,u,e) (Artifact) (OTIiER ,ARTIPACT, 

31 

32 

ENTHY ARTIPACT,NEG) 

656 

Arumal m 11ation 'allovs cells m 

100000.08 10 100000.08 10:0000:08 10 10000008 10 

ENTHY 

702 

(PRESENTER ,NEW,NEW, 
POS) 

Entty 13 rela1ed 10 expressIOn 

10.00.00:10 11 1000.00.10 10:00.00:10 11 100000 10 10 

(MAR.23,B ,2,b,u,c) ENTRY (PI ,NEW ,DETAIL, PO S) 
ADHE SION MOLECULE 
VLA4 

7.14 

In addltlOn te expresslOn, X2 
molecuIe 13 key 10 entty 

33 100000.12 12 1000.00 12 10.0000.12 12 100000 12 10 

(MAR23,B ,2,b,u,c) ??? 

ENTRY 
ADHE SION MOLECULE 

720 

(PI ,NEW,DETAIL ,PO::':) 



U se of Unexpected Findings Figure 4 

• r' 1'. File Edit Spreadsheet Query Reports 1 mpol'"t Windows Sy! 

I=D~ ~ ~ Macro file ~~ 115 

CONDITION NUM.NEW.HYP NUM.RERSON NUMJNTEI ~ 
l' .' 

.. , 

51 10.0301.00 23 1003.01 00 23 10030100 23 10 .' 

(MAR23,A,3,b,1, (0,0,0) (4,0,4) a 
{ 

':., 
,e» . ~:! 

52 10030200 24 1003.02.00 24 10.030200 24 10 .:': 
:'. 

(MAR.23 ,A,3 ,a,ll, (D,D,a) (1,0,1) a :-
<e>Î' 1', 

'.: 
53 10030300 25 100303:00 25 10030300 25 10 i :~ 

(MAR 23 /A,3,b /ll, (0,0 /0) (2)J,2) 0 
;;i::: 

<e» i;~;~: 
54 10 '04 '00 :00 26 10:04'00:00 26 10:04'00'00 26 10 :::'. 

(MAR. 23 lB ,2 ,a,li,a) (0,0,0) (7,0,7) 5 ~ 
~ • 55 10.04'01'00 2' 10:04'01:0() 2' 10:04'01'00 2' 10 k;~' 

(MAR.23 ,B ,2 ,a,lÏ,b) (0,0,0) (1,0,1) a ::., 

:;.: 
.:; 

56 100402'00 28 100402.00 28 10040200 28 10 

(MAR.23 ,B ,2 ,a,ll,e) (0,0,0) (2,2,4) 2 

5? 10040300 29 10040300 29 1004 C3 00 29 10 
':. 

.' 
(MAR.23 ,B ,2 ,b ,ll,a) (0,0,0) (5,0,5) 3 .: . 

. '. 
58 10 O~ 04'00 30 1004.0400 30 10.0404 00 30 10 

(MAR, 23 ,B ,2 ,b ,ll,b) (0,0,0) (2,0,2) a 

59 10040500 31 1004 0500 31 la 04 0500 31 10 

(MAR23,B ,2 ,b ,1l,C) (6,11,17) (23,38,61) 64 .' 

. 

• ~ 
Q [ ]U;?~:;li:;:.:.:·· '.' ,;. ,·>,:>:(·X,;; .:'::: ,:::::.:. :: i .' '; .... 

,'. Iç. l2J ,', 



Use ofU'llexpected Findings Figure 5 

• 
80~------------------------------______ ~ 

--0-- Interactions 

• Reasonlng Blocks 
60 Il New Hypotheses 

40 

20 

• O~~~~~~~~~~~ 
o 10 20 30 

• 




