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Abstract 

The purpose of this thesis is to examine techniques of efficiently modelling the 

Long-Term Pret.hctor (LTP) or the pitch filter in low rate speech coders. The emphasis 

in this thesis is on a class of coders which are referred to as Linear Prediction (LP) 

based analysis-by-synthesis coders, and more specifically on the Code-Excited Linear 

Prediction (CELP) coder which is currently the most commonly used in low rate 

transmission. The experiments are performed on a CELP based coder developed by 

the U.S. Department of Defense (DoD) and Bdl Labs, with an output bit rate of 4.8 

khits/s. 

A multi-tap LTP outperforms a single-tap Y.TP, but at the expense of a greater 

numher of bits. A single-tap LTP can he improvea by increasing the time resolution of 

the LTP. This results in a fractional delay LTP, w~\;ch produces a significant increase 

in prediction gain and perceived periodicity at the cost of more bits, but less than for 

the multi-tap case. 

The first new approach in this work is to use a p,~eudo-three-tap pitch filter with 

one or two degrees of freedom of the predictor coefficients, which gives a better quality 

reconstructed speech and also a more desirable freque',o.cy response than a one-tap 

pitch prediction filter. The pseudo-three-tap pitch filter with one degree of freedom 

is of particular interest as no extra bits are needed to code the pitch coefficients. 

The second new approach is to perform time scaling/shifting on the original 

speech minimiz\ng further the minimum mean square error and allowing a smoother 

and more accmate reconstruction of the pitch structure. The time scaling technique 

allows a saving of 1 bit in coding the pitch parameters while mainta.ining very closely 

the quality of the reconstructed speech. In addition, no extra bits are needed for 

the time scaUng operation as no extra si de information has to be transmitted to the 

recelver. 



Somnlaire 

L'objet de cette thèse est d'examiner des techniques pour modcliser efficacement 

la Prédiction à Long Terme (PLT) pour les codeurs de parole à faible débit Cdte 

thèse étudie principalement une certaine classe d(! code-urs où la prédiction linéair(' est 

basée sur l'analyse-par-synthèse et plus spécialement le Code-Excited Lincar Predic­

tion (CELP) qui est actuellemnt le plus utilisé pour les transmit>t>lons à faible débit. 

Les simulations utilisent un codeur CELP developpé par le départcn.hlt de la défens(' 

des E.U. et les laboratoires Bell ayant un débit de 4.8 kbits/s. 

Un PL T à coefficients multiples surclasse le PLT à coefficient \~nique au prix d'un 

nombre plus important de bits. Le PLT à coefficient unique peut être amélioré en 

augmentant la résolution en temps du PLT. Ceci résulte en un PLT'à delai fractionnel 
t 

qui produit une amélioration significative du gain de prediction et \de la périodicitéc 

percue au cout de plus de bits mais moins que le PLT à coefficientJ multipks. 

La première nouvelle approche de ce travail est d'utiliser un filtre à trois coeff­

cients accordant un ou deux degrés de liberté aux coefficients du predicteur. Ce filtre, 

connu sous le nom de pseudo-trois-coefficient, permet ainsi une meil1eure qualité de 

reconstruction et également une meilleure réponse en fréquence qu'un filtre à coef­

ficient unique. Le filtre à pseudo-trois-coefficient avec un 1 !.egré de II berté offre un 

intêret particulier puisque qu'il ne nécessite pas des bits supplémentaires pour coder 

les coefficients supplémentaires. 

La seconde nouvelle approche est d'utiliser un changement d'échelle ct un décalage 

en temps du signal original pour minimise!r l'erreur quadratique moyenne minimale 

et permettre une reproduction plus fidèle de la structure de la fréquence fondamen­

tale. La technique de changement d'échelle en temps permet d'éliminer un bit au 

codage des paramètres de la frequence fondamentale tout en permettant une qualité 

du signal reproduit très proche. De plus, a.ucun bit supplementaire n'est requis pour 

le changement d'échelle en temps puisque qu'aucune information supplementaire ne 

doit être transmise au récepteur. 



Acknow ledgements 

1 would like to thank my supervisor Dr. Peter Kabal for his guidance throughout 

my undergraduate and graduate studies. The first part of the recearch was conducted 

at Institut National de la Recherche Scientifique (INRS)-Télécommunications labo­

ratories, and the second part was accomplished at Telecommunications and Signal 

Processing (TSP) laboratory at McGill University. The financial support provided 

by my supervisor and from the National Science and Engineering Research Council 

(NSERC) was infinitely appreciated. 

This thesis could not have been completed without the constant support and 

love of my parents, my brother and my sister. Finally, 1 am most grateful for the 

companionship provided by many friends at McGill. 

III 



Contents 

1 Introduction 

1.1 Digital Coding of Speech 

1.2 The Evolution of Waveform Coders 

1.3 Organization of the Thesis . . . . . 

2 Analysis-by-Synthesis Linear Prediction Coders 

2.1 Linear Prediction ...... . 

2.1.1 Sh0rt-Term Prediction 

2.1.2 Long-Term Prediction 

2.2 Estimation of the Predictor Parameters . 

2.2.1 Linear Prediction Coefficients .. 

2.2.2 Predictor Order and Windowing ShapejSize 

2.2.3 Line Spectral Frequencies . 

2.3 Adaptive Predictive Coder (APC) . 

2.4 Analysis-by-Synthesis APC ..... 

2.4.1 Analysis-by-Synthesis Coder Structure 

2.4.2 

2.4.3 

Codebook Excited Linear Prediction Structure 

The CELP Algorithm . 

3 Pitch Filtering in CELP Coders 

3.1 Introduction .......... . 

lV 

1 

1 

3 

6 

8 

8 

9 

11 

12 

12 

16 

17 

18 

22 

23 

24 

25 

28 

28 



3.2 Synthesis Parameters Optimization ... 

3.3 Optimization for a One-Tap Pitch Filter 

3.3.1 Recycling the LP Excitation ... 

3.3.2 Creating a Periodic Extension of a Pitch Cycle. 

3.4 Increased Resolution Pitch Filters 

3.4.1 M ulti-Tap Pitch Filters . 

3.4.2 Fractional Delay Filter . 

3.5 Interpolation of the LTP Parameters 

3.5.1 Generalized Analysis-by-Synthesis Procedure . 

3.5.2 LTP with Continuous Delay Contour . . . . . 

3.5.3 Continuous Interpolation of the Pitch Predictor 

3.5.4 Stepped Interpolation of the Pitch Predictor 

4 Improved CELP Coder at 4.8 kbits/s 

4.1 Introduction............. .. 

4.2 The FS-1016 Standard Coder Structure. 

4.2.1 

4.2.2 

4.2.3 

Short Delay Prediction . 

Long Delay Pitch Search 

Code book Search . . . . 

4.3 Pseudo-Three-Tap Pitch Filters 

4.3.1 Three-Tap Pitch Filter with 2 Degrees of Freedom . 

4.3.2 Three-Tap Pitch Filter with 1 Degree of Freedom 

4.3.3 Frequency Response of Pseudo-Tap Pitch Filters . 

4.4 Pitch Synthesis Filter Stability . 

4.4.1 Stability Tests ..... . 

4.4.2 Stabilization Procedures 

4.5 Performance of Pitch Predictors in FS-IOI6 

4.6 Pitch Filtering U sing a Time Scaling Approach 

4.6.1 Motivation For Time Scaling. . . . . . . 

v 

31 

34 

35 

38 

39 

39 

41 

45 

46 

47 

49 

52 

54 

54 

55 

56 

57 

59 

63 

65 

67 

67 

68 

70 

71 

73 

80 

80 



\ 
\ 

\ 
4.6.2 Time Scaling Aigorithm in CELP 

4.6.3 Performance of the Time Scaling Approach 

5 Summary and Conclusions 

A System of Sampling Rate Increase 

VI 

81 

8:~ 



List of Figures 

2 1 Formant Prediction. 10 

2.2 Pltch Prediction. . . 11 

2 3 Analysis model for transversal predictors. 13 

2.4 Block diagram of an APC coder with noise feedback. (a) Analysis 

phase. (b) Synthesis phase. 19 

2 5 Analysis- by-syn thesis coder 22 

2.6 Basic CELP configuration. 

3.1 Single-tap pitch predictor; adaptive codebook illustration. 

3.2 Synthesis parameters optimization. . .......... . 

3 3 Structure for realizing a fixed fractional delay of l/ D samples. 

3.4 Polyphase implementation of a fractional sample delay. . . . . 

3.5 (a) Conventional analysis-by-synthesis coder. (b) Generalized analysis-

25 

29 

31 

42 

45 

by-synthesis coder [I1J. .............. 47 

3 6 Time mismatched in the sarnple excitation signal. 48 

3.7 CELP configuration used in interpolating the delay contour. 50 

4.1 FS-1016 CELP coder structure. . . . . . . . . . . . . . . . . 55 

4.2 Frequency response of a one-tap pitch synthesis filter with M = 78 

samples and (3 = 0.57. . . . . . . . . . . . . . . . . . . . . . . 64 

4.3 Frequency response of a three-tap pitch synthesis filter with M = 78 

samples and coefficients (0.27 0.52 -0.055). .............. 65 

vu 



4.4 Frequency response of a 3TIDF pitch synthesis filter with Q -- 0 25, 

(3 -= 0.52 and !vf = 78. 

4.5 Original and decoded speech segmentsj (a) origmal segment, (b) de­

coded segment without stabilization, (c) decoded segment for stabtlized 

tiR 

pitch synthesis filter. . . . . . . . . . . . . . Ti 

4.6 Histogram of Q in a 3T2DF configuration for a fl'male speech file 79 

4.7 Motivation for time scalmg. ..... Stl 

A.l General system for sampling rate increase by D 89 

VIl! 



List of Tables 

4.1 LSF subframe structure. . ......... . 

4.2 Bit allocation for t.he FS-1ù16 CELP coder. 

4.3 Performance of pseudo-tap pitch predictors. 

IX 

57 

63 

76 



Chapter 1 

Introduction 

1.1 Digital Corling of Speech 

As digital technologies evolve, and as the economies of very-Iarge-scale integra­

tion begin to be achieved, renewed interest focuses on efficient mcthods for digitally 

encoding and transmitting speech. The underlying goal is to transmit speech with 

high quality, with the least possible channel bit rate, and with modest complexity. 

The ability to accomplish this goal through novel and sophisticated digital methods 

is now triggered by the promise of digital hardware economies. Typically the cost of 

speech encoding is re1ated to coder complexity and complexity, in turn, is related to 

coder efficiency. The tradeoff between bit rate and coded speech quality is still the 

main issue in speech coding research, while other problerns such as computational 

complexity and real-time implementation a.re next in line. 

The measurement of speech quality is difficult to specify because it involves 

human perception. While sorne rely on objective measure such as the Signal-ta-Noise 

Ratio (SNR) and the segmental SNR (segSNR), other definitely prefer subjective 

measures of which a common one is the Mean Opinion Score (MûS). The speech 

research community has given names to four different qualities of speech [1]: (1) 

commentary quality th:!t corresponds to wide·band speech with no perceptible noise; 

1 



(2) toU quality that refers to high-quality narrow-band speech that corresponds to 

the quality of an aIl-digital telephone networkj (3) communication quality that is 

intelligible but has noticeable quality reductionj and finally (4) synthe tic quality that 

remains intelligible but los es naturalness. 

Two classes of coding schemes can be distinguished: waveform coders and vocoders. 

Waveform coders, as the name implies, essentially strive for facsimile reproduction of 

the signal waveform. In principle, they are designed to be signal-independent, hence 

they can code a variety of signaIs-speech, music and tones. They also tend to be ro­

bust for a wide range of talker charac..teristics and for noisy channel environment. To 

preserve these advantages with minimal complexity, waveform coders typically aim 

for moderate economies in transmission bit rate. 

Vocoders, on the other hand, exploit the human speech production mechanism 

and the human auditory system. Such coders derive a speech model characterized 

by key parameters which are transmitted to the receiver so that the speech can 

be reconstructed using the same mode!. Vocoders tend to be fragile (in terms of 

parameters), the performance is often talker-dependent and the output speech has a 

synthetic (less than natural) quality. Typical examples of vocoders are the channel 

vocoder where the parameters are the values of the short-time amplitude spectrum of 

the speech signal evaluated at specifie frequencies, and the formant vocoder where the 

parameters are the frequency values of major spectral resonances. By virtue of their 

signal parameterization, vocoders can achieve very high economies in transmission 

bandwidth. They are very useful in mobile telephony and satellite communications 

where very low bit rate coders (2.4-8 kbits/s) are desired because of the bandwidth 

constraints. 
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1.2 The Evolution of Waveform Coders 

As the main focus in this thesis is on waveform coders, it is useful to mention 

several speech properties that can be utilized in an efficient waveform coder design. 

The most basic property of speech waveforms is that they are band-limited wit.h a 

bandwidth between 200 and 3200 Hz meaning that they can be time sampled at 

8000 Hz [5]. The redundancies in naturai speech are a direct result of human vocal 

tract structure and the limitations of the generation of speech as weIl as human 

hearing and perception. The main redundancies are due to the distribution of the 

waveform amplitude, concentration of most of the energy at low frequencies, the non­

fiat characteristics of speech spectra, the quasi-periodicity of voiced speech (during 

voiced sounds), and the presence of silent intervals in the signal. Various coding 

methods exploit these redundancies for realizing coding economies, either in the time­

domain or the frequency-domain. 

The simplest waveform coder is the Pulse Code Modulation (PCM) coder with the 

J.t-Iaw or A-Iaw companding. A logarithmic quantization is used because the average 

density of speech amplitudes are decreasing functions of amplitude and is better than 

the uniform quantizer in terms of dynamic range and idle channel noise performance 

[1]. A 7-bit J.t-Iaw (1' = 255) log-PCM yields an SNR of about 34 dB and toll quality 

speech over a wide input range. Compared to uniform PCM, log-J! JM needs about 4 

fewer bits for equivalent perceived quality. Adaptive Pulse Code Modulatzon (APCM) 

is aiso used, where the quantizer step size IJ. is varied in proportion to the short time 

average speech amplitude. APCM improves SNR performance and speech quality 

when compared to log-PCM systems. 

Coding efficiency is increased by taking advantage of the correlation existing 

between successive speech samples where the waveform coders allow significant bit 

savings while preserving very high speech quality. D~fferential Pulse Code Modulation 

(DPCM) and adaptive DPCM (ADPCM) belong ta the set of differential coders, 

a subclass of waveform coders. In these schemes, a predictar filter estimates the 
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upcoming speech sample to be reconstructed. The parameters of the predictor filter 

are usually obtained by a procedure that minimizes the me an squared error between 

the original and the reconstructed speech. Prediction methods are introduced more 

formally in the next chapter. The difference between the original speech sample and 

the estimated speech sample is quantized, thus reducing the quantization noise and 

improving the SNR. The coding scheme might incorporate quantizer level and gain 

adaptation techniques. As a result, coding rates down to 32 kbitsfs are capable of 

yielding the quality equivalent to toll quality 64 kbitsfs log-PCM coders. By further 

exploiting the correlation existing between adjacent pitch periods, further savings 

in bits is achieved while preserving high quality speech. Adaptive Predictive Co ding 

(APC) is a typical example and produces high quality speech at bit rates between 16 

and 32 kbitsfs [4]. The signal that remains after filtering the speech signal with the 

prediction filters is called the residual, which has a lower variance than the speech 

signal. 

In the above coding algorithms, speech is treated as a single full band signal. 

Another approach is to divide the speech signal into a number of separate frequency 

components (bands) and to encode them separately. This "frequency domain cod­

ing technique" has the additional advantage that the number of bits used to encode 

each band can be varied dynamically. Lower frequency bands are transmitted with 

more bits than higher frequency bands because the former are more important to pre­

serve accurately the speech quality. Sub-Band-Coding (SBC) and Adaptive Transform 

Co ding (ATC) [16] are examples. 

At lower bit rates (below 12 kbitsfs), the number of bits availabJe for encod­

ing the residual is small (less than 1.5 bitsjsample) and the key issue in designing 

coders for these rates is finding efficient ways of representing the residual. A coarse 

quantization of the residual introduces nonwhite noise in the quantized signal, and 

minimizing the residual and its quantized version no longer guarantees that. the error 

between the original and reconstructed signal is also minimized. To have a better 
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eontrol over the distortion in the reconstructed speech signal, the rcsid ual signal has 

1;0 be qUéLntized to minimize the error between the origina.l and reconstructed speech 

If3J. Such a procedure is refe:red to .3.S an.ûysls-by-synthes'Ls adaphve pred1.ctlve cod­

ing. Difl:ert~nt analysis-by-synthesis based coders operating in th.? range of 4.8-12 

kbits/s have achle\·e.d high commun:lcation quality, namely Restdual-E.xctted Lmear 

Prediction (RELP) [30], the Multipu,lse-Excited Linear pred1.ction (MELP) [29], and 

Single-P'ulse-Excitation (SPE) [32] coders. Atal & Shroeder [15J were the first to in­

troduce the Code-Excited Linear Prediction (CELP) scheme which is now the most 

commonly used analysis-by-synthesis coder. The next chapter will give a detailed 

description of the CELP coding algorithm. 

The Consultative Commit tee for Telephone and Telegraph (CCITT) has stan­

dardized a Low-Delay CELP (LD-CELP) operating at 16 kbits/s and achieving high 

quality speech at a cost of only 2 ms delay [13J. The next goal for CCITT is to 

standardize the low delay coding at 8 kbits/s. 

In 1989, a 4.8 kbits/s standard 1016 (FS-1016) CELP speech coder was defined 

by the United States Department of Defense with the help of Bell Labs[14]. While 

FS .. 1016 offers highly intelligible speech reproduction il is unnatural sounding and 

disGorted. Research for a high quality 4.8 kbits/s (or lower) speech coder continues 

This thesis investigates a promising method for improving a low-rate coder. 

Starting from the foundations set by a conventional CELP coder, aIl of the CELP 

coder components will then be re-examined either individually or jointly depend­

ing on their subjective and objective performances, hefore being integrated in the 

coder. The principal goal is to improve the quality of the FS-1016 CELP coder while 

maintaining or reducing the overall bit rate. This task is accompli shed by using two 

different models to represent the pitch filter which plays an important role in low 

ra.te speech coders. The first model consists of using a pseudo-m.llti-tap pitch filter 

with one degree of freedom for the predictor coefficients. It improves the quality of 

the reconstructed speech of the FS-I016. In thi3 model, the stability of the pitch 
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synthesis fllter cannot be neglected. The effect of instability degrades considerably 

the perceptual quality of the output speech. Severa1 stabilization procedures are de­

scribed and implemented in order to minimize the 10ss in the pitch preùiction gain. 

A second pitch model performs the standard pitch filtering operation in addition ta a 

time scalingjshifting on the original speech in order to produce a smoother and more 

accurate reconstruction of the pitch structure. This technique results in reducing the 

bit rate of the FS-I016 whi1e maintaining very closely the same quality as the original 

one. The bit rate is reduced by representing the pitch lag more coarsely, and noting 

that no extra bits are needed for the time scaling/shifting operation as no extra si de 

information has to be transmitted to the receiver. 

1.3 Organization of the Thesis 

With the ultimate aim of improving the quality of a CELP coder, the present thesis 

is structured as follows. The various components that constitutes a CELP coder are 

separately considered and then assembled in such a way to operate efficiently. Chap­

ter 2 reviews the theoretical background of !inear prediction and introduces the basic 

concepts of analysis-by-synthesis based linear predictive coders, the general class to 

which the CELP co ding algorithm belongs. Pitch prediction techlliq~es are discussed 

in Chapter 3. Different pitch parameters optimization schemes are discussed. The 

chapter includes discussions on increased resolution pitch predictors. Increased res­

olution is achieved by increasing the number of filter taps or by allowing subsample 

resolution of the predictor delay. A new technique baser! on a generalized analysis­

by-synthesis procedure where the pitch parameters are transmitted once every few 

subframes, and the parameters interpolated in between is also discussed. By focusing 

onlyon the pitch filter module, two new pitch models are analyzed in Chapter 4 and 

incorporated in the current Federal Standard 1016 coder. The first model consists of 

using pseudo-multi-tap pitch predictors, and the second model consists of performing 
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the pitch filtering US1 -z a time scaling appmach. The performa.nce of these two mod­

els is also discussed at the end of Chapter. Finally, the last chapter conclu des with a 

summary of the re·sults and the irnprovements suggested in this thesis. 
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Chapter 2 

Analysis-by-Synthesis Linear 

Prediction Coders 

2.1 Linear Prediction 

One of the most powerful speech analysis techniques is based on linear prediction. 

This method has become the predominant technique for estimating the basic speech 

parameters su ch as the fundamental frequency FO, vocal tract area functions, and 

the frequencies and bandwidth of spectral poles and zeros (e.g formants), and for 

representing speech for low bit rate transmission. The basic idea in linear prediction is 

that a speech sample is approximated as a linear combination of past speech samples. 

By minimizing the sum of the squared difference (over a finite interval) between 

the actual speech samples and the linearly predicted ones, a unique set of predictor 

coefficients can be determined. For spe.ech, the prediction is done most conveniently 

in two separate stages: a first prediction based on the short-time spectral envelope of 

speech known as short-t~rm prediction, and a second prediction based on the periodic 

nature of the spectral fine structure known as long-term prediction. The short-time 

spectral envelope of speech is determined by the frequency response of the vocal 

tract and for voiced speech also by the spectrum of the glottal pulse. The spectral 
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fine structure arising from the quasi-periodic nature of voiced speech is determined 

mainly by the pitch period. The fine structure for unvoiced speech tends to be random 

and c.annot he used for prediction. 

2.1.1 Short-Term Prediction 

A speech signal sen) can be considered ta be the output of sorne system with sorne 

unknown input excitation u( n) such that the following relation holds: 
p q 

sen) = L aks(n - k) + GL b,u(n -1) (2.1) 
k=l 1=1 

with G being a gain factor and ale and bk being two sets of filter coefficients The signal 

sen) is predictedas the linear comhinations of past outputs and inputs. Eq. (2 1) can 

also he specified in the frequency domain by taking the z-transform on bath sides of 

Eq. (2.1). The transfer function of the system, Hez), will be expressed as: 
q 

1 + Lb,Z-1 
H(z) = S(z) = G 1=1 

U(z) p 
1 + L a/cz-Ie 

(2 2) 

k=1 

where S(z) and U(z) are the z-transforms of sen) and u(n) respectively. H(z) in 

Eq. (2.2) is the generaI pole-zero model, known also as the Auto-Regressive Moving 

Average (ARMA) mode!. There are two special cases of interest: (1) the alI-zero 

model known as the Moving Average (MA) model and (2) the aIl-pole model known 

as the Auto-Regressive (AR) mode!. The latter model is preferred in most applications 

of speech analysis because it reduces the amount of computations required to derive 

the set of filter coefficients and fits an acoustic tube model for speech production. But 

this simplification can be a drawback since the actual speech spectrum has zeros from 

the vocal tract response and the glottal source. Nevertheless, human ear sensitivity 

is high at spectral formants (pales) and low at spectral valleys (zeros) making the 

aU-pole model a desirable chai ce [3]. The reduced prediction operation is of the form: 
p 

sen) = L aks(n - k). (2.3) 
1e=1 
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The error between the actual value s(n) and the predicted value sen) is given by: 

s(n) r(n) 

,.. 
s(n) 

Figure 2.1: Formant Prediction. 

p 

r(n) = s(n) - s(n) = sen) - L aks(n - k). (2.4) 
k=l 

The error, r( n), is also known as the formant residual signal. Taking the z- transform 

on both sides, Eq. (2.4) can be rewritten as: 

p 

R(z) = S(z)[1 - L: ak z- k]. (2.5) 
k=l 

A speech production model can be defined, where an excitation signal E(z) is passed 

through a shaping filter, 
1 

H(z)=--p--
1 - L: akz- k 

k=l 

(2.6) 

to produce the reconstructed speech S( z). H( z) is the formant synthesis fiIter and 

can be interpreted as the frequency response of the vocal tract. A( z) expressed as 

p 

A(z) = 1 - E akz-k = 1 - F(z), (2.7) 
k=l 

is the inverse formant filterj its main function is to remove the formants structure 

from the original speech file. 

Linear prediction is optimal in the least-squares sense if the samples of the 

speech signal are assumed to be random variables with Gaussian distribution [1]. 

Experiments have shown that, taken over short time segments, speech signal samples 

can be assumed to have a Gaussian distribution [6]. If the prediction system is based 
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on past original speech samples, we refer to it as forward adapted prediction because 

the predictor coefficients have to be sent to the receiver as side information. However, 

if the prediction system is based on past reconstructed speech samples, we refer to it 

as backward adaptive prediction and no side information is transmitted because the 

predictor coefficients can be calculated both at the transmit ter and the recciver 

The performance of the formant predictor is usua.lly assessed by the formant 

prediction gain C, which is expressed in dB units and given by 

(28) 

where O'~ and 0'; are the variances of the input speech and the residual respectively. 

For a high prediction gain 0'; should be small, for a fixed input variance. The problem 

is to determine the best predictor coefficients ak, the optimal predictor order p and 

the best window size in order to minimize the energy of the error while also keeping 

the synthesis filter stable. 

2.1.2 Long-Term Prediction 

The residual signal from the formant analysis fil ter, A(z), still shows pitch periodicity 

Another important feature in !inear predictive coders is ta remove the far-sarnplc 

redundancy from the original speech. Pitch prediction can be handled by a filter with 

r(n) 

-M 
~z 

A 
r(n) 

Figure 2.2: Pitch Prediction. 

only one coefficient of the following form: 

11 

c(n) 

(2.9) 



where f3 is a scaling factor related to the degree of waveform periodicity and M is 

the estimated period In samples. This predictor has a time response of a unit sample 

ddayed by lIf samples; so the pitch predictor estimates that the previous pitch period 

repeats itself. For unvoiced speech segments, no clear pitch period exists. In general 

the pitch lag is allowed to vary between 20 and 147 samples (at 8 kHz sampling rate). 

The error signal is 

e(n) = r(n) - f3r(n - M) (2.10) 

and is called the pîtch residual signal. Taking the z-transform on both sides, and 

rearranging the terms, the inverse pitch filter is defined to be 

(2.11) 

Its main function is to remove the pitch structure from the original speech. At the 

decoder stage, the pitch synthesis filter defined as 

1 
G(z) = 1 _ P(z)' (2.12) 

is excited by the formant residual signal in order to introduce a periodic structure, 

matching as close as possible that of the original speech. The performance of the 

pitch predictor is also assessed by the pitch prediction gain Cp given by 

(2.13) 

The problem in pitch predictors is to determine the best pitch coefficient along with 

the optimal matching pitch period M in order to minimize the energy of the pitch 

residual e(n). 

2.2 Estimation of the Predictor Parameters 

2.2.1 Linear Prediction Coefficients 

The least-squares method is used in order to determine the Linear Prediction Coeffi­

cients (LPC) and is based on minimizing the total squared error with respect to each 
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of the parameters. However, the speech signal s(n) is not stationary and Its st.üistics 

are not explicitly known, so it is common practice to cansider the speech signal ,~s 

stationary over short time intervals (of about 20 ms). In this thesis, two klllds of 

transversal implementations will be discussed: the autocorrelation mclhod and th(~ 

covariance method. 

s(n) s (n) 
w c (n) 

+---il."w 

Figure 2.3: Analysis model for transversal predictors 

The Autocorrelation Method 

Known also the data windowing method, it consists of multiplying each block of 

speech samples by a Hamming or similar type window wd(n) beforc filtenng it in the 

inverse formant filter F(z) defined in Sec. 2.1. The autocorrelation method rcsuILs 

if we ( n) = 1 for an n. The reason a Hamming or any tapcring window is Ilscd lS 

discussed in the following section The input speech to the formant filter will be 

O::;n::;N--l. (2 14) 

The energy, E, of the residual signal ew(n) is 

(2 15) 

If sw(n) is nonzero only for 0::; n ::; N - 1, then the residual signal den), for a pth 

arder predictor will be nonzero over (N-1+p) samples The energy is minirnizcd by 

taking partial derivativeof Eq. (2.15) with respect ta the parameters an, n =:: l, .. ,p, 
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and setting each of the resulting p equations to zero. The system of equations to solve 

lS 

p 00 ~ 

2: a, 2: sw(k - n)sw(k - i) = E sw(k)sw(k - n), n = J, . .. ,p. (2.16) 
,=1 k=n 

Defining the autocorrelation function of 3 w(n) as 

N-1 

Rtf'.) = E x(k)x(k - n), (2.17) 
k=n 

and noting that R(n) R( -n), then the system of equations can be expressed in 

matrix form as Ra = r. The expanded form of the system is: 

R(a) 

R(l) 

R(l) 

R(a) 

R(p - 1) R(p - 2) 

R(p - 1) 

R(p - 2) 

R(a) 

= 

L R(p) 

(2.18) 

where each entry Ra, in the autocorrelation is given by R,.j - R(li - jl). The system 

of Eqs. (2.18) is in fact the Y\..le-Walker equations with the autocorrelation matrix R 

being symmetric and Toeplitz. A fast method fur solving the Yule-Walker equations 

is the Levinson-Durbin recursion [8]. The predictor coefficients are used in both a11-

zero filtering operation to obtain residual signaIs and in aU-pole filtering operations to 

reconstruct speech signaIs. Stability of the synthesis fiIter is of premium importance. 

The autocorrelation method always results in a stable synthesis fiIter associated with 

the predictor coefficients ak. 

The Covariance Method 

The covariance method results if Wd( n) = 1 for aU n. The window we ( n) is usually 

chosen such that we(n) =1 a for 0 < n :::; N - 1. Applying the least-squares method, 

the mean square energy of the error is, 

ou 

E = L e!(k). (2.19) 
k=-~ 
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By substituting the value of ew(n) in the equation above, the error energy 

N-l [P ]l 
E = E s(k) - ~ ans(k - n) w~(n), (2.20) 

is minimized by taking the derivatives of Eq. (2.20) with respect to aU ak's, and 

setting the result equal to zero. The resulting system of equations is written as 

JI N-l N-l 

2: ai 2: 3(k - n)s(k - i)w!(k) = 2: S(k)3(k - n)w~(k), 
1=1 11:=0 ' 11:=0 

n = 1, .. ,p. (2.21) 

Defining the covariance function of s( k) as 

N-l 

</J(i,j) = L 3(k - ~)s(k - J )w~(k), (2.22) 
1c=0 

then the system of equations can be expressed in matrix form as iPa=cp or in an 

expanded form as 

</J( 1,1) </J( 1,2) </J(l, p) al </J(O,1) 

</J(2,1) </J(2,2) </J(2, p) a2 </J(O,2) 
(2.23) 

</J(p,l) </J(p,2) </J(p,p) al' </J(O,p) 

The covariance matrix preserves is symmetric. The Cholesky decomposi tion method 

is usually used to solve for the predictor coefficients aies in the linear system of 

Eqs. (2.23). The choice of the error window we(k) will aiso be discussed in the 

following section. The covariance method, unfortunately, do es not guarantee stabil­

ity of the synthesis filter. In many cases it results in highcr prediction ~ains than the 

autocorrelation method. 

When the autocorrelation and the covariance methods are applied to determine 

the parameters of the pitch filter, a system of equations similar to Eqs. (2.18) and 

(2.23) is obtained, with of course the appropriate filter delay values. The conventional 

approach is to determine the pitch lag M separately from the predictor coefficient 

(single-tap pitch filter) by searching over a range of pitch periods encountered in 
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human speech (typically between 20 and 147 samples at 8 kHz). The optimal lag, 

Mop~, is the lag that corresponds to the smallest me an square error 

where 

00 00 

Ep = E ew(n)2 = E (sw(n) - f3op~sw(n - M»2 , 
n=-oo n=-oo 

~Opl = { 

R(M) 
R(O) , 
4>(O,M) 

4>(M, M)' 

autocorrelation method 

covariance method. 

(2.24) 

(2.25) 

It is important to note that for multi-tap pitch filters, the autocorrelation method 

does not guarantee that B(z) is minimum phase[19]. 

2.2.2 Predictor Order and Windowing ShapejSize 

The choice of the predictor order p is a compromise between spectral accuracy and 

computation timejmemory. The number of poles in the formant predictor filter is 

a function of the number of formants to be modelled. Each formant requires two 

poles[3] i two extra poles are added to compensate for the glottal effects and radiation 

of the lips. Typically 10 poles are enough to model the formant structure of a standard 

8 kHz sampled speech. As p increases, a better fit is achieved but a the cost of extra 

computation and side information. 

For the pitch predictor filter, a larger number of taps is necessary due to the 

fact that the pitch lag is unlikely to be an exact multiple of the sampling frequency. 

Multiple predictor coefficients allow interpolation of speech samples in the delayed 

version to more precisely match the original, and provide an irnprovement in the 

prediction gain. After experiments, Atal [6] found that it is useful to use a third­

order predictor of the form 

1 

P(z) = E {3lcz- M +Ic. (2.26) 
k=-l 

The prediction methods are based on an estimate of the correlation. The length 

of the window must be large enough to provide a valid estimate of the correlations. 

16 



The minimum formant frequency is around 270 Hz (males); this corresponds to a 

sample lag of 30 samples. A suitable formant analysis frame is around 80-160 sam· 

pies. In most linear predictive coders the formant filter and the piteh filters are 

used in cascade. Rectangular and Hamming windows are commonly used in forward 

adaptation, whereas exponentiai windows lead to higher prediction gain seem in back· 

ward adaptation. Rectangular windows are not recommended in the autocorrelation 

method because of frame edge effects. By truncating the input speech, the residual 

signal tends to be large at the beginning of the interval because prediction is based on 

previous samples that have been arbitrarily set to zero, and at the end of the interval 

because zero amplitude samples are predicted from samples that are nonzero. By 

increasing the window size, the edge effects can be reduced. 

In contrast to the formant predictor, the delays used for a pitch predictor arc 

comparable to, or even larger than, the window length. For a pitch filter, frame edge 

effects are no longer negligible. The problem is not solved by using windows that are 

longer than the largest delay of the pitch predictor sinee too much time.averaging 

greatly reduces the performance and, changes in the pitch lag are not adequately 

tracked. The covariance method is preferred over the autocorrelation method to 

determine the pitch parameters and gives higher pitch prediction gains, but does not 

guarantee stability of the pitch synthesis filter [25]. 

Better prediction gains are obtained when Barnwell autocorrelation windows are 

used instead of Hamming windows in backward adaptive LPC analysis [25]. The main 

reason for the better performance of exponential windows is the heavier emphasis 

applied to immediate past samples compared to Hamming or rectangular widows. 

2.2.3 Line Spectral Frequencies 

Line Spectral Frequencies (LSF) is a very popular set for representing the LPC coef· 

ficients, because they are related to the speech spectrum characteristics in a straight. 

forward way. The LSF represents the phase angles of an ordered '3et of poles on 
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the unit circle that describes the spectral shape of the inverse formant fllter A(z) 

defined in Eq. (2.7). They were first introduced by Itakura in 1975 [36]. The main 

advantages of the LSF are that they can provide easy stability checking procedures, 

spectral manipulations, and convenient re-conversion to predictor coefficients. 

Conversion of the LPC coefficients ak to the LSF domain relies on the inverse 

formant filter A(z). Given A(z), its corresponding LSF are defined to be the zeros of 

the polynomials P( z) and Q( z) defined as: 

P(z) = A(z) + z-(P+1)A(z-l) 

Q(z) = A(z) - z-(p·tl)A(Z-I). 
(2.27) 

If A( z) is minimum phase, aIl the roots of P( z) and Q( z) will lie on the unit circle, al­

ternating between the two polynomials with increasing frequency. Several approaches 

for solving for the roots of P(z) and Q(z) have been presented [37, 38,39]. The roots 

occur in complex conjugate pairs and hence there are p LSF lying between 0 and 7r. 

The value of the LSF can be converted to Hertz (Hz) by multiplying by the factor 

F./27r where F. is the sampling frequency. Another important characteristic about 

the LSF is the localized spectral sensitivity. For the predictor coefficients, a small 

distortion in one coefficient could dramatically dis tort the spectral shape and even 

le ad to an unstable synthesis filter. Whereas, if one the LSF is distorted, the spectral 

distortion occurs only in the neighborhood of the modified LSF. 

In many LPC speech coders, the LPC filtering is carried out by interpolating 

the predictor coefficients between two successive analysis frames into a subframe level 

such that a smoother transition is achieved. The interpolation can be performed in 

the LSF domain to guarantee the stability of the resulting filters. 

2.3 Adaptive Predictive Coder (APC) 

Low bit rate speech coders often employ both formant and pitch predictors to remove 

near-sample and distant-sample redundancies in the speech signal. The resulting 
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prediction residual signal is of smaller amplit1lde and can be coded more efficiently 

than the original waveform. The predictors coefficients in the two filters are updated 

by updating them at fixed intervals to follow the time-varying correlation of the speech 

signal. A basic system which uses the two predictors arrangement is the Adaptive 

Predictive Coder (APC). 

sen) -----1_-----.( den) 
Q I--T---_ ~(n) 

F(z) P(z) 

(a) 

~n)I_~.y P(z) ~ ·~)-,---_F~(Z~)-~--"--" ~n) 
(b) 

Figure 2.4: Block diagram of an APC coder with noise feedback. (a) Analysis phase. 

(b) Synthesis phase. 

The APC configuration is shown in Fig. 2.4 where the predictors F( z) and P( z) 

are placed in an open-Ioop format. The predictors F(z) and P(z) are defined in 

Eqs. (2.7) and (2.26) respectively. 

The quantization occurs on a sample-by-sample basis which creales difficulty in 

realizing an arbitrarily noise spectrum, particularly at low bit rates. The theory of 

auditory masking suggests that noise in the formants regions would be partially or 

totally masked by the speech signal. Thus, a large part of the percei ved noise in a 

coder cornes from frequency regions where the signallevel is low. So, a noise shaping 

filter N(z) [20] of the form, 

N(z) = F(z/"() 0<"«1, (2.28) 
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is included in order to reduce the perceptual distortion of the output speech by 

redistributing the quantization noise spectrum [17]. 

The order in which the two predictors are combined is important for time-varying 

predictors. The conventional predictor configuration uses a cascade of formant predit:­

tor and a pitch predictor, referred to as an F-P cascade [20]. The cascade connectiCln 

can aiso have the pitch predictor precede the formant predictor, referred to as a P­

F cascade. The filters coefficients for the two filters in the cascade are determined 

in a sequential fashion. The coefficients of the first filter are found from the input 

speech s(n), and then the coefficients of the second filter are determined from the 

intermediate residual d(n) formed by the filtering action of the first predictor. In 

terms of prediction gain, the F-P cascade stands out as being superior to the P-F 

cascade [20], and will be used throughout thîs thesis. For the formant filter, the au­

tocorrelation method can be used to determine the filter coefficients ak which ensures 

stability of the formant synthesis filter. The covariance method used to determine a 

set of pitch predictor coefficients can result in an unstable pitch synthesis filter. This 

usually arises when a transition from an unvoiced to a voiced segment takes place, 

and causes degradation (pops and clicks) in the decoded speech. The stability of the 

pitch fil ter is checked by several tests detailed in [19]. If found to be unstable, the 

coefficients are scaled downward in magnitude to the point at which they satisfy the 

stability test. For a fixed formant frame size, the number of frames with unstable 

pitch filters increases with decreasing pitch frame size [19]. For fixed frame sizes, the 

number of unstable frames also generally increases as the number of pitch taps is 

increased. 

The digital channel in an APC system carries information both about the quan­

tized prediction residual and the time-varying parameters of the adaptive predictors 

and the quantizer (often referred to as si de information). Efficient encoding of the 

parameters is necessary to keep the total bit rate to a minimum. According to Atal 

[6], the distortion is small although audible when a total of 40 bits are used for en-
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coding 20 LSF with an update rate of 10 ms. The total bit rate for the coefficients 

depend both on the number of coefficients and the time intervals at which a Ilew 

set of coefficients are determined. Typically, the bit rate for the formant predictor 

parameters varies between 2300 and 4600 bits/s. The delay parameter M of the 

long-delay predictor P(z) needs approximately 7 bits of quantization ac:curacy, and 

13 extra bits are needed for the pitch coefficients (assuming a 3rd arder predictor). 

The pitch predictor must be reset once every 10 ms to be effective resulting in a bit 

rate of 2000 bits/s for the pitch predictor parameters. 

The block diagram of the receiver of the APC system is shown in Fig. 2.4b. It 

-onsists of two linear filters each with a predictor in its feedback. The first feedback 

loop includes the long-delay (pitch) predictor which restores the pitch periodicity of 

voiced speech. The second feedback loop which includes the short-delay predictor 

restores the spectral envelope. Excellent speech quality is achieved for APC coders 

operating at 16 kbits/s; they also provide an improvement in SNR over PCM caders 

using the same quantizer. 

At bit rates lower than about 10 kbits/s, it is necessary to quantizc the prediction 

error, e(n), with less than 1 bit/sample. Such a coarse quantization is the major 

source of audible distortion in the reconstructed speech signal. Even with accurate 

quantization of the high amplitude portions of the prediction residual, it is difficult 

to avoid peak clipping of the prediction residual and the granular distortion due to a 

finite levels in the quantizer. 

A new speech coder, called Vector APC (VAPC), which has significantly en­

hanced APC at low bit rates has been developed by Chen and Gersho [26] by using 

Vector Quantization (VQ) [27]. The basic structure of VAPC is similar to that of the 

original APC shown in Fig. (2.4), except that the scalar quantizer Q, used to quan­

tize the final residual e(n), is replaced by a gain-adaptive VQ [28]. In the receiver, 

the speech waveform is reconstructed by exciting two cascade synthesis filters with 

the quantized prediction residual. The motivation for using VQ is two-fold. First, 
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adjacent prediction residual samples may still have nonlinear dependency [17] which 

can be exploited by VQ. Secondly, VQ can operate at rates below 1 bit/sample. 

Once pitch and formant prediction are performed, the resulting prediction resid­

ual is normalized by a gain derived from the predictor residual in the current frame. 

The normalized vector is then vector quantized using a fixed VQ codebook, a.Id the 

selected VQ codevector is multiplied by the estimated gain to obtain the quantized 

prediction residual vector. The estimated gain is quantized and sent as part of the 

side information. Very good speech quality is obtained at 9.6 kbits/s and reasonably 

good quality at 4.8 kbits/s [26]. 

s(n) -----.., 

e(n) 

P(z) F(z) 
G 

Codcbook 

Figure 2.5: Analysis-by-synthesis coder. 

2.4 Analysis-by-Synthesis APC 

As noted in the ab ove section, at low bit rates the number of bits available for 

encoding the residual is small, and the key issue in designing coders for these rates is 

finding efficient ways of representing the residual. To have a better control over the 

distortion in the reconstructed speech signal, the residual has to be coded ln such a 

way as to minimize the error between the original and the reconstructed speech. This 

approach has the additional advantage that it is easy to incorporate models of human 

perception by using weighted distortions measures. Such a procedure is referred to 
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as analysis-by-synthesis adaptive predictive coding. 

2.4.1 Analysis-by-Synthesis Coder Structure 

The basic structure of an analysis-by-synthesis coder is depicted in Fig. 2.5. The 

predictors P(z) and F(z), add respectively the formant structure and periodicity 

structure to the excitation vector c(n). 

The formant predictor coefficients ale 's are determined from the speech signal 

using the autocorrelation method described in Sec. 2.2. The pitch filter coefficients 

(M,f3) can be determined either by the covariance method using the residual signal 

obtained after the LPC analysis, or by the analysis-by-synthesis method illustrated 

in Fig. 2.5 as will be explained later in this section. 

Once the coefficients of the predictors are determined, the excitation function for 

the filters is determined in a black-wise manner. For every N samples, the excitation 

is determined such that the weighted mean squared error between the original and 

the reconstructed speech is minimal. The filter W( z) is a perceptual error weighting 

filter which deemphasizes the error near the formant frt!quencies. 

There are different ways ta represent the excitation, which form the main dis­

tinction between different coders. The first practicallinear prediction-based analysis­

by-synthesis coding system was the Multi-Pulse Linear Prediction (MPLP) coder [29]. 

The MPLP represents the excitation as a sequence of pulses not uniformly spaced. 

The excitation analysis procedure has ta determine the amplitudes of the pulses. 

MPLP coder can produce good quality speech between 4.8 and ] 6 kbits/s. The 

Regular-Pulse Linear prediction (RPLP) [30] is similar to the MPLP method. The 

excitation is a set of uniformly spaced pulses. The offset of the pulse set is selectcd 

first during the encoding process, and then the individual amplitudes of the pulses 

are determined. 

The most popular method for analysis-by-synthesis is Codebook Excited Linear 

Prediction (CELP) which is the main interest in this thesis and is explained separately 
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in the next ~ection. 

2.4.2 Codebook Excited Linear Prediction Structure 

Conceptually, the easiest way of applying VQ techniques to represent the excitations 

in the block diagram of Fig. 2.5 is to store a collection of possible sequences and 

systematically try each sequence, then select the one that produces the lowest error 

between the original and reconstructed speech signal. If the collection of sequences, 

which is either stored or generated deterministically, is available at both the encoder 

and the decoder, only the index of the sequence that results in the smallest error has 

to be transmitted. 

The coder performance is related to the number and shape of the codebook 

excitations. The codebook is populated with samples of a source that reflect the 

statistics of the signal to be encoded. Schroeder and Atal [31] have suggested that a 

unit-variance Gaussian source is a good choice because it has been shown in [31] that 

the probability density function of the prediction error samples (after both short-delay 

and long-delay prediction) is nearly Gaussian. 

The gain G plays also an important role in the CELP coder. !ts sign effectively 

increases the codebook size by one bit. It's absolute value is adjusted such that the 

filtered excitation optimally matches the error signal. The effective codebook size is 

the sum of the number of bits used for encoding and the index i, and the number of 

bits used for encoding the gain G. 

The spectral weighting filter W( z) is introduced to take advantage of the proper­

ties of human auditory perception. Since more noise can be tolerated in the formant 

regions than in the valleys between formants, a weighting filter which deemphasizes 

the formant regions is chosen to be of the following form 

JI 

1- La,z-' 
W(z) = _.......;.~=....;l;;....... __ 

1 - L a,"'f'z-' 
1=1 
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where Î is a parameter controlling the weighting of the error as a function of frequency. 

Decreasing 1 increases the bandwidth of the pales of W( z). A suitable range of -y is 

hetween 0.7 and 0.8 [31]. The use of the proposed weighting filter makes it possible 

ta give an alternate representation of the coder structure in Fig. 2.6. The CELP 

algorithm presented in the next section will he based on the modified configuration 

represented in Fig. 2.6. 

s(n)---~1,---_W_(_Z)----,f--------------' 

P(z) F(z) 

Codebook G 

Figure 2.6: Basic CELP configuration. 

2.4.3 The CELP Algorithm 

The weighted formant filter, F'(z), is expressed as 

p 

F'( z) = L alelle z-Ie (2.30) 
1e=1 

and the pitch filter P(z) is of the form 

(2.31) 

The problem is ta determine the optimal formant coefficients ale, pitch coefficient (3, 

and optimallag M along with the hest excitation index i and the corresponding gain 

G to minimize the error between the weighted speech sw( n) and the reconstructed 
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spep.ch s( n). The reconstructed speech can be expressed as 

p 

sen) = den) + L ak'-,k sen - k) (2.32) 
k=l 

where 

den) = v,(n) + (3d(n - M). (2.33) 

The excitations x' ( n) in the codebook, indexed by i, are scaled by the appropriate 

gain G resulting in v,(n). The general form of the weighted error is 

ew(n) = sw(n) - sen). (2.34) 

By substituting the value of sen) in the above equation, ew(n) can be expressed as 

p 

ew(n) = sw(n) - [Gx,(n) + f3d(n - M) + L ak'ls(n - k)), (2.35) 
k=l 

and the resulting weighted mean squared error can be written as 

(2.36) 
n=-oo 

Applying the concept of analysis-by-synthesis approach, the coder should per­

form a search over aIl the quantized residual vectors, aIl the available gain factors 

for the residual vector, and aU the available filter parameters to select the best set. 

Theoretically the CELP coder does not directly need an analysis stage. However, the 

disadvantage of an analysis-by-synthesis approach is, of course, the computational 

effort required bv the exhaustive search. 

Ideally, the predictor filters P( z) and F( z) would be optimized for ea.ch trial 

waveform. The formulation of an optimal formant synthesis filter leads to a highly 

non-linear set of equations which is not amenable to a solution. Sorne simplifications 

are often made to reduce the search complexity. The basic simplification is to deter­

mine the formant filter predictor coefficients by the analysis techniques as discussed in 

Sec. 2.2. The pitch predictor parameters (M,{3) can be determined either by analysis 

or using the analysis-by-synthesis diagram of Fig. 2.6. When the analysis approach 
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is used to determine the pitch filter parameters, the expression of the weightcd error, 

ew(n), in Eq. (2.35) has only the index t and the gain G to be determined This 15 

done by perforrning an exhaustive search over aIl allowable values of t and G in order 

to obtain the best match by minirnizing the weighted mean squared error 

However, if the analysis-by-synthesis approach is chosen to dett'mllne the pitch 

filter parameters, any of the two following procedures can be followed. Tht' first 

procedure jointly optirnizes (l, G) and (M, {3). It consists of performing an exhaustl ve 

search over aU allowable indexes i and delays M, then determine the optnIld,1 g,un G 

and pitch coefficient {3 to rninimize €. The second alternative procedure is to use the 

sequentialoptirnization. During the first search, (M,f3) are optimized considering ,1 

zero input excitation to the inverse synthesis pitch RIter, that is, G = 0 'l'hen kceplIlg 

(M, {3) fixed, a second search is performed to determine (l, G) 
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Chapter 3 

Pitch Filtering in CELP Coders 

3.1 Introduction 

The addition of a piteh prediction stage to a CELP coder contributes a major part to 

its suecess especially at rates between 4 and 10 kbitsjs. At high bit rates, a substantial 

nurnber of bits is assigned to the excitation signal to en able the coder to reconstruct 

the harmonie structure that the long term predictor fails to mode!. However, at low 

bit rates, the synthetic speech is rnuch more dependent on the performance of the 

piteh predictor. 

The pitch predictor, also known as the Long-Terrn Predictor (LTP), was intro­

duced in Chapter 2 as a technique to generate periodicity in the reconstruction of 

voiced speech . The pitch predictor is characterized by the delay M, closely related 

ta the piteh lag of the current speech frame, and its coefficients {3J' The rnulti-tap 

L'TP enhances the periadicity of the coded speech and outperforms the single-tap 

LTP at the expense of a greater number of bits that have to be aUocated for the 

quantization of the multiple coefficients. The single-tap LTP can be generalized by 

increasing the time resolution of the LTP delay to less than 1 sample [22]. This results 

in a fractional delay LTP, which produces a significant increase in prediction gain and 

perceived periodicity, at the cost of more bits, but less than for the multi-tap case. 
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In CELP coders, the LTP parameters are usually determined using an analysis­

by-synthesi~ procedure which can be considered to be an adaptive codebook. The 

adaptive codebook interpretation of the LTP is illustrated in Fig. 3.1. 

Il 

Adaptive codebook 

LP excitation 

M 

A 

--- t--. sen) 
1- F(z) 

L TP excitation ven) 
J3 L TP contribution 

Figure 3.1: Single-tap pitch predictor; adaptive codebook illustration. 

The excitation ven), known as the LTP excitation is generated byappropriately 

scaling a signal vector from a code book of fixed entries (stochastic code book intro­

duced in the CELP algorithm in Chapter 2). This LTP excitation drives the LTP to 

yield an LP excitation den) with periodic structure. The resulting signal d(n) is used 

to excite an aU-pole synthesis fllter which adds the formant structure to the speech 

signal. 

The LTP parameters and the LTP excitation signal, which is characterized by 

a fuced codebook index i and a gain G, are determined on a subframe basis, whereas 

the LPC are updated on a frame basis. Joint optimization of aIl parameters gives the 

best coding performance, but the extensive fixed excitation codebook search while 

optimizing the L'rp parameters is very expensive computationally. A sequential op­

timization procedure is applied, where the periodic contribution to the LP excitation 

is determined first assuming a zero LTP excitation. Once the LTP optimal delay and 

coefficients values are obtained, the current LP excitation is further improved with 

the optimal LTP excitation selected from the codebook and scaled by G. In the case 

of a one-tap pitch predictor, the LTP contribution to the LP excitation can be viewed 
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as a past delayed version of the LP excitation scaled by the fllter coefficient (3. The 

past LP excitations can be stored in a codebook, the so-called adaptive codebook, in 

which each entry differs by a shift of one sample, see in Fig. 3.1. 

The limitation that the pitch lag be greater than the subframe size causes sorne 

problems for high pitched female speech. The delay will in effect assume pitch doubled 

and tripled values on many occasions. Remedies to this problem consist in allowing 

the LTP delay to take values smaller than the subframe size and to recycle the current 

LP excitation through the pitch filter, or to include periodic extensions of a pitch cycle 

in the adaptive codebook. 

At rates below 5 kbits/s, the number of coding bits for the LTP parameters 

decreases and the interval at which updates occur increases. Thus, the LTP perfor­

mance degrades as it becomes harder to recreate a smooth evolution of the pitch cycle 

waveform. The perceptual quality of the reconstructed speech can he improved hy in­

creasing the correlation between adjacent pitch cycles in voiced speech with heuristic 

rules [33, 34]. 

For a conventional CELP coder operating at 4.8 kbits/s, approximately 1.6 

kbits/s are needed to code the pitch parameters. Bit savings can be ohtained by 

encoding only the offset from the previous delay every other subframe [14] or by us­

ing differential encoding techniques [12]. Although these procedures decrease the bit 

rate, they have in common that new information about the LTP delay is transmit­

ted for each individual frame. Kleijn [11] has introduced a new technique where the 

LTP parameters are transmitted once every few subframes, and the parameters are 

interpolated between them. Straightforward interpolation of the LTP delay does not 

work weIl, because even small deviations from the optimal delay can severely affect 

the performance of the analysis-by-synthesis mechanism. 

Kleijn [11] exploited a generalization of the conventional analysis-by-synthesis 

method. In a convention al analysis-by-synthesis, as illustrated in Chapter 2, the 

reference signal is the original speech signal. In the generalized analysis-by-synthesis 
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procedure, the original speech signal is modified (time-warped) with the constraint 

that the signal remains perceptually close to the original speech signal. The modified 

signal which results in the best coding performance is selected. The model parameters 

corresponding to this modified signal are transmitted to the receiver. 

3.2 Synthesis Parameters Optimization 

By introducing the idea of adaptive codebook into the original CELP configuration 

in Chapter 2, a new configuration results and is shown in Fig. 3.2. 

S(O)· ___ ..... I W(z) 

M • • 
_____ .!'o. q!' __ _ d(n) 

l-F( 'Y z) 

Codebook G 

Figure 3.2: Synthesis parameters optimization. 

Let sen) he a frame of K samples. Each frame of samples is divided into suh­

frames of N samples each. The formant filter is updated once per frame, while the 

codehook index, gain, and the pitch filter parameters are updated at the subframe 

level. A multi-tap LTP of the form 

q 

P(z) = E f3, z-M+i , (3.1) 
]=-q 

is considered, where (2q + 1) is the total number of pitch coefficients. 
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The waveform index i, the gain factor G and the pitch fil ter parameters will be 

chosen to minimize the me an square frequency weighted reconstruction error in the 

intervalO :$ n :$ N - l, 

(3.2) 
n=O 

where the weighted error is given by 

00 

ew(n) = sw(n) - L d(k)h(n - k), (3.3) 
k=-oo 

and sw(n) and h(n) denote the weighted speech and the impulse response of the 

bandwidth-expanded synthesis filter respectively. The output of the pitch synthesis 

filter can be written as 

q 

den) = G:z:i(n) + E (3,d(n - M + j). (3.4) 
i=-q 

In real time applications, the response of a !inear filter is the sum of the Zero Input 

Response (ZIR) and the Zero State Response (ZSR) of the corresponding filter. The 

ZIR based on zero excitation input takes care of the filter memory which consists of 

the past excitation samples, whereas in the ZSR the memory of the filter is set to 

zero while calculating the response. By decomposing the response of h( n) into the 

ZIR and the ZSR, the weighted error ew ( n) can be expressed as 

-1 00 

ew(n) = sw(n) - E d(k)h(n - k) - E d(k)h(n - k). (3.5) 
k=-oo k=O 

The weighted speech sw( n) and the ZIR of the weighted synthesis filter can be grouped 

into one term denoted by sw( n) because they do not affect the optimization procedure. 

The weighted error can be rewritten as 

00 

ew(n) = sw(n) - E d(k)h(n - k). (3.6) 
k=O 

Substituting for d( n) in the above equation, the expreJsion of ew ( n) becomes 

q 

ew(n) = sw(n) - Gx'(n) - E (3,d(n, M + j), (3.7) 
,=-q 
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where the filtered versions of Xl( n) and d( n) have been clefined as 

N-l 

x'(n) = L x'(k)h(n - k) 
.=0 
N-l 

den, m) = L d(k - m)h(n - k). 
k=O 

(3.8) 

The values of the gain factor G and the coefficients fJJ which minimize the squared­

error are to be found. This is accomplished by finding the optimal coefficients for 

each allowable pair (i, M). By setting the partials derivatives of the squared error 

with respect to the coefficients to zero, a system of (2q + 2) equations results. In 

matrix form, the system can be written as ~a = h, where <)) is the autocorrelation 

matrix expressed as 

with ven) defined to he 

N-l 
~ = E v(n)v(n)T, 

ven) = 

n=O 

x'( n) 

den, M - q) 

d(n,M) 

d(n,M + q) 

The coefficients vector a is defined as 

a = 

G 

fJ- q 

{30 
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and the cross-correlation vedor b is found to he 

N-l 

L 3w(n)x'(n) 
n=O 

N-l 

L sw(n)d(n, M - q) 
n=O 

b - N-l (3.12) 

L sw(n)d(n, M) 
n=O 

N-l 

L sw(n)d(n, M + q) 
n=O 

It is clear that if the minimum LTP delay M is constrained to he greater than the 

suhframe length N, the filtered LTP contribution den, M) which appears in ven) 

depends only on past LP excitation samples, that is, den) for n < O. At the beginning 

of the current suhframe, the matrix cf) and the right hand side vector b are known 

quantities. Finding the optimal set of LTP coefficients and codebook gain amounts 

therefore to solving the above linear system of equations. 

However for LTP delays smaller than N, the matrix cf) and the vector b will de­

pend on LP excitation samples den) whcre n > 0, which in turn can only be ohtained 

with the knowledge of the optimal sym.hesis parameters. The set of equations to be 

solved becomes nonlinear and not conveniently implementable in practice. 

In CELP coders operating at low bit rates (5 kbits/s and below), the subframe 

length is two or three times larger than the minimum delay Mj so the joint opti­

miza:ion procedure is not recommended. The sequential approach remains the only 

alternative to determine the synthesis parameters. 

3.3 Optimization for a One-Tap Pitch Filter 

Referring to the configuration shown in Fig. 3.2, The current LP excitation den) can 

be written as the sum of the fixed codebook excitation Gx'(n) and the adaptive LTP 
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codehook excitation as: 

d(n) = Gx'(n) + (3od(n - M), (3.13) 

where {3o is the only pitch coefficient. The gain G and the pitch coefficient (3o are 

sequentially optimized using the following strategy. First the LTP parameters are 

determined independently using a zero input from the fixed codebook (G=O). With 

the optimum lag and pitch coefficient determined for a zero excitation, the coefficients 

are kept fixed at these values. Then, another search is conducted over the waveform 

indexes. For each index, the optimum gain G is found. 

By allowing the LTP delay to take values smaller than the subframe size, two 

solutions are considered: 1) recycling the current LP excitation through the pitch 

Rlter; 2) including periodic extensions of a pitch cycle in the adaptive codebook. 

3.3.1 Recycling the LP Excitation 

In CELP cod ers operating at low bit rates (below 5 kbits/s) the minimum LTP delay 

(around 24 samples), encountered mainly in female speakers, can be up to 3 times 

smaller than the subframe size N. By setting G = 0, the weighted error ew(n) given 

in Eq. (3.6) can he rewritten as 

00 

ew(n) = sw(n) - L d(k)h(n - k). (3.14) 
k=O 

Three cases arise in solving for the pitch coefficient /30 depending on the value of the 

lag M. 

1. Lags between N /3 and N /2 

The LP excitation signal takes one of the three forms 

dl (n) = (3od( n - M) 0 ~ n < M - 1 

d(n) = d2(n) = (j~d(n - 2A1) M ~ n < 2M - 1 

dJ(n) = ,sgd(n - 3M) 2M ~ n ~ N - 1. 
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The weighted error ew(n) can now be split into three terms ewl(n), ew2(n), 

eWJ(n). Using Eq. (3.8), the weighted error terms can be expressed as 

• For 0 ~ n < M - 1, 

M-l 

eWl(n) = sw(n) - L d(k)h(n - k) 
k=O (3.16) 

= sw(n) - (3od1(n, M). 

• For M ~ n .$ 2M - 1, 

M-l 2M-l 

ew2(n) = sw(n) - L d(k)h(n - k) - L d(k)h(n - k) 
k=O k=M (3.17) 

- 2-= sw(n) - (3od1 (n, M) - (3od2(n, 2M). 

• For 2M ~ n .$ N - 1, 

M-l 2M-. N 

eW3(n) = sw(n) - L d(k)h(n - k) - L d(k)h(n - k) - L d(k)h(n - k) 
k=O k=M k=2M 

= sw(n) - /30 dt (n, M) - /3~d2(n, 2M) - (3gd3(n, 3M). 
(3.18) 

The total mean squared error is the sum of the squares of the ab ove contributions 

given by: 
M-l 2M-l N 

E = L eW l(n)2 + L eW 2(n)2 + L ew3(n? (3.19) 
n=O n=M n=2M 

Substituting Eqs. (3.16-3.18) into Eq. (3.19) and expanding, the total squared 

error ta minimize becomes: 

N-l N-l N-l 

€ = L sw(n)2 - 2/30 L sw(n)d1(n, M) + {3~ L (dl (n, M))2 
n=O n=O n=O 

N-l N-l 

-2{3~ L sw(n)d2(n,2M) + 4/3g L d1(n, M)d2(n, 2M) 
n=M n=M 
N-t N-l 

-2{3g L sw(n)d3(n,3M) + /3~ L [d2(n,2M)]2 (3.20) 
n=2M n=M 
N-l N-l 

+2{3~ L dt(n, M)d3(n, 3M) + 2/3g L d2(n, 2M)d3(n, 3M) 
n=2~1 n=2M 
N-l 

+{3g L [d3(n,3MW· 
n=2M 
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• 

2. Lags between N /2 and N 

The LP excitation takes one of the two forms 

d(n) = { d1(n) = f3od(n - M) 0 < n < ~/ - 1 (3.21) 

d2(n) = f3~d(n - 2/11) M ~ n :5 N - 1. 

In this case, the weighted error ew(n) is decomposed into two terms: 

• For 0 ~ n < M - 1, 

(3.22) 

• For M ~ n < N - 1, 

eW 2(n) = sw(n) - (3od1(n, M) - (3gd2(n, 2M). (3.23) 

The total me an square error is the sum of the squares of the ab ove two terms. 

After substitution, the total error will become [23]: 

N-l N-l N-l 

e = L (sw(n»2 - 2{3~ L sw(n)d1(n, M) + (3~ L: [d1(n, M)2] 
n=O n=O n=O 

N-l N-l 

-2{3~ L sw(n)d2 (n, 2M) + 2{3~ L d1(n, M)d2(n, 2M) (3.24) 
n=M n=M 

N-l 
4~ - 2 +f30 L..J [d2(n,2M)] . 
n=M 

3. Lags greater than N 

The LP excitation takes the form 

d(n) = (3od(n - M), 0 ~ n ~ N - 1. (3.25) 

The corresponding mean square weighted error is 

N-l 

f = L (ew (n»)2, (3.26) 
n=O 

where 

(3.27) 
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Expanding Eq. (3.26), 

N-l N-l N-l 
~ :1 ,,- 2" - 2 

f = ~ (sw(n)) - 2Po L.J sw(n)d(n, M) + f30 L.J [den, M) J. (3.28) 
n=O n=O n=O 

In the first two cases, the me an square weighted error fis given by two different 

nonlinear equations (Eq. (3.20) and Eq. (3.24)) in the pitch coefficient (30. Generally, 

in order to minimize f, the derivative of € with respect to (30 is set to zero, then 

the optimal pitch coefficient (3opt is solved. Depending on the value of the lag, a 

polynomial of the fifth, third, or first degree in f30 is obtained. The solutions to the 

high order polynomials may be very complex. A simplified method based on the 

quantized values of (30 can be used. Each of the possible quantized values for f30 is 

substituted into the mean square error equationsj the value of f30 which gives the 

smallest value of € is chosen. 

In the case where the lag is larger than the subframe, the solution for Po results 

in a linear equation. By setting 8f/8(30 = 0 in Eq. (3.28), the optimal lag f30Pt is 

found to be 
N-l 

L sw(n)d(n, M) 

/3 n=O 
opt = =-:N~--l----- (3.29) 

L[d(n,M)2] 
n=O 

The minimum mean square weighted error is of the form 

N-l N-l 

f nùn = L (sw(n))2 - I: sw(n)d(n, M). (3.30) 
n=O n=O 

The excitation codebook parameters are then found using the standard analysis­

by-synthesis search procedure. The codebook search algorithm will be explained in 

details in the next chapter. 

3.3.2 Creating a Periodic Extension of a Pitch Cycle 

In order to avoid solving high degree polynomials, an alternative scheme based on 

periodic continuation of the LP excitation instead of recycling can be used. The LP 
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excitation takes the following form 

d(n) = .Bod[(n mod M) - Ml O:C:S;n:C:S;N-1 (3.31) 

Let 
N-l 

d(n,m) = L d((k mod M) - m)h(n - k). (3.32) 
k=o 

The new weighted error will he 

(3.33) 

With this formulation, the solution for .Bo resuas in a !inear equation. A small degra­

dation in the reconstructed speech quality is expected hecause the amplitude of suc­

cessive pitch pulses in the suhframe can not vary. 

3.4 Increased Resolution Pitch Filters 

3.4.1 Multi-Tap Pitch Filters 

So far, the behavior of a single-tap LTP is discussed. Better performance is obtained 

when a multi-tap LTP is used instead of a single-tap LTP. Nevertheless, the improve­

ment will come at cost of an increased hit rate needed to encode the additional pitch 

parameters. Three-tap pitch predictors have been proposed for medium rate (8-12 

kbits/s) CELP coders because of the improved speech quality they produce at the 

cost of an acceptable increase in hit rate. 

Three-Tap Pitch Predictor 

Referring again to the configuration shown in Fig. 3.2, the three-tap pitch predictor 

can be expressed as 
1 

P(z) = 'E .BJz-M +J (3.34) 
3=-1 

The sequential approach will also be used to determine the synthesis parameters. 

Assuming a. zero input excitation to the pitch synthesis filter, and using the "periodic 
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extension technique" for LTP delays less than the subframe, the LP excitation signal 

can be written as 
1 

d(n) = L: f3Jd((n mod M) - M + j). (3.35) 
J=-1 

The weighted error ew(n) can be written as 

00 

ew(n) = sw(n) - L: d(k)h(n - k), (3.36) 
Ic=O 

where sw(n) is defined in Eq. (3.5). Using the notation defined in Eq. (3.32), ew(n) 

can be rewritten as 
1 

ew(n) = sw(n) - L: f3j d(n, M + j). (3.37) 
J=-1 

The objective is to solve for the pitch coefficients by minimizing the squared weighted 

error. By setting the partial derivatives of the squared ernr with respect to the pitch 

coefficients to zero, a system of linear equations results. In matrix form, the system 

is equivalent to 

iI!{3 = a, (3.38) 

where iI! is a matrix of correlation terms of the form 

\{J= 

N-l N-l N-l 

L: d(n, M _1)2 I: d(n, M - 1)d(n, M) L: d(n, M - 1)d(n, M + 1) 
n=O 

N-l 

E d(n, M)d(n,M - 1) 

n=O 
N-l 

E d(n,M)2 
n=O n=O 

N-l N-l 

L d(n,M + 1)d(n,M -1) L d(n,M + 1)d(n,M) 
n=O n=O 

n=O 
N-l 

L d(n,M)d(n,M + 1) 
n=O 

N-l 

L d(n,M + 1? 
n=O 

(3.39) 

(3 is the vector of predict.or coefficients, and cr is a vector of correlation terms of the 

following form 
N-l 

L: sw(n)d(n, M - 1) 
n=O 

N-l 

ct = I: sw(n)d(n, M) 
n=O 

N-l 

I: sw(n)d(n, M + 1) 
n=O 
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U sing the following notations 

N-l 

'!/J(u,v) = L d(n - u)d(n - v) u,v =1 0 
n=O 
N-l 

'!/J(O,v) = L 3w(n)d(n - v) 
n=O 
N-l 

'!/J(O,O) = L sw(n)2, 
n=O 

Eq. (3.38) can be rewritten as 

'!/J(M - 1, M - 1) '!/J(M - 1, M) '!/J(M - 1, M + 1) 

'!/J(M, M - 1) 'I/J(M, M) '!/J(M, M + 1) 

'!/J(M + 1, M - 1) '!/J(M + 1, M) '!/J(M + 1, M + 1) 

f3-l 
f30 

f3l 

(3,41) 

'!/J(O, At -- 1) 

'IjJ(O, M) 

1/;(0, AI t- 1) 
(3.42) 

The minimum mean square weighted error corresponding to the optnnal pilch pf(~­

dictor coefficients f30pt is 

(3 43) 

3.4.2 Fractional Delay Filter 

High order (multi-tap) predictors yield higher prediction gains than single tap LTPs 

mainly because the use of multiple coefficients effectively achieves inter-sample inter­

polation. But the major drawback in multi-tap LTPs is that more bits arc needcd to 

encode the additional pitch coefficients. On average two to three bits are needcd for 

each coefficient. 

In this section, a generalized form of the single-tap LTP is presented whcre the 

time resolution of the LTP delay is increased to less than one sample. This rcsults 

in the fractional delay LTP, which produces a significant increase in pitch prediction 

gain and perceived periodicity at much lower bit allocation requirements than the 

three-tap LTP. Two basic structures illustrating fractional LTP are described next. 
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Basic structure oC a Cractional LTP delay 

In the basic single tap LTP, presented in Section 3.3, the LTP delay M was represented 

by an integer number of samples at the current sampling frequency F.. The pitch 

prediction filter was simply expressed as a cascade of unit delays. A higher temporal 

resolution can be obtained by specifying the delay as an integer number of samples 

at rate F. plus a fraction of a sample 1/ D, where 1 = 0,1, ... , D - 1 and 1 and D are 

integers. The basic structure for realizing a fixed delay 1/ D is shown in Fig. 3.3. 

u(n) II-..I _z_-l----ll w(n)·1 L D ~ 

Figure 3.3: Structure for realizing a fixed fractional delay of 1/ D samples. 

Let x( n) be the input signal, the output signal y( n) is a delayed version of the 

input signal by a fraction of a sample 1/ D. A non integer delay 1/ D at F. corresponds 

to an integer delay 1 at a rate D F •. As a first step, the sampling rate is increased by 

L. factor D, the resulting v( n) of the form: 

(3.44) 

will have (D -1) zero-valued samples between two consecutive samples of x( n). Then, 

by passing the resulting signal through a low-pass interpolator nlter hLP( n) with cutoff 

frequency at F./2, an interpolated version u( n) of the input signal is obtained, 

(3.45) 

The reason a low-pass filter is used is to eliminate the images of x(n) formed during 

the upsampling process. The interpolation flIter of the form sin( x) / x, weighted by a 

Hamming window of length N, is an FIR filter with exactly !inear phase whose delay 

(at the high rate) is ((N - 1)/2) samples. It is convenient to keep an integer filtering 
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delay at the low sampling rate F., 50 N is chosen such that the delay is a multiple of 

D as 

N -1 = ID; 
2 

(3.46) 

where 1 is the delay at the low bit ra.te. This interpolated signal is dela.yed by 1 

samples at the high sampling rate to give 

(3.4 7) 

Finally, the delayed output is down-sampled to the original sampling frequency F., 

and the resulting y(n) is 

(3.48) 

By considering the following two assumptions : 

1. HLP(e;W) sufficiently attenuates the images of X(e1W ), i.e., only the r = 0 term 

is significant. 

2. The magnitude response of HLP (e1W ) is approximately equal to D in the pass­

band. 

Eq. (3.48) becomes: 

(3.49) 

So, y( n) will be a delayed version of x( n) by: 

(.i. N - 1) 
D + 2D 

samples (3.50) 

at the original sampling rate F •. The ideal system to achieve this operation Îs seen 

from Eq. (3.49) to be an all-pass fil ter with a linear phase i;(w) = Lw/ D. In the 

next subsection, it will be shown that an FIR polyphase filter approximates the 

characteristics of the desired system. Thus, FIR polyphase filters will be the basis of 

the fractional delay practical implementations. 
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FIR Polyphase Structure 

The polyphase structure is used to realize the sampling rate increase and low-pass 

filtering. The general form for the input-to-output time domain relationship for the 

1-to-D interpolator, derived in Appendix Ais: 

00 m 
y(m) = E 9m(n)x( D - n), 

n=-oo 

(3.51) 

where, 

9m(n) = hLP(nD + m mod D) (3.52) 

is a periodically time-varying fiIter with period D. The term (ml D) in Eq. (3.51) 

increases by one for every D samples of y(m). Each output sample y(m), m = 
0,1,2, ... , D - 1, is generated by using a different set of coefficients 9m(n). After D 

outputs are generated, the coefficient pattern repeats. The low-pass fllter coefficients 

9m( n) are separated into D !inear time invariant filters 

p,(n) = hLP(nD + 1) for 1 = 0,1,2, ... ,D - 1. (3.53) 

The filters p,(n) will he referred to as the polyphase filters. It is convenient to use the 

commutator model, shown in Fig. 3.4, hased on polyphase filters hecause the filtering 

is performed at a low sampling rate. For each input sample x( n), there are D output 

samples of y(m), and each of the D branches of the polyphase network contrihutes 

one nonzero output which corresponds to one of the D outputs of the network. The 

impulse responses of the polyphase filters p,(n) correspond to decimated delayed 

versions of the impulse response of the interpolated filter hLP(n). Assuming that the 

frequency response of hLP(n) approximates an ideallow-pass with a eut-off frequency 

wc= 11' 1 D, the frequency response of Pl(n) will approximate an all-pass function, where 

each value of 1 corresponds to a. certain phase shift. If the interpolator :fUter hLP( n) 

is an FIR filter of Iength N, the filters Pl(n) for 1 i: 0 will he FIR filters of length 

q = NID where N = 2D - 1. 
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1 select or 

x(n) 
po(n) 

1:::0 

,--_ ... ,y(n) 

Figure 3.4: Polyphase implementation of a fractional sample delay. 

As a conclusion, for each value of the delay li D, the corresponding l-th polyphase 

fllter branch is used and the output is given by 

q-l 

y(n) = L Pl(k)x(n - k). (3.54) 
k=O 

Taking into account the delay 1 of the low-pass filter, the expression for a one-tap 

pitch predictor with an effective non-integer delay M + II D becomes 

q-l 

P(z) = 1 - fio LPI(k)z-(M-l+k). (3.55) 
k=O 

Before the closed-Ioop optimization procedure, shifting of the past LP excitation is 

performed for aIl aIlowé~ble fractional delays li D. 

3.5 Interpolation of the LTP Parameters 

As mentioned earlier, in most CELP coders operating at low bit rates, the LTP 

requires a large proportion of the bit rate due to the frequent update of the LTP 

parameters. In addition to the high bit rate requirement, the LTP is not optimal for 
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representiug the dynamics of the pitch cycle waveform because of increased fluctua­

tions in the correlations. Kleijn [lll presented a new method based on interpolating 

the LTP parameters which results in smoothing the evolution of the pit ch-cycle wave­

form, reducing the bit rate, and/or improving the speech quality. This interpolation 

procedure exploits a generalization of the convention al analysis-by-synthesis method 

which will be explained in the first part of this section. In the second part, the idea 

of continuous delay contour is mentioned in order to explain in the third part, the 

basic principle of interpolating the continuous delay contour using the generalized 

analysis-by-synthesis procedure. In the last part, an interpolation method with a 

conventional stepped delay contour is introduced. 

3.5.1 Generalized Analysis-by-Synthesis Procedure 

In a conventional analysis-by-synthesis procedure, as illustrated in Fig. 3.5a, a vector 

of model parameters is obtained by synthesizing a signal for each of a set of such vec­

tors, and selecting the vector for which the synthesized signal resembles a reference 

signal most closely lil]. The reference signal is the original speech signal. Straightfor­

ward interpolation of the LTP delay leads to suboptimal delay values in the individual 

subframes. In a conventional closed-Ioop LTP, the LP excitation tries to match as 

closelyas possible the LP residual by trying to locate the exact pitch pulse locations. 

However, if the delay values are quantized, a time mismatch between the LP residual 

signal and the LP excitation signal occurs. An illustration of time mismatch resulting 

from interpolation is illustrated in Fig. 3.6. The first LP excitation is reconstructed 

based on optimal pitch coefficient and delay. The error between the LP residual and 

the LP excitation is very small. However, if the optimal delay is changed such that 

the new value is one sample less than the optimal value, then the reconstructed LP 

excitation differs by one sample and the error difference increases. In order to prevent 

this time mismatch, a generalized analysis-by-synthesis principle can be used and is 

illustrated in Fig. 3.5b. The fundamental principle is to rnodify the original speech 
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Figure 3.5: (a) Conventional analysis-by-synthesis coder. (b) Generalized analysis­

hy-synthesis coder [11]. 

signal such as to allow a better match, which then allows straightforward interpola­

tion without degradation in performance. These modifications of the original signal 

can he minor time warps, stretching, shrinking, and amplitude scalings, which do not 

affect the perceptual quality of the speech. A codebook containing a multitude of 

time warps and shifts is generated. The particular time warp or shift which leads to 

an optimallinear delay contour is chosen. The complete algorithm will be discussed 

in the following sections. 

3.5.2 LTP with Continuous Delay Contour 

In a conventionallong-term predictor, the delay M is constant within each subframe 

and changes discontinuously at the suhframe boundaries. This is termed as a stepped 

delay contour, where the delay contour displays the LTP delay as a function of time. 

It has been shown that the discontinuous delay contour causes discontinuities in the 

LTP contributions to the LP excitation signal [11]. Therefore j before interpolation is 
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Figure 3.6: Time mismatched in the sample excitation signal. 

applied, it would be better to reformulate the LTP to eliminate the discontinuities in 

the LP excitation signal, referring to it as a continuous delay contour. The optimal 

continuous delay contour for the LTP is selected from a set of feasible delay contours 

over the current subframe, aIl starting at the end value of the delay contour in the 

previous suhframe. Let M( t) be a linear continuous delay contour and t, the starting 

time of subframe j. The instantaneous delay M( t) for the subframe j is of the form 

M(t) = M(t,) + a,(t - tj), (3.56) 

wrere al is the i th candidate slope. The unscaled LP excitation d(t) can be written 

as 

d(t) = d(t - M(t)), (3.57) 

assuming a zero input excitation to the LTP (sequential search). For non-integers 

delay values, the LP excitation value d(t) must be obtained using interpolation. The 

optimal delay contour which is specified by the optimal slope aopt is obtained by 

performing an exhaustive search over aH allowable slopes and selecting the one which 

minimizes the weighted mean squared error expressed in Eq. (3.6). 
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In order to prevent oscillations of the delay contour [11], the LTP should have 

an adaptive subframe size of preferably the length of one pitch cycle, and wherc the 

boundaries of the LTP subframe are located just past the pitch pulses. Thcrcfore, a 

pitch pulse tracker is necessary. This can be computationally expensive if accuratc 

location is desired. 

3.5.3 Continuous Interpolation of the Pitch Prcdictor 

Consider a particular interpolation interval. This latter is divided into several LTP 

subframes. The number of LTP subframes can vary in each particular interpolation 

interval. The goal is to time-warp the original speech such that the !inear delay 

contour is optimal over this interval. Instead of determining the delay contour M( t) 

with a search procedure as explained in the above section, an a-prioM delay contour 

M( T) is constructed for the entire interpolation interval, where r denotes the warped 

time domain. In order to preserve conti nuit y of the delay contour, the endpoint of the 

a-priori delay contour of the previous interpolation interval must be the starting point 

of the a-priori delay contour in the present interpolation interval. The end-point of 

the present a-priori delay contour is determined directly from the original signal from 

an open loop pitch estimate. Then, M( T) can be obtained by linear interpolation 

between the open-Ioop delay estimates representative of the end-points of the current 

interpolation interval. 

The following procedure, illustrated in Fig. 3.7, can be used sequentially for cach 

subframe within an interpolation interval. Because the delay contour M( T) is known, 

the unscaled ({3o = 1) LP excitation d(or) in a certain LTP suhframe can he computcd 

directly in the time warped domain as: 

d(or) = d(or - M(T)), (3.58) 

where or, is the starting time of subframe j in the time warped domain. Then, a closed­

loop search through a codehook of different time warping functions is performed in 
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Figure 3.7: CELP configuration used in interpolating the delay contour. 

order to obtain the best match of the time-warped LP residual signal to the LP 

excitation. The pitch coefficient for the LTP can be computed after the selection of 

the LP excitation shape. 

Time warping 

The warping operation is equivalent to modifying the time scale of speech signal. In 

practice it is convenient to perform the time warping on the LP residual rather than 

on the original signal. Let t and T represent the original and warped time domain 

respectively. The time seale is modified according to: 

Xw(T) = xw(((t)) = x(t), (3.59) 

where Xw{T) is the time warped LP residual and x(t) is the LP residual signal. Given 

T, solve for t, and then Xw(T) can be determined. Generally a simple transformation 

of the fOlm: 

((t) = (1 ± e)t, (3.60) 

is used. With such a transformation, the perceptual quality of the speech is not 

affected if f is small. 

A proper choice of the codebook with time warping functions is critical for 

performance. First, the time warping functions should be continuous at the ends of 
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the interpolation interval. Second, the pitch pulses must be located near the LTP 

subframe boundaries in the warped speech signal. The location of the pitch pulses 

is very important because that is where most of the energy of the signal resides. A 

variety of time warping functions can satisfy the above two conditions. Cood results 

were obtained in [11] with the following family of time warping functions: 

(3.61 ) 

where A, B, C, 0'8, O'c are constants. The values of A and B are determined in 

order to satisfy the first condition, whereas C is determined to ensure the second 

condition. The major drawbacks in using time warping in real-time applications 

result in asynchrony between the original and the reconstructed speech signal and 

pitch doubling or halving of the delay. An approximate synchrony is analyzed in [35J. 

As concerning the second problem, if the open-Ioop delay estimate for the endpoint of 

the interpolation interval is close to a multiple or sub-multiple of the open-Ioop delay 

estimate of the previous interpolation interval, then delay multiples or sub-multiples 

is assumed to have occurred. 

Once x w ( T) is calculated, it is then sampled. The criterion used for the selection 

of a particular time warping function (t) is closely related to that of Eq. (3.6). The 

criterion in Eq. (3.6) is modified to select only for the shape. For that reason a nor­

malization factor is added to the weighted me an square error in order to compensate 

for this assumption. 

The size of the time warping codebook is limited only by the computational 

requirements, since no information concerning the best entry is transmitted. The 

variable LTP subframe rate is also of no consequence for the bit rate of the LTP, 

because of interpolating the LTP parameters, but will affect the overall rate of the 

coder because of using a fixed codebook in CELP type coders. In order to maintain 

a fuced rate coder, it is necessary to determine the fixed codebook contribution at a 

fuced subframe rate which is very cumbersome to apply especially when an adaptive 

codebook is used to model the LTP. An alternative method is to use a variable bit 
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allocation to the LTP subframe or to split long LTP subframes into two sequential 

subframes for the fixed code book contribution [11]. 

3.5.4 Stepped Interpolation of the Pitch Predictor 

In conventional CELP coders, the LTP uses a stepped delay contour where time 

warping of the original signal is not necessary. Instead, time shifting is performed on 

the original subframes. In the time shifting method, the LP residual is modified by 

repeating and removing very small segments. 

Because the delay contour is constant within a subframe, the location of the 

subframe boundaries is not critical and the subframe size do es not need to be a 

function of the pitch period. To obtain a good match, it is necessary to make sure 

that the subframe size is always less than a pitch period. In practice, a subframe size 

of 2.5 ms is used. 

The following procedure is used in interpolation with a stepped delay contour. 

Let ta and tb denote the beginning and end of the present interpolation interval, for 

the original signal. Further, let ja be the index to the first LTP subframe of the 

present interpolation interval and jb the first LTP subframe of the next interpolation 

interval. An open-loop estimate of the delay at the end of the present interpolation 

interval is performed and denoted by Mb' Let Ma denotes the open-Ioop delay at the 

end of the previous interpolation interval. The delay of subframe j can be expressed 

as: .. .. 
M = lb - 1 M + 1 - }a Mi 

1 . . a . . b, 
lb - Ja lb - }a 

(3.62) 

The unscaled LP excitation can be written as: 

d(T) = d(r - MJ }, (3.63) 

where TJ is the beginning of the subframe j in the shifted time domain T. Then, a 

closed-Ioop search through a codebook of different time shifting coefficients is per­

formed in order to obtain the best match of the time-warped LP residual signal to the 
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LP excitation. The pitch coefficient for the LTP can be computed after the selection 

of the LP excitation shape. The shifting procedure is: 

x( 7) = x( 7 - 7, + t, - 6), (3.64) 

where 6 is the time shift and t, is the start of the subframe j in the original signal. 

The optimal shift 60pt is determined by minimizing an error criterion very similar to 

Eq. (3.6). The maximum allowable time shift is 0.25 ms. A constant overall bit rate 

coder can be achieved because the LTP subframe size is fixed, and the subframe rate 

does not affect the bit rate because of interpolation of the LTP parameters. However, 

in CELP coders operating at low bit rates, the LTP subframe size should be greater 

than 2.5 ms for the fixed codebook. So, 5 or 7.5 ms LTP suhframes is uscd instcad 

while taking into account the LTP delays which are less than the subframe size by 

using the "recycling" technique explained in Section 3.3. 
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Chapter 4 

Improved CELP Coder at 

4.8 kbits/s 

4.1 Introduction 

The main focus of the thesis is on improving the quality of a CELP based coder 

developed by the U.S. Department of Defense (DoD) and Bell Labs. It has been re­

cently selected as the U.S. Government Standard voice coder. This coder is known as 

the Federal Standard (FS)-1016 coder. The FS-1016 is a robust, moderate complex­

ity voice coding algorithm with an output bit rate of 4.8 khits/s and is an excellent 

reference point for further work in the low rate CELP research area. While the FS-

1016 coder provides quality that is sufficient for many current applications, it may 

not be appropriate for telephone applications. In this thesis, several modifications to 

the original algorithm are proposed, with the intent of improving the quality of the 

coder that may be suitable for the second generation of digital cellular applications. 

The modifications faU inb two general areas: 1) improving the performance of the 

pitch predictor by increasing the resolution of the delay or the number of taps or 

more efficiently by using a pseudo-tap pitch predictor which increases the quality of 

the reconstructed speech for a minimum cost in bit ratej and 2) performing small 
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modifications (shifting, stretching/shrinking) on the original speech signal without 

affecting its perceptual quality in order to select pitch parameters minimizing further 

the mean square error and thus improving the quality of the reconstructed speech. 

Each of these areas will be discussed separately in the sections below and ,~ppro­

priately incorporated in the redesigned scheme. The above modifications are tnlended 

to increase the quality of the FS-1016 coder at the original bit rate while maintaining 

the complexity level comparable to the current FS-I016 coder. The basic structure 

of the FS-I016 is detailed in the next section. 

4.2 The FS-I016 Standard Coder Structure 

Many of the FS-1016 building blocks have been detailed in the previous chapters. 

The block diagram of the FS-1016 is shown in Fig. 4.1. 

sn 

W(z) 

1 1 so(n) sw(n) I-P(z) I-F(-yz) 

ZIR ZIR ew(n) 

~ 
sw(n) 

x'(n) 
1 1 

I-P(z) I-F(-yz) 

ZSR ZSR 
Code book G 

Figure 4.1: FS-101\3 CELP coder structure. 

The parameters required for this model are the codebook index (t) and gain (G), 

the pitch delay (M) and gain (Po), and the short-term predictor parameters. The 

optimization of the synthesis parameters is based on the minimization of a weighted 
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mean squared error criterion. The weighting consists of a spectral noise weighting 

filter 
1 - F(z) 

W(z) = 1 - F(z/,)' ( 4.1) 

whose task is to relocate the coding distortions to high energy regions of the spectrum 

where they are less audible. 

The FS-I016 coder is hased on a narrowband speech coding where the input 

speech bandwidth is limited to 3.4 kHz. The frame length is 30 ms, corresponding 

to 240 samples at a speech sampling rate of 8 kHz. The speech frame is further 

subdivided into four subframes of 30 samples each (7.5 ms). The CELP analysis 

consists of three basic functions: 1) short delay formant prediction, 2) long delay 

pitcrl search, and 3) residual codebook search. 

4.2.1 Short Delay Prediction 

The spectrum analysis is performed once per frame with a 10th order autocorrelation 

LPC analysis using a 30 ms Hamming window. The window which is of the same 

length as the frame is centered at the end of each frame. In other words, the two last 

subframes of the past frame and the two tirst suhframes of the present frame con­

tribute to the ca1culation of the LPC coefficients of the present frame. The predictor 

parameters ak have to be efficiently coded, and transmitted as side information to the 

decoder. The Line Spectral Frequencies (LSF) parameters representation is used. Let 

Lo and Li denote the LSF vectors for the previous and present frame respectively. In 

order to allow a smoother transition in each subframe, weighting averaging between 

Lo and LI is recommended in order to form an intermediate set of LSF for each of 

the four subframes. The LSF in a certain subframe k will he denoted as lk. The 

subframe LSF will be determined as follows: 

1 ~ k ~ 4, (4.2) 
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where Wk represent the weighting factor for the kth subframe. The best set of weight­

ing factors is shown in Table 4.1. 

Subframe k Wk lk 

1 7/8 !Lo + lL1 8 8 

2 5/8 iLo + lLl 

3 3/8 ~Lo + ~Ll 
4 1/8 ~Lo + ~L1 

Table 4.1: LSF subframe structure. 

The spectrum is coded using 34 bit independent nonuniform scalar quantiza­

tion of the LSF. The resulting bit rate allocated to the long term prediction will be 

1133 bits/s. 

4.2.2 Long Delay Pitch Search 

The pitch search, based on a closed loop analysis, is performed on a subframe basis. 

The pitch parameters are the pitch delay M and the pitch coefficient {3. The adaptive 

codebook technique, explained in details in Chapter 3, is used to perform this search. 

The adaptive codebook is a 147-element, shifting storage register that is updated 

at the start of every subframe. Initially, it is set to zero, then after the first frame, 

it will consist of previous LP excitation samples. The ordering is such that the first 

excitation elements into the linear prediction fllter are the first into the adaptive 

codebook. Elements already in the storage register are shifted up during the update 

process. This means that the initial excitations will be shifted upward by 60 samples 

i.e., the first 60 samples will be removed and 60 ncw samples will be inserted at the 

end of the register. From these 147 samples, 128 integer-value and 128 non-intcger­

value overlapped adaptive codes, of 60 samples each (length of the subframe), are 

generated as follows: 
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• Integer Delay: The allowable pitch delay is between 20 and 147 samples (128 

integer values). The adaptive codes corresponding to delays between 60 and 147 

are composed of elements 0-59, 1-60 , ... ,87-146, respectively (where element 

o corresponds to the last element of the adaptive codebook). For a delay n, 

where n ranges between 20 and 59, the corresponding adaptive code repeats the 

adaptive code book elements sequentially from 0 to n - 1 to form a 60-element 

code . 

• Non-Integer Delay: In the FS-1016, 128 non-integers delays corresponding to 

values between 20 and 80 samples, are also considered. Assuming that a fraction 

of sample is defined by 1/ D where 1 = 0,1,2, ... ,D - 1. In this coder D can 

be 3 or 4. If D=3, two fractional delays exist between two consecutive integer 

delays M and M + 1 : M + 0.33 and M + 0.67. If D=4, three fra.ctional delays 

exist between M and M + 1: M + 0.25, M + 0.5, and M + 0.75. In the FS-I016, 

the following configuration is assumed: 

3, 20:5 M :5 26, 

D= 
4, 27:5 M :5 33, 

(4.3) 
3, 34:5 M :5 80, 

1, 81 :5 M :5 147. 

The adaptive code for each fractional delay is obtained by the same method as in 

the integer delay. The only difference is that the excitations inside the ada.ptive 

codebook must be delayed by a fraction of sample before being processed. 

The pitch synthesis parameters (M,{3) are updated on a subframe-by-subframe 

basis according to the sequential approach described in Section 3.3.2. The pitch 

coefficient {3 is a scaling factor related to the degree of waveform periodicity. Generally 

{3 ~ 1 for steady state voice speech, and {3 ::= 0 for a non periodic structure. In FS-

1016, {3 is quantized using 5 bits. Note that 6 out of the 32 levels available are used 

ta code negative values. In general, negative values of {3 tend to occur in speech 
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regions with low energy, and large values of f3 occur in transition regions from silence 

to voiced speech. The quantized values of f3 are between -1 and 2. 

Theoretically, when 1f31 > l, the pitch synthesis filter, l-~(II)' will become un­

stable leading to an enhancement of the noise and a noticeable degradation in the 

reconstructed speech quality. For a single tap pitch filter, stability is guaranteed by 

restricting the magnitude of f3. This result is easily extended to fractional delay pitch 

predictor. A detailed analysis on pitch synthesis filter stability will be discussed later 

in this Chapter. 

The pitch delay M is coded in function of the subframe. For odd subframes, the 

pitch delay ranges from 20 to 147 samples (including non-integer values). In total 8 

bits are needed to code the delays. For even subframes, the pitch delay will range 

within 64 lags (6 bits) relative to the previous subframe delay. 

During one frame period, 22 (8+6+8+6) bits are needed for coding the pitch 

delay and 20 (5 x 4) bits are needed to code the pitch coefficient. The resulting bit 

rate for the pitch parameters is 1600 bits/s. 

4.2.3 Codebook Search 

The code book se arch , based also on a closed-Ioop analysis, is performed four times 

per frame in order to estimate the index i of the codebook, containing the excitation 

waveforms, and the corresponding gain G to denormalize these excitations. 

Code book structure 

The stochastic codebook used in FS-I016 is considered as a codebook vel..~.or contain­

ing sparse ternary elements. These excitations are generated by center clipping and 

limiting a zero-mean unit-variance Gaussian distributed sequence. The center clip­

ping threshold is set to ±1.2 in order to satisfy a sparsity of 75% inside the vector. 

AIl values between +1.2 and -1.2 in the Gaussian distribution are set to 0, values 

greater than +1.2 are set to +1, and values less than -1.2 are set to -1. There 
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are 512 fixed, stochastically-derived codes inside the code book; each one contains 60 

ternary elements, representing information used to form the excitation for the linear 

prediction fiIter. Instead of generating (512 x 60) elements, the 512 codes are cre­

ated from a 1082 element vector. The stochastic codebook is formed byextracting 

overlapping samples from a code vector to form each codeword. AlI 1082 codebook 

elements are considered to be stored in a linear array C( i). The first codeword, 

xO(n), is formed from aIl elements between 0(0) and C(N), where N is the 

subframe length. The codebook is overlapped bya shift of 2 samples. In general, the 

/eth code, x'=(n) is formed from the elements between 0(21e) and C(21e+N) inclusively 

where le varies between 0 and 511 and N is equal to 60 samples (7.5 ms). 

Code book parameters optimization 

The FS-1016 coder uses a sequential optimization procedure. Once (M,{3) are opti­

mized during the first search, they are kept fixed during the codebook search. An 

exhaustive search over aIl allowable codebook excitations is performed in order to de­

termine the optimal index i and the corresponding gain G which lead to a minimum 

weighted mean square error. 

For each excitation vector indexed by i, a synthetic speech, denoted by sw(n), 

is formed by passing the corresponding codeword through the short delay and long 

delay synthesis pred;dors. By referring to Fig. 4.1, P(z) can take one of the two 

following forms: 

P(.) = { 
{3 -M Z , integer delay, 

q-l 

{3 L Pl( Ie)z -(M -I+k) , non-integer delay, 
'==0 

( 4.4) 

where Pl(k) is the polyphase filter defined in Eq. (3.53). An efficient way of reducing 

the computation al complexity without affecting the speech quality is to consider the 

effect of the Zero Input Response (ZIR) of the weighted formant synthesis filter and 

the pitch synthesis filter outside the analysis-by-synthesis loop. At the beginning of 
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every speech subframe to be coded, the ZrR is obtained by letting the cascaded filters 

ring for the duration of 60 samples, then subtracted from the original speech suhframe 

to yield a. new reference waveform sen). The state of these filters is then reset to zero 

a.nd the Zero State Response (ZSR) will determine what codebook parameters are 

best suited to match the weighted reference waveform. 

Analyzing the lower branch of Fig. 4.1, the LP excitation den) is expressed as: 

{ 

G:é(n) + (Jd(n - M), 
den) = q-1 

Gx'(n) + {J f;pl(k)d(n - (M - 1 + k)), 

integer delay, 

non-integer delay. 
( 4.5) 

The reconstructed speech SIU( n) is 

00 

sen) = L: d(k)h(n - k), ( 4.6) 
k=O 

where h(n) is the impulse response of the bandwidth expanded formant synthesis 

filter. By substituting den) as defined in Eq. (4.5) into Eq. (4.6), sw(n) can he 

rewritten as: 
00 

sen) = L:[Gx'(k) + ,Bw(k)]h(n - k) 
k=O 

N N 
- GL x'(k)h(n - k) +,B L: w(n)h(n - k), 

k=O k=O 

where, 

{ 

den - M) 
w(n) = q-1 t; Pl(k)d(n - (M - 1+ k» 

integer delay, 

non-integer delay. 

Considering the following definitions: 

N-l 

x'(n) = L: x'(k)h(n - k), 
k=O 
N-l 

d(n,m) = L d(k - m)h(n - k), 
k=O 

sw(n) can be written in a more compact form as 

sw(n) = Gx'(n) + ,BÙJ(n), 
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where tÜ(n) is defined as 

{ 

d(n,M), 
tÜ(n) = ,,-1_ 

{; den, M - 1 + k)PI(k), 

integer delay, 

non-integer delay. 
( 4.11) 

Referring to the upper branch of Fig. (4.1), so(n) is the contribution from the 

past codewords, and can be considered as the ZrR of the cascade pitch and formant 

filters, 
-1 

so(n) = E [G:z:'(k) + ,Bw(k)]h(n - k). ( 4.12) 
k=-oo 

Recall that x l
( k) is the codeword excitation and is only non-zero for k > O. So, 

soC n) will be 
-1 

so(n) = L ,Bw(k)h(n - k). ( 4.13) 
k=-oo 

The reference weighted speech sw( n) is formed by subtracting soC n) from the original 

speech and passing the resulting signal sen) into the weighting filter to yield sw(n). 

The codebook se arch is based on minimizing the weighted mean squared error 

N-l 

E = L (sw(n) - sw(n))2. ( 4.14) 
k=O 

Suhstituting Eq. (4.10) into the above equation and lumping the terms that remain 

constant during the se arch into a single term denoted hy r( n), the weighted error can 

he rewritten as: 
N-l 

E = L (r(n) - Gxi(n)?, ( 4.15) 
n=O 

where 

r(n) = sw(n) - ,BtÜ(n). ( 4.16) 

By setting BE/ BG = D, G is found to be, 

N-l 

L r(n)xÎ(n) 
G = =n=-:-:;'-_I--- (4.17) 

E xi (n)2 
n=O 
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The optimal gain G""tl and index iopt corresponding to the smallest error energy E are 

selected for transmission. 

The codebook index and gain are coded with 9 and 5 bits respectively during 

each subframe. The resulting bit rate for the codebook parameters is 1866.67 bits/s. 

Table 4.2 gives the bits allocation for the FS-1016 coder operating at 4.8 kbits/s. 

Parameter Bits/Subframe Bits/Frame Bit rate (bits/s) 

LPC coefficients 34 1133.33 

LTP delay 7 28 933.33 

LTP coefficient 5 20 666.67 

Codebook index 9 36 1200.00 

Codebook gain 5 20 666.67 

Error Protection 5 166.67 

Synchronization 1 33.33 

Total 144 4800 

Table 4.2: Bit allocation for the FS-I016 CELP coder. 

4.3 Pseudo-Three-Tap Pitch Filters 

A three-tap pitch filter provides better speech quality than a one-tap pitch filter. 

However 1 more bits are required to encode the additional two pitch filter coefficients. 

A more efficient way to represent the multi-tap pit ch filter is the use of pseudo-multi­

tap pitch filter. 

The frectl.olency response of a one-tap pitch filter shows a constant envelope con­

straining the pit ch peaks as shown in Fig. 4.2. This frequency response corresponds 

to a pitch lag M = 78 samples and a pitch coefficient {3 = 0.57. 
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Figure 4.2: Frequency response of a one-tap pitch synthesis filter with M - 78 

samples and {3 = 0.57. 

This response doesn't match exactly with the speech spectrum since the spec­

trum of the reconstructed speech is basically the product of the frequency response 

of the pitch synthesis filter and formant synthesis filter. The original speech does not 

have an exact pitch structure at the high frequencies. The search for pseudo-three-tap 

pitch filters was motivated by the observation that the spectrum of a conventional 

three-tap pitch filter often shows a diminishing envelope with increasing frequency in 

many voiced segments as shown in Fig. 4.3. 

This corresponds to a center coefficient of 0.52 and sign si de coefficients of 0.27 

and -0.055 respectively and to a pitch lag of 78 samples. Such a frequency response 

adds more pitch structure at low frequencies than at high frequencies. Note also that 

if the true pitch corresponds to half the integer lag, the frequency response variations 

due to an integer lag pitch filter match at low frequencies but become increasingly 

mismatched to the true pitch peaks until they are 90 degrees out of phase at the 

half-sampling frequency. A reduced high frequency pitch component will reduce the 

apparent effect of such mismatched lags. 

A pseudo-multi-tap pitch filter is an n-tap pitch filter which has fewer than n 

degrees of freedom. A convention al three-tap pitch filter has three degrees of freedom . 
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Figure 4.3: Frequency response of a three-tap pitch synthesis filter with }vI = 78 

samples and coefficients (0.27 0.52 -0.055). 

The pseudo-multi-tap pitch filter gives higher prediction gain and a better frequency 

response of a pitch synthesis filter than a conventional one tap pitch fil ter and a 

better stability than the conventional three tap pitch synthesis filter. The analysis of 

pseudo-three tap pitch fiIter with one or two degrees of freedom is considered. The 

notation for pseudo-multi-tap filters are nTmDF [40], meaning n taps with m degrees 

of freedom. 

4.3.1 Three-Tap Pitch Filter with 2 Degrees of Freedom 

The pseudo-three-tap pitch filter with two degrees of freedom is denoted as 3T2DF. 

Let P(z) be a three-tap pitch filter of the form 

1 

P(z) = L {J, z- M +J , ( 4.18) 
;=-1 

where /3 represents a sel; of three non-zero pitch coefficients. The pitch filter is re­

stricted to two degrees of freedom, while maintaining a symmetrical set of coefficients, 

by assigning 

/3-1 = {JI = a{3 

/30 = {J. 
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Both f3 and a: have to he optimized. The configuration shown in Fig. 3.2 will be 

used as a reference for the analysis of the pseudo-three-tap pitch filters. By still 

assuming a zero-input excitation to the pitch synthesis fiIter (sequential search), the 

LP exci tation d( n) is of the form: 

d(n) = a:f3d«n mod (M - 1)) - (M - 1)) + f3d«n mod M) - M)+ 

a:f3d«n mod M + 1) - (M + 1)), 
( 4.20) 

for 0 ~ n ~ N - 1. In order to avoid solving high degree polynomials, a periodic 

extension of a pitch cycle is added to the LP excitation when the delay is less than 

the suhframe length. By generalizing the expression of the weighted mean square 

error given in Eq. (3.33), the new weighted error will he: 

ew(n) = sw(n) - ("(d(n, M - 1) + f3d(n, M) + "(d(n, M + 1)), ( 4.21) 

where"( = af3, and d(n,.) is defined in Eq. (3.32). The pitch lag M corresponds to 

the middle tap and is chosen as that which is optimal for a one-tap pitch predictor. 

The resulting summed squared prediction error is 

N-l 

f = L e~(n). ( 4.22) 
n=O 

The minimization of f leads to a set of two different linear equations which can he 

written in a matrix form. By setting the partial derivatives of f with respect to "( and 

f3 to zero, the following system is ohtained 

where 

[; ~][;l=[;l, 
A = fjJ( M - 1, M - 1) + fjJ( M + 1, M + 1) + 2fjJ( M - 1, M + 1) 

B = fjJ(M -1,M) + t/>(M,M + 1) 

D = fjJ(M,M) 

E = fjJ(O, M - 1) + t/>(O, M + 1) 

F = fjJ(O, M), 
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and </>( i, j) is defined as 

N-1 

L J(n - i)d(n - j) i,j i: 0 
n=O 
N-1 

</>(i,j) = L sw(n)d(n - j) 
n=O 
N-1 

L sw(n):l 
n=O 

i = O,j i: 0 

i = J = O. 

( 4.25) 

By using Cramer's rule to solve the above system, the optimal pitch coefficients are 

found to be 
AF-BE 

{3opt = AD _ B'J 

DE-BF 
ropt = AD _ B2 . 

( 4.26) 

4.3.2 Three-Tap Pitch Filter with 1 Degree of Freedom 

The pseudo-three tap pitch fllter with one degree of freedom will be denoted as 

3T1DF. In this case, a in Eq. (4.19) is set to a constant. The only unknown Îs {3. By 

following the same procedure as in the above section, the optimal pitch coefficient is 

found to be: 
{3 - a</>(O, M - 1) + </>(0, M) + a</>(O, M + 1) 

opt - a2A + <t>(M, M) + 2aB ' ( 4.27) 

where A and B are defined in Eq. (4.24). 

4.3.3 Frequency Response of Pseudo-Tap Pitch Filters 

The generai expression of the frequency response of a 3T3DF pitch synthesis fllter is 

( 4.28) 

The amplitude of the above frequency response can be written as 

IG(eiW)1 = 1 . 
V[cos(wM) - {30 - ({3-1 + {3t)cos(w)j2 + [(,81 - (3_t}sin(w) + sin(wM)]2 

( 4.29) 
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For the 3T2DF configuration, /G(eJIJJ )/ n·duces to 

/G( eJ11J ) 1 = l , 
J[COS(Wi\-l) - (J - 2, cos(w))2 + [sin(wAl)J2 

(4.30) 

where two possihle amplitude envelopes can be noticed: a decreasing envelope when 

, ha') the same sign as {J, and an increasing envelope when , has the opposite sign 

of (J. The amplitude of the frequency response of the 3T10F configuration results in 

only one decreasing envclopc of the form 

IG( eJ11J ) 1 = 1 . 
Jrcos(wAI) - {J(1 + 2acos(w)j2 + [sin(wM)j2 

(4.31) 

The frequency response of a aTIDF pitch filter with Q = 0.25, (J = 0.52 and AI = 78 

is shown in Fig. 4.4. It shows that the 3T1DF pitch filter provides a favourable 

frequency response. 
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-200~--'---"'"':'17:00~O ---"---2~O':-:OO:---------:3~oo~n---"--~4000 

Frequency Hz 

Figure 4.4: Frequency rf'sponse of a 3TIOF pitch synthesis fil ter \Vith Q 0.25, 

{J = 0.52 and M = 78. 

4.4 Pitch Synthesis Filter Stability 

I3efore comparing the performance of the pseudo-tap-pitch predictors with the con­

ventional mlllti-tap and fractional pitch filters, the stability of the pitch synthesis 
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filter is considered in this section. The pitch synthesis filter has a transfer function 

1 
G(z) = 1 _ P(z)' (4.32) 

The procedure used to determine the set of pitch predictor coefficients can result in 

an unstable pitch synthesis fiiter. 

In the APC type coder, discussed in Section 2.3) and shown in Fig 2.4, the 

quantized residual error ê(n) can be expressed as 

ê(n) = e(n) + q(n), (4.33) 

where e(n) is the exact residual error and q(n) is the quantization noise. At the 

decoder stage, the reconstructed speech s(n) can be written as 

s(n) = s(n) + Q(n), (.1 34) 

where Q(n) is the noise in the reconstructed speech obtained after exciting q(n) by the 

cascade pitch and formant synthesis filters. For an unquantized residual e( n), stability 

of the pitch filter is not a necessity because of pole/zero cancellation. However, an 

unstable synthesis filter can cause the output quantization noise to build up during 

the period of insf.ability and can lead to degraded speech quality. If the quantization 

noise is modeled as white noise, the output noise power can be expressed as the input 

noise power multiplied by the power gain of the filter. The power gain is the sum of 

the squares of the filter coefficients. 

In analysis-by-synthesis configurations, stability remains an issue that must he 

considered. The adaptive codebook contains the shifted versions of the past pitch 

fUter output. It can be viewed as the summation of the pitch filter output cxcitcd by 

an exact prediction residual plus a quantization noise. For the prediction residual, 

stability is also not a problem because of pole/zero cancellation However, the quan­

tization noise passes through only the unstable synthesis fil ter. The real problem is 

that the effect of unstable pitch filters propagates into subsequent frames, quantiza­

tion noise is further augmented bec..ause the adaptive codebook is updated with the 

accumulated noise due to previous unstable filters. 
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In this section, two stability tests are formulated and several procedures for 

stabilization are proposed in case of instability. 

4.4.1 Stability Tests 

To ensure stability of the pitch synthesis filter, the denominator D(z) of G(z) in 

Eq. (4.32) must have aIl its zeros within the unit circle in the z-plane. The polynomial 

D(z) is of high order (lag order) but has few non-zero coefficients. Two different 

suffi cie nt tests are developed in [191. First a simple sufficient condition for stability is 

that the moduli of the pitch coefficients be less than one. Second, an alternative test 

based on an asymptotically tight sufficient condition is developed for a 3-tap pitch 

filter. The tight sufficient test is summarized below. 

Let a = {J-l + {JI and b = 13-1 - {JI. Two cases are considered: 

1. If lai ~ Ibl, then the sufficient condition for stability is: 

( 4.35) 

2. If lai < Ibl, the satisfaction of the two following conditions is sufficient for 

stability: 

(a) 11301 + lai < 1 

(b) i. b~ ~ lai or 

ii. b2{J~ - (1 - b2)(b2 - al) < O. 

The second part of this stability test is tighter than the simple sufficient test. This 

part is invoked when lai < Ibl or equivalently when {JI and 13-1 have opposite signs. 

Experiments in [19] show that the number of voiced frames in which 131 and f3-1 have 

opposite signs is about 3.7 times the number of voiced frames in which they have the 

saffie signs. Therefore, the presence of a tighter test wh en lai < Ibl is important for 

speech coders. The test for 3 taps subsumes the tests for two-tap, single-tap, and 
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pseudo-three-tap filters. For 2T2DF ({3-1 = 0) and 1 TIDF ({3-1 = ,B1 =0), lai = Ibl. 

For 3T2DF or 3TIDF (,B-1 = ,BI), Ibl = 0 and the condition lai ~ bis always satisflcd. 

In the ab ove cases, the stabiIity test involves checking that the sum of the moduli of 

the coefficients is less than one which is equivalent to the first simple sufficient test. 

4.4.2 Stabilization Procedures 

The stability test is used to determine whether the corresponding pitch synthesis 

filter is stable. If the fiIter is found to be stable, no modification to the coefficients 

is made. However, if the fiIter is unstable, the pitch coefficients can be considcred 

locally optimal but not globally as pops and clicks will be heard in the reconstructed 

speech. So, a stahilization procedure is used to find a new set of pitch coefficients. 

Obviously, the new set of coefficients lead to a decrease in the prediction gain for that 

frame. A major concern in performing stabilization is to keep the loss in prediction 

gain to a minimum. 

The first technique involves scaling each of the poles radially inward. This is 

equivalent to scaling the pitch coefficients by different factors which have to he de­

termined iteratively in order to obtain the best set. This method is found to be 

unnecessarily complex. The second technique consists of replacing each pole outside 

the unit circle by its reciprocal. This technique preserves the frequency response of 

the pitch fiIter but involves factoring the high degree denominator polynomial which 

may be impractical for filters with more than a single coefficient. The third technique, 

derived directly from the stability test, and judged to be the mor.t practical, is the 

common scaling factor method. It consists of multiplying each predictor coefficient 

by a factor c determined in a way to so as to guarantee that all the poles lie within 

the unit circle. The value of the scaling factor c for the ITIDF, 2T2DF', 3T2DF, 

and 3T1DF cases is easily determined since the stability test involves only a single 

condition. Let S denotes the stabilization factor and is deflned as 

s = 1{3-11 + l,Bol + l,Bd· ( 4.36) 
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If S < 1 stability is ensured and no scaling factor is used. However, if S ~ 1 instability 

is assumed. The scaling factor c must force 1,8-11 + 1,801 + 1,811 to he at most equal to 

one. The value of c which gives marginal stahility, derived directly from Eq. (4.36), 

IS 

( 4.37) 

If the tight sufficient test is used for the 3T3DF configuration, sever al values of Sare 

ohtained depending on the values of a and b, 

S= 

I,B-d + l,Bol + l,8d 

lai + 1,801 

b4 + b2,B~ - b2a2 

b2 - a2 

if lai> Ibl 

( 4.38) 

The scaling factor c must force S to he equal to one in case where instahility is 

detected (S 2: 1). Three cases arise and are formulated as follows 

1 
if lai> Ibl 

1 
c= lai + 1,801 ( 4.39) 

b4 + b2,8~ - b2a 2 if b2 > lai. 

The values of c in Eq. (4.39) correspond to solving for the scaled conditions of the 

tight sufficient test given earlier. After scaling the pitch coefficients by the factor c, 

the new vector of the predictor coefficients ,8' can be expressed as 

{J' = c/3oPt ( 4.40) 

where {3opt is the vector of optimal pitch predictor coefficients. This results in a 
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suh-optimum predictor for which the weighted me an square error is 

(4 41) 

where Q is defined in Eq. (3.40), and f nùn , given in Eq. (3.43), is the minimum mean 

square error for the optimum pitch predictor. The quantity (1 - c),B~pta represents 

the excess in the mean square error resulting from the use of a suh-optimum predictor. 

It is observed that as c deviates from one, f increases and the loss in prediction gain 

increases. In order to minimize the loss in prediction gain, c must he as close to one 

as possible and at the same time give a stable pitch synthesis filter. 

4.5 Performance of Pitch Predictors in FS-I016 

To compare the pseudo-three-tap pitch filter with conventional single-tap, multi-tap, 

and fractional pitch filters, a pitch prediction gain measure is introduced to calculate 

the performance. During the first closed-loop pitch search, G is set to zero. By 

referring to Fig. 3.2, the pitch prediction gain, denoted by Pg (expressed in dl3 's), is 

defined to be 
sw(n) 

Pg = 1010g -( -)' ew n 
(4 42) 

where sw(n) is the reference weighted speech and ew(n) is the weighted residual error. 

The pitch prediction gain indicates the performance of the adaptive codebook, that 

is the pitch filter excitation without the codebook influence. A high Pg means that 

the quality of the pitch filter is good. In computing the prediction gain, subframes 

whose prediction gain was ~elow 1.2 dB were not included sinee those subframes 

usually represent silence or unvoiced sounds. The performance of the various pitch 

predictors delays was evaluated from a wide variety of speakers (male and fcmale). In 

the experiment, aU the CELP parameters are quantized except the pitch coefficients. 

The pitch coefficients remain unquantized in order to avoid the design of codebooks, 

and to verify and observe the effect of instability in the multi-tap and pseudo-multi­

tap configurations. 
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The stability of the pitch synthesis fiIter affects tremendously the performance 

and the quality of the reconstructed speech signal. As described before, the pitch 

predictor parameters are updated every subframe. The pitch synthesis filter is a 

time-varying filter and stability test is required after each subframe. The stability of 

the pitch synthesis flIter is checked once the pitch coefficients are obtained, by using 

the tight sufficient stability test described in the previous section. 

By increasing the resolution of the lag and/or the number of pitch coefficients 

for a certain pitch predictor, the stability of the pitch synthesis flIter becomes harder 

to control and the number of reconstruction ~peech subframes based on unstable 

pitch synthesis filter increases. Experiments have shown that when a 3T3DF pitch 

synthesis fiiter is used, half of the reconstructed subframes of a femaie speech file are 

based on unstable pitch synthesis filter. 

The performance of the pitch predictors is evaluated by first computing the pitch 

prediction gain defined in Eq. (4.42) then by meas1uing the objective quality of the 

reconstructed speech signal represented by the overall and segmental SNR, and finally 

by listening to the quality of the reconstructed speech which is the most important 

evaluation. Table 4.3 shows the performance of various pitch predictors with the 

corresponding average pitch prediction gain (Pg), the overall SNR and SEGSNR of 

the reconstructed speech. 

A stability test can be applied to the pitch fiiter. Stabilization would normally 

be accompli shed by choosing a scaling factor to bring the filter into the stable region. 

However, during the simulations, it was noted that for many unstable pitch filters, 

the scaling factor c is very much less than 1 leading to a considerable loss in the pitch 

prediction gain. A relaxation of the tight sufficient test is introduced. In the tight 

sufficient test, S is not allowed to exceed unity. In the relaxed sufficient test, S is 

allowed to take on values up to a threshold À. 
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The new scaling factors for stabilization can be rewritten as 

c= lai + 1,801 

b2 - a2 
,\ 

b4 + b2f3~ - b2a2 

if lai> Ibl 

(4.43) 

In Table 4.3, a subscript describes the stabilization procedure used. For instance, the 

subscript ,\ = 1.2 indicates that S was allowed to take on values up to 1.2. The case 

of no stabilization can be denoted as ,\ = 00. 

The first part of Table 4.3 illustrates the performance of a single-tap pitch pre­

dictor with different configurations. In the (lTIDF)>.=oo configuration, the threshold 

of the stabilization factor (S) is equal to infinity. In a single tap pitch predictor, it 

has been noticed, that in average, 25% of speech subframes are reconstruded from 

unstable pitch synthesis filters. These subframes show sorne pops and clicks and a 

noticeable enhancement of the energy of the subframes. In a single-tap predictor, the 

degradation in the subjective quality of the reconstruded speech due to the instabil­

ity problem is not very important unlike the case of a three-tap pitch filter which is 

going to be illustrated later in this section. Several thresholds for the stabilization 

factors are then considered for the (lTIDF) configuration. The (lTIDF),bl 0 shows 

a higher SNR and SNRSEG than the (lTIDF)>.=oo. Increasing the threshold of the 

stabilization factor doesn't increase much the SNR and SNRSEG of the rCCL structcd 

speech as shown in Table 4.3. By using the stabilization technique, aU the pops and 

clicks which were noted in the reconstructed speech of (lTIDF)>.=oo are completely 

eliminated. 

The second part of Table 4.3 shows the performance of the 3T3D F configuration. 

By increasing the number of pitch coefficients, the tight sufficient test for stability 

becomes harder to satisfy. 
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Predictor type Resolution (R) Prediction Gain (dB) SNR (dB) SNRSEG (dB) 

(lTIDFh=1.o 1 5.33 7.93 7.89 

(lT1DF)>.:::1.1 1 5.29 7.85 7.80 

(1 Tl D F)>.=1.ls 1 5.27 7.81 7.73 

(lT1DF)>.=1.2 1 5.23 7.95 7.78 

(lT1DF».=2.o 1 5.27 7.99 7.88 

(lT1DFh=oo 1 5.52 7.80 7.77 

(3T3D F)>.=1.o 1 4.75 7.37 7.58 

(3T3D F)>.=.1.1 1 5.18 7.97 7.90 

(3T3D F)>.=1.ls 1 5.65 7.78 7.94 

(3T3DF)>.=1.2 1 5.37 7.70 7.93 

(3T3DF».=2.0 1 5.91 8.61 8.32 

(3T3D F)>.=oo 1 5.98 3.89 8.27 

(3T2DF)>.=1.O 1 4.85 6.89 7.185 

(3T2DF)>.=1.1 1 5.09 7.28 7.32 

(3T2DF)>.=1.15 1 5.36 7.43 7.64 

(3T2D F)>.=1.2 1 5.48 7.26 7.71 

(3T2D F) >'=2.0 1 5.68 8.30 8.18 

(3T2DF)>.=oo 1 5.78 4.60 8.03 

(3T1DF)>.:1.0 1 5.l7 7.72 7.88 

(3TIDF).\;:;1.1 1 5.40 8.11 7.97 

(3TIDF)>.=1.ls 1 5.42 8.26 8.02 

(3TIDF».;:;1.2 1 5.41 8.13 7.88 

(3TID F)>.=2.0 1 5.59 8.29 8.00 

(3TIDF».=oo 1 5.66 6.77 7.89 

Table 4.3: Performance of pseudo-tap pitch predictors. 
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Figure 4.5: Original and decodcd speech segments; (a) original s('gnH'nt, (b) decodcd 

segment without stabilization, (c) decoded segment for stabiliz{'d pitch synthcsis filter. 
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Experiments show that around 50% of the speech subframes were reconstructed 

from unstable pitch synthesis filter. By ignoring the stability of the pitch synthesis 

filter, a tremendous decrease in the SNR is noted in the reconstructed speech. The 

deterioration in the subjective quality is mainly due to the noise enhancement in the 

synthesized speech and to the presence of very annoying pops and clicks. Fig. 4.5a 

shows the original portion of a female speech file and Fig. 4.5b displays the recon­

structed speech portion using the (3T3DF)>.=oo configuration. The idea of noise 

enhancement is clearly illustrated in this Figure. Fig. 4.5c, displays the reconstructed 

speech portion using the (3T3DF».=1.o configuration. Clearly a better reconstruction 

than the (3T3DF».=oo is achieved where aIl the pops, clicks, and noise enhancement 

are eliminated. By increasing the threshold of the stabilization factor from 1.0 to 2.0, 

the prediction gain Pg increases by 1.16 dB and the SNRSEG increases also by 0.74 

dB. The three-tap pitch filter outperforms the single-tap pitch filter. 

The third part of Table 4.3 shows the performance of the 3T2DF configuration. 

Assuming that (3-1 = f31 = "Y, ap.'.i f30 = (3, the tight sufficient condition for stability 

can be formulated as 

211'1 + 1,81 < 1. (4.44) 

Since !"YI and 1f31 can take values larger than 1, the ab ove condition cannot be eas­

ily satisfied. Using the 3T2DF configuration, a smaller percent age (43%) than the 

3T3DF configuration of reconstructed subframes from unstable pitch synthesis fi~~er 

are noticed. The best quality in the reconstructed speech using the 3T2DF configu­

ration is achieved when the threshold of the stabilization is set to 2.0. 

By setting "Y = af3 and fixing the value of a, the 3T1DF configuration results. 

By trying severa.l values of a, it has been found that Ct = 0.135 is a good choice. This 

choice is also justified by calculating the median of l' for different speech files using 

the 3T2DF configuration. The average median value for two female and two male 

speech file is found to be 0.13. The histogram of Ct for a typical female speech file is 

shown in Fig. 4.6. 
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Figure 4.6: Histogram of 0 in a 3T2DF configuration for a female speech file. 

The last part of Table 4.3 shows the performance of the 3T1DF configuration 

with a = 0.135. The tight sufIicient condition for stability is reduced to the following: 

1.271,81 < 1 or 1,81 < 0.79. (4.45) 

In this case, it is easier for the 3TIDF pitch filter to meet the sufficient condition, 

and in average, only 30% of speech subframes are reconstructed from unstable pilch 

synthesis filters. The 3T1DF configuration has a better stability behavior than the 

3T2DF or 3T3DF, and is very close to the single-tap pitch filter. Referring to the 

results shown in Table 4.3, the (3T1DF)>.=2.o outperforms the (lTIDF)>':2.o where 

the SNR shows an improvement of about 0.3 dB and the SNRSEG of about 0.12 dB. 

Moreover, the subjective quality of the reconstructed speech using the (3TIDFh=2.o 

configuration is preferred over any IT1DF stabilized configuration. This is in fact the 

most important result in this section because an improved quality in the reconstructcd 

speech has been achieved using the 3TIDF configuration over the 1 Tl DF without any 

additional cost in coding bits. 
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4.6 Pitch Filtering Using a Time Scaling Approach 

In a convp.ntional CELP coder, the Long Term Predictor (LTP) parameters are deter­

mined from the input speech. At rates below 5 kbits/s, the LTP performance degrades 

as it becomes ha.rder to recreate a smooth evolution of the pitch cycle waveform with 

the restricted number of bits allocated to the LTP. 

In the FS-I016 CELP coder, the formant predictor coefficients are determined 

directly from the input clean speech. The pitch predictor coefficients (M, {J) and the 

excitation codebook parameters (i,G) are determined sequentially by performing two 

separate searches. In the first search, G is set to zero. By referring to Fig. 3.2, let 

fp denotes the minimum mean square error of the first close loop search between the 

reference weighted original speech signal, sw(n), and the reconstructed one, sw(n), 

and (Mopt, Pp) the corresponding delay a~d pitch coefficient. The basic idea of 

the time scaling technique is to minimize further €p allowing a smoother and more 

accurate reconstruction of the pitch structure. 

4.6.1 Motivation For Time Scaling 

The idea of the time scaling technique is illustrated in Fig. 4.7 byan idealized example. 

Present subframe 
i" 

413/8 
-, 

Rcsidual error 

Figure 4.7: Motivation for time scaling. 
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Let the reference weighted original speech signal sw(n), be periodic with a period 

of 41 3/8 samples. Assuming that only integer delays are transmitted and the pitch 

adaptive codebook known, the reconstructed signal, sw(n) will be as shown in Fig. 4.1. 

Note that the residual error ew(n), which is the difference between the original and 

the reconstructed signal, shows vestiges of the pitch pulses. The mndom codebook 

entry would try to remove these pulses and thereby effectively shift the pitch adaptive 

codebook with the correct position. The alternative is to time scale the original signal 

by the factor (41.375/41) to make the distance between the two pitch pulses equal 

in both the original and the reconstructed signaIs. A shift is also needed in order to 

synchronize the pitch pulses. With time scaling and shifting, the residual error will 

decrease and hence a better reconstruction is achieved. The shift and scalin5 faclors 

will not be transmitted to the receiver. 

In practice, the amount of time scaling must be determined by trial and error. To 

this end, a table containing combinat ions of time stretches/shrinks and shifts is gen­

erated. This table is considered to modify the original signal and if the modifications 

are slight, the changes on the perceptual quality will not be perceived. Moreover, the 

size of the table is limited only by the computational considerations. 

4.6.2 Time Scaling Algorithm in CELP 

The time scaling operation is done on the original speech on a subframe basis ignoring 

continuity considerations. To counteract this, the allowable time scaling coefficients 

are kept very small so that the perceived quality of the speech is not affected. After 

performing the first pitch search to determine the best set (Mopt, (3p), the optimal 

lag Mopt is kept constant. An additional intermediate search is performed over all 

allowable time scaling and shifting values and pitch coefficients in arder ta determine 

the optimal pitch coefficient fJopt and the best time scaling and shifting factors denoted 

by Wopt and Sopt respedively. The new minimum me an square error will be denoted 

as €min. If €min is not smaller than €p, the time scaling and shifting operations will 
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not be performed, and the optimal pitch coefficient {3opt is equal to {3p. 

Once the pitch and scaling parameters are determined, the stochastic codebook 

search is performed to determine the optimal set (iopt, Gopt ). The goal of these 

codebook parameters is to give a better quality reconstructed speech than the one 

obtained from the codebook parameters without applying the time scaling technique. 

Tirnc scaling operation 

The time scaling operation in the above algorithm corresponds to stretching or shrink­

ing the original speech subframes by a factor w, and an additional shifting by a factor 

s. In the case of stretching or shrinking, the original sampling frequency changes; 

whereas, the shifting operation keeps it constant. In aU of these situations, the prob­

lem consists of finding new sample values in between the original samples either by 

interpolation or extrapolation. Except for a special case where the output sample 

positions coincide with sorne of the input samples, high order filters are required in 

order to obtain a reasonable accuracy. A way to reduce or almost eliminate the coef­

ficient storage incorporates coefficient design during the filtering pro cess based on the 

current relative positions of the input and output samples. The drawback of such a 

method is the complexity of the coefficient calculations which would easily far exceed 

the calculations involved in the filtering operation itself. A direct method is to in­

terpolate digitally to an extremely high frequency using an Finite Impulse Response 

(FIR) filter, and then choose the closest sample to the correct sampling instant. This 

method has been pursued by Ramstad [42] to include linear interpolation between the 

neighboring samples to the wanted sampling point. This scheme is implemented in 

the ab ove algorithm because it has certain advantages, such as a lower necessary digi­

tal filter sampling rate and smaller coefficient memory, but will require one coefficient 

calculation for each output and more filtering operations. 

The time scaling factor w is expressed as 

Mrpt 
w=----. 

Mopt + x 
( 4.46) 
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The time scalingj shifting range values have been chosen after performing tests on 

clean speech. These restrictions are necessary in order to preserve the perceptual 

quality of the input speech. The small range of the scalingjshifting factors is justificd 

by the fact that the scaling and shifting operations are performed on a subframe basis 

ignoring continuity considerations. ldeally, a11 the allowed values of w a.nd s must 

be stored in the scaling/shifting table. The size of the table is limitcd only by tht, 

allowable computational complexity of the search. The search complexity ha"! been 

reduced without affecting the choice of the scalingjshifting factor by sloring inlt'ger 

values of s and the values of w which correspond to the 0.01 resolution of x. 

Using x and s limited to ±1 and ±5/100 of a sample respectively, a direct im­

plementation of the above algorithm does not perform as expected The degradation 

in the reconstructed speech quality is due to the following consideration. It is not 

always worth performing the scaling/shifting operation even if f mm is less than (1) 

This is mainly due to the jittering effect occurring between consecutive subfrô.mes. 

So a threshold on the mean square error is introduced. If fmin exceeds this threshold, 

time scaling/shifting is allowed. The thre:;hold, denoted by t, is choscn to be a linear 

function of Ixl: 
t = 1 -Ixl. (4 47) 

So, in other words, the scaling operation is allowed iff f rrun < t f.p • For example, in 

the idealized case illustrated in Fig. 4.7, scaling by the factor 41 375/41 is performcd 

only if f nùn < O.625€p. 

The above time scaling/shifting technique is inserted in the FS-I016 coder, and 

the performance results are summarized in the following section. 

4.6.3 Performance of the Time Scaling Approach 

In the FS-I016 CELP coder, the pitch delay M is coded with 8 bits capturing integer 

and fractional delays between 20 and 147 samples. By using the lime scaling/shifting 

technique, 1 bit from the bits allocated to the coding delay can be saved while pre-
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serving approximately the same subjective quality of the reconstructl'd speech as for 

the 8 bit case. So, during the first pitch closed-Ioop search, only intcger del.\'Ys are 

allowed to be transmitted. Then, by varying the range of L, the ~est. pl'rto:-TIlan<.,~ 

is achieved when -0.4 ~ x ~ 0.4. The quality 0; the reconst;-uckd spt'l'ch dl ",rades 

slightly when the scaling range increases. It is mamly due ta the scaling itst'lf which 

is perforPled on a subframe basis ignoring the continuity cOllsHlcrations 'l'hl' SNR 

and SNRSEG are not the optimal indicatûrs .)f the performance of the tlTllt' sc.tlmg 

technique because the original speech file is being modified during the synthcsis pa­

rameters search. The subjective quality of the reconstructed speech remaill'l the only 

judgement on the time scalingjshifting performance. 

Similarly, by allowing only even or odd c!.elays to be transmitted and using the 

ab ove technique, a quality close to that for the integcr delay is obtained when - 0.8 ::; 

x::; 0.8. 

As a conclusion, the time scaling technique allows a savlllg of 1 bit in codiug 

the pitch parameters while maintaining the quality of the reconstruct(>d speech. In 

addition, no extra bits are needed for the time scalingjshifting operation as no extra 

sicie information has to be transmitted to the receiver. 
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Chapter 5 

Summary and Conclusions 

The purpose of this thesis was to examine the implementation of pitch filtering models 

in Iow bit rate speech coders. The objective of the incorporated pitch models is not 

only ta keep or rcduce the bit rate, but aiso to achieve higher quality, more natural 

soundmg speech than current coders with standard pitch models. 

The implemcnted scheme relied on the Code Excited Linear Prediction (CELP) 

coding algorithm desigTled by the D.S. Department of Defense and Bell Labs with 

an output bit rat.e of 4.8 kbits/s. The CELP coder, which is based on an analysis­

by-synthesis coding approach, is commonly used when low bit rate transmission is 

needed because it maintains a high reconstructed speech quality. The reconstruction 

of the speech signal is accompli shed by exciting a cascadp. of a formant synthesis filter 

and a pitch synthesis filter with an excitation waveform. The excitation waveform is 

selected from a dictionary of waveforms using a freqllency weighted mean-square error 

criterion. The coefficients of the formant synthesis filter are derived by analyzing the 

input speech. Although the covariance method results in higher objective results than 

the autocorrelation method, the unstable behavior of the covariance scheme bends 

the choice toward the autocorrelation method for which the formant synthesis filter 

stability is guaranteed. 

Pitch filters play an important role in high quality medium and low rate speech 

coders. The analysis-by-synthesis aspect of the pitch predictor search results in a more 
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accurate modelling of the periodicity of the (voiced) speech wavt"form and better 

speech quality than the pitch predictor search based on clean speech The pltch 

predictor in the analysis-by-synthesis configuration can be Interpreted .\.S <lll (\d.lptlve 

codebook of overlapping candidates as detailed in Chapter 3 The scqut'Ill la.I .lpproarh 

to choosing the pitch filler parameters IS computationally attractive III thls apprn.teh, 

the pitch filter parameters are chosen with no input wavcf\)rm The pltch filter tnes 

to generate an excitation waveform which is a scaled and delayed version of previous 

excitation waveforms. The waveform selected from the codebook then fiUs in the 

missing details. 

The quality of the reconstructed speech can further be enhanccrl by increasing 

the number of taps or by allowmg subsample resolutlOn of the Long Term Prcdiclor 

(LTP) delay. At low bit rates, the fractional delay predictor is prcfcrrt'd bccause fcwer 

additional bits than the rnulti-tap case are nceded to code the incre,Lsed resolutioll 

delay. 

However, at low bit rates, the LTP performance degrades as it becornes ha.rder 

to recreate a smooth evolution of the pitch cycle waveform as not enough Dits are 

available to code the LTP parameters. The smoothing of the pitch-cyclc 'vaveforrn is 

improved when the LTP parameters are interpolated. Then, a simultaneous Increuse 

in speech quality and reduction in bit rate can be obtained The intcrpolation of the 

LTP delay and gain are facilitated by a gencralization of thc ana.lysis-by.synthesis 

procedure which is introduced by Kleijn. In Kleijn's paradigrn, the coding algorithm 

is allowed to select one signal from a set of trdnsformed original ~Ignals Each of 

these transformed signaIs represents excellent speech quality and is attaiIlcd by time 

warping or subframe-based time shifting of the original signa1 By sclecting from 

these transformed signaIs that one for which the speech corling algonthm performs 

best, a significant increase in coding efficiency is obtained with no addltJonal bit rate. 

The first new pitch filtering model developed in this thesis, is the pseudo-multi­

tap pitch filter confiE:uration. More inlerest is focused on the pseudo-three-tap pitch 
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filters and the formulations of the optimal parameters are derived. The pseudo­

three-tap pitch filter has fewer degrees of freedom than a traditional three-tap pitch 

filter, that 15, fewer parameters need to be coded for transmission. The 3T1DF is 

essentially a three-tap pitch filter wJth the first and third coefficients set to a fixed 

ratio of the second coefficient. A noticeable improvernent of the 3TIDF is obtained 

compared to a one-tap pltch filter with no additional bit rate required. In addition, 

the ITIlproved frequency response of the 3T1DF configuration may be beneficial in low 

bit rate speec.h coders to obtam a better reconstructed speech quality. The 3T2DF 

can be considered as a 3TIDF with an adaptive optimal ratio of the outer and middle 

coefficients. The extra degree of freedorn buys a better performance. 

The pItch closed-Ioop search based on the adaptive codebook approach can result 

ID an unstable pitch synthesis filter and a considerable degradation in the speech 

quality. Thcse degradatlOns manifest themselves ei ther as background noise or as 

pops which are very annoying. Ramachandran and Kabal provided a computationally 

simple but tight sufticient test for pitch synthesis filters that is independent of the 

pitch predictor order. From the stability test, a stabilization technique based on 

scaling the predictor coefficients by a common factor, is derived and is judged to be the 

rnost practical and performable because the common factor is chosen to minimize the 

loss in the pitch predictIOn gain. It is finally observed that decoded speech generated 

by the FS-1016 CELP coder improves in quality when stable pitch synthesis filters 

are ulled. By slightly relaxing the tight sufficient condition, even better subjective 

and objective improvements are noticed in the output speech. 

The second new pitch filtering model utilizes a convention al single tap pitch 

fiIter with a time scalingjshifting operation on the original speech. The basic idea of 

the time scaliTlgjshifting technique is to minimize further the minimum mean square 

error, and to allow a smoother and more accurate reconstruction of the pitch structure. 

So, an intermediate c1osed-loop se arch is introduced in the CELP algorithm in order 

to choose the best time scalingjshifting factors and the predictor coefficient. As 
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the time scalingjshifting operation is done on a subframe basis, the allowable time 

scalingjshifting parameters are kept small in order to preserve the perceptual quality 

of the original speech, and a threshold on the mean square error lS introduct'd The 

time scaling technique saves 1 bit in co ding the pitch parameters while m,tintaming 

very closely the quality of the reconstructed speech. No extra bits arc necded for the 

tirne scaling operation as no extra side information is transmitted to tht' rcceiver 
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Appendix A 

System of Sampling Rate Increase 

In this appendix the generai form for the input-to-output time domain relationship 

for the I-to-D interpolator is anaIyzed. Let x(n) be a signal whose sampling rate has 

to be increased by a factor of D. The generai system for sa171pIing rate increase by 

D is shawn in Fig. (A 1). The sampling rate expander D - 1 zero valued samples 

x(n).1 i D ~ w(m).1 h'p(n) ~;~ 

Figure A.l: General system for sampling rate increase by D. 

between eaeh pair of samples of x(n) ta yield w(m). The operation of the system is 

most easily understood in the frequency domain where 

(A.l) 

The frequency spectrum of w( m) contains the basehand frequeney of interest ( -7\" / D 

to 'Ir / D) plus images eentered at harmonies of the original sampling frequency. An 

ideal low-pass filte .. hLP ( m) with eutoffs at +7r / D and -7\" / D is used in order to 

rceover only the haseband frequencies. The interpolated output signal y(m) will he: 

otherwise 
(A.2) 
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e The output signal y(m) can be expressed as the convolution of the input signal wlth 

the impulse response of the ideallow-pass filter hLP(m), written as 

00 

y(m);::: L hLP(m - pD) x(p). (A.3) 
p=-oo 

By introducing the change of variable m ;::: rD +.9 or equivalently r = l7.;J, whcrc 

luJ denotes the integer less than or equal to u, Eq. (A.3) becornes: 

y(m) 

where 

00 

L hLP(rD + s - pD) x(p) 
p=-oo 

00 

L hLP,(r - p) x(p) 
p=-oo 

00 m 
;::: L hLP,(l) x( l DJ - 1) 

1=-00 

hLP,(k) ;::: hLP(kD + s). 
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