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Abstract 

Historical weather documents are hidden treasures for understanding long-term climatic changes 

that were not fully exploited in the past due to limited resources. They are now attracting much 

attention from data rescue researchers who are interested in the valuable information the 

historical documents can bring. One obstacle of researching these historical documents is that the 

documents can only exist in hard copy format, making it challenging to access computational 

and geographically. The most common transcription approach is manual transcription. Manual 

transcription is labour-intensive and can be time-consuming when transcribing large numbers of 

documents, especially when they are written in cursive handwriting and in dense ledge sheets. If 

the transcription could be automated, considerable time and resources would be saved. The 

overarching question driving this research is what is the role and benefit of automation, 

especially artificial intelligence (AI)-augmented automation, in historical weather data rescue? 

To answer this question, I divide it into two complementary questions: 

1.  How do researchers and practitioners perceive the challenges and opportunities of using AI-

augmented data rescue? 

2. If AI-augmented data rescue is useful then what might an automated system look like? 

I begin by reviewing the literature in historical weather data rescue and historical records 

transcription more generally. No systematic workflow exists to guide researchers in automating 

the transcription process step by step as AI augmented data transcription requires a sequence of 

models that demands different skills, and the researchers who would benefit the most usually 

lack relevant backgrounds. There also are risks and challenges; how researchers perceive these 

challenges are unknown. In Chapter 3, I conducted a survey on data rescue and citizen science 

researchers’ attitude and opinion towards using AI-enhanced automated data rescue approaches 

instead of manual approaches. The result will provide an outlook of adapting AI in data rescue, 

and it also could help in overcoming the resistance along the way of automation. Respondents 

suggested a hybrid model where human and AI working together would be better than 

implementing a purely AI approach. In Chapter 4, I created and tested an AI-augmented data 

rescue workflow that can automate the transcription of a historical handwritten tabular dataset. 

The hope is this end-to-end workflow can achieve all steps to automation in one package and can 
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process raw tabular images, segment tabular cells, recognize the data entries, and rearrange the 

results into original formats. The proposed workflow is tested and evaluated on the Data Rescue: 

Archives and Weather (DRAW) dataset. The proposed workflow provides a guideline for 

researchers who want an end-to-end solution on automatic historical data rescue and it hopefully 

can be replicable for future projects that seek automated data rescue.  

This thesis makes several contributions to the use of AI in historical weather data rescue and 

historical records transcription more generally. First, this study contributes by uncovering the 

opportunities and challenges of using AI in historical records transcription. Second, this research 

contributes a benchmark workflow for AI-augmented historical records transcription that can be 

customized and adapted to different types of historical records. Third, this study identifies and 

bridges the gap between the use of AI and the rescue and transcription of historical records, 

finding that addressing this multi-disciplinary problem requires efforts from different fields and 

communities. The results of this study will serve as a starting point for future studies who want 

to involve AI in their transcription process and as a reference for future attempts. 
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Résumé 

Les documents météorologiques historiques sont des trésors cachés pour la compréhension des 

changements climatiques qui n'ont pas été pleinement exploités dans le passé en raison de 

ressources limitées. Ils attirent aujourd'hui l'attention des chercheurs qui s'intéressent aux 

informations précieuses que les documents historiques peuvent apporter. L'un des obstacles à la 

recherche de ces documents historiques est qu'ils n'existent que sous forme de copie papier, ce 

qui en rend l'accès difficile. La méthode de transcription la plus courante est la transcription 

manuelle. La transcription manuelle demande beaucoup de travail et peut prendre beaucoup de 

temps lorsqu'il s'agit de transcrire un grand nombre de documents. Si la transcription pouvait être 

automatisée, cela permettrait d'économiser beaucoup de temps et de ressources. La question 

primordiale qui sous-tend cette recherche est la suivante : quel est le rôle et les avantages de 

l'automatisation, en particulier de l'automatisation augmentée par l'intelligence artificielle (IA), 

dans le sauvetage des données météorologiques historiques ? Pour répondre à cette question, je la 

divise en deux questions complémentaires : 

1.  Comment les chercheurs et les praticiens perçoivent-ils les défis et les opportunités de 

l'utilisation de l'IA dans le sauvetage des données ? 

2. Si le sauvetage des données par l'IA est utile, à quoi pourrait ressembler un système 

automatisé ? 

Je commence par passer en revue la littérature sur le sauvetage des données météorologiques 

historiques et, plus généralement, sur la transcription des documents historiques. Il n'existe pas 

de flux de travail systématique pour guider les chercheurs dans l'automatisation du processus de 

transcription. Il existe également des risques et des défis ; la façon dont les chercheurs les 

perçoivent est inconnue. Au chapitre 3, j'ai mené une enquête sur l'attitude et l'opinion des 

chercheurs en sauvetage de données et en science citoyenne à l'égard de l'utilisation d'approches 

améliorées par l'IA plutôt que d'approches manuelles. Le résultat fournira une perspective de 

l'adaptation de l'IA dans le sauvetage des données. Les répondants ont suggéré qu'un modèle 

hybride où l'homme et l'IA travaillent ensemble serait préférable à une approche purement IA. 

Au chapitre 4, j'ai créé et testé un flux de travail de sauvetage de données enrichi par l'IA, qui 

peut automatiser la transcription d'un ensemble de données tabulaires manuscrites historiques. 
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L'espoir est que le flux de travail puisse réaliser toutes les étapes de l'automatisation en un seul 

paquet. Le flux de travail proposé est testé et évalué sur le Data Rescue : Archives and Weather 

(DRAW). Le flux de travail proposé fournit une ligne directrice pour une solution de bout en 

bout sur le sauvetage automatique des données historiques et, espérons-le, il peut être reproduit 

pour les projets qui cherchent une solution automatisée. 

Cette thèse apporte plusieurs contributions à l'utilisation de l'IA dans le sauvetage des données 

météorologiques historiques et plus généralement dans la transcription des documents 

historiques. Premièrement, cette étude contribue à mettre en évidence les opportunités et les défis 

de l'utilisation de l'IA dans la transcription des documents historiques. Deuxièmement, cette 

recherche propose un flux de travail de référence pour la transcription de documents historiques 

enrichis par l'IA, qui peut être personnalisé et adapté à différents types de documents historiques. 

Troisièmement, cette étude identifie et comble le fossé entre l'utilisation de l'IA et le sauvetage et 

la transcription des documents historiques. Les résultats de cette étude serviront de point de 

départ pour les études futures qui souhaitent impliquer l'IA dans leur processus de transcription 

et de référence pour les tentatives futures. 
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Chapter 1. Introduction 

A vast amount of historical weather records is stored in libraries and archives around the world 

(Kwok, 2017). These records can be dated back to the nineteenth century or earlier. In recent 

decades, more attention has been paid to these records than ever before due to advances in 

technology. Thanks to new statistical models and advanced software, researchers are able to use 

these records to explore and achieve more results. For example, in climatology, Compo et al. 

(2011) and Slivinski et al. (2019) are able to take these individual records and combine them and 

reconstruct past weather patterns. These records exist in various formats and are vast in number. 

For example, some are dense ledger sheets; others may be diaries. The amount of existing 

historical records available far exceeds the number of experts in the field who may transcribe 

them for analysis. To analyze the records, they must be converted into a machine-encoded format 

so that they can be easily accessed and analyzed by a computer (World Meteorological 

Organization, 2016). Unfortunately, almost all of these historical records are stored in paper 

form, with a portion of them being scanned into images or photographs. This method of 

preservation makes it difficult for scientists to access or download these records remotely and, if 

it is stored in paper form in libraries and archives, they have to visit the physical location (Brunet 

& Jones, 2011). Even downloadable scanned copies of these records cannot be indexed, searched 

or analyzed without transcribing the individual observations. To address these difficulties, 

researchers started data rescue initiatives.  

The concept of data rescue was first introduced in the 1990s and was originally termed “data 

archaeology and rescue” (Levitus, 1992, p. iii). It first appeared in the Global Oceanographic 

Data Archaeology and Rescue (GODAR) Project, where data archaeology stands for the 

recovery of obsolete computerized data into new media or formats, and rescue refers to efforts to 

rescue endangered data at risk of being lost of deterioration (Levitus, 1996). However, the term 

data rescue mentioned in this study is slightly different. It is an effort made by researchers to 

prepare historical records for analysis (Brönnimann et al., 2018). The phrase originates from 

individuals concerned that the paper documents may be too fragile to survive and that scanning 

alone would not transform the pages into analyzable data (Tan et al., 2004). While it also aims to 

preserve historical records from being lost or deteriorated, it focuses on the transcription and 

digitization of its contents. 

https://www.zotero.org/google-docs/?vsNHrx
https://www.zotero.org/google-docs/?yuXYly
https://www.zotero.org/google-docs/?yuXYly
https://www.zotero.org/google-docs/?OkHGQB
https://www.zotero.org/google-docs/?OkHGQB
https://www.zotero.org/google-docs/?2mqMBm
https://www.zotero.org/google-docs/?VckJ3I
https://www.zotero.org/google-docs/?XnoAjg
https://www.zotero.org/google-docs/?r6lUhw
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Kwok (2017) pointed out the importance of data rescue to future research and how beneficial it 

would be in filling gaps of historical records. There are many past and ongoing data rescue-type 

initiatives in different fields (Fischer et al., 2014), although many of them are weather related 

(Brönnimann et al., 2019). The initiatives can expand beyond meteorology-related fields to a 

variety of transcription efforts. It is worth noting that the initiatives outside of meteorology-

related fields are not considered rescues, but transcriptions. By investigating and improving 

weather data rescue, other fields may also benefit greatly on the transcription of historical 

records. I focus on historical weather data rescue (hereafter referred to as “data rescue”). 

The most common method of data rescue is manual keying, which involves hiring paid data 

entry personnel or recruiting volunteer transcriptionists (Brönnimann et al., 2006; World 

Meteorological Organization, 2016). Manual keying is a laborious process (Brunet et al., 2014; 

Camuffo & Bertolin, 2012); it is time consuming (e.g., Ashcroft et al., 2018) and can be 

expensive if the project hires paid transcriptionists (e.g., Dupigny-Giroux et al., 2007). As a 

consequence, researchers and practitioners are interested in automation, such as optical character 

recognition (OCR). Automation is valuable in our everyday lives as well as in data rescue. OCR 

has been used to handle license plates and tax receipts recognition and it is useful for climate 

change research if used to transcribe historical weather records (Chimani et al., 2021; Singh et 

al., 2012). If automation has benefits in our daily lives and in solving complex societal problems 

like climate change, it may also be useful in data rescue. 

With the advancement of automation from artificial intelligence (AI) technology, questions have 

been raised whether AI could be a possible automated method for data rescue. The OCR used in 

past data rescue projects is proprietary software and is often not equipped with AI technology. 

The use of AI in data rescue is immature; it may bring new advantages, but equally, there may be 

many problems and conflicts (Wilkinson et al., 2019). Several studies have discussed the use of 

automation or AI in their projects and they believe that AI may be helpful and could be a future 

direction for data rescue (Chimani et al., 2021; World Meteorological Organization, 2016). 

However, researchers who have tested AI or just OCR in their projects report high error rates and 

difficulty in handling handwritten records and multiple formats (e.g., graphs, tables, text) 

(Brönnimann et al., 2006; Craig & Hawkins, 2020; Stickler, Alexander et al., 2014; Wilkinson et 

al., 2019; World Meteorological Organization, 2016). These failures are part of the reason why 

automated approaches have not been widely used for past data rescue projects. Concerns and 

https://www.zotero.org/google-docs/?XVzHCJ
https://www.zotero.org/google-docs/?ehuYou
https://www.zotero.org/google-docs/?cHn90p
https://www.zotero.org/google-docs/?cHn90p
https://www.zotero.org/google-docs/?9r7CUJ
https://www.zotero.org/google-docs/?9r7CUJ
https://www.zotero.org/google-docs/?SwbbY1
https://www.zotero.org/google-docs/?W8TYVq
https://www.zotero.org/google-docs/?c7xxc4
https://www.zotero.org/google-docs/?c7xxc4
https://www.zotero.org/google-docs/?rH9Bfi
https://www.zotero.org/google-docs/?MVjrxm
https://www.zotero.org/google-docs/?zaT5No
https://www.zotero.org/google-docs/?zaT5No
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potential issues have been raised questioning whether AI would be helpful. Examples of 

concerns include the elimination of public participation for citizen science projects (i.e., 

volunteers may not be needed if AI can complete all tasks), funding availability, technical 

complexity, and accuracy (Blancq, 2010; Brönnimann et al., 2006; Craig & Hawkins, 2020; 

Stickler, Alexander et al., 2014; Wilkinson et al., 2019). One significant problem is the source 

documents, which may be of poor quality (e.g., degraded, improperly scanned) and may be 

handwritten in cursive text on which AI may not have been trained. These strengths and concerns 

prompted this study to investigate whether innovations in AI surmount these problems to 

improve data rescue.  

The purpose of this study is to provide a guideline and direction for future data rescue or 

historical records transcription projects that wish to employ automation and to form a foundation 

to aid in the future transition from manual to automated. The overarching question driving this 

research is what is the role and benefit of automation, especially AI-augmented automation, in 

historical data rescue? To answer this question, I divided it into two complementary questions: 

1.  How do researchers and practitioners perceive the challenges and opportunities of using AI-

augmented data rescue? 

2. If AI-augmented data rescue is useful then what might an automated system look like?  

The first question is examined in Chapter 3 by surveying 50 principal investigators and leading 

researchers of transcription-related data rescue projects. The AI-augmented data rescue here 

refers to an automated version of record transcription that utilizes AI techniques, rather than 

approaches that are done purely manually. I asked them about their attitudes, perceptions and 

opinions on transitioning their data rescue projects to AI-augmented automated approaches. 

Since these leaders and researchers are the ones who can determine the future direction of the 

transcription projects, asking their opinion is a good way to discover the challenges and 

opportunities of transitioning to automated transcription approaches. The challenges and 

opportunities for AI-augmented data rescue identified by survey respondents are relative to how 

manual approaches currently operate. It is best to address the concerns of end users so that 

barriers can be removed in advance and the transition can be smooth. Here, respondents were 

primarily interested in historical weather, but I also sought the opinions of citizen scientists who 

were interested in transcription more broadly. 

https://www.zotero.org/google-docs/?6tdTpl
https://www.zotero.org/google-docs/?6tdTpl
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The second question is addressed in Chapter 4 by establishing and testing an end-to-end 

historical records transcription workflow that utilizes AI techniques. The usefulness of 

transitioning to AI-augmented data rescue can be determined from Chapter 3 through 

respondents' view on aspects such as costs, hours required to set up, and accuracy. Building on 

the observations in Chapter 3, the automated data rescue workflow proposed in Chapter 4 can 

serve as a guideline for future research attempting to automate their transcription projects. This 

workflow does not focus on achieving state-of-the-art performance; instead, it aims to combine 

data rescue and AI techniques to provide a reference for future studies.  

There is no existing literature that provides a systematic review of the use of AI technologies in 

historical weather data rescue and historical records transcription more generally. This leaves a 

gap to be filled. To investigate the application of AI in data rescue and transcription, this thesis is 

organized into five chapters. Chapter 1 introduces the rationale for this study and provides two 

research questions. Chapter 2 summarizes the evolution of data rescue and historical records 

transcription in past and present projects. It documents the improvements and modifications 

made by researchers to improve the performance of manual and OCR-based data rescue. It also 

mentions their attempts at implementing AI-augmented data rescue, citizen science projects, and 

transcription and how they recognized that AI can be a potential solution. Chapter 3 presents a 

survey study to help understand how data rescue community leaders perceive AI in data rescue, 

including their willingness, concerns, and possible trade-offs to AI use. Chapter 4 proposes a 

benchmark workflow for implementing AI technologies in data rescue. This workflow combines 

multiple AI techniques and is tested to automatically transcribe historical weather records. This 

process not only identifies potential future challenges, but also helps to provide 

recommendations for future steps. Chapter 5 concludes by identifying the challenges and 

opportunities for future AI-augmented data rescue and transcription research. 

This thesis makes several contributions to the study of AI-augmented data rescue and historical 

records transcription. First, this research contributes a benchmark workflow for AI-augmented 

data rescue, which can be modified and customized to accommodate different kinds of historical 

records. Second, this research bridges the disconnect between AI technology and data rescue or 

historical records transcription in a broader sense. There have been calls for combining AI 

techniques with data rescue for improvement, but there are few studies that link AI with 

historical records transcription in general and address this multi-disciplinary transcription issue. 
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Third, this study is the starting point and cornerstone for future AI-augmented data rescue and 

historical records transcription research. It provides a guideline and reference for future data 

rescue and historical records transcription attempts that wish to benefit from AI technology. 
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Chapter 2.Literature review 

2.1 Introduction 

The aim of this thesis is to investigate whether artificial intelligence (AI) can facilitate historical 

weather data rescue (hereafter referred to as “data rescue”). Historical climate data are 

fundamental building blocks for research to understand the past, present, and future climate 

scenarios. For example, it can be used to improve and validate weather and climate prediction 

models. However, many of these records are paper-based and are at risk of loss or deterioration. 

They are often stored in libraries and archives, and researchers cannot easily access and use these 

data digitally. Therefore, data rescue initiatives worldwide have been focused on preserving and 

transcribing these records into digital format to facilitate the creation of a global repository to 

access and preserve these records. 

Data rescue is generally done by hand, which is labour-intensive and expensive. The question is 

whether this process can be automated. AI has been a rapidly developing field, and it has proven 

helpful in many different fields. Therefore, it is worthwhile to determine if AI is helpful in 

automating data rescue projects. Specifically, the goal is to determine the role of AI in data 

rescue and whether AI will bring opportunities or challenges to the field. The hypothesis is that 

AI will improve the automation of historical weather data rescue projects, as well as historical 

records transcription more generally. To assess this hypothesis, it is crucial to understand how 

data rescue projects have operated in the past and how automation has been carried out in past 

data rescue projects. Understanding how data rescue projects have worked in the past will 

provide information on whether automation or AI is necessary for future improvements. 

Examining past automation experience can also provide ideas on ways in which AI may help 

achieve a better version of automated data rescue. 

In this literature review, I will first examine the definition of data rescue. Specifically, the 

questions are what constitutes the “data”, and how do we “rescue” them. This will provide an 

idea on the past and present operations of data rescue. Second, I will investigate the 

improvements and refinements that have been made to improve data rescue, including citizen 

science and optical character recognition (OCR). This will present the obstacles and barriers to 

current data rescue projects and show which are the remaining issues that still need 
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improvement. At last, I will examine the current stage of automated data rescue and the role that 

AI plays in automated data rescue projects. In other words, I will identify possible opportunities 

and challenges presented by past research on AI, and how these researchers perceive the role of 

AI in facilitating data rescue and historical records transcription projects. 

2.2 Defining data rescue: how have people carried out data rescue?  

Data rescue has been pursued in recent decades as a method to utilize historical data from past 

centuries. It was originally termed “data archaeology and rescue” by the U.S. National 

Oceanographic Data Center (NODC)/World Data Center A for Oceanography (WDC-A), 

referring to the recovery of  records (e.g., scans, images, digital photograph) in obsolete media 

forms to more stable formats (Levitus, 1992, 1996). Nowadays, the action of data rescue is more 

focused on transcribing historical records (e.g., in paper, images, photographs) that are at risk of 

being lost due to deterioration or technical obsolescence into computer-encoded formats (World 

Meteorological Organization, 2016). These historical records are usually preserved on paper, and 

they need to be digitalized to be used by researchers for analysis. Much research over the past 

decades has used data rescue to obtain data (e.g., Ashcroft et al., 2014; Brunet et al., 2014; 

Kwok, 2017). For many researchers, the focus is on the content once it is rescued, for instance to 

be integrated into global circulation reconstruction models (e.g., the international Atmospheric 

Circulation Reconstructions over the Earth; Allan et al., 2011). As will be described, while some 

studies have documented detailed steps to “do” data rescue (e.g., Brönnimann et al., 2006; 

Slonosky et al., 2019), the majority has not focused on documenting the process. This prevents 

later studies from learning and improving from past experiences. The opacity of the process can 

hinder the potential for integrating AI and understanding the capacity of researchers to use AI in 

the data rescue process. In this section, I will infer from past research and summarize what 

“data” is and how researchers can “rescue” them. 

2.2.1 What constitutes ‘data’ and which data should be rescued? 

The public looks at the paper records and believes that they can be analyzed immediately. 

However, Sieber and Slonosky (2019) suggested that the source material only becomes 

analyzable if it is transformed into a machine-readable form. Some projects proposed that a 

repository that brings together information by storing fragmented data in a unified place is what 

data rescue aims for and that rescuing the metadata is sufficient (e.g., Veale et al., 2017). 

https://www.zotero.org/google-docs/?kFxTno
https://www.zotero.org/google-docs/?mL9qb4
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https://www.zotero.org/google-docs/?kL5qdN
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https://www.zotero.org/google-docs/?qtDkEy
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However, a descriptive machine readable metadata of the meteorological records is not enough 

to comply with digital research methods; these records need to be transcribed into computer-

encoded formats and then compiled into a digitally accessible repository for further analysis 

(Brönnimann et al., 2019). In other words, the content of the records as well as the metadata are 

key elements to be rescued. Traceability should be guaranteed while rescuing the data (World 

Meteorological Organization, 2016). The link to the original sources and context of the records 

must be retained (Veale et al., 2017). Ideally, it also should be a database searchable by 

geographic location, data, keywords (Black & Law, 2004; Veale et al., 2017). The value of data 

rescue lies in creating this digital repository. 

Researchers have discussed the resource constraints that limit their ability to collect all the data 

they would like to rescue. Researchers often need to make choices about which series of selected 

data should be prioritized for transcription in accordance with scientific needs and available 

resources. The prioritization can be based on relevant literature, applicable past experiences 

(Brönnimann et al., 2006), the age and rarity of the data, and the demands by cross-checking it 

with international databases (World Meteorological Organization, 2016). Guidelines like those 

from the WMO (2016) usually prioritize the minimum amount of data to be collected; 

specifically, they recommend prioritizing rainfall, pressure and wind data among other fields due 

to their importance. Other similar guidelines recommended that priority should be given to 

records that are at risk of being lost due to deterioration (e.g., Tan et al., 2004). In such cases, 

librarians and archivists may need to transform the content from paper to scanned images or 

microfilm prior to transcription. Data rescuers may need to deal with poorly scanned, noisy, 

skewed, and low resolution images without access to the paper records. Prioritization is 

important because many data rescue projects can be hampered by lack of funding and personnel 

if the project duration becomes too long (Brönnimann et al., 2018). Prioritization also reflects 

these limited resource issues, which automation may alleviate because less labour is needed to 

transcribe more records. With automation, prioritization may not be necessary. Historical 

records, regardless of their importance in being recognized by researchers, may have the 

opportunity to be transcribed.  

It is also important to know what constitutes sources in the field of historical data rescue, as these 

sources can influence the collection procedure. Currently, three types of sources are recognized 

as potential sources of historical data: documentary evidence, instrumental information, and 

https://www.zotero.org/google-docs/?m8mRe4
https://www.zotero.org/google-docs/?kCRcuY
https://www.zotero.org/google-docs/?kCRcuY
https://www.zotero.org/google-docs/?eqjcNx
https://www.zotero.org/google-docs/?43lrmn
https://www.zotero.org/google-docs/?0G1lIp
https://www.zotero.org/google-docs/?oEElOY
https://www.zotero.org/google-docs/?KBOkc2
https://www.zotero.org/google-docs/?VI0EQK
https://www.zotero.org/google-docs/?jupODf
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natural proxies (see Figure 2.1 for examples) (Alcoforado et al., 2012). Instrumental data are 

predominantly used in data rescue studies, while fewer studies use documentary evidence and 

natural proxies (Kwok, 2017). Documentary evidence is non-instrumental evidence recorded in 

documentary archives. For instance, documentary evidence can be diaries, memories, daily 

weather reports and ship logbooks whose records are not measured with instruments. On the 

other hand, instrumental data are measurements made from standardized instruments, mostly 

found at weather stations and observatories. It can be stored in various media (e.g., paper 

logbooks, scanned images and digital files). Ship logbooks and many other kinds can also be 

instrumental data if the records are measured by standardized instruments (Brohan et al., 2010). 

Natural proxies, as the name suggests, are natural recorders such as tree rings, fossil, animal and 

plant remains, ice-cores and boreholes. Of these three types of data sources, priority is given to 

rescuing instrumental data, while the other two types can be compiled at a later stage 

(Brönnimann et al., 2019). These different types of historical records complicate the process of 

automating historical data rescue, as the techniques used for different types of records can be 

very different and it can be difficult to build a generic solution. Here, we will follow this 

recommendation and focus on instrumental data as the data source, although instrumental data 

also exhibits a degree of heterogeneity in its presentation.  

 

 

 

(a) Documentary evidence. A 

page of Albert J. Kelly’s 

weather diary. MG3054. 

McGill University Archives. 

(b) Instrumental information. 

An example of a scanned 

leger sheet from McGill 

Observatory sub daily 

weather observations. 

(c) Natural proxies. Tree rings 

that record the changes of the 

environment. Photo from the 

McGill University Redpath 

Museum. 

Figure 2.1 - Three potential sources of historical data. 

https://www.zotero.org/google-docs/?9wgWlX
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https://www.zotero.org/google-docs/?KwvjeX
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2.2.2 How to “rescue”? 

Let us start with an explicit reference to the process of data rescue. Blancq (2010, p. 278) 

distilled the process of rescuing data into three steps: “First, old observations or data must be 

traced [obtained]; second comes the task of inputting or digitising [transcribing]; finally the data 

must undergo a thorough quality control check to detect and correct errors.” This data rescue 

workflow is instructive but may be insufficiently comprehensive to provide a guideline in the 

field. These three steps, while sounding less challenging if done by humans, can be very difficult 

and pose many challenges if we want to automate this process. Challenges include inconsistent 

source quality, source format, content, and many other factors, which will be mentioned in later 

sections. 

The reference presented by Blancq (2010) is not sufficiently elaborate; two guidelines provide a 

more detailed workflow of data rescue (Brönnimann et al., 2006; World Meteorological 

Organization, 2016) and some studies provided a clear workflow for citizen science approaches 

(e.g., Slonosky et al., 2019; I will elaborate on the citizen science approach in a later section). 

Both guidelines contain clear recommendations for metadata collection, data preprocessing, and 

transcription. The first step of data rescue is metadata collection, which some call “data” 

collection. Before deciding to rescue observations, researchers and practitioners identify the 

source (e.g., official ship logs, newspapers, station ledger books, or weather diaries), geographic 

coverage/extent of the source material (e.g., the City of Montreal, southeastern Australia), and 

the data format (e.g., original, photocopy, image file or microfilm; table, graph or plain text; 

printed, handwritten or typewritten). The necessity of this step is also documented in the later 

work of Brönnimann et al. (2019). Metadata collection is not only about collecting metadata, but 

it also involves examining whether the data meet the project’s criteria. Sometimes, data rescue 

projects might only consider instrumental data sources (Brönnimann et al., 2019) or type written 

data. This information is also important for the selection of transcription methods. After passing 

the screening of this step, data can be proceeded for further processing. These steps are 

necessary, whether the data rescue is automated or transcribed manually. 

The quality of the original documents is also important as noted in two guidelines (Brönnimann 

et al., 2006; World Meteorological Organization, 2016). According to the World Meteorological 

Organization (2016), it is important to ensure that the records are well organized and preserved, 

https://www.zotero.org/google-docs/?zDOiuX
https://www.zotero.org/google-docs/?bDCNJC
https://www.zotero.org/google-docs/?h6xVrF
https://www.zotero.org/google-docs/?h6xVrF
https://www.zotero.org/google-docs/?VOrCDm
https://www.zotero.org/google-docs/?6BtsvV
https://www.zotero.org/google-docs/?FzZisV
https://www.zotero.org/google-docs/?EW54rf
https://www.zotero.org/google-docs/?EW54rf


13 

 

and stored in acid-free archive boxes to ensure their quality. Brönnimann et al. (2016) are more 

concerned with the legibility and sometimes accuracy and precision of the records. Legibility 

issues can be diverse (Mateus et al., 2021). It includes blurred handwriting, faint ink, corrections 

over observations, missing decimal points, illegible symbols or values written in incorrect cells 

(Brönnimann et al., 2006; Mateus et al., 2021). Both guidelines are relevant because physical 

storage conditions can greatly affect the legibility of the records, and the quality of the records 

can greatly affect the transcription process as well. In other words, the quality of the source 

documents can also potentially affect the capabilities of automated data rescue. 

Once the decision is made, researchers, librarians and archivists can start transforming paper 

copies to electronic images to facilitate transcription. Both guidelines discuss choices about 

photocopies (scanners) or photographs (digital cameras) as steps of imaging. Imaging can make 

the records more accessible, easier to handle, and sometimes more legible as well (Brönnimann 

et al., 2006; World Meteorological Organization, 2016). As part of preprocessing, good quality 

scanning is very important for optimal transcription results, especially if we apply AI automation 

as a transcription method.  

Many data rescue studies use the word digitization to define the transcription of records into 

machine-encoded formats. This can be confusing, as archivists who scan the original documents 

often call this scanning process digitization. To avoid confusion about the meaning of 

digitization, this study will use the term transcription. In general, there are three types of 

transcription: key entry, OCR and speech recognition. According to Brönnimann et al. (2016), 

these three transcription methods have their own benefits and drawbacks. They recognized the 

role of automation in the transcription step of data rescue. 

Key entry is usually accurate and efficient when the transcriptionist is a well-trained and fast 

typist; otherwise, manually keying the data can be very time-consuming and can also result in 

high error rates. One way to guarantee low error rates is through double or triple keying (i.e., 

having two or more transcriptionists transcribe the same text and compare the results to detect 

transcription errors), which has been suggested by both guidelines (Brönnimann et al., 2006; 

World Meteorological Organization, 2016). For example, many studies guarantee 99 percent or 

higher accuracy rate through double or triple keying (e.g., Brohan et al., 2009; Ryan et al., 2021). 

Budget constraints are the most common reason that makes this option unfeasible, given that 

double or triple keying would consume longer time and require more personnel (Ashcroft et al., 

https://www.zotero.org/google-docs/?hmXFad
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https://www.zotero.org/google-docs/?0SMSQ9
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2018). Another way to lower the error rate is to have professionals transcribe the data themselves 

or to help train transcriptionists on what the data means (Brönnimann et al., 2006; Capozzi et al., 

2020; Stickler, Brönnimann, Jourdain, et al., 2014; Stickler, Brönnimann, Valente, et al., 2014). 

With some knowledge, transcriptionists will have a good idea of the range, format or units of the 

entry, and they will be able to decipher semi-illegible entries and flag suspicious values more 

often than those without the knowledge.  

Speech recognition has similar advantages and drawbacks, as it is an alternative way to perform 

key entry. Speech recognition is done by the speaker dictating content to the program, which 

then converts it into text. Whether a project should choose key entry or speech recognition 

depends mainly on the transcriptionist (Brönnimann et al., 2006). One disadvantage that the key 

entry does not have is that it is common to find two words with the same pronunciation, a 

problem that varies from person to person. Brönnimann et al. (2016) mentioned that sore throats 

are also a common problem that may slow down the transcribing process. Considering that 

almost no current and past projects have used this approach, I will not discuss this approach 

further in this literature review. 

OCR methods are many times faster than the two methods mentioned above, but the error rate is 

also much higher (Stickler, Brönnimann, Jourdain, et al., 2014). I will discuss OCR methods in 

far greater depth below. For now, higher error rates from automation can make the correction 

process time consuming and thus transcription can take more time than keying manually 

(Blancq, 2010; Brönnimann et al., 2006). 

In deciding which transcription method is the best practice, both data rescue guidelines agreed 

that key entry is the most efficient method because it produces the fewest errors, so human 

interpretation and manual transcription remain the most trustworthy methods. Later studies have 

also shown that key entry methods are preferred (e.g., Allan et al., 2021; Ashcroft et al., 2018; 

Stickler, Brönnimann, Jourdain, et al., 2014). A quantitative evaluation showed that key entries 

produced the fewest errors among the three approaches (Brönnimann et al., 2006). For example, 

Brönnimann et al. (2006, p. 140) found that, while key entry was slightly slower than speech 

recognition, the error rate was “low” if compared to “middle” for speech recognition and “high” 

for OCR. Key entry is also more adaptable than other methods, as it works with most record 

types and formats; whereas OCR has proven too challenging for handwritten or unstructured 

records (Brönnimann et al., 2006; World Meteorological Organization, 2016). As of the date of 
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these two guides (2016), OCR, if successful, is the fastest way to transcribe printed and tabular 

materials; speech recognition is the next best thing for people who do not prefer key entry. 

How one does transcription, especially key entry, is important since it points to the potential for 

automation. However, aside from these two guidelines, the majority of the literature worldwide 

has a very limited documentation of the ‘how’ (e.g., Alcoforado et al., 2012 for Portugal; Allan, 

Brohan, et al., 2011, Allan, Compo, et al., 2011 and Brunet & Jones, 2011 for global effort; 

Ashcroft et al., 2014 for southern Australia; Brohan et al., 2010 for Arctic; Camuffo et al., 2013 

for Western Mediterranean; Cornes et al., 2012 for city of London; Domínguez-Castro et al., 

2014 for Spain). For example, Alcoforado et al. (2012) only detailed the data source, data 

collection, and data analysis. Allan, Brohan, et al. (2011), Allan, Compo, et al. (2011) and Brunet 

and Jones (2011) focused on making data rescue a global and collective effort by facilitating 

interactions among countries, organizations and academia, but none of the articles address the 

processes of transcription. Further examples include Ashcroft et al. (2014) who focused 

primarily on quality control and data analysis; similarly, Brohan et al. (2010) and Cornes et al. 

(2012) focused mainly on data sources. These articles briefly mentioned transcription, but none 

of them documented the process. Both Camuffo et al. (2013) and Domínguez-Castro et al. (2014) 

discussed data sources in detail, but they also did not provide sufficient details about 

transcription either. This insufficient information about the transcription process makes it 

difficult to replicate and improve, let alone implementing automation. 

In this section, I focus on investigating the key entry process, as other transcription methods will 

be discussed in the subsequent sections. I was able to gather a bit of information about the key 

entry process, although most data rescue articles give only a few sentences or barely a paragraph 

to describe their key entry process. Starting with the role of transcriptionists, the articles 

presented three options: hired contractors, project personnel, and volunteers. For example, 

Dupigny-Giroux et al. (2007) hired contractors to key over 100,000 meteorological observations 

from daily newspapers. On the other hand, Blancq (2010), Capozzi et al. (2020) and Stickler, 

Brönnimann, Valente, et al. (2014) transcribed the records by personnel involved in the study or 

projects. The slight difference here is that personnel in the study are people with expertise in the 

data context but not the keying process, while contractors are professionals who key the records 

but do not have the knowledge about the data context. Then, there is a third option of 

transcriptionists – volunteers. For example, Ryan et al. (2021) have final year Geography 
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undergraduates serve as volunteers to transcribe rainfall data in Ireland; Brohan (2012) used an 

citizen science - more on citizen science in the next section - website to help transcribe US 

weather records from ship logbooks; Ashcroft et al. (2016), Hawkins et al. (2019), Sieber and 

Slonosky (2019), Slonosky (2014) and Slonosky et al. (2019) created or customized their own 

website to attract volunteers help transcribing their historical records. Although these studies 

listed their transcribing method and transcriptionists, they did not provide detailed steps such as 

how they performed the key in procedures. This does provide some insight for future data rescue 

studies or projects, but it is still not detailed enough for future reference, especially if we want to 

include AI in data rescue. 

I can only speculate on the process of data rescue by referring to a few studies (e.g., Ashcroft et 

al., 2018; Brunet et al., 2014; Camuffo & Bertolin, 2012; Stickler, Brönnimann, Valente, et al., 

2014). In reviewing their workflow, these data rescue projects have several common 

characteristics. My conclusion is that data rescue projects are time consuming, require special 

care, and need to be well structured and managed.  

It is time-consuming to complete a data rescue project when key entry is used. For example, 

eleven transcriptionists worked fifteen hours per week for two years to manually transcribe sub-

daily meteorological observations in Europe (Ashcroft et al., 2018). Other articles provided 

similar observations. Even key entry is a time-consuming method, its advantage of being easy to 

apply and low cost make it by far the most preferred data rescue approach. Stickler, Brönnimann, 

Jourdain, et al. (2014, p. 39) suggested that “Even though manual digitization [transcription] is a 

simpler, but slower process, it was maximally optimised”. Similarly, Ashcroft et al. (2018) 

claimed key entry is by far the most cost-efficient method, although it is time-consuming. If the 

involvement of AI in data rescue can increase the speed of transcription while maintaining its 

simplicity and low cost, this will greatly benefit the rescue of historical records. 

The data rescue process requires special care and expertise. By providing expert knowledge such 

as formats (e.g., numeric, string, boolean), ranges, and units, Stickler, Brönnimann, Jourdain, et 

al. (2014) improved accuracy of the data entry. Brunet et al. (2014) and Camuffo and Bertolin 

(2012) also emphasized the importance of expert knowledge, as most historical data are 

handwritten in faded ink and are difficult to recognize, so expertise can help transcriptionists 

identify the true value of the data. Microsoft Excel templates have been by far the most popular 

choice for recording transcribing results, especially for tabular data format. Stickler, 
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Brönnimann, Jourdain, et al. (2014, p. 34) embedded expert knowledge as info tabs in the Excel 

template to further facilitate transcriptionists and improve accuracy. As a result, the 

transcriptionist can transcribe faster and more accurately because they can understand the context 

of the data and less personnel training will be needed. However, training or otherwise embedding 

expert knowledge is also time consuming. If this expert knowledge can be embedded into the 

automation process, there would be no need for training to help transcriptionists understand the 

data context, and possibly more time can be saved. 

Data rescue is also a project that needs well-structured management, especially when it comes to 

human transcriptionists. Proper organization and categorization of the records to be scanned, 

transcribed, and validated is important, and the training and handling of transcriptionists is 

critical. Stickler, Brönnimann, Jourdain, et al. (2014) developed a web interface to manage their 

transcriptionists and to catalog over 2.8 million station days of records. Similarly, Ashcroft et al. 

(2018) used a central server to track the progress of eleven transcriptionists and back up the 

transcriptions regularly. When it comes to human transcriptionists, extra effort is needed to 

properly manage the personnel; although this extra effort may not be needed if automation is 

used, experience can be gained from cataloging millions of records. 

2.3 Engaging citizen science 

Improvements have also been made to enhance the performance of key entry by adding in new 

concepts (Brönnimann et al., 2018; World Meteorological Organization, 2016). Given the large 

number of historical records that need to be transcribed, many data rescue projects seek citizen 

science as an alternative and improvement (Brönnimann et al., 2018). AI also brings unique 

implications for citizen science, which I will also discuss. I will first discuss the use of citizen 

science in historical records transcription, and then I will discuss AI use in citizen science. 

2.3.1 Citizen science in rescuing historical records 

There are nuances in the exact definition and interpretation of citizen science, but it is generally 

accepted that citizen science refers to the inclusion of public members in some aspects of 

scientific studies (Eitzel et al., 2017). It helps create large and stable data repositories, promotes 

data accessibility, increase citizen engagement in scientific research, and improves scientific 

literacy (de Sherbinin et al., 2021). There are two main branches of citizen science projects: 
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primary observations and secondary data collection (mainly transcription). Examples of primary 

observations include monitoring wildlife (Davis et al., 2012; Howard et al., 2010; Sullivan et al., 

2009) and the environment (e.g., Rambonnet et al., 2019); examples of secondary data collection 

include transcription of historical records (e.g., Slonosky et al., 2019) and image classification 

(e.g., Fortson et al., 2011). Citizen science volunteers can participate in three major ways: 

contributory, in which participants collect the data; collaborative, in which participants are 

involved in the analysis phase; and co-created, in which participants are involved in all phases of 

the project (Follett & Strezov, 2015).  

In data rescue, many of these citizen science projects used web-based tools to transcribe 

historical records, such as Data Rescue Archives and Weather,1 Old Weather,2 Rainfall Rescue,3 

Weather Rescue,4 Weather Detectives (ended in 2017), and Weather Wizard.5 These are all 

climate-related projects. In addition to climate-related projects, the Zooniverse has a large 

number of data transcription projects using citizen science methods in different disciplines, such 

as HMS NHS: The Nautical Health Service,6 which transcribes hospital medical records in 

Greenwich from 1826 to 1930, Criminal Characters,7 which transcribes Australian prison records 

from the 1850s to 1940, and Star Notes,8 which transcribes over 2,500 notebooks produced by 

early 20th century women astronomers at the Harvard College Observatory. In recent years, 

many data rescue projects have been using citizen science approaches to help rescue historical 

records, and it has proved to be an improvement. 

One of the main themes of citizen science is motivation. Primary research summarizes the 

motivations for participating in citizen science projects, including contributing to scientific 

knowledge, fulfilling interests, receiving recognition for contributions, and acquiring knowledge 

(Batson et al., 2002; Raddick et al., 2009; Rotman et al., 2014; Sieber et al., 2022). In data rescue 

transcription projects, volunteers may be motivated by their interests in history and the 

corresponding fields. Interestingly, Eveleigh et al. (2014) found that citizen science transcription 

 
1 https://draw.geog.mcgill.ca/ 
2 https://oldweather.org 
3 https://zooniverse.org/projects/edh/rainfall-rescue 
4 https://zooniverse.org/projects/edh/weather-rescue 
5 https://weatherwizards.org 
6 https://zooniverse.org/projects/msalmon/hms-nhs-the-nautical-health-service 
7 https://zooniverse.org/projects/ajpiper/criminal-characters 
8 https://zooniverse.org/projects/projectphaedra/star-notes 
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projects may also motivate “dabblers” when the task soothes anxiety. It is important to 

understand keeping participants motivated is important to retention of volunteers in a project.  

Citizen science approaches serve scientific goals as well as educational purposes (Bauer et al., 

2016; Brossard et al., 2005). Citizen science can produce accurate data and it can enhance 

scientific literacy. It can be used in formal settings such as classrooms or informal settings such 

as museums, where students and the general public have an opportunity to learn about scientific 

research. Here are some examples of projects that have undergraduate or graduate students 

transcribing historical data as part of their assignments, with results reported to be as accurate as 

those transcribed by professionals (Mateus et al., 2021; Ryan et al., 2018, 2021). Ryan et al. 

(2018, 2021) had 142 undergraduate geography students from Maynooth University transcribe 

more than 1,300 stations years of daily rainfall observations. An examination showed that all 

transcriptions had an error rate of less than one percent (Ryan et al., 2021). Similarly, Mateus et 

al. (2021) had university and secondary school students transcribe daily air temperature records. 

The secondary school students achieved an accuracy rate of 95.2 percent, which was even 

slightly higher than the 95 percent accuracy rate given by the Weather Rescue project (Mateus et 

al., 2021). The results show that with proper training, instructor-guided students can be an 

excellent resource to accelerate the transcribing process compared to traditional approaches 

(Ryan et al., 2018). They identified implementation of citizen science as a new strategy with the 

potential to improve current data rescue strategies. However, as pointed out, there are too many 

records and too few people, so involving students may still not be enough for all the records that 

need to be transcribed. AI automation may be a way to break through this difficulty. 

Studies have shown that the citizen science approach has made data rescue more accurate and 

efficient. For example, Hawkins et al. (2019) used the weather rescue website to transcribe more 

than 1.5 million weather observations in less than three months with the help of more than 3500 

citizen science volunteers. Typically, transcribing this amount of records would be equivalent to 

six years of a full time job (Hawkins et al., 2019), but with the help of citizen science volunteers, 

the project was completed in three months. Not only was the project very efficient, but it was 

also of high quality. There were three replicates per entry and the accuracy of the transcription 

was over 95 percent (Hawkins et al., 2019). Craig and Hawkins (2020) later used the same 

websites to transcribe an additional 1.8 million weather observations with the help of 2,148 

citizen science volunteers. These citizen science volunteers were able to transcribe weather 
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observations from 72 different locations over a seven-month period. The quality of this 

transcription project was also improved by having multiple volunteers typing the same data. 

Thus, Craig and Hawkins (2020) concluded that citizen science is a more efficient and accurate 

way to transcribe a large number of historical records than traditional data rescue methods where 

limited numbers of personnel work together. The improvements citizen science has made to data 

rescue projects are partially aimed at improving efficiency and accuracy, but it might not be 

sufficiently helpful given the vast amount of historical data that is not transcribed to date. In 

other words, even though citizen science methods are efficient, they may not be fast enough to 

rescue all the records. AI may be a possibility to further improve data rescue and make the 

transcription process more accurate and efficient. 

A number of ongoing data rescue projects using citizen science approaches have shown that the 

citizen science approach promotes reusability of projects compared to traditional data rescue 

projects that are hard to replicate. It also has the advantage of positive feedback because citizen 

science volunteers can help improve the project. For example, in the case of DRAW, a volunteer 

suggested that the team add a “ruler” to virtually line up the weather diaries, which potentially 

avoided many errors (Sieber & Slonosky, 2019). DRAW is an ongoing citizen science project 

that transcribes the McGill Observatory’s meteorology records from 1874 to 1953. The DRAW 

software is publicly shared via GitHub and anyone is welcomed to download the code and use it 

for their data rescue projects (Sieber & Slonosky, 2019; Slonosky et al., 2019). By doing so, the 

team hopes that other historical climatologists or historical researchers in other fields, such as 

geophysics, medicine and other complex forms, will use the code for their data rescue projects. 

These types of shared systems ensure the reusability and replicability of projects and it has the 

potential to help transcribe large amounts of historical data. With more people brainstorming 

improvements, citizen science projects will have more perspective and can outperform traditional 

data rescue projects. Knowledge sharing and reusability are things AI automation can learn to 

further improve data rescue projects, perhaps over and above the performance of citizen science 

projects. 

2.3.2 Involving AI in citizen science 

As a step forward, some of the citizen science projects have also involved AI. Although many 

studies have investigated the use of citizen science and AI separately, the integration of citizen 
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science and AI and the application of this integration is new and still in its infancy (Franzen et 

al., 2021; Green et al., 2020; Lotfian et al., 2021; Rafner et al., 2021). Unfortunately, as of this 

writing, there are no citizen science projects involving AI in historical records transcription. 

There are some examples of citizen science projects in environmental science, neuroscience, 

astronomy, and life science that involve AI in tasks that can be grouped into recognition (e.g., 

classification, object detection) and prediction (e.g., validation, learn from participants to 

improve performance) (Ceccaroni et al., 2019; Franzen et al., 2021; Lotfian et al., 2021; McClure 

et al., 2020; Ponti & Seredko, 2022). Results have shown that the integration of AI and citizen 

science can maintain the high accuracy of human work and reduce much more effort and time 

(e.g., Torney et al., 2019; Willi et al., 2019). For example, Willi et al. (2019) used the animal 

species classification results from citizen science volunteers to train a deep learning model and 

showed that the model achieved accuracy very close to that of humans while reducing human 

effort by 43 percent. Similarly, in another project to count wildlife in aerial survey images, a 

deep learning model trained with a dataset annotated by citizen science volunteers achieved 

accuracy comparable to humans and much faster than citizen science volunteers (Torney et al., 

2019). Green et al. (2020) concluded that incorporating AI into citizen science projects to save 

time and resources is the best option when dealing with large amounts of material. Similarly, 

Franzen et al. (2021) recommended incorporating AI as the next step in citizen science, as this 

integration presents unimaginable opportunities and possibilities. 

The idea of automated data transcription has been widely considered in the field of data rescue, 

especially for historical climate data, but the adoption and the corresponding results have not 

been promising. Most of the AI in citizen science-related data rescue is OCR. OCR originally 

referred to the extraction of text from an original source (e.g., images, photographs) and 

transcription of that text. However, sometimes the text extraction step is overlooked, and the 

automated transcription step is referred to as OCR. To avoid this confusion, OCR here will refer 

to the combination of text extraction and transcription. Also it should be noted that, similar to the 

term digitization, OCR can be a confusing term in this multidisciplinary setting, as researchers in 

different fields may refer to slightly different definitions when using the term OCR. Several data 

rescue projects have attempted transcription with OCR, and while they do mention that 

automated transcription would save time and money (Brönnimann et al., 2006; Wilkinson et al., 

2019; World Meteorological Organization, 2016), they have also found some collateral 

problems. Researchers reported that the OCR techniques they used led to many errors, mainly 
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due to poor image quality of the transcribed sources (Blancq, 2010; Craig & Hawkins, 2020; 

Stickler, Brönnimann, Jourdain, et al., 2014). Other reported problems include OCR software 

being too sensitive to script (e.g., handwritten, printed, and typewritten text) (Blancq, 2010; 

Brönnimann et al., 2006; Craig & Hawkins, 2020; World Meteorological Organization, 2016) 

and immature in transcribing records in different formats (e.g., text, table, graph) (Stickler, 

Brönnimann, Jourdain, et al., 2014; Stickler, Brönnimann, Valente, et al., 2014; Wilkinson et al., 

2019) and context (e.g., digits, characters, and alphanumeric) (Brönnimann et al., 2006; Stickler, 

Brönnimann, Jourdain, et al., 2014). At present, automated transcription approaches in data 

rescue are still under development and testing, but it is expected that these approaches will be 

more reliable and sufficiently mature in the future (World Meteorological Organization, 2016). 

Specifically, they pointed to machine learning techniques, which is a subset of AI, as a possible 

future direction for refining the transcription of historical records (Chimani et al., 2021; World 

Meteorological Organization, 2016). 

There has been much discussion about integrating AI and humans as a hybrid approach to rescue 

historical records. Discussions on this hybrid approach have focused on the role of AI and 

humans and task allocation. Ceccaroni et al. (2019) proposed three ways of allocating the roles 

of AI and humans: (1) assisting or replacing humans in completing tasks, (2) influencing human 

behavior, and (3) improving insights. Rafner et al. (2021) agreed and suggested that the first role 

and the third role could be merged into assistance in solving the citizen science tasks. More 

specifically, Ponti and Seredko (2022) suggested that routine tasks that are well-defined (e.g., 

collecting data, counting objects, pattern recognition) are susceptible to AI and automation, 

whereas nonroutine tasks that involve problem solving, creativity and intuition (e.g., designing 

RNA sequences) should be done by human - citizen science volunteers. On the other hand, 

Green et al. (2020) and Torney et al. (2019) argued that humans (especially citizen science 

volunteers) have a clear role to play here, that is to participate in the project and help provide 

training datasets for AI models. They suggested that AI results could also be used as another vote 

to validate the human results. So far, in many tasks, AI is not capable of replacing humans, so 

deciding the role of AI will depend heavily on the goals of the project (e.g., public engagement, 

efficiency, productivity) (Ponti & Seredko, 2022). As previously discussed, this integration of AI 

and humans, while still respecting the role of the citizen scientists, is still new. 
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Integrating and involving AI in historical records transcription implies opportunity and 

possibilities, but also poses risks and challenges. A major risk is the ethics and data ownership 

when citizen science volunteers disengaged (Ceccaroni et al., 2019; Lotfian et al., 2021; 

McClure et al., 2020). They may not be comfortable to share their contribution to building 

training datasets, especially for commercial use. As a result, participants may disengage from the 

citizen science community. It is crucial that they understand how their contributions are being 

used and that a transparency approach, rather than a black box project, should be adopted so that 

participants can decide early on whether they want to participate (Ceccaroni et al., 2019; Lotfian 

et al., 2021; McClure et al., 2020). For example, eBird has made information available about 

their AI and human integrated species identification system (Sullivan et al., 2014). Another 

identified risk is the opacity of AI algorithms. This can be an issue when critical decisions need 

to be made and we need to interpret the model by understanding how the results were produced 

(Franzen et al., 2021). This can be critical when dealing with social science related projects, 

where the results can directly impact societal concerns. As AI develops, more risks may be 

identified along the way, and it is important to be prepared before things get complex.  

2.4 AI usage for data rescue  

In this section, I discussed the use of AI in data rescue. First, I reviewed and summarized the use 

of AI for automated transcription in past and present data rescue. Second, I discussed what the 

perception of using AI is in rescuing historical records and how it might improve future projects. 

Third, I reviewed layout analysis briefly. At last, I summarized the unsolved challenges remained 

in AI use for historical records transcription. 

2.4.1 Automated transcription 

OCR is a valuable technology for translating printed and handwritten text from historical 

documents (e.g., from scanned images, photographs) into datasets in a machine-readable and 

analyzable format (Memon et al., 2020). The earliest OCR system was developed eight decades 

ago, and due to technological advances, it has become more powerful over time as it can handle 

printed, typed, and handwritten documents. It has benefited many fields by transcribing materials 

such as license plates, invoices and legal documents and provides services to areas such as 

banking and healthcare (Singh et al., 2012). It is also widely used to preserve historical records 

in various fields for national repositories or institutional libraries (Chimani et al., 2021; Swindall 
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et al., 2021; Yasser et al., 2017). As OCR continues to evolve, it will continue to benefit many 

fields, so it is worthwhile to examine how the development of OCR can improve current methods 

in preserving historical records. 

Studies have found that automated character recognition is especially challenging for historical 

handwritten documents (Alabau & Leiva, 2012; Firmani et al., 2017; Holley, 2009; Jander, 2016; 

Jenckel et al., 2016; Swindall et al., 2021). Alabau and Leiva (2012) believed that the wide 

variety of handwriting styles and degraded documents make recognizing historical handwriting a 

difficult and challenging task. This task is conditional on the quality and type of training data. 

The training data is data that has been discretized and is labeled. Most of the training datasets are 

done on printed handwriting (cf., Burrell, 2016). Firmani et al. (2017) added that, while 

impressive results have been achieved with historical printed document recognition, recognizing 

handwritten documents is still challenging and laborious. As a result, many researchers agreed 

that more effort needs to be put into recognizing documents, especially handwritten ones 

(Biondich et al., 2002; Gatos et al., 2014; Holley, 2009; Yasser et al., 2017). To understand the 

current status and future directions of handwritten character recognition, Memon et al. (2020) 

conducted a systematic literature review of 176 papers on character recognition of handwritten 

documents published between year 2000 and 2019. They found a dramatic increase in the 

number of publications from 2018 to 2019, specifically, 59 publications in the eight years from 

2010 to 2017, and 55 new papers from 2018 to 2019. They also highlighted that automated 

transcription research has shifted from classical feature extraction approaches to deep learning 

approaches, especially CNNs (Convolutional Neural Network). This is not surprising, as we have 

seen advances in deep learning and computer vision in recent years. To advance Handwritten 

Text Recognition (HTR) to rescue historical documents, state-of-the-art approaches need to be 

investigated. 

Training is an important step for automated transcription to achieve the desired performance 

(Terras, 2022). This means that the availability of training datasets and training models need to 

be considered when building an automated transcription system. However, the challenge is that it 

is often difficult to find matching training datasets, and building a training datasets is challenging 

and will cost a considerable amount of time and money (Dahl et al., 2021; Jenckel et al., 2016). 

The details will be discussed in the next section. 
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Researchers have investigated technological fixes that can improve the text recognition. Memon 

et al. (2020) summarized the most prevalent method used in automated transcription research 

from 2000 to 2019. They synthesized the method into five major types: Artificial Neural 

Networks (ANN) (e.g., CNN, Recurrent Neural Network {RNN}), kernel methods (e.g., Support 

Vector Machines {SVMs}), statistical methods (e.g., Logistic Regression {LR}), template 

matching techniques (e.g., deformable template matching), and structural pattern recognition 

(e.g., Chain Code Histogram {CCH}). Recent benchmark automated transcription models have 

made extensive use of deep learning methods, particularly CNNs (e.g., Firmani et al., 2017; 

Swindall et al., 2021; Yasser et al., 2017), RNNs (e.g., Fornés et al., 2017; Jenckel et al., 2016; 

Parthiban et al., 2020), and hybrids of CNNs and RNNs (e.g., Chamchong et al., 2019; Dahl et 

al., 2021; Lehenmeier et al., 2020; J. A. Sánchez et al., 2019). Memon et al. (2020) concluded 

that kernel methods were one of the most popular and robust methods for automated 

transcription before the emergence of deep learning methods, while statistical methods (J. A. 

Sánchez et al., 2013, 2014) were frequently used in the 2000s. Prior to that, structural pattern 

recognition was widely used by the automated transcription research community (Memon et al., 

2020). There are also several other studies and benchmarks that have used open-source 

automated transcription software, such as Tesseract (Li et al., 2016; Neudecker et al., 2019; 

Odunayo et al., 2021; Rakshit et al., 2010) and OCRopus (Holley, 2009), as well as commercial 

OCR software, such as ABBYY FineReader (Holley, 2009; Odunayo et al., 2021) and Teleforms 

Elite (Biondich et al., 2002). Tesseract uses a deep learning based Long short-term memory 

(LSTM) OCR engine in its version 4.0. However, the underlying technology used by commercial 

software such as ABBYY FineReader remains unknown, probably because it is a commercial 

product (Tafti, 2016). To date, deep learning remains the most popular and advanced automated 

transcription method, enabling researchers to improve the accuracy of results, so it is necessary 

to find a robust automated transcription algorithm that can adapt to all the different documents. 

Current automated transcription algorithms still have room for improvement and refinement. 

Automation is still in the early stage of development (Yasser et al., 2017), and the existing OCR 

techniques are “far from offering error-free solutions” (J. A. Sánchez et al., 2014, p. 112). One of 

the future improvements suggested by several studies is a robust system that can incorporate all 

possible character variations (Hanson & Simenstad, 2018; Jenckel et al., 2016; Memon et al., 

2020; Neudecker et al., 2019). Hanson and Simenstad (2018) noted that while the current models 

have high accuracy on the specific documents, they do not generalize well on other documents, 
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for example, with different handwriting styles and languages. Therefore, there is a growing 

demand for automated transcription algorithms that can handle a variety of documents and still 

perform well (Jenckel et al., 2016; Neudecker et al., 2019). Robustness in automated 

transcription development would be something that future research should investigate. 

Another suggestion for future improvements of the automated transcription models is the 

commercialization of historical records transcription research, for example by providing a user 

interface or customizing the model to something that is easy to install and does not require much 

prerequisite knowledge. As Shen et al. (2021, p. 2) commented in their study, “many researchers 

who would benefit the most from using these methods lack the technical background to 

implement them from scratch.” Memon et al. (2020) suggested that this move will help create a 

low-cost system that could be used in a larger population. Jenckel et al. (2016) agreed, saying 

that there is a growing need for an OCR system that requires low effort and that researchers in 

other specialties should be able to apply it in their research. Meanwhile, these programs should 

be able to be customized for different styles of documents (Lehenmeier et al., 2020). 

Customization will increase the effective utilization of automated transcription in historical 

document research and provide a direction for future benchmarks to improve the process. 

2.4.2 AI could be a solution 

AI is a rapidly emerging field that offers many solutions for the transcription of historical data in 

data rescue. The automated nature of AI-augmented transcription could open a new chapter in 

analysis of historical records (Terras, 2022). Harnett (1985) pointed out that the OCR used in the 

past has limited ability to handle a variety of fonts and formats without the augmentation of AI. 

Harnett also believed that AI will be able to enhance OCR so that it would be able to recognize 

any type of record with proper training. Harnett’s belief has been supported by many studies 

(Memon et al., 2020; Ströbel et al., 2022; Terras, 2022). Handwritten character recognition has 

undergone tremendous improvements and breakthroughs, partly due to the development of 

neural networks in recent years (Graves et al., 2009; Graves & Schmidhuber, 2008; Ströbel et al., 

2022). Terras (2022) noted that machine learning techniques have been actively integrated with 

OCR to improve accuracy, and many benchmarks and approaches have been published or 

applied by various projects (J. A. Sánchez et al., 2019; Terras, 2022). Specifically, Memon et al. 

(2020), after reviewing 176 articles about handwritten OCR from 2000 to 2019, concluded that 
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the recent trend of transcription methods is shifting from manual approaches to automated 

approaches based mainly on deep neural networks. They stated that the most AI-augmented 

approaches have been published between 2017 and 2019, and they believed the advances in AI-

enhanced character recognition will continue and increase in the future. The popularity of AI in 

enhancing OCR suggests that AI provides an opportunity for every researcher to explore 

historical handwritten character recognition solutions.   

Automated approaches have become a popular research topic mainly due to their ability to save 

time. Fischer et al. (2014) implied that manual transcription is time-consuming and does not 

allow transcribing a large number of records in a reasonable amount of time, while automation 

allows researchers to do this. For example, Biondich et al. (2002) reported in their study that for 

a task that would have taken 36 minutes to complete manually would have taken only twelve 

minutes with their automated approach. Similarly, Fornés et al. (2017) found in their study that 

manual transcription was fifteen percent slower than the automated approach in their case. World 

Meteorological Organization (WMO) also implies that AI-augmented transcription is one of the 

solutions to make data rescue projects more efficient (World Meteorological Organization, 

2016). In conclusion, it has been found that manual transcription is tedious and time-consuming, 

while automated approach can speed up the process (Chen et al., 2018). Therefore, it is crucial 

that we investigate AI-augmented methods to improve the current historical document 

transcription projects. 

2.4.3 Layout analysis 

Several studies have built a transcription workflow on top of existing layout analysis models to 

improve performance. For example, Odunayo et al. (2021) incorporated a CascadeTabNet pre-

trained model fine-tuned by their dataset to predict and draw bounding boxes of their tabular 

regions. Similarly, Ziomek and Middleton (2021) used an improved version of CascadeTabNet 

by adding a post-processing step to detect table boundaries and individual cells. Both studies 

yielded good results, in particular, Ziomek and Middleton (2021) reported a significant 

improvement in the F1 score of their improved model. Building up on previous research, it is 

possible to improve the performance of layout analysis by fine tuning the model or adding post-

processing steps. This knowledge can be used in future attempts to build a transcription 

workflow that includes layout analysis.  
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Other studies have also used some off-the-shelf software for layout analysis, especially for line 

segmentation. Ströbel et al. (2022) used the software Transkribus to segment their text lines for 

transcription. Similarly, Lehenmeier et al. (2020) have also used Transkribus to manually extract 

the text line data and export them into annotated format. Transkribus is a handwritten text 

recognition platform and software that provides AI-powered layout analysis and text recognition 

for historical handwritten documents in different languages.9 In a survey that received 154 

responses from Transkribus users, they reported that the most useful features were “automatic 

line detection, layout analysis, and segmentation” (Terras, 2022, p. 53). However, several studies 

have shown that these off-the-shelf software did not produce promising results. Odunayo et al. 

(2021) reported some rows and columns went missing sometimes while using ABBYY 

FineReader for text line recognition on tabular data. Lehenmeier et al. (2020) found that 

Transkribus was not able to automatically detect the table region and structure on their tabular 

weather data. It seems that the existing off-the-shelf software does not perform consistently 

across different documents and may introduce errors. Therefore, it is preferable to find a robust 

and accurate layout analysis model for the transcription workflow. 

2.4.4 Unsolved challenges 

Automatic transcription of historical documents is still a relatively new area of research that is 

still evolving and is always incorporating innovative ideas. Inevitably, therefore, there are many 

unsolved issues and challenges. One of the most mentioned challenges in many studies is the 

training process involved in automation. Research has shown that training is necessary and 

useful because it improves accuracy and makes the process more robust and faster. Studies in 

both layout analysis (Prasad et al., 2020; Shen et al., 2021) and automated transcription (Fornés 

et al., 2017; Holley, 2009; Terras, 2022) have pointed out that the training process is necessary 

for the model to achieve desired accuracy. In other words, they confirmed that training can 

improve the accuracy of the model. For example, Odunayo et al. (2021) and Rakshit et al. (2010) 

found in their study that there was a significant improvement in the accuracy after training the 

original Tesseract model with their custom training dataset. Another study, a deep learning 

approach using a combination of CNN and LSTM, also reported an increase in accuracy if the 

model was trained with a training set (Lehenmeier et al., 2020). It has also been concluded that 
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training is unavoidable to make the model more robust. In a systematic literature review that 

synthesized 176 handwritten automated transcription papers, Memon et al. (2020) concluded that 

training would allow the model to adapt to a variety of documents. Another study also mentioned 

that training will make the transcription workflow faster (Jander, 2016). Researchers appear 

uniform in their belief that training can bring a lot of benefits to the workflow, although who will 

do it or how it will be customized is questionable. 

Many studies have demonstrated in their experience that although training is a necessary step, in 

practice it is always hard to find a training dataset and most of the time such projects will lack a 

training dataset (Dahl et al., 2021; Fischer et al., 2014; J. A. Sánchez et al., 2019). Specifically, 

this can be particularly hard for small collections, as it is difficult to obtain enough training data 

(Lehenmeier et al., 2020). In addition, there is no easy way to create a training dataset from 

scratch with minimal knowledge (Shen et al., 2021). In terms of creating a training datasets, 

studies also found that it is time consuming, expensive and requires a lot of effort, especially for 

large scale datasets with various types of documents(Holley, 2009; Jenckel et al., 2016; Swindall 

et al., 2021; Yasser et al., 2017). Another challenge in creating and finding training datasets is 

that there are no one-dataset-fit-all cases (Nikolaidou et al., 2022). This means that different 

documents will likely require different training datasets to achieve desired outcomes. While the 

creation of training datasets remains a problem in automating historical documents transcription, 

future efforts in improving this workflow should consider finding a solution to this problem. 

Recent studies have made some suggestions to alleviate the problem of training data. J. A. 

Sánchez et al. (2014) suggested that we should find a method that requires fewer training data to 

achieve a good result. Therefore, transfer learning has been proposed and used in several studies 

where only a small amount of data is needed to solve multiple tasks sharing similar domains 

(Prasad et al., 2020; Ströbel et al., 2022). For example, Ströbel et al. (2022) proposed a highly 

transferable method that was pre-trained on modern English manuscripts, which they 

successfully used to transcribe historical Latin documents with good results. The ability of this 

model to transcribe language and handwriting style it has never been trained on is potentially a 

partial solution to the lack of training data. 
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2.5 A combination of techniques may be needed to accommodate data 

rescue/citizen science 

Many studies suggested that AI-augmented historical handwritten document transcription 

requires a combination of techniques and corresponding models. For example, to achieve good 

results, techniques such as layout analysis, text line segmentation, and deep learning augmented 

text recognition need to work together although much of them are still under development (J. A. 

Sánchez et al., 2013, 2019). The authors stated that the maturity of automatic handwritten text 

recognition largely depends on the progress of the combination of benchmark models. The 

theory of utilizing several techniques and models to solve the problem of historical handwritten 

text recognition is not created out of thin air. The Regensburg University Library found that no 

existing “off-the-shelf software” can automate the text recognition process of their collection of 

historical meteorological records from 18th and 19th centuries (Lehenmeier et al., 2020, p. 232). 

They found that the detection of tabular formats and the recognition of unconstrained layout by 

different observers hampered the attempt of automation and they concluded that a customized 

workflow is needed to handle such a job. Through AI, especially deep learning, these techniques 

have made great progress in recent years (Lehenmeier et al., 2020); therefore, it is possible that 

AI will revolutionize the field of automated text recognition. 

An important part of OCR, in addition to character recognition, is layout analysis. Layout 

analysis is the detection of text blocks or regions and their processing into a format recognizable 

by the recognition algorithm (Neudecker et al., 2019). Many studies that transcribe historical 

documents have incorporated segmentation as their layout analysis. For example, Chamchong et 

al. (2019), Gatos et al. (2014), and Neudecker et al. (2019) have segmented their historical text 

documents into lines for further recognition. Aside from text documents, studies have also dealt 

with tabular documents. Dahl et al. (2021) and Lehenmeier et al. (2020) first detect the table and 

then segment the table cells. Deep learning is a widely used solution for layout analysis, such as 

TableNet (Paliwal et al., 2019), CascadeTabNet (Prasad et al., 2020), and LayoutParser (Shen et 

al., 2021). 

Layout analysis is often overlooked, probably due to the all-in-one solutions offered by OCR 

packages. Similarly, current research divides the required techniques (e.g., text detection, text 

recognition, layout detection, layout analysis) into sub-problems and focuses on improving each 
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sub-problem rather than having them working together. For example, Dahl et al. (2021) stated 

that current studies focus on improving benchmarking algorithms separately, without considering 

that these models (e.g., layout analysis and text recognition) might eventually need to work in 

unison. They argued that these algorithms would need to work together at some point, and such 

perception would make the study of benchmarking algorithms less practical. Similarly, several 

studies demonstrated the need for layout analysis to work with text recognition algorithms as a 

pipeline. Shen et al. (2021) said in their study that character recognition engines such as 

Tesseract, easyOCR, and paddleOCR are not equipped to do the work of layout analysis. Similar 

to a preliminary study conducted by Lehenmeier et al. (2020), researchers found that 

transcription tools such as Transkribus, Tesseract 4, and OCRopy were unable to detect the table 

and locate the text in their sample pages. However, for text recognition algorithms, it is crucial to 

know the location of the text. Therefore, layout analysis is considered as a key step to locate 

texts and separate them from the page before text recognition (Fischer et al., 2014; Namboodiri 

& Jain, 2007). Both steps are important to automated text recognition. 

Many studies have proposed workflows that incorporated the combination of layout analysis and 

text recognition. In a research of automatic transcription of ancient Thai handwritten 

manuscripts, researchers generated a workflow that first performed a line and character 

segmentation on each page and then fed the resulting text block/line images to the recognition 

algorithm (Chamchong et al., 2019). Likewise, a similar workflow was provided by researchers 

from the OCR-D project, a study that recognizes historical printed documents in German 

(Neudecker et al., 2019). Their workflow is also a pipeline that includes layout analysis, where 

they optimize the original images and segment them into text lines, deep learning-enhanced text 

recognition, and post-editing of transcribed text. Furthermore, to automate the handwritten 

tabular recording of historical weather data in Europe, Lehenmeier et al. (2020) proposed a 

similar deep learning-assisted workflow that includes preprocessing, layout analysis (i.e., text 

line segmentation), recognition, and postprocessing. It can be concluded that layout analysis 

(e.g., image segmentation) and recognition are two indispensable steps of end-to-end automated 

transcription, and that layout analysis is always done before recognition. Future implementation 

should consider this finding and refine their approaches.  
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2.6 Conclusions 

As the application of AI in historical records transcription is still in its infancy, there remain 

many research gaps to be filled. The first step in addressing these gaps will be to understand how 

researchers who may apply this integration in future research perceive the risks and challenges as 

well as the opportunities of incorporating AI. Since they are at the forefront of AI integration, it 

would be beneficial to understand their willingness or reluctance and address this in future 

projects. Second, it would be beneficial to explore what an AI-augmented data transcription 

workflow looks like and how it performs on historical handwritten records. This will provide 

opportunities to test the effectiveness of integrating AI with historical records transcription and 

inform future attempts. 
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Preface to Chapter 3 

Chapter 3 presents a survey study to address the first research question: “How do researchers and 

practitioners perceive the challenges and opportunities of using AI-augmented data rescue?” This 

chapter was motivated by the literature review presented in Chapter 2, which revealed research 

gaps in understanding the opportunities and challenges of involving AI technology in the data 

rescue process. 

This chapter was co-authored with my supervisor, Dr. Renee Sieber, as a peer-reviewed journal 

article. We plan to submit the manuscript to Citizen Science: Challenges and Opportunities.  
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Chapter 3. A survey on attitude and perception of AI-

augmented data rescue among leaders of data rescue 

community 

Abstract 

Artificial intelligence (AI) has been applied in many fields, making once-impossible studies 

possible. Data rescue is one of the fields that is experimenting with AI to enhance transcription 

of historical records, and it has the potential to benefit greatly from the use of AI. However, AI-

enhanced transcription is a relatively new approach to data rescue, so its advantages and 

disadvantages have not been thoroughly investigated. It would help future attempts at AI-

enhanced data rescue if we know what are the opinions and expectations of researchers. There is 

minimal research on the attitude and the opinion researchers have towards using AI-augmented 

approach in historical data rescue. Therefore, a survey is conducted among the data rescue 

community, including citizen science researchers who are also doing the transcription work. In 

my study, I find that the majority of respondents are willing to try automation, but they hold 

concerns such as output accuracy and funding availability. These concerns about AI are related 

to the issue of handwriting materials. The average time respondents are willing to invest in 

building an AI-enhanced project is 2 ½ months; in other words, if it takes longer, respondents 

may be reluctant to try. They feel that there is a trade-off between public participation and 

opportunities for more data. Rather than pure automation, most are in favour of a hybrid model 

where humans supervise the AI. The result of the survey could form a guideline to future 

attempts on automation in data rescue, and it can also assist a smoother shift from manual 

transcription to automation. 

3.1 Introduction 

With increasing demands of higher quality and continuous climate data, data rescue has attracted 

more attention and is given a higher priority in climate research over the past decade 

(Brönnimann et al., 2018). The increasing demand of past climate data are partially due to the 

new techniques which enables the reconstruction of past weather patterns that was not previously 

https://www.zotero.org/google-docs/?szwHSQ
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possible. Blancq (2010, p.280) described this rescue as “adding small pieces to the great jigsaw 

of our past weather and climate”. Data rescue is also driven by the changing focus of climate 

research where past knowledge can be used to qualify the ongoing climate changes (Blancq, 

2010). Researchers are starting to realize that past works are of great value, as Andrew Trant, an 

ecologist at the University of Waterloo in Canada, comments: “[t]here are so many stories that 

are locked away in historical data” (Kwok, 2017, p. 420). However, researchers cannot use 

historical records as it is. The obstacle they are constantly facing is that much of the historical 

records remain in manuscript form and usually pre-date the age of electronic data acquisition 

(Brönnimann et al., 2018). This means digitization as part of the data rescue process is necessary 

before researchers put historical records into use (World Meteorological Organization, 2016). 

Great effort has been made worldwide in rescuing historical climate records by initiatives such as 

the International Atmospheric Circulation Reconstructions Over the Earth (ACRE) and the 

International Data Rescue Portal (I-DARE). Recent data rescue efforts incorporated citizen 

scientists as volunteers to transcribe historical climate records through web-based tools such as 

Data Rescue: Archives & Weather (DRAW), Old Weather, and Rainfall Rescue. University and 

post-secondary students have also been engaged in data rescue as part of their assignment 

(Mateus et al., 2021; Ryan et al., 2018). Not only in climate, historical records and data rescue 

are also important in many other fields such as ecology and astronomy. Astroinformatics, a field 

involved historical astronomy records, has emerged; Astrid Ogilvie, a climate historian, asks 

“[w]hy wouldn’t we use every scrap of information we can get” (Kwok, 2017, p. 421)? 

However, those efforts have been facing the same problem. As mentioned above, digitization is 

an important and necessary step of data rescue, and this step can be a time-consuming and labor-

intensive task where majority of the records are manually keyed in. This means transcribers need 

to be hired or volunteers need to be recruited most of the time to transcribe historical records. 

Besides, manually keying in requires a lot of person-hours. Therefore, researchers have been 

finding a way to fix this problem.  

Data rescue is beyond historical weather records. People are transcribing poems, diaries of 

traders, civil and other wars (e.g., Anzac records10). So data rescue can be broadly thought of as 

 

10 https://discoveringanzacs.naa.gov.au/ 
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digitization of historical records. The applications can be very different, but the challenges can 

be quite similar, for example, handling cursive handwritings, unstructured documents, and faded 

inks. 

Automation incorporated with AI (Artificial Intelligence) is one solution that the community is 

experimenting with to optimize the time and person-hour spent on manual data rescue. AI has 

received growing attention in different fields and has provided great opportunities to multiple 

disciplines (Collins et al., 2021). The great availability and easy accessibility have contributed to 

the great advancement in AI methods since most of the algorithms have been made open source. 

Cloud-based services with extensive computational power have also made AI methods 

affordable to everyone. Therefore, there are emerging attempts of adapting AI in the field of data 

rescue (World Meteorological Organization, 2016). The most frequently cited source defined AI 

as something that “enables the machine to exhibit human intelligence, including the ability to 

perceive, reason, learn, and interact, etc.” (Russell & Norvig, 2020). In the case of data rescue, 

researchers have been testing to see if AI can be used to learn and transcribe historical records 

with similar performance to human transcribers. If AI can be successfully adapted in data rescue 

projects, the great number of person-hours spent would no longer be a problem, and those 

person-hours can be used more effectively in some other steps.  

If properly installed, AI-augmented data rescue can ideally be cheaper and more efficient 

considering it is open source and automated (Wilkinson et al., 2019). It is not here to replace the 

role of hired transcribers or volunteer citizen scientists, but it could alter the way their work, 

transcription, is done. AI could be an opportunity for improvement in data rescue, and it can be 

very useful as well. Before adapting AI in data rescue, it is crucial to know researchers’ attitudes 

towards AI, and how well are they responding to the impact of new technology. By attending to 

researchers’ thoughts, AI-augmented data rescue can be widely accepted, improved, and 

promoted.  

However, people tend to hold different opinions towards AI, and their attitude of adapting AI are 

different as well. One survey on America's public perception of AI showed that they expressed 

mixed support for AI development (B. Zhang & Dafoe, 2019). Globally, different regions also 

expressed different opinions about AI adoption (Neudert et al., 2020). While more than half 

respondents in East Asia believe AI would be mostly helpful, only 26% of respondents in Latin 

America and Caribbean believe in its benefits. The opinion of AI has also been widely 
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researched among medical fields. A survey showed that radiology students are convinced that AI 

will be greatly involved but they do not think it will eventually replace them (Pinto dos Santos et 

al., 2019). Similarly, dental students agreed that AI will revolutionize dental practice but will not 

replace themselves in the near future (Yüzbaşıoğlu, 2021). A majority of radiology and dental 

students are willing to improve their knowledge in AI, and three-fourth of dental students are 

excited about using AI in dentistry. However, other discussions have shown some concerns 

about radiologists’ future career being replaced by AI (Pinto dos Santos et al., 2019; 

Yüzbaşıoğlu, 2021). The above research showed a comprehensive knowledge of respondents’ 

attitudes and opinion towards AI, and I believe it is important to have a thorough understanding 

before applying AI in any field. There is minimal research or survey that has been done 

previously on the attitude and opinion of applying AI in rescuing historical data.  

The purpose of this study is to evaluate researchers’ attitude and opinion on AI-augmented data 

rescue and their concerns on adapting AI in this field. I will first conclude the past experiences 

and thoughts on climate data rescue. Then I describe my method, which is an online survey to 

assess data rescue professionals’ opinion on AI in data rescue and evaluate their thoughts of 

applying AI as part of the solution to manual data rescue. We hope that this study will serve as a 

guideline for future attempts of automation and document steps for improvement. This guideline 

should enable us to make a smoother transition from manual to automated data rescue, where 

obstacles are minimized. It can also help us avoid or overcome the resistance that we may 

encounter along the way of automation. Ultimately, we hope that the result of this study will 

facilitate automation in the future by addressing the opinions of the researchers, and therefore the 

end users. 

3.2 Literature review 

Researchers have deployed automation as part of their efforts in data rescue. However, it’s not 

easy to determine what opinion they hold towards adapting AI in future projects (what should be 

addressed as improvements and promotion for future attempts at automated data rescue) without 

having a thorough review of what has been done in current automated data rescue projects. This 

section reviews researchers’ experience and findings on past data rescue projects that engaged 

automation.  
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3.2.1 Experience and comments on automated data rescue 

Automated data rescue is not a new concept. It has been tested or adapted in several data rescue 

projects during recent years. The conclusions and experience of each project using Optical 

Character Recognition (OCR) are various from case to case as well. Therefore, it is important to 

review people’s experience on past attempts of automation before any suggestion is made.  

Time is one measure that researchers talked about a lot while testing the automated data rescue 

approach. Some researchers considered automated approach as time-consuming (Ashcroft et al., 

2018; Blancq, 2010; Craig & Hawkins, 2020); whereas some others considered this approach as 

fast enough (Brönnimann et al., 2006; Wilkinson et al., 2019). Brönnimann et al. (2006) and 

Wilkinson et al. (2019) argue that automated approach (e.g., OCR) is fast enough at this point 

because the machine transcribing speed is many times faster than manually keying in. This 

argument is made when we disregard all other factors, such as pre-processing, that might be 

involved while adapting automation. It is true that if we only talk about the transcribing speed, 

the automated approach saves way more time than the manual approach. However, transcribing 

is just one of the many steps in automated data rescue. Ashcroft et al. (2018) argued that the huge 

amount of training time should also be considered when evaluating the time consumption of 

automated approaches. Besides, a lot of the historical records are handwritten on forms, which is 

not suitable for OCR without being properly handled. Therefore, Blancq (2010) claimed that it 

will take a great amount of time to scan and pre-process the documents for the OCR process. It is 

also suggested that the overall time spent on an OCR project can be considerable when the post-

processing quality control step is taken into consideration (Brönnimann et al., 2006). In 

conclusion, it is arguably true that the OCR approach is many times faster than traditional ways 

of data rescue (e.g., manually keying in) if we only focus on the transcription process itself. Yet 

the many steps, such as pre-processing and post-processing, that come with the OCR process can 

be very time-consuming, which makes the overall speed turn out to be slower.  

Cost is another well discussed measure. In terms of the cost associated with automated 

approaches, the opinion is also twofold. One argued that the OCR approach can be costly when 

compared to other approaches (Ashcroft et al., 2018) while others suggested that it can be rather 

cost-efficient (Wilkinson et al., 2019; World Meteorological Organization, 2016). The opinions 

are opposite because the perspectives are different in terms of how they determine the related 
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cost. Ashcroft et al. (2018) focused on the development cost while Wilkinson et al. (2019) and 

World Meteorological Organization (2016) looked at the personnel cost. It is true that, as 

Ashcroft et al. (2018, p.1618) argued, the “diverse nature of each task’ and the training effort 

needed for each data source make the automation option expensive. It is also true that, as 

Wilkinson et al. (2019) and World Meteorological Organization (2016) suggested, automated 

approaches can save a lot of funds on hiring manual transcribers since machines will do the 

transcription work. When looked at from different perspectives, how researchers determine the 

cost are also different. As a result, the cost of the automation depends on the balance between 

money spent on development effort and the money saved from hiring less personnel. It is hard to 

determine if automation approaches are more cost-efficient, and the situation would be different 

from project to project.  

Yet, another factor of interest to researchers is the accuracy of results. They are concerned about 

using an automated approach because of its higher error rates. Studies have found that automated 

approaches, specifically OCR, have higher error rates on average than manual approach, 

especially on handwritten records (Brönnimann et al., 2006; Craig & Hawkins, 2020; Stickler, 

Alexander et al., 2014; Wilkinson et al., 2019). It has also been found that the accuracy of 

automation can vary from page to page, and from source to source (Stickler, Alexander et al., 

2014; Wilkinson et al., 2019). Sources or pages that include more complicated data (e.g., 

measurements that include special characters, data that are not in tabular format) tend to have 

higher error rates than those containing simpler data. A more complicated layout can also lower 

the accuracy of automated approach, but it might be greatly improved by giving modest effort on 

image pre-processing (Wilkinson et al., 2019). Common errors found are typographical errors 

such as confused digits. There are technical ways already used to improve accuracy. Galaxyzoo, 

for example, may recommend that transcriptions (here, interpretation of images) be done 10 

times (Fortson et al., 2012). If the transcription is done manually, the accuracy can be improved 

by double entry where all records will be transcribed twice. Brönnimann et al. (2006) argues that 

you cannot simply employ an algorithm since running the algorithm multiple times would 

produce the same output. This may be seen as a benefit to data rescue. However, switching to 

algorithms loses a proven way to improve accuracy. It has been suggested that the higher the 

quality of data source (i.e., legibility, image resolution, pixel noise, and layout), the higher 

accuracy of the automation output (Mateus et al., 2021; Odunayo et al., 2021; Stickler, 

Alexander et al., 2014). Overall accuracy might be improved if data quality can be improved by 
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high quality scan, pre-processing and layout analysis. rescanning is obviously a lot of work and 

in some cases impossible because the original documents have been destroyed. It is possible that, 

with proper implementation, AI could offer a solution to the problem of low accuracy in 

automated approach. 

There is this sense that AI can offer a universal solution and that there is an automated character 

recognition that will work everywhere. However, experience with automated data rescue points 

to the fact that automation cannot be applied universally. This approach is sensitive to type of 

writings and is picky about the properties of data records. Most historical records are presented 

in three writings: handwriting, typewriting, and printing. Several studies have considered OCR, 

as one type of automated approach, impossible or not mature enough to handle handwritten 

records. Brönnimann et al. (2006), Ashcroft et al. (2018) and Craig & Hawkins (2020) found in 

their studies that OCR is not suitable for handwritten text because of the higher error rate, and 

they suggested manual approach would be the optimum solution for handwritten records. 

However, research has also suggested that OCR works relatively well for typewritten and printed 

records (Stickler, Alexander et al., 2014; World Meteorological Organization, 2016). Therefore, 

it can be concluded from these studies that OCR are sensitive to the source writing types, and 

researchers tend to not use automation because OCR brings uncertainty when it comes to 

handwritten records.  

It is important, at this point, to describe what OCR is and isn’t because the method is so 

prevalent and often used as a shorthand for any automation of these kinds of records. The 

automation should be a workflow that takes in the scanned records and outputs the transcribed 

documents in their original form. OCR is only one, but essential part of this process, which turns 

text images into machine-readable characters. It is training dataset dependent, but the training 

dataset is very difficult to build (Sánchez et al., 2019; Terras, 2022). Part of the reason is that 

there are lots of languages and different handwriting styles in the world, which means a huge 

training dataset. This certainly makes transcription of historical records with various handwriting 

styles difficult. 

Two weather-related studies have shown that OCR is almost as good at reading handwritten 

records as typewritten or printed records. In the ERA-CLIM project, researchers successfully 

used OCR to transcribe handwritten, typewritten and printed records (Stickler, Alexander et al., 

2014)). It is shown that OCR are capable of transcribing handwritten records, and the accuracy 
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of the output depends much on the quality of the image source and its layout. Another trial in 

2018 found a 50 percent successful rate in using OCR to transcribe barometric pressure 

observations in different writings (Wilkinson et al., 2019). Particularly, the study has found that 

OCR handles handwritten material almost as good as printed material, and its performance on 

handwritten records varies largely in one single source from page to page. The author suggested 

the difference in output quality might be related to the efforts in image pre-processing (i.e., 

converting to grayscale, removing noise). These two studies suggested that it is possible to use 

OCR on handwritten material and gain an adequate result, but effort must be made to optimum 

OCR’s performance. However, the effort needed to make OCR a viable alternative to manual 

transcription may be enormous. In the examples, Stickler, Alexander et al. (2014) dealt only with 

printed sources and Wilkinson et al. (2019) processed only digits, and the results are still not 

comparable to manual transcription. Therefore, there may be a long way to go before OCR can 

handle cursive handwritten material. Newer technology can be a solution. Guidelines on Best 

Practice for Climate Data Rescue has suggested that ICR (Intelligent Character Recognition) and 

IWR (Intelligent Word Recognition) are able to work with handwritten materials. Started seven 

years ago, the project is still under development (World Meteorological Organization, 2016). 

Both methods use machine learning techniques, so they can automatically transcribe historical 

records more reliably than OCR if adequately trained in handwriting styles and patterns. With 

the rapid development of technology, there is concern that these projects will be obsolete by the 

time they are completed. Nevertheless, while current automation is not reliable enough, AI 

augmented data rescue may be the solution to automation reliability as future efforts are 

engaged. It does, however, point to another resource issue: can the data rescuers keep up with the 

pace of innovations?  

Researchers have also argued that automated approaches are not reliable to use in all sources. In 

other words, this approach is “only appropriate for certain sources’ (Ashcroft et al., 2018, p. 

1631). The type of sources here includes the condition (e.g., faded ink, poor resolution), layout 

(e.g., tabular data, charts) and the content (e.g., special character, ink dots). Several studies have 

concluded that the poor condition of the records is one of the problems that automation is not 

preferred in data rescue. Sources that have faded ink (Camuffo & Bertolin, 2012), poor 

resolution (Stickler, Alexander et al., 2014) and mediocre print quality (Blancq, 2010) have been 

reported to be unsuitable for automated approach. Another obstacle to automated approach is the 

layout of the source. It is important that the source data have a clear layout, where the locations 
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of data values can be easily found by algorithm (Wilkinson et al., 2019). On the other hand, for 

those with vague layout and dense writing styles (diaries and tables and everything in between), 

it is difficult to automate them (Figure 3.1). What is visually obvious to a human has to be 

spelled out in an excruciating number of steps for the computer. Experience from image cleaning 

suggests that people are aware that AI may be hard to implement. Examples of a good layout are 

records that are in a very regular, tabular format (Stickler et al., 2014).  

 
 

(a) An example of a scanned leger sheet (for 

November 4-6, 1884) that has faded table 

lines. 

(b) Albert J. Kelly’s weather diary page for 

September 25-28, 1918. MG3054. McGill 

University Archives. This is an example 

containing dense handwriting. 

Figure 3.1 - Examples of vague layout and dense writing styles. 

There are researchers holding positive ideas towards automated data rescue who proposed some 

ideas to cope with the limitations I discussed above. Image pre-processing and layout analysis 

are two processes that can optimize the automation results. Image pre-processing steps such as 

“deskewing, contrast enhancement, and despeckling’ can remove pixel noise, aligned the 

characters, and improve the quality of an image, which will thus optimize the automation process 

and improve the quality of the output (Odunayo et al., 2021; Wilkinson et al., 2019, p. 25). As 

mentioned above, it is hard and important for the automated approach to quickly find the values 

on the page to be transcribed; layout analysis is an essential step that can address limitations. It 

could be done by using “automatic techniques to split images of large pages of data into different 

segments” (Craig & Hawkins, 2020, p. 133). The algorithm can identify the text in smaller sliced 

images easier than that in the whole page. This layout analysis process has already been 
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manually tested in the ERA-CLIM project and has proved to be successful (Stickler, Alexander 

et al., 2014). Therefore, automating the layout analysis is very essential in automated data rescue, 

and it can potentially improve the current attempt of automation as well.  

Overall, it can be inferred from past experience that researchers are concerned about the adoption 

of automation in three main aspects: time, cost, and accuracy. While some researchers are 

excited about the evolution that automation may bring to historical data rescue, others point out 

the possible obstacles and offer their potential solutions. Although automation sounds appealing 

and there are few attempts, it has been realized that automation still needs to be developed and 

improved. AI augmented automation is a new field that has rarely been experimented and now 

there is an increasing amount of effort and attention being put into using AI as a helper for 

transcribing historical records. It is important to know in advance what researchers think about 

using AI augmented data rescue in research to aid the transcription process, and what 

suggestions and concerns there are. A connection needs to be made between historical data 

scientists and the idea of AI deployment so that future attempts of automation can be guided. To 

find out what they think, we conducted an online survey. 

3.3 Methods 

An online survey is conducted to assess automation as an approach for rescuing historical 

weather observations. The hope is that it will improve understanding of the perceived losses and 

gains of changing from manual data rescue to automated data rescue, the perceptions of the 

automated data’s fitness of use, and the association of respondents’ view towards automation 

with their background, skills, and roles. This survey provided a valuable reference for 

implementing machine learning automation as an alternative for manual data rescue and will 

identify the merits of automated data rescue by comparing it with manual data rescue. This could 

be a reliable result for future studies to facilitate the use of machine learning in data rescue, and 

it could be a possible basis for developing a better approach for data rescue.  

Ways of understanding people’s minds include surveys (paper or online) and interviews (in 

person, video or audio). Similarly, Bush et al. (2019) and Ryan et al. (2018) have also used 

surveys to investigate students’ opinions on rescuing historical data in the classroom. There are 

advantages that a survey is conducted instead of an interview in this research. Studies have 

shown that interviews are way more time consuming to set up and conduct (Bowling, 2014; 
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Williams, 2003). Knowing that I have a large population of potential participants, a survey 

instead of an interview will make it possible for me to reach 66 participants within a relatively 

short time. Survey also gives participants the freedom to decide when to complete the survey, so 

different time zones would no longer be a problem. The participants that I’m trying to recruit 

covered a wide geographic area. The flexibility of the survey will work better than the interview 

especially when more than half my potential survey participants are in a different time zone with 

me. Privacy is also important for participants when conducting a survey interview. A survey will 

provide a better sense of anonymity than face-to-face survey either online or in-person.  

3.3.1 The population and the sample 

I sought two groups of people who are researchers and professionals who are involved in the 

historical handwritten data rescue process. One group is working on data rescue projects, and the 

other group is working on citizen science projects. These researchers are chosen because they 

have been involved in historical data transcription projects and have perspectives or experiences 

with automation. They are also multidisciplinary researchers who can guide and shape the future 

of historical record transcription. I identified approximately 248 potential participants who fit the 

description.  

I selected a sample of 20 percent. However, this is not a random sample, but a purposive sample. 

The 20 percent are the people who are leaders or initiators of the projects. Part of the participants 

are data rescue project leaders who are working on rescuing historical handwritten datasets. The 

other part are citizen science project initiators that are working on transcribing handwritten 

materials. Here, the leaders and initiators of these projects typically have more experience and 

control over the deployment of AI augmented automation in future projects. They have 

demonstrated their interest in automation in their lectures and publications, and their views on 

automation can significantly shape the future of data transcription. Some of the participants were 

identified by colleagues that I’m currently working with. We have an extensive network of 

individuals working in the field we are researching. I also got in touch with citizen science and 

data rescue scientists who have a previous connection with the DRAW project and asked if other 

associate researchers they know are willing to participate.  

I focused on surveying the initiative leader or leading scientists in the citizen science and data 

rescue community. These professionals are usually chairman, executive director or associate 
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members of the organizations, groups, or initiatives. 66 potential participants are contacted, and 

some of them have referred me to other interested researchers. Eventually, 50 responses were 

received, and the response rate is 76%. 

The participants were recruited through email. Each individual received a maximum of two 

emails: one initial recruitment email and one follow-up email if there is no response after two 

weeks have passed. Once the individual consents to participate in the research, follow up 

correspondence via email will be used to send out a link to the survey questions.  

Some of them respond to me with why they did not take the survey. Several people said they 

have not been in the field for a while or they have retired. Some other people respond that they 

have not been engaged with the transcription part of their project, and forwarded the survey to 

members that have more direct involvement. 

3.3.2 Survey design 

An online survey was conducted based on the participant’s availability. The survey was made 

using McGill licensed Microsoft Form. Microsoft Forms is an online survey creator, part of 

Office 365 offered by McGill. It has been approved by McGill to use for survey purposes.  

The survey begins with a consent form. If the respondent declines, then the survey will end, and 

the respondent will be thanked. If they agree, then they will proceed to the survey. The expected 

length of this is around 15 to 20 minutes according to the pilot test. It includes mostly multiple-

choice questions, several open-ended questions, and one set of Likert scale questions. The survey 

contains four sections of questions. It includes the participants’ background knowledge, their 

experience of transcription data rescue projects, their original goal of data rescue projects, and 

their perceptions and opinions about automated data rescue. The survey can be found in 

Appendix A. 

Specifically, this survey included both closed questions and open-ended questions. On the one 

hand, closed questions such as multiple choice and Likert scale questions are quicker to complete 

and easier for coding and analysis; whereas open-ended questions take longer time for the 

respondent to answer and longer for the researcher to extract themes (McColl et al., 2001). On 

the other hand, open-ended questions get detailed and personalized responses by giving 

participants an opportunity to show their own views while closed questions’ responses are 
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categorical and standardized (Bowling, 2014). Therefore, a mixture of closed and open-ended 

questions is included in this survey. 

3.3.3 Pilot test 

Two rounds of pilot tests, also called pretests, were done before the survey was officially 

launched. Studies have shown that pilot tests will improve the reliability and validity of the 

survey, and it is good practice to pretest your survey before you launch it (Bowling, 2014; Roopa 

& Rani, 2012; Williams, 2003). Since I am surveying two groups of people, it also is important 

to ensure that there is a common understanding of wording and concepts. 

The first round of pretest is to test out the reliability of the survey. It was done within a group of 

native speakers--I am not a native speaker of English and this survey was conducted in English--

who do not have professional knowledge about the survey topic but is working in the relevant 

fields. I am checking to see if people are answering in the same general way I expected. This 

pretest is to make sure the result is both consistent internally and under different circumstances 

(Roopa & Rani, 2012; Williams, 2003). This means, I’m testing to see if participants’ responses 

are consistent within the survey and are consistent at different times. I also used this pretest to 

make sure the questions can be understood by participants regardless of their professions and to 

ensure the questions are placed with the best order possible to avoid any confusion.  

The second round of pretest is to test out the validity of the survey. This pretest is done within a 

group of professionals who are working with me in the same projects and have professional 

knowledge about the content of the survey. This validity test is to make sure that this survey 

measures what it intends to measure (Black et al., 1998; Roopa & Rani, 2012; Williams, 2003). 

Specifically, this step makes sure the wordings of the questions achieve desired results, and no 

misunderstanding will appear across all respondents. For example, it helps me to eliminate 

misunderstandings in the definition, such as what I mean by automation. It will also make sure 

that the choice of response for closed questions are inclusive, and all of the relevant issues are 

discussed in the survey (Bowling, 2014). 

3.3.4 Efforts to increase response rate 

Several efforts are made to increase the response rate of this survey. The invitation email is 

mostly sent on Monday, when the workday starts and people check their emails regularly. I also 

https://www.zotero.org/google-docs/?5IEez0
https://www.zotero.org/google-docs/?MxC64P
https://www.zotero.org/google-docs/?MxC64P
https://www.zotero.org/google-docs/?vZhfQg
https://www.zotero.org/google-docs/?sDzjdy
https://www.zotero.org/google-docs/?aZTcdR
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personalized the email and included familiar names of receivers in the subject line, so people will 

tend to pay more attention and the email will less likely be missed (Linsky, 1975; McColl et al., 

2001). These two actions increased the chance that participants open and read the invitation 

email, thus increasing the response rate.  

In case of participants forgetting about participating in the survey, one or two reminders were 

sent two weeks after any previous correspondence according to different cases. Studies have 

shown that follow-up reminders are very effective in stimulating responses (Linsky, 1975; 

McColl et al., 2001; Nulty, 2008), and the results showed that reminders indeed helped increase 

the response rate of this survey greatly. Another thing that helped arouse participants’ interest is 

to include part of my preliminary results in the correspondence email as an incentive (McColl et 

al., 2001). The detailed and specific information can quickly arouse participants’ interests, thus 

they tend to respond to the survey. I also included the survey URL in the invitation email, and 

guaranteed anonymity in both the email and the survey, which has been proven by studies to 

have a positive effect on increasing response rate (Nulty, 2008).  

To further increase the response rate, the design of the survey is very important as well (McColl 

et al., 2001; Williams, 2003). One tip that I followed Larsen et al. (1987) is to keep the questions 

simple, short and specific. Another tip I followed is to present general questions first and then 

more specific ones (Black et al., 1998).  

3.3.5 Acquiring ethics for human subjects, also anonymization 

An REB (Research Ethics Board) approval was acquired prior to conducting the survey from 

Research Ethics Board (REB File # 21-05-005, Appendix B). The initial anonymity of the 

participation will not be guaranteed, since I directly contacted the participants for the survey. The 

participants were asked about their names and organizations at the beginning of the survey only 

for if they agree to include their names in the publication. As a result, there will be no identifier 

attached to the finished responses, unless the individual wishes to get a copy of the results or 

consent to include their names in the research. Those email addresses and names were separated 

from the responses and stored in a separate document. The key that linked the number identifiers 

to the names and other identifying information were stored in another password protected 

document. All results in the reported finding will remain anonymous unless the participants 

consented to include their names. 

https://www.zotero.org/google-docs/?cJeedV
https://www.zotero.org/google-docs/?cJeedV
https://www.zotero.org/google-docs/?99248G
https://www.zotero.org/google-docs/?99248G
https://www.zotero.org/google-docs/?ODnjCX
https://www.zotero.org/google-docs/?ODnjCX
https://www.zotero.org/google-docs/?Hvf2zu
https://www.zotero.org/google-docs/?yCzrIG
https://www.zotero.org/google-docs/?yCzrIG
https://www.zotero.org/google-docs/?1fEfnz
https://www.zotero.org/google-docs/?sHnojQ
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This online survey is conducted based on the participant’s availability using McGill licensed 

Microsoft Forms. Responses to the survey are downloadable through Microsoft Forms platform 

into spreadsheet format and are coded for analysis. The information collected is coded to 

examine the bivariate correlation of their response with different factors (e.g., backgrounds, 

skills, and roles).  

3.3.6 Data analysis 

I have two types of responses. One type includes content that is amenable to univariate and 

bivariate analysis. These responses were analyzed using descriptive statistics (e.g., means, 

averages) and were supplemented with tables and graphs. A bivariate analysis of these responses 

was also conducted, and due to the small sample size, Fisher’s exact test was used. A p-value of 

< 0.05 was considered as statistically significant. 

The other types are open-ended questions. Themes were extracted from responses, and 

synthesized and coded on spreadsheets. There was triangulation in the extraction of themes to 

enhance the validity and credibility of the results. Several colleagues from different fields were 

consulted on the results of theme extraction. 

3.4 Results and discussion 

This section presents the survey results, cross-theme synthesis, and discussion of the results. It 

will begin with an introduction and discussion of the respondents’ background, as it provides 

some indication of skills and knowledge that can be applied to AI-augmented automation. It will 

then talk about past and present operations of rescuing historical records. This will describe how 

much AI-related work has already been applied and will indicate how much work may be needed 

if we want to transition to AI-augmented automation. Lastly, it will discuss respondents' 

perception of AI-enhanced automation, including their previous experience with AI, their 

willingness to use AI, and their concerns about applying AI. We hope this result and discussion 

can serve as a guide to avoid unnecessary obstacles if AI-augmented automation will be applied 

to future projects. 
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3.4.1 Respondents' background 

I am curious about possible distinctions between the responses of data rescues and citizen 

scientists, as data rescuers may prefer automation because they want transcribed output, while 

citizen scientists may be less interested in automation because they are more interested in 

motivating non-experts to participate in scientific processes. Fifty-two percent of the participants 

(n = 26) were self-identified as both data rescuers and citizen scientists; 48% were either one of 

data rescuers or citizen scientists (n = 24). Among the participants that were self-identified with 

only one role, 75% of them (n = 18) were self-identified as data rescuers; 25% were citizen 

scientists (n = 6). In later sections, these identities are used to investigate possible differences 

between groups. 

The average time that the participants worked in data rescue or citizen science was 12.37 years, 

compared to a median of 10.5 years, as one respondent had worked for 50 years. Fifty percent of 

participants (n = 25) have been working in this field for less than 10 years; 24% (n = 17) have 

been working for 10 to 20 years; 16% (n = 8) have been working for more than 20 years (Figure 

3.2). The assumption is that if one works longer, one may have more resources to devote to AI, 

but one may also be stuck in a particular way of transcribing. However, the result did not show 

statistical significance differences between different age groups. Most participants have some 

experience, either professional or amateur, in climate or related fields; among them 76% of the 

participants (n = 38) have been working in climate or related projects as a profession. I 

hypothesized that people interested in the results, such as climatologists, would be more inclined 

to use automation, although I did not find statistically significant differences in comparing 

climatologists and non-climatologists in terms of their motivations for adopting AI. 
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Figure 3.2 - Distribution of number of years in the field. 

I endeavored to ensure there was no geographic bias. The participants are involved in diverse 

projects that help rescuing historical data worldwide. The origin of the projects is from all six 

WMO regions while more than half are from Europe. These are large international organizations, 

so they have the capacity to use automation if preferred. The participants include collaborators of 

ACRE and I-DARE who are working with existing international data rescue initiatives, and 

Copernicus Climate Change Service Data Rescue Service (C3S DRS) regional projects (e.g., 

European Reanalysis of Global Climate Observations (ERA-CLIM1, ERA-CLIM2), Early 

Meteorological Records from Latin-America and Caribbean (EMERLAC), C3S 311a Lot 1 Data 

Rescue Service and many more). The emphasis on Europe is confirmed by Brönnimann et al. 

(2018). The participants also include principal investigators or researchers from data rescuing 

citizen science projects that involved middle school or university students or volunteer citizen 

scientists (e.g., OldWeather, Weather Rescue at Sea, Meteororum ad Extremum Terrae, UK 

Tides, Addressing Health, Scarlets and Blues, Davy Notebooks Project and many more). These 

would be the main actors in adopting AI or diffusing its importance to other data rescuers and 

citizen scientists. 

When asked about the roles they play in the historical data rescue project, 46% of participants (n 

= 23) identified themselves as project manager or principal investigator, and another 46% (n = 

23) identified themselves as researchers of the project. Historical data rescue projects tend to be 

https://www.zotero.org/google-docs/?w2QlFY
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small scale, so it is very common for one person to have several roles. Therefore, in many cases, 

project managers and principal investigators are the leaders of the projects, and, at the same time, 

they are also the researchers of the project. From the result, we can conclude that the majority of 

the participants are considered core members of historical data rescue pages. In other words, they 

are the leaders who make important decisions, such as whether to adopt AI. if they adopt it, then 

it will be adopted in the project. 

3.4.2 Past and present operation of rescuing historical records 

This survey asked the participants about the source of material to be transcribed, use of 

information and communications technology for transcription (e.g., in collection or storage), 

funding source for development of the transcription platform, and the goal of transcription 

efforts, currently as well as in the past. Understanding the past and current operation of these 

projects can possibly serve as a predictor of AI usage. For example, computational ability can be 

inferred from the transcription method, and the source material may be an indication of the 

acceptance for AI usage. The majority of participants (86%; n = 43) reported their data source as 

logbooks, including notebooks, minutes books, and data sheets. Some participants have also been 

working with diaries (40%; n = 20) and newspapers (24%; n= 12). It is also indicated in the 

response that the logbooks and diaries are predominantly handwritten. These materials have been 

studied and confirmed that they are very difficult to work with and can bring problems to the 

transcription process.  

What method is used, especially if it involves technology, also could be a predictor for the 

acceptance of AI adoption. To transcribe the historical data, computer-related technologies and 

software have been widely used to capture and collect the information. Spreadsheet editing 

software (e.g., Microsoft Excel) has been widely used among data transcription projects (64%; n 

= 32). Typically, the data or project managers create a transcription template to guide users in 

keying in content (cf., one respondent used Microsoft Word). This confirms the respondents also 

have reported using Zooniverse (30%; n = 15). Zooniverse is a web portal that facilitates and 

hosts citizen science projects through customized tools and builders, where most participants 

build their citizen science transcribing projects (Fortson et al., 2011). This confirms the finding 

that manual transcription remains the most popular method of historical data transcription, in 

which expert researchers or hired transcribers key in the records, although there is a notable shift 

https://www.zotero.org/google-docs/?6uCWVy
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to citizen science approaches where student transcribers in a classroom setting or volunteer 

citizen scientists are engaged in the transcribing process (Wilkinson et al., 2019; World 

Meteorological Organization, 2016). Others report using a database system (26%; n= 13) as part 

of their transcription method. Details are shown in Figure 3.3. 

 

Figure 3.3 - Respondents’ choice of computer-related technology/software for transcription. 

Use of computer software to store data is not the same as use of computers to automate the data 

collection. There is a distinction between software like Microsoft Excel and OCR. Automation of 

transcription involves the original capture, the storage of the data, various decisions made about 

post-processing (e.g., validating transcriptions by selecting the interpretation with the greater 

agreement), and ways to enable downloading of the data. As the frequently used technologies 

and software by respondents, while Microsoft Excel and Zooniverse may involve some 

computation, database systems, on the other hand, are mainly used to store and manage 

transcribed data and do not involve computation. Yet, the OCR or automated methods are the 

least popular methods for the transcription process, perhaps because it requires the most 

computational ability. A small number of participants reported using OCR software (8%; n = 4), 

local/web server (8%; n = 4), and python script (6%; n = 3) as part of their transcribing method. 

Shen et al. (2021) stated expert knowledge and technical background are required prior to taking 

advantage of advanced AI-related approaches. This implies that experience in softwares such as 

https://www.zotero.org/google-docs/?gGJCiN
https://www.zotero.org/google-docs/?gGJCiN
https://www.zotero.org/google-docs/?WQq0ZF
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Excel is not enough to easily transition to AI, while experience in OCR and python may be 

closer.  

Funding is an important basis of any citizen science or data rescue project, especially since data 

rescue activities are often under-resourced (Ashcroft et al., 2018; Brönnimann et al., 2006). 

Figure 3.4 shows the funding reported by respondents. More than half of participants stated that 

their projects are funded by research grants or contracts they applied (54%; n = 27). Less than 

one-fifths of participants (16%; n = 8) were rescuing the records as part of their job and getting 

paid by their employers. Very few participants (4%; n = 2) funded their projects from their own 

pocket money. It is worth noticing that 14% of the participants (n = 7) said their projects are 

funded by a mix of above-mentioned funding sources. In conclusion, the major funding source of 

data rescue projects is research grants, and a substantial number of projects are funded by various 

sources. This brings concerns to the implementation of AI-related methods. As research grants 

are not a stable source of funding, it is difficult to support staff and experts to maintain it over 

time, even if we ignore the funding needed for development and consider it open source. 

 

Figure 3.4 - Source of funding as reported by respondents. 

This survey also asked the participants about the most important goal of climate data rescue 

(Figure 3.5a). The two most agreed goals are “provide researchers with useful data” (38%; n = 

https://www.zotero.org/google-docs/?yfQbwt
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18) and “preserve fragile records” (28%; n = 13). Three respondents expressed that all the goals 

mentioned are equally important, and one of the respondents commented that: “All [goals are] 

very important in [their] own right, but… without preservation none of the rest is possible.” 

When asked about the most important goal of climate data related citizen science, there are also 

two most agreed options (Figure 3.5b). Nearly half of the participants (48%; n = 23) agreed the 

goal is to “provide researchers with useful data”, and one-third of the participants (33%; n = 16) 

believed the goal is to “make citizens a part of advancing science”. Two participants expressed 

that both providing data and public engagement are very important, and one commented that: 

“[T]here isn’t the most important’ [goal]… There are trade-offs but you can’t define one as the 

most important.” The most agreed goal of climate data rescue and climate citizen science is both 

providing useful data. Yet, the second most agreed goal is very different. Therefore, a conclusion 

can be made according to the responses. While both projects focus on providing data, citizen 

science projects value public engagement, and data rescue projects pay attention to record 

preservation. One could assume that data rescuers would be more amenable to automation, 

which removes the need for citizen participation. 

  

(a) (b) 

Figure 3.5 - Most important goal of (a) data rescue and (b) citizen science identified by 

respondents. 

From the response, the status and operation of past and current data rescue projects can be 

concluded. Overall, it can be referred from the response that the majority of the data source in 

the past and current projects are handwritten on paper (although the paper may have been 

scanned). A few exceptions that include some typewritten and printed data sources. To transcribe 

these records, the most used method is manual transcription, essentially data entry, regardless of 
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traditional data rescue projects or citizen science aided data rescue projects. The sheer variety of 

handwritten data sources might be the reason why manual transcription is widely applied. As 

will be seen in the next section, many respondents have commented that manual transcription is 

the most reliable transcribing approach so far for handwritten records, although it is time-

consuming. The technology used and funding sources in past and present operations hint at 

resistance regarding the acceptance of a transition to an AI-augmented approach. The difficulty 

of acquiring technical skills and supporting long term maintenance are some of the foreseeable 

obstacles to overcome if AI-augmented automation is to be applied. 

3.4.3 Perceptions of automation 

An automated approach might be one option to improve data rescue projects, and it is important 

to understand researchers’ experience and opinion on this approach. The following section will 

first cover any respondents’ previous experience on AI and their confidence to take on AI-related 

tasks. I will then examine their opinion and comments on using an automated approach in the 

future. 

3.4.3.1 Previous experience of AI and/or training on AI 

Automated approaches are mostly implemented using AI. Although AI is a widely known 

concept, the application of AI is not widely familiarized. In other words, because AI is a vast 

field, people may know what AI is, but that does not mean they can install a system utilizing it. If 

automation is going to be employed to data rescue in the future, researchers will need some 

knowledge of AI to run the project. Therefore, it is important to understand what researchers 

“know” about AI and their confidence in doing AI related tasks.  

The participants were first asked about their experience in employing AI in the past (Figure 3.6). 

72% of the participants (n = 35) said they have no experience using AI, and only 12% of 

participants (n = 6) are fluent in AI. The rest of the 16% said they had some experience in using 

AI. When asked about specific tasks, nearly half the participants stated: “I know what machine 

learning is, although I’ve never used it” (49%), yet very few participants have coded some 

algorithms (6%) or have used it extensively in their research (6%).  
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Figure 3.6 - Respondents’ experience related to AI; they can select multiple choices. 

The participants were then asked about their level of confidence in doing technical tasks that are 

related to automation employment (Figure 3.7). A group of Likert scale questions were asked to 

evaluate their level of confidence. Overall, more participants choose confident than not confident 

in all the tasks. Specifically, participants are the most confident at running an existing OCR 

software to transcribe records. This presumes a package with a well-established user interface, 

such as tax software. However, OCR for transcribing historical records is usually open source 

and does not have a user-friendly interface. That is why Kevin Wood from the National Oceanic 

and Atmospheric Administration (NOAA) suggests: “There should be a UI/UX that would make 

operations as simple as a typical software product developed for wide distribution.”11 

Respondents also express moderate confidence in using SQL, programming language (e.g., 

Python, C, Java), and database systems. In contrast, they are the least confident in running deep 

learning algorithms (e.g., Convolutional Neural Network). Similarly, they are also not confident 

in using machine learning algorithms (e.g., Linear Regression, Random Forest) or libraries (e.g., 

Tensorflow, Pytorch). I hypothesize that some comfort with programming languages will allow 

them to access AI software libraries. Thus, even if they know little about AI development itself, 

they may possess the skills to install the software, troubleshoot it, and maintain it over time. 

In conclusion, the majority of participants are not familiar with employing AI technology, yet, 

they have basic knowledge about AI. They are more familiar with technologies that have already 

been widely used or experimented in the community. Precisely, participants express confidence 

 
11 Any respondent mentioned by name agreed to be on the record. 
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in using OCR, database system and SQL because these technologies are the approaches that they 

have been using to transcribe the records. On the other hand, machine learning and deep learning 

are relatively new and are still under development. It has not been widely applied until recently. 

The assumption here is that participants have the relevant skills to “upgrade” to AI on their own 

or they have sufficient knowledge to collaborate with data scientists to exploit AI. 

 

Figure 3.7 - Respondents’ level of confidence in doing technical tasks that are related to 

automation employment. 

3.4.3.2 Will of using AI in their projects 

Participants may or may not possess familiarity with AI; it is possible that their perceptions of 

utility will influence their use of AI. The survey asked the participants about their opinion of 

using AI and what are the resistance that researchers need to overcome while applying AI. 

Specifically, respondents were asked about whether they would use automation if the 

transcription portion of their project could be automated; an overwhelming percentage (84%, n = 

42) would consider using it. One respondent commented: “I think if [automation] is successful, it 

would be very useful.” Only 10% of the participants (n = 5) were against. One participant 

commented: “I’m very against it. People are much better at transcription than machine.” Others 

are worried about the output accuracy: “I’ve seen very low-quality results in the past with ORC 

[sic].” They are not confident in using automation because it is difficult to recognize those 

records even for experts. The following section discusses in detail about possible concerns that 
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might affect respondents' willingness to use AI-enhanced automation. Examples include output 

accuracy and the amount of time and resources required to set up the workflow. 

Although opinions may be nuanced, respondents were asked about reasons that make them 

reluctant to automate the transcribing process (Table 3.1). “If an automation would provide you 

with a pre-trained algorithm with a customized user interface where you can adjust the 

parameters according to your project, what might be reasons not to automate your citizen 

science/data rescue process.” We tried to write the question so that people wouldn’t think about 

the user interface but focus on the automation process itself. The most common concern is the 

inability to guarantee output accuracy (54%). The next two biggest obstacles of automation are 

identified as lack of funding (34%) and insufficient expertise to maintain the software (34%). As 

has been discussed above, funding is very limited in data rescue projects, especially for non-

profit organizations (Ashcroft et al., 2018; Brönnimann et al., 2006). A lack of funding also will 

make it difficult to hire software engineers or system administrators to maintain an automated 

system. One-fifth of the participants (22%) are worried that the benefits to involve citizen 

scientists will be reduced if transcription is automated. Specifically, one participant commented 

that, without citizen scientists or human transcribers, there is “potential to miss comments in 

data”. It is also worth noting that two participants said they could think of no reason not to 

automate the transcribing process. The respondents elaborated their detailed opinions in 

subsequent questions, which are analyzed in the next section. 

Table 3.1 - Reasons that discouraged respondents from automating the transcription process. 

 

 

https://www.zotero.org/google-docs/?P0wFIN
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Overall, the majority of respondents are willing to try automation although they also have some 

concerns, predominantly around accuracy. The next section of questions allowed respondents to 

express their reactions at length.  

3.4.3.3 Concerns of applying AI 

The literature says output accuracy and time are two important factors when contemplating the 

use of automation to transcribe environmental content. This section will first discuss 

respondents’ thoughts and comments on the output accuracy. Then I will discuss the length of 

time respondents considered acceptable to set up an automation workflow. As time is an 

important factor in any research, it is necessary to know how much time participants are willing 

to spend on setting up the automation. At last, I ask respondents what are the advantages and 

disadvantages in switching to a purely automated approach in the future as well any other 

comments they might have. This led to some interesting findings about the optimum option for 

future data rescue.  

Output Accuracy 

In the survey, I asked respondents about accuracy in terms of how confident they are that 

automation will accurately transcribe the data (Figure 3.8). It is split between somewhat 

confident and not confident (36% each) of respondents. This lukewarm response matches the 

previous research, in which researchers showed concern about OCR output accuracy especially 

in transcribing handwritten records (Brönnimann et al., 2006; Craig & Hawkins, 2020; Stickler, 

Alexander et al., 2014; Wilkinson et al., 2019). Since accuracy is such an important issue, I was 

curious about any association between concerns over accuracy and any other attributes. So I 

tested the statistical significance of the confidence of accuracy in different groups of participants 

(e.g., identity, willingness to use an automated approach, years of working, expertise in climate 

research, confidence of doing technical tasks related to AI, AI experience). None of the results 

proved significant. The p-value can be found in Appendix C. This means there is no association 

between participants’ choice of confidence in output accuracy and, for example, their years in the 

field (resistance to change), the groups they are in, etc. 

Anticipating that resistance might be due to other factors, I asked them to explain. Possible 

reasons are that participants have concerns about accuracy for different reasons. The most 

identified concern about accuracy is the various data sources. Previous literature confirmed that 

https://www.zotero.org/google-docs/?pVhHEC
https://www.zotero.org/google-docs/?pVhHEC
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automated approaches are not reliable on all data sources, and the condition of the original 

material determines the output accuracy to a large extent (Holley, 2009; Klijn, 2008). Data 

source here includes quality, script type, data arrangement format (e.g., table, text), and other 

relevant variables. Even respondents who expressed confidence about automation accuracy have 

some concerns about the data source. They are particularly concerned about the ‘script’ of the 

data source, like those found in handwritten materials. Ciara Ryan, a climate data rescue 

researcher at Met Éireann commented: 

Having worked with historical meteorological records it can be difficult to decipher 

handwritten values. Unlike documents containing text where a word may be inferred 

from the context of the sentence/document, it may be difficult for automated 

programmes to accurately transcribe numerical tabular data where each value is 

independent. 

 

Figure 3.8 - Respondents’ confidence in accurately transcribing records using AI-augmented 

approaches. 

Conversely, respondents were more confident when the material was in typewritten or printed 

records. Gilbert P. Compo, a weather and climate scientist at National Oceanic and Atmospheric 

https://www.zotero.org/google-docs/?SKVEuf
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Administration (NOAA), expressed concerns for using automated transcription approaches on 

handwritten records but was confident about type written records: 

I have been part of 3 different auto transcription projects. The most advanced used the 

same software used by the US postal service to read handwriting on US mail. [The 

auto transcription software] could not predict when it would make a successful 

transcription and when it would fail [for handwritten records], making the results 

useless. In contrast, attempts to transcribe type written tables were very promising …. 

Respondents reported that accuracy depended on source format (i.e., data arrangement) as well. 

Some (60%) said automation had yet to demonstrate any progress on content arranged in tabular 

format (e.g., ledger sheets); whereas the rest (40%) were very confident about tabular records. In 

conclusion, the exact nature of the tabular format could determine the accuracy. In complicated 

cases where the original documents contain handwritten entries misaligned within entry boxes, it 

is possible for automation to miss some entries, reducing accuracy. In simple cases where all 

entries are properly formatted, it is possible to have better accuracy. 

Respondents also mentioned other accuracy issues, related to automation-induced errors, 

overhead of verification, and threshold accuracy. These accuracy issues are gaps that have not 

been addressed in past studies and may be worth considering in future projects. A couple (n = 2) 

respondents were concerned that automation might introduce systematic errors new to the data 

rescue process (e.g., wrong image processing/transcription model parameters, training dataset for 

alphanumerics). Three were worried the time required for verifying the results would be more 

than having human transcribers. It would not be worthwhile to use automated approaches if there 

is no net time saving and more errors to correct. In terms of how respondents might respond to 

possible errors, a couple (n = 2) said they realized the process would not be perfect, but they 

were “somewhat at peace with it.” It is hoped that these new findings will make it easier for 

future research to consider and evaluate the transition to automated approaches. 

Time and Resources in Setting Up the Automation 

I asked specifically if respondents would deploy automation if an acceptable short amount of 

time was needed (I left it to the respondent to determine what would be acceptable short). 

Approximately two-thirds of the respondents (68%, n = 34) said they would use it, and only 

eight percent of participants (n = 4) said they would not use it. Respondents were then asked 
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about their ideal set up time (Figure 3.9). While the answers ranged from three hours to one year, 

I calculated the average acceptable set up time as 2.5 months (75 days). This average value of set 

up time could be a guideline for future automation projects in estimating their installation and set 

up time which would be acceptable to both software engineers and researchers. A time indicator 

also could imply how many additional supporting staff a project needs to automate their process. 

The values suggest patience on the part of the respondents. One respondent commented: 

If the set-up time ultimately allows you to increase your data collection and provide 

useful research outputs for study, it seems like any amount of time would be justified. 

 

Figure 3.9 - The amount of time respondents considered acceptable to set up the project. 

Respondents mentioned that the length of time they are willing to invest may change depending 

on a number of factors. They listed the following factors in their response. The two most 

mentioned factors are the output accuracy and funding availability. Six respondents said they 

would invest more time if automation would be able to yield accurate results. Another six 

respondents mentioned funding availability and expert assistance as a factor. This affirms 

Brönnimann et al. (2018) who mentioned that funding is usually limited for data rescue projects, 

which also can limit the development of the project. Therefore, a stable and continuous funding, 
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including for a team of experts, is crucial for data rescue projects to reach a long-term endeavor. 

Bernard Ogden, a citizen science researcher and software engineer at The UK National Archives, 

said that although the Archives’ current funding model allows them to fund additional staff with 

automation expertise to help with tasks such as set up; he still finds it difficult to have experts 

maintain the system overtime. Another respondent also said they would love to use new 

technologies but only with expert assistance, and it was difficult to establish a team of experts 

with their limited funding. Overall, the six respondents said they would invest more time if 

funding and additional support staff were available. 

Relatively fewer but enough respondents also said the amount of time they would like to invest 

depends on the scale (n = 4) and transferability (n = 2) of the project. They would invest their 

time if the scale of the project was large, so the setting up time will only be a small proportion of 

the whole. Two respondents thought that time spent setting up automation would be worth the 

effort if it was applicable to other documents. Ogden shared in the comment: 

One thing we might consider is that setting up automation for one set of records may 

open up automation of more records – if we can read the handwriting in early 20th 

century minute books, perhaps we can read other documents of that period. 

There were respondents who would not choose automation (n = 4). They preferred human to 

machine digitization because they expressed the sentiment that humans would always 

outperform machines in many ways. Specifically, respondents stated that humans can learn 

through “diving into the data”; humans can add context. By contrast, machines are limited in 

their ability to really learn. They are also concerned that using automation will eventually make 

the transcription process take more time than human transcription due to the immature 

development of automated transcription. These concerns are based on respondents’ experience 

with automation. People in the historical weather community have similar experiences with 

immature OCR (Brönnimann et al., 2006). Perhaps, their opinion can easily be changed if the 

machines perform like humans or better.   

Overall, respondents appear open to the idea of implementing automated transcription if time 

allows but express concerns in terms of the amount of time they would invest. Respondents gave 

various factors that may influence their decision, such as accuracy, funding, scale of projects, 

and replicability. It is crucial to consider and optimize these factors before applying automated 
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approaches in the future. The main takeaway is to find a balance between these factors and the 

time needed to implement and maintain an automated approach.  

Loss and Gain from the Shift from Human transcription to Automation 

Early in the survey, respondents began talking about advantages and disadvantages in a shift to 

automated transcription. Respondents were overwhelmingly uniform in their responses to an 

open-ended question, “What, in your opinion, might we gain or lose if we started to use 

automation instead of humans (e.g., citizen science or paid transcribers)?” 

I code this into categories: lose categories and gain categories. Some of the respondents talked 

only about gains, and similarly, some respondents talked only about losses. We’ll start with the 

gains, although only half mentioned gains. One respondent wrote that “If automation sped up the 

digitisation process, I can’t seen [sic] any losses.” Another one wrote that “In my view the 

benefits far outweigh the downsides.” 

Almost half (42%, n = 21) said the most obvious advantage would be the ability to get more data 

in a shorter time with cheaper price. In other words, respondents think automated approaches 

would be time-efficient and cost-efficient. PiP Willcox, the head of research at The National 

Archives, said: 

…[W]e could gain a cost-efficient way of making large amounts of data computer-

readable. 

Another respondent said: 

We could gain more data of good quality, available to provide climate science, in a 

shorter period of time. 

Another reason, as succinctly put by one respondent, is that automation will allow us to “skip the 

boring bits”. Linden Ashcroft, a climate scientist and data rescue researcher from The University 

of Melbourne, said: “We would gain a lot of really useful data, and citizens who are involved in 

data rescue projects could focus on possibly more interesting aspects of climate history.” 

Similarly, Ogden wrote that “We can potentially automate at much higher volume and we [can] 

free up a lot of person time to do something else.” This clearly reflects the differences between 

data rescue, which is outcome focused, and citizen science, which is process and community 
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focused (Bonney et al., 2014; Brönnimann et al., 2018). In citizen science, the "boring bits" can 

be the interesting part of engagement.  

Peter Siegmund, a climate researcher at Royal Netherlands Meteorological Institute, expressed 

this as well, “For some people citizen science is a main sense for life. These people will lose if 

automation is used. [However,] Science and society as a whole will gain.” This quote suggests 

how gains and losses can be intertwined. For it can be a matter of transcriptional results and 

public participation.  

Thus, when discussing losses of using automation, respondents (32%, n = 16) agreed on the 

potential loss of public engagement and citizen interests if automation is used in the transcription 

process. Ashcroft commented that “We would lose an opportunity to engage people with the 

weather and climate of the past.” We would also lose “a very effective way of getting member of 

the public interacting with scientists”, as Andrew Matthews, a data rescue researcher at National 

Oceanography Centre, commented. Public engagement is quite important for citizen science 

projects as it has been pointed out by the respondents to be the second most important goal of 

citizen science transcription projects. Without the involvement, the public could lose a lot of 

learning opportunities. One respondent said: 

If the community is not involved, a good opportunity to make people concern and 

understand about the environmental problem will be lose [sic]. 

Another respondent also mentioned the loss of “educational and cultural importance of having 

people involved”. As such, it is a disadvantage if using automation will result in losing a way to 

educate the interested public. 

With less public engagement, respondents (26%, n = 13) think we would not only lose 

opportunities to educate the interested public, but also their meaningful insights. If automation 

replaced human transcribers, respondents suggested we could lose meaningful information that is 

not classified as “observation”, such as interesting notes, anecdotal notes, and metadata notes. 

Stefan Brönnimann, a data rescue researcher at University of Bern, said we could lose valuable 

metadata that are extremely important for source inspection because it might not be recognized, 

and we cannot afford it to not be recognized by automated transcription. Similarly, Harry Smith, 

a social and economic historian at King’s College London, suggested we could lose detailed, 

hands-on knowledge of the records which often contain additional information that are hard to be 

https://www.zotero.org/google-docs/?kpDS8f
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automatically transcribed but are often noted by volunteer transcribers. We could also lose the 

ability to handle uncertainties, questionable values, and odd edge cases. These valuable pieces of 

information could be lost because respondents think humans are better at dealing with 

uncertainties. For example, Ogden suggested we would lose the benefit of having human 

capacity to deal with unexpected inputs and the unexpected discoveries that a human might flag. 

This concern is empirically confirmed by the fact that valuable information may be lost in the 

process if the OCR cannot process the material properly (Brönnimann et al., 2006; Stickler, 

Alexander et al., 2014). 

In conclusion, the respondents have a clear view of what we might gain and lose from shifting to 

automation. They are excited about the benefits automation would bring, but they are concerned 

about the loss of public engagement and their meaningful insights as well. The finding is that 

losses and gains seem to be a trade-off that needs to be carefully balanced when introducing 

automated transcription. The question is: does it have to be a trade-off? 

Joaquin Osvaldo Rodriguez, a software engineer who has been dedicated to automating the data 

rescue process, has expressed in his response that we would lose nothing to try automation, not 

even public engagement. He suggested humans will always be engaged in the process, and the 

public can learn through the new process as well. This is a theory that has not been proposed 

before, and it may be interesting for future research to explore the trade-offs between loss and 

gains from the transition to automation. 

3.4.4 Rejection of using AI 

There are several respondents (n = 4) who firmly refuse using automation for future transcription 

under any circumstances. It is very interesting to find out that they have very similar concerns. 

The refusals are mostly coming from their experience. They know how automation works, and 

without exception they all have unsatisfied experience with automation in the past. They are 

worried that they will need to spend extra time and effort in employing the automated system 

compared to their current operation but ending up getting less accurate results. That is to say, 

these results will end up requiring more human-hours and efforts for quality control, and it is 

referred to as “fixing the mass” by respondent 26. Admittedly, many past attempts at automation 

have been unsatisfactory, so manual keying remains the most popular approach to transcribe 

https://www.zotero.org/google-docs/?kF9LaF
https://www.zotero.org/google-docs/?kF9LaF
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historical records (Brönnimann et al., 2018; World Meteorological Organization, 2016). It is only 

natural to reject automation at the moment and wait for a satisfactory solution. 

3.5 Discussion: calls for a hybrid model 

In the survey, many respondents (32%, n = 16) unpromptedly said that instead of having a 

computer fully handle the transcription, a human needed to be in-the-loop on this. In other 

words, they believe AI working under human supervision would be a better solution. The 

respondents used the word “hybrid” to describe this idea. This section will discuss this new 

concept, hybrid model, proposed by the respondents and its possible implementation in future 

projects. 

As discussed, the majority of respondents are looking forward to applying automation in their 

projects. Researchers like the respondents urgently need more digitized data (Brönnimann et al., 

2018), and automation has the potential to accelerate this process. Stephen G. Penny, a research 

scientist at NOAA, wrote: 

I am very supportive of a dedicated effort to automate the transcription process with 

AI/ML. This is a problem that is well suited for OCR and could have a big impact on 

climate science by improving climate reconstructions during a time where data were 

extremely limited. 

He is one of the many researchers who is very supportive of automated transcription because it 

opens the opportunity of more transcribed records that were not available digitally. Similarly, 

Eric Freeman, a data rescue coordinator at NOAA, expressed a similar opinion in his comments. 

He said automation could be very useful in transcribing the historical records he is managing, 

and he was intrigued in automation being more efficient in rescuing data. 

While most respondents are interested in automation because it can provide more useful data, 

only a fraction felt an immediate shift in transcription is needed. They believe that automation is 

the ultimate goal and that eventually we will need to look to automation for help. Specifically, 

some respondents are satisfied with their current approach (e.g., citizen science, paid transcriber) 

and are considering automation as an alternate option, while others feel the need to move to 

automated approaches because they believe it is impossible for humans to handle the vast 

number of historical records. Compo wrote in the comment: 

https://www.zotero.org/google-docs/?NTO92W
https://www.zotero.org/google-docs/?EnXlFn
https://www.zotero.org/google-docs/?EnXlFn
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We would access … billions of weather records that are already imaged but will not 

be transcribed for years or decades because the number of citizen scientists and paid 

transcribers is much too small to handle the volume. 

Praveen Teleti, a data rescue researcher at Cambridge University, also wrote: 

Automation is the answer, no amount of citizen-science projects can transcribe 

available logbooks. 

As they wrote, the number of records that needed to be transcribed is too much for humans, so it 

is necessary for automation to step in. The vast amount of data that automation can provide 

would give a step change in data reanalysis and modeling. As respondent 23 commented, 

automation is strongly needed and is the future of data rescue. 

However, as discussed in the previous section, there may be a trade-off in terms of what we gain 

or lose if we apply automation. By gaining more data with shorter time and cheaper price, we 

would lose the public engagement and non-experts’ insightful comments. However, more than 

one-third of the respondents (36%) provided an aspect saying it does not have to be a trade-off. 

Kate Willet, a climate data and monitoring scientist at the Met Office, and Peter Thorne, a 

climate scientist at Maynooth University, wrote in their response that it should not be “either/or” 

when choosing between current transcription approach and automation. Respondents think a 

hybrid model - a “people with machine” approach would be the most appropriate and beneficial 

for current data rescue operations. They think automation will not replace humans; rather, there 

will always be a role for humans, as machines and humans will coexist in hybrid models. 

To address the coexistence, respondents described what constitutes a hybrid model. Matthews 

wrote: 

I can't see machine learning fully replacing the capabilities of humans in transcribing 

data…. In the future, larger projects would probably work best using a hybrid 

approach where humans either train an algorithm, or deal with the cases where it 

fails, if they can be easily identified. 

Similarly, Penny wrote: 
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I would like to see an AI/ML solution that enhances the citizen science experience by 

providing AI/ML guided tools that allow the citizen scientist to transcribe an order of 

magnitude more records in the same amount of time. While a fully automated 

solution may be attractive, there is still benefit to human oversight and inclusion of 

the amateur community in this effort. 

Both respondents emphasized that automation will not completely replace humans; instead, they 

will be working with humans as an enhancement. Even if humans are to be removed at the 

transcription stage, they will be added back in the previous or later step. 

Without exception, respondents think it is important to add human oversight in the quality 

control step. They agreed that it is necessary to have humans inspect the automation results by 

reviewing and verifying the transcription since these records are produced by humans and would 

be best interpreted by humans. Joanne Williams, a data rescue researcher at National 

Oceanography Centre, said: 

We would probably need a hybrid model with the transcription checked by volunteers, 

as there are often problems beyond simple transcription (e.g., entries misaligned with 

boxes, corrections, explanatory notes). 

Kevin Wood, a climatologist and data rescue researcher at NOAA, also wrote: 

Even with good accuracy I can imagine a role for [citizen scientists] in some [quality 

control] operations via a hybrid interface. 

Some respondents think this hybrid model will be difficult; some think it will be easy. I believe it 

is difficult to build an automated transcription workflow from scratch because there are various 

constraints, such as time, funding, resources, etc. However, it will also be relatively easy because 

it is a hybrid model and human supervision can be very beneficial at any step to ease the 

complexity. Specifically, a hybrid model with human supervision will make it easier to detect 

common errors during and after the transcription process. It can also reduce the quality control 

time which some respondents concern that it might take too much time. 

I think that participants found a middle point between current approach and automation where 

we would have the benefits of both approaches. We would be able to get more data faster and 

cheaper by applying automation in transcription, and we would also have public insights by 
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involving humans in the process. A hybrid model seems to be the best way of applying AI-

enhanced transcription approaches. These are promises, but reality can be different. In a recent 

attempt to implement an automated transcription workflow, it was shown that a significant 

amount of effort was needed to build the automation from scratch (Y. Zhang & Sieber, 2022). 

This study shows that not only does it take a lot of effort to set up the workflow, but also the 

document preparation (e.g., image preprocessing, layout analysis, OCR). In addition, you may 

need to have experience in computer science to supervise the workflow, which implies that only 

a small percentage of researchers in the data rescue community are able to do this. Furthermore, 

Y. Zhang and Sieber (2022) said there is a lot of customization and parameterization as you build 

the workflow, so it can take more time and resources than manually keying in if the dataset is 

relatively small or you do not have the expert support. It may be a long road from manual keying 

to full automation, but it is hoped that the findings of this study and the suggestion of a hybrid 

model will make the process easier. 

3.6 Conclusions 

From this survey, I see how automation could bring a step change in historical data rescue 

with the help of willing researchers. The responses helped me understand the current status 

of data rescue projects, researchers’ various opinions towards automation and, most 

importantly, the resistance and difficulties of shifting from current approach to AI-

enhanced automation. This study is to examine what are researchers’ attitudes to 

automation, and what are the resistances to the shift. This information will be a reference to 

interesting studies, and it will form a guideline for future automation projects to make the 

shift from traditional data rescue to AI-enhanced data rescue smoother and easier. Here I 

will draw conclusions to respondents’ attitudes and opinions, delve into their implications, 

and then explore the future directions for applying AI-enhanced automation. 

Firstly, most of the respondents have knowledge about AI or AI-enhanced data rescue, but 

they barely have experience in AI. The respondents, who are core members of data rescue 

projects, are predominantly using manual transcription paid or unpaid. Very few of them 

are using OCR or other automated transcription approaches for their research. 

Secondly, the majority of the respondents said they are willing to try AI-enhanced 

transcription approaches, but there are resistances. The main resistance is the concern about 

https://www.zotero.org/google-docs/?GhlHbd
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output accuracy of handwritten data due to the vast number of handwritten records and 

unsatisfactory experience in the past. Another resistance is the funding availability, and its 

ability to consistently support additional staff with AI expertise to build and maintain the 

automation system. 

Thirdly, respondents reported a threshold number of hours for automated transcription (2.5 

hours). If it takes more time, then it is not worth it. Researchers might reconsider applying 

automated approaches if the setting up time is longer. Although, participants said they 

might consider investing more time if the output accuracy is satisfactory and funding is 

sufficient. Currently, it is known that building up an automated approach takes more than 

2.5 hours and requires more targeted expertise. Although the output accuracy of 

automation is slowly improving, there remains a huge gap between what promises and 

what it can currently deliver. We probably need a collective initiative like Zooniverse to 

make it happen. 

Finally, respondents are uniform in what they expect to gain and lose if the shift to 

automation took place. They believe that automation would bring opportunities to have 

much higher volumes of transcribed data with less time and cost, and, correspondingly, 

researchers would lose the public engagement and their meaningful insights and comments.  

The result of this study determines how researchers think of automation and provides a 

reference for future projects that are interested in applying automation. It also indicates that 

a hybrid approach might be the optimal solution instead of a pure automation approach. AI 

will work with humans, both researchers and citizen scientists, as an enhancement tool to 

provide better, faster, and cheaper transcribed data. These findings can be valuable to 

future data rescue projects and could possibly provide more than enough data for historical 

research. 
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Preface to Chapter 4 

Chapter 4 presents an AI-augmented historical records transcription workflow and its testing 

process to address the research question: “If AI-augmented data rescue is useful then what might 

an automated system look like?” This chapter builds on the result of the previous chapter to 

further reveal the opportunities and challenges of building an AI-augmented workflow. The 

creation and testing of this AI-augmented workflow allows researchers to bridge the gaps 

between multiple disciplines and work together to rescue more historical records. 

This chapter was co-authored with my supervisor, Dr. Renee Sieber, as a peer-reviewed journal 

article. We plan to submit the manuscript to Geoscience Data Journal.  
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Chapter 4. A guideline for AI-augmented end-to-end 

historical handwritten tabular data (digits) recognition 

workflow tested by DRAW dataset: Rescuing historical 

climate observations 

Abstract 

Millions of valuable weather historical records exist in paper format. Those historical records are 

gold mines where so much valuable information is buried with them. Data rescuers worldwide 

have been working hard trying to retrieve those data and transcribe them into digital format to 

make it easier to preserve, search and analyze. A great portion of the records is written by hand, 

in print or cursive handwriting. Automatic transcriptions to date have not been reliable or 

sufficiently accurate on handwritten data, so most of the historical records are currently being 

keyed in manually. Attempts have been made to integrate artificial intelligence (AI) to 

automatically transcribe the historical records, but users have to start from scratch, and the 

results have not been promising. Unfortunately, there is currently no end-to-end workflow to 

automatically transcribe historical handwritten tabular records into digital datasets for other 

researchers to build upon. Here I proposed a workflow that uses AI to automate the handwriting 

transcription process. The workflow is tested using the historical climate records from the Data 

Rescue: Archives and Weather (DRAW) project, and it can be adapted to other handwritten 

dataset with proper adjustment as well. This workflow is composed of five steps with EAST 

algorithm (Efficient and Accurate Scene Test Detector) and Tesseract OCR (Optical Character 

Recognition) embedded, and it slices the tabular data into rectangles and transcribes them into 

digital format. These five steps are discrete steps that I broke down to better accommodate future 

advances (e.g., new training data, better layout detectors). We hope the workflow proposed can 

also be a guideline that is easily replicable and can be utilized to transcribe other historical 

datasets.  
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4.1 Introduction 

Historical records are like gold mines. These data are “hidden in the past” waiting for scientists 

to unearth them out and reveal their value (Kwok, 2017). This valuable information is usually 

stored in paper form and is difficult to analyze using modern technology. In addition, paper 

records are subject to degradation and deterioration if not properly preserved, which can lead to 

the loss of important records. The paper format can also hinder the availability of records for 

sharing worldwide. One of the unsolved issues for libraries to date has been sharing the textual 

content of scanned historical records in a format that can be readily used by researchers (e.g., 

digital spreadsheets, charts) (Fischer et al., 2014). Therefore, researchers have found it important 

to transcribe historical records into a machine-readable format that can be stored digitally and 

shared freely. Such a shift would facilitate the organization, archiving and retrieval of historical 

records in archives, libraries, and repositories around the world (J.-A. Sánchez et al., 2013; Singh 

et al., 2012; Swindall et al., 2021). It can also benefit society by raising public awareness and a 

sense of social responsibility (Yasser et al., 2017).  

Researchers are also aware of the benefits of transcribing historical records, and many 

organizations and initiatives are actively transcribing historical records into digital formats 

(Brönnimann et al., 2019; Wilkinson et al., 2019). Research has shown that by far the most 

popular method is to manually key records into digital format (World Meteorological 

Organization, 2016). This includes the recent popularity of citizen science and crowdsourcing 

projects where volunteer transcribers help transcribe these records, such as Data Rescue: 

Archives & Weather (DRAW), Old Weather, and Rainfall Rescue (Wilkinson et al., 2019). 

These projects are much less costly than traditional transcription projects that hire people to 

transcribe, and they have contributed many valuable datasets.  

However, challenges remain with current projects to rescue historical records through manual 

transcription. I summarized these challenges into three categories. The first challenge is the 

amount of time required for such projects. One obstacle to current historical data rescue projects 

is that they are often time consuming (Chen et al., 2018; Fischer et al., 2014; Jenckel et al., 2016; 

Odunayo et al., 2021). The time may vary from three months to several years, depending on the 

size of the project. From a researchers’ perspective, this may hinder valuable research 

https://www.zotero.org/google-docs/?GDN8eL
https://www.zotero.org/google-docs/?yVj42g
https://www.zotero.org/google-docs/?2Ndvni
https://www.zotero.org/google-docs/?2Ndvni
https://www.zotero.org/google-docs/?rJqYIG
https://www.zotero.org/google-docs/?160TwP
https://www.zotero.org/google-docs/?I4ZFOV
https://www.zotero.org/google-docs/?I4ZFOV
https://www.zotero.org/google-docs/?DLrn7n
https://www.zotero.org/google-docs/?IHkigQ
https://www.zotero.org/google-docs/?IHkigQ


89 

 

opportunities, as some data may be time sensitive. It is ideal to have machine-readable, readily 

available data as quickly as possible.  

The second challenge is the manpower required for historical data rescue projects. Data rescue 

projects are very labor-intensive: it usually needs a large number of people, including experts, to 

complete the transcription of a set of historical data (Chimani et al., 2021; Jenckel et al., 2016; 

Odunayo et al., 2021). Recruiting transcribers and experts is difficult and expensive. Because 

data rescue projects are often underfunded, it can be difficult to recruit enough people to 

complete transcription in a reasonable amount of time. Similarly, for citizen science projects, the 

project can last a very long time, depending on how many dedicated volunteer transcribers come 

to help. These issues will cause delays in the delivery of transcribed datasets. Delays in dataset 

availability will make it difficult for researchers to keep up with current research and limit the 

time span of studies. 

The third challenge is the effort needed for interaction and training. For citizen science projects, 

a great deal of effort is needed to build a transcription platform like the DRAW or Zooniverse 

projects from scratch. In addition, a significant effort is needed to provide webinars or tutorials 

for incoming transcribers so that they can start transcribing selected historical records with less 

complications. These steps will require substantial resources and manpower, which is not ideal 

(Terras, 2022). It can be particularly difficult for large projects given the huge efforts required to 

maintain them, which limit the scalability of manual transcription (Dahl et al., 2021).  

The World Meteorological Organization (WMO) alluded that artificial intelligence (AI) 

augmented transcription may be a way for future research to overcome current challenges 

(World Meteorological Organization, 2016). There is also a growing number of studies and 

benchmarks on transcribing paper records, suggesting that AI can be an ideal solution to current 

data rescue and needs future improvements and developments (Swindall et al., 2021; Yasser et 

al., 2017). For example, incorporating AI at the scanning phase, possibly with multiple cameras, 

could help to alleviate some of the image quality issues, such as the shadows, and allow for a 

hardware solution that minimizes the amount of deleterious artifacts. Researchers believe that AI 

can alleviate the gap in manual transcription, but this raises new concerns. Many benchmark 

algorithms have only been tested for processing modern documents and rarely for historical 

documents (Gatos et al., 2014). Of these, even fewer deal with handwritten records, let alone 

historical cursive handwriting. Some studies focusing on historical records pointed out that 
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transcribing handwritten documents, especially cursive documents, is much more difficult than 

printed documents, and that a large portion of historical documents are handwritten (Chamchong 

et al., 2019; Firmani et al., 2017; Lehenmeier et al., 2020). The variety of handwriting styles and 

the poor condition of the original documents make historical handwritten document transcription 

even more difficult (Alabau & Leiva, 2012). This is a gap that has not been well studied and 

explored, and researchers expect that AI should be able to help address it. 

The goal of this paper is to develop a generic workflow that can automatically transcribe scanned 

historical handwritten documents into machine readable datasets with good robustness for 

different types of documents and handwritings. I propose a customized strategy to digitize 

scanned handwritten tabular records by bringing together different machine learning models. In 

this work, my contribution is to combine layout analysis and text recognition, two of the most 

important steps found by data transcription studies but often researched separately, into a robust 

workflow that employs machine learning techniques to improve performance. I am not 

concerned with achieving state-of-the-art accuracy rate or examining the performance of 

different machine learning. Instead, I focused on integrating layout analysis and text recognition 

with machine learning techniques into a robust workflow to transcribe historical handwritten 

tabular documents. In this sense, the workflow will serve as a guidance for future research on 

automated historical document transcription, and the performance can be improved through 

proper hyperparameter tuning, model training, and algorithm optimization. It will also serve as a 

benchmark for future research at the intersection of historical data rescue, citizen science, and 

machine learning. 

This workflow is tested on weather records from the McGill Observatory. These observations 

contain valuable information on the development of science, historical climate studies, historical 

environmental changes, and their social impacts. The scientific significance of these observations 

is crucial to understanding long-term climate change over the past centuries, the environmental 

history of nineteenth century Canada, and the evolution of weather forecasting. Knowledge of 

these registers is also useful for studying the historical weather records of other countries, as the 

format of these registers is standard and typical of weather registers from the late nineteenth and 

early twentieth centuries worldwide. 

The paper is organized as follows. I will first summarize past experiences and related works in 

automating the transcription process. Then, I will present the DRAW dataset on which I tested 
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this workflow. The next section describes my attempts at building this transcription workflow, 

which includes detailed documentation of the approaches that were successfully implemented 

and those that I tried but were not promising. This workflow I built consists of five discrete 

steps, each of which is well documented and maintained. The discussion section then evaluates 

the performance of this workflow from three perspectives: input driven, output driven, and 

model driven. Finally, this paper summarizes the challenges that readers may face when trying to 

reproduce this workflow and talks about future directions and next steps. 

4.2 Related works 

The idea of applying automation in data rescue has been extensively discussed in the last 

decades, especially in climatological studies. However, most projects still rely on manual 

methods, such as hiring transcriptionists or recruiting citizen science volunteers to key records 

online or offline in a given template (Brönnimann et al., 2006; World Meteorological 

Organization, 2016). This is partly because the application of automated data rescue has not been 

widely tested: only a few projects have attempted to automate the data rescue process (e.g., 

OCR) in their projects (e.g., Stickler, Alexander et al., 2014; Wilkinson et al., 2019). From these 

projects, the researchers concluded that the automation techniques (e.g., OCR) currently used in 

data rescue projects are still under development and need to be improved. Issues identified when 

testing automated approaches include low accuracy, which is mainly due to poor image quality, 

difficulty in handling handwritten material, and not being robust enough to handle different 

formats (e.g., table, text) and content (e.g., digits, characters, alphanumerics) (Blancq, 2010; 

Stickler et al., 2014; Stickler, Alexander et al., 2014). Regardless of these difficulties, researchers 

believe that technological advances will help improve the performance of automated data rescue 

approaches and that state-of-the-art techniques, such as AI, could be the future direction for 

refining the transcription of historical records (Chimani et al., 2021; World Meteorological 

Organization, 2016). 

AI has been used in many fields, and it can make many things possible that were once 

impossible. Automatic transcription used to be one of those impossible things. In a 1985 study, 

researchers found that OCR could not handle a variety of fonts and formats, but they believed 

that with AI enhancement and proper training, OCR would be able to process a variety of fonts 

and formats (Harnett, 1985). Later studies have proven this hypothesis. Studies have shown that 
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AI enhanced OCR has witnessed tremendous improvements and breakthroughs in recent years, 

and current research on refining OCR is almost always integrated with AI techniques (Memon et 

al., 2020; Terras, 2022). This proves that AI can be of great help for data rescue projects. A huge 

advantage of AI augmented data rescue over manual rescue is the amount of time it can save 

(Fischer et al., 2014). This is very beneficial for research that is time-sensitive or projects that 

have a large number of records, as manual transcription is almost impossible in terms of time or 

financially. Therefore, AI may be a great solution to improve automated data rescue projects, and 

it is crucial to investigate AI-augmented transcription approaches to refine current data rescue 

projects. 

Although there are many benchmark algorithms for OCR and other techniques, there is no all-in-

one solution for historical records transcription. In order to provide an end-to-end solution, 

techniques such as layout analysis and character recognition need to work in combination (J. A. 

Sánchez et al., 2019). One challenge in providing an automated solution for historical records 

transcription is that current studies have focused on improving the model and performance of 

each single algorithm rather than having them work in combination (Dahl et al., 2021). Layout 

analysis, in particular, is often overlooked when developing an OCR transcription algorithm, 

such as Tesseract, paddleOCR, and easyOCR (Shen et al., 2021). These algorithms are not 

equipped with powerful layout analysis capabilities. Especially for tabular data, it was found that 

transcription tools such as Transkribus, and OCRopy failed to detect the table and locate the text 

(Lehenmeier et al., 2020). To address this issue, many studies have suggested that we should 

develop a workflow that includes the necessary combination of techniques for document 

transcription, which includes but is not limited to preprocessing, layout analysis, text recognition, 

and post-processing (Chamchong et al., 2019; Neudecker et al., 2019). This idea has been tested 

in multiple languages and formats and has proven to be very helpful. It provides a direction for 

future attempts to automate historical records transcription. 

Layout analysis is an important part of the transcription workflow. Layout analysis identifies 

regions of interest and passes them to the recognition algorithm in a recognizable format. On the 

one hand, there are many state-of-the-art deep learning algorithms for layout analysis, the most 

commonly used benchmark examples being TableNet (Paliwal et al., 2019), CascadeTabNet 

(Prasad et al., 2020), and LayoutParser (Shen et al., 2021). Test cases reported that these 

advanced algorithms sometimes failed to detect the object of interest. Therefore, later studies 

https://www.zotero.org/google-docs/?BNBbPk
https://www.zotero.org/google-docs/?BNBbPk
https://www.zotero.org/google-docs/?OiGRVn
https://www.zotero.org/google-docs/?iSKSFV
https://www.zotero.org/google-docs/?iSKSFV
https://www.zotero.org/google-docs/?l498ba
https://www.zotero.org/google-docs/?mPqlh4
https://www.zotero.org/google-docs/?MHW5Sw
https://www.zotero.org/google-docs/?mR2h4B
https://www.zotero.org/google-docs/?jnqDe9
https://www.zotero.org/google-docs/?vhozdU
https://www.zotero.org/google-docs/?ATq7FP
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have attempted to improve these algorithms by fine-tuning the models, and they have proven to 

be successful (e.g., Odunayo et al., 2021; Ziomek & Middleton, 2021). On the other hand, there 

are also off-the-shelf software packages for layout analysis (e.g., Transkribus, ABBYY 

FineReader). These software also use AI techniques, and test cases show that they do not 

perform consistently and may introduce errors (e.g., Lehenmeier et al., 2020; Odunayo et al., 

2021). Two challenges raised by many studies are analyzing borderless tables and collecting 

training data to fine-tune the algorithm. There is currently no specific solution to analyze 

unbounded tables (e.g., tables with faded boundaries), and this is a gap that needs to be filled in 

future studies (J. A. Sánchez et al., 2019). The challenges of training datasets will be discussed in 

detail in a later paragraph. 

OCR is another essential part of the workflow. OCR converts text (e.g., printed, typewritten, 

handwritten) from a document (e.g., scanned images, photographs) into a machine-encoded 

format so it can be stored and analyzed digitally. It has been used in many fields such as 

recognizing license plates, invoices and legal documents (Singh et al., 2012). With the 

development of OCR, researchers have started to explore its capabilities in preserving historical 

records (Chimani et al., 2021; Swindall et al., 2021; Yasser et al., 2017). In the past decades, AI 

techniques have contributed significantly to the advancement of OCR (Memon et al., 2020). 

Recent state-of-the-art OCR algorithms have made extensive use of deep learning algorithms 

such as convolutional neural networks (CNNs) (e.g., Firmani et al., 2017), recurrent neural 

networks (RNNs) (e.g., Parthiban et al., 2020), and hybris of CNNs and RNNs (e.g., Chamchong 

et al., 2019). However, studies have found that even advanced algorithms are challenging to 

recognize historical handwritten documents (Alabau & Leiva, 2012; Firmani et al., 2017; Jander, 

2016; Swindall et al., 2021). This problem remains a gap, but research suggests that it can be 

solved by training and fine-tuning the model with proper training datasets (Terras, 2022). Again, 

this leads to the challenge of collecting training datasets, which will be covered in the next 

paragraph. Studies also point to future directions for OCR improvement and refinements, that is, 

making it more robust and easier to use (Jenckel et al., 2016; Memon et al., 2020). 

Of all the challenges in building a transcription workflow, the most pressing difficulty is the 

collection of training datasets. Studies have proven that building a customized training dataset 

and using it to refine the model is beneficial because it improves accuracy, shortens runtime, and 

makes the algorithm more robust (Fornés et al., 2017; Holley, 2009; Prasad et al., 2020; Shen et 

https://www.zotero.org/google-docs/?ZGLTRt
https://www.zotero.org/google-docs/?lhK5gx
https://www.zotero.org/google-docs/?lhK5gx
https://www.zotero.org/google-docs/?MPgQtG
https://www.zotero.org/google-docs/?jMMdh9
https://www.zotero.org/google-docs/?GDgFTn
https://www.zotero.org/google-docs/?7U2qFm
https://www.zotero.org/google-docs/?W277W1
https://www.zotero.org/google-docs/?r8B1oP
https://www.zotero.org/google-docs/?WJSL3L
https://www.zotero.org/google-docs/?WJSL3L
https://www.zotero.org/google-docs/?IyhqCT
https://www.zotero.org/google-docs/?IyhqCT
https://www.zotero.org/google-docs/?AoJsNv
https://www.zotero.org/google-docs/?NfnXpO
https://www.zotero.org/google-docs/?tO2ClN
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al., 2021; Terras, 2022). However, this is a challenging task in both layout analysis and OCR. 

One challenge is that there is no dataset suitable for cases, so in most cases it is difficult to find 

suitable existing training datasets (Dahl et al., 2021; Fischer et al., 2014; Nikolaidou et al., 2022). 

However, there is no easy way to create training datasets from scratch without prerequisite 

knowledge (Shen et al., 2021). In addition, it is often difficult to collect enough training data, 

especially for small collections (Lehenmeier et al., 2020). Even if researchers are able to collect 

enough data, building a training dataset is very expensive, labor intensive, and time consuming 

(Swindall et al., 2021; Yasser et al., 2017). Therefore, the difficulties in the training step 

represent a remaining gap in the development of transcription workflows. Possible solutions such 

as transfer learning have been proposed and tested as effective (e.g., Ströbel et al., 2022) and it is 

worthwhile for future studies to explore and find solutions to fill this gap. 

4.3 DRAW dataset - paper registers at McGill Observatory 

The McGill observatory weather logbooks (hereafter referred to as “registers”) are housed at the 

McGill University Archives and are classified as accession number 1491. These registers are 

recorded and maintained in paper format in tens of thousands of pages contained in hundreds of 

registers. The DRAW datasets are those registers that contain sub-daily observations from 1874 

to 1964. The registers were categorized into five main register types with a total fourteen 

subtypes to distinguish the various ways of recording observations. The data are recorded sub-

daily in tabular format, primarily containing numbers, although there are letters and words as 

well (e.g., cardinal directions for wind; descriptions of weather conditions). These records are a 

part of Canadian cultural legacy and represent an important part of the scientific heritage of 

McGill University, City of Montreal, and Canada.  

In this study, I focused on register type 150, which contains weather records from November 1st, 

1884 to December 31st, 1899 (Figure 4.1a). The registers are A2-sized ledger books with three 

days of observations on each page. The tables are densely packed with digits and are written in 

Palmer style cursive script. These registers are estimated to contain 1,295,658 observations in 

3707 pages of scanned images. It is slightly more than one-third of the entire DRAW data 

collection. These registers were scanned and stored as tiff and jpeg images, where each image 

shows a page of the registers. Observations were recorded sub-daily, including barometer, 

humidity, wind, clouds, rain, snow, and many other readings. In my case study, I selected air 

https://www.zotero.org/google-docs/?tO2ClN
https://www.zotero.org/google-docs/?kwzjBc
https://www.zotero.org/google-docs/?HgCrui
https://www.zotero.org/google-docs/?S786xD
https://www.zotero.org/google-docs/?uVfuWK
https://www.zotero.org/google-docs/?A3ygbO
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temperature, wet bulb, vapor pressure, relative humidity, and other calculated variables because 

it included integers and float types. I decided not to focus on the alphabetical characters because, 

as will be described below, there are no image training datasets for Palmerian alphabetical fonts.  

 

 

 

 

 (a) One sample page of the DRAW ledger sheet. (b) Three crops are created per page. 

Figure 4.1 - Examples of register type 150 weather records from the DRAW dataset. 

4.4 A workflow for future references 

The task is to develop a generic and robust workflow to help extract information from historical 

records using machine learning techniques. There are in total five steps for this workflow: (1) 

image preprocessing; (2) text line segmentation; (3) bounding boxes detection; (4) optical 

character recognition; (5) data rearrangement. Figure 4.2 shows a diagram of this workflow. The 



96 

 

result of each step will be the input to its next step. The layout analysis, i.e., the detection of text 

blocks or regions prior to OCR, is divided into the second and third steps here, as there is no off-

the-shelf layout analysis capable of handling the DRAW dataset. Details will be explained in 

later sections. 

 

Figure 4.2 - A diagram of this workflow. 

Rather than focusing on state-of-the-art performance and accuracy, this workflow emphasizes 

providing real solutions to the pressing needs of historical records transcription. This section 

provides details about the proposed workflow. The workflow went through many experiments 

with various techniques and models, and I have also documented the challenges encountered and 

the corresponding solutions in this section. In each step, I first describe its purpose. Then I 

describe the experiment. The python scripts are available at 

https://github.com/y2749zha/dareOCRthesis. 

Prior to imagining a workflow, I experimented with Transkribus because its OCR engine is 

trained on handwritten cursive.12 While the character recognition was superior to the LSTM 

models I eventually used (see below), I found that the layout analysis was not sufficient. Many 

 
12 https://readcoop.eu/transkribus/ 
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observations in the table were not detected in the first place. This is what drew me to conceive of 

a workflow. 

4.4.1 Image preprocessing 

One may think of OCR as text processing, but it actually is image processing. Preprocessing of 

images is a transformation taken to improve the quality of the original image so that it can be 

more easily analysed in the later steps. In general, image preprocessing includes image resizing, 

grayscale conversion, image enhancement, and many other transformations. This step is 

necessary because the quality of the input images can greatly affect the quality of the output 

results (e.g., Klijn, 2008). Holley (2009) mentions two common types of image handling that are 

very useful for OCR workflows, namely grayscale processing and blurring. Grayscaling which 

is the conversion of an image containing any colour to shades of grey. Grayscale images are 

better and easier to handle in identifying text lines or characters (e.g., grey may be preferable to 

black and white since grey can better capture light touches of a pen) and can help reduce the 

complexity of later steps. Blurring, also known as image smoothing, is the convolution of an 

image with a low-pass filter kernel, which is highly effective at removing noise in an image. The 

preprocessing also can eliminate possible errors for later analysis, which will save time and 

effort significantly. 

I test the image preprocessing step with the scanned images in the DRAW image repository. In 

this case, I crop the image only to the variables that I decide will be transcribed for this test. Due 

to the large size of each ledger (A2 size), I choose to work with a subset of variables that have 

different numerical ranges, including integers and decimals. By including both integer and float 

type numbers in one page, I hope the workflow testing will be more robust as innovations 

appear. The selected variables are cropped from the registers into rectangular images. There are 

three crops per page because each register has three days of observations per page, as shown in 

Figure 4.1b. The crops are labelled according to the date of observation, which will be important 

later for traceability and rearrangement. One also could crop or resize to create consistent dots 

per inch or consistent margins. 

I then subject these crops to image enhancement (see Figure 4.3 for an example). The accuracy 

of the recognition result depends heavily on the quality of the original image (which of course 

depends on the quality of the original ledger sheet). Quality here refers to pixel noise and 

https://www.zotero.org/google-docs/?ilebyk
https://www.zotero.org/google-docs/?It2GbU
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character edges. Less pixel noise and sharper character edges is a precondition for OCR 

accuracy. I preprocess images with the OpenCV library,13 a computer vision software library, as 

it is a widely used software library for computer vision that supports multiple interfaces and most 

operating systems.  

 

Figure 4.3 - Example of a value that may require enhancement (could be a number that entered in 

pencil that was erased). 

I used two preprocessing techniques to increase machine readability of the images, grayscaling 

and blurring. We performed grayscale processing on the DRAW registers, and then 

experimented with blurring on the grayscale images. I read the OpenCV documentation, which 

has examples of noise and blurring remedies. We manually examined a few crops and found they 

contained what is called salt-and-pepper noise. So, we chose a median blur, which is very 

effective against that noise. However, those steps may not be necessary for other documents that 

are not from DRAW. This preprocessing is contingent on the quality of the input images. The 

user will need to do a manual inspection of a sample of pages to determine which processing is 

optimal. Experimentation may also be needed to determine the specifications of the processing. 

The choices here or in the later steps can be interactive. In other words, experiments in the 

subsequent steps can modify the prior steps. For example, in this step, various morphological 

transformations are initially experimented to enhance the detection of text lines and bounding 

boxes. However, it does not work well with the OCR step, so I put these transformations as an 

intermediate layer in the text line segmentation step, which will only be a guidance to the 

segmentation and will not be reflected in the segmented stripes. 

One challenge found after preprocessing is the faded table border shown in Figure 4.4a. In 

general, a well-defined table boundary as well as content is necessary to recognize the table 

content. Even after we did preprocessing, we found that the table outlines of the registers were 

blurred. This is a problem for off-the-shelf computer algorithms to accurately identify the layout 

of the tables. We tried several state-of-the-art software and algorithms for layout analysis (e.g., 

 
13 https://opencv.org/ 
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TableNet, CascadeTabNet, LayoutParser) to detect the table structure of the DRAW registers. 

However, none of these software and algorithms can detect every entry of the table. They are not 

suitable to process handwritten tabular documents with faded table outlines like the DRAW 

dataset. This makes it difficult to automate the transcription process. Therefore, special care 

needs to be taken in layout analysis for historical records. Layout analysis is the detection of the 

document structure, in this case the detection of text regions. To solve this problem, I separated 

layout analysis into two steps - text line segmentation and bounding box detection - to achieve 

recognition of each table entry. The details are explained in the following section.  

 

 

(a) Poorly defined table boundaries. (b) Values that are not well aligned. 

Figure 4.4 - Challenges of layout analysis. 

In this step, a total of 37 pages are processed into 100 crops. 

4.4.2 Text line segmentation 

Text line segmentation is an important step in document image processing, where text lines are 

individually detected and segmented. It also can be used for tabular records where the table lines 

are blurred or faded. Instead of detecting table lines, text line segmentation detects the gaps 

between text lines and automatically splits the data table into rows based on the invisible grid. 

This step is necessary because it can help overcome the challenges in analysing the layout of 

historical records. We take for granted that OCR can easily identify the boundaries of a number 

or a word. However, Shen et al. (2021) and Lehenmeier et al. (2020) tested and demonstrated 

that current OCR software and algorithms are not equipped with sufficient layout analysis. OCR 

https://www.zotero.org/google-docs/?6UBI2h
https://www.zotero.org/google-docs/?11t53G
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may use lines as a guide to that identification. One of the major drawbacks of historical tabular 

records is that their table boundaries are not well defined and often faded, as shown in Figure 

4.4a. As a result, it is difficult for OCR to locate the text in the tables. Another challenge is the 

values that are not well aligned with the rows and columns. Each cell of the table should contain 

only one value. However, due to varying writing styles of different observers, some cells may 

have more than one reading, as shown in Figure 4.4b. Some of the values also may be in between 

rows or columns. This can interfere with the OCR. Therefore, text line segmentation is an 

important intermediate step to make the text ready to be processed by the character recognition 

algorithms. It also should be robust. The hope is that, with minor modifications, the segmentation 

algorithm should be able to be used for other similar records as well.  

Two common means of aiding text segmentation are thresholding and reducing. Thresholding is 

the process of assigning pixel values to zero or maximum value based on the provided threshold 

value. It is only performed on grayscale images. Thresholding distinguishes the pixels we are 

interested in from other pixels. Reduce function reduces the image into a set of one-dimensional 

vectors. 

In testing the DRAW registers, I found that I needed to further refine the image processing to 

prepare the data for this step. These processes are not reflected in the segmentation result; it only 

serves as an intermediate layer for text line detection. The results of the image preprocessing step 

first undergo some morphological transformations, which is optional and depends on the 

conditions of records. For example, opening is applied to remove the noise next to the object to 

make the segmentation more accurate. Here, a 5 * 5 rectangular kernel is used for the opening 

transformation. Other transformations include erosion and dilation. Thresholding is performed 

after the morphological transformations, which highlights the text to some extent and helps later 

operations to detect the text lines. The result of the thresholding process is passed to the reduce 

function, where the upper and lower edges of the text line are calculated and detected according 

to a threshold value adapted to the DRAW registers.  

In our case, thresholding makes it easier to identify characters and text lines. Otsu’s thresholding 

is used in our test to help detect gaps between rows. It distinguishes the pixels we are interested 

in from other pixels and avoids having to choose a value by automatically determining an 

optimal threshold value. Thresholding is also required for reducing. We used REDUCE_AVG, 

where the average pixel value of each row is calculated and stored in the output array. The gaps 
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can be calculated and detected by comparing the average pixel value of each row, where zero 

represents black and 255 represents white in grayscale images. 

Originally, I thought this would be a process of subdividing the crops into strips. So I tested the 

DRAW registers on single split, where it effectively divides the crops into discrete and non-

overlapping strips. As shown in Figure 4.5a, this approach divides the text line in the middle of 

the gap between upper and lower contours by averaging the upper and lower contour lines. This 

is usually used for well aligned, neatly written documents, where no noise (here splotches but 

also parts of characters) are found in the gaps. However, for pages that are not neatly written or 

have ink spots in the middle of two rows, this single split approach does not remove unwanted 

noise in the gaps that will interfere with the recognition step. I then came up with a double split 

method. Double split, as shown in Figure 4.5b, segments the text lines according to its contour. It 

helps truncate the outline bits of characters and makes the writing of the resulting rows more 

uniform. Therefore, the double split is usually used for documents that are not aligned neatly or 

have characters that are frequently out of the line.  

Both of these splitting approaches are calculated based on the upper and lower contours returned 

by the reduce function. In the testing of DRAW pages, I switched between these two 

segmentation methods depending on the condition of the page to make the segmentation result 

neater.  I tested both methods through the subsequent steps and found that the single split would 

suffice for this particular register type. By making the results neater, the bounding box detection 

and character recognition steps will be able to process the images with ease. 

Figure 4.5 - Examples of line segmentation approaches. 

  

(a) Example of single split. (b) Example of double split. The rows from 

blue lines to green lines are the output result. 
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Overall, recent research on layout analysis tends to downplay the segmentation of text lines and 

focus on using neural networks to identify all elements in a page (e.g., Paliwal et al., 2019; 

Prasad et al., 2020). Methods that focus on segmentation are also using neural networks (e.g., 

Dahl et al., 2021; Fischer et al., 2014; Lehenmeier et al., 2020). As suggested by Shen et al. 

(2021), reproducing and adapting an existing deep learning algorithm can be time-consuming 

and frustrating, and there is no easy way to finetune and retrain the model. Neural networks in 

this case are too convoluted for reproduction, as I found it sufficient to use the basic algorithm in 

this step. I discovered that both single split and double split can efficiently segment the text line 

for the DRAW registers and thus save the time and resources needed to train and set up deep 

learning models. 

I tested columnar segmentation on DRAW crops, but I found the result not as promising as row 

segmentation. The biggest problem is that in some edge cases, a column of floating numbers can 

be split into two columns at the decimal point due to the way it is written. This can truncate 

numbers or words if they overlap with nearby cells. In contrast, row segmentation is less prone to 

similar problems and is very accurate. 

The segmented rows are numbered according to the observation date and number of rows 

automatically by the algorithm. This nomenclature ensures traceability, so that any image can be 

found in the original record at a later step. It will bring context to images that are difficult to 

recognize in the later step, which is important for data quality control and future error checking.  

This will also enhance the sustainability of any data rescue workflow. 

In this step, the 100 crops are segmented into 581 rows by single split. 

4.4.3 Bounding boxes detection 

Bounding box detection is a common, albeit hidden, step in OCR. A bounding box is a rectangle 

that contains the object on the image to be detected. It makes it easier for computer algorithms to 

find what they are looking for and saves computational resources. In effect, bounding box 

detection is about finding where characters are located in a field of pixels and isolating them, and 

then the OCR will try to identify which characters are the mixture of grey, black and white. This 

means each data entry needs to be passed separately to the character recognition so that it can 

accurately recognize the text. Therefore, bounding boxes detection is important and necessary. 

https://www.zotero.org/google-docs/?oOohcE
https://www.zotero.org/google-docs/?oOohcE
https://www.zotero.org/google-docs/?Gn0b4D
https://www.zotero.org/google-docs/?Gn0b4D
https://www.zotero.org/google-docs/?jCFmHT
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This step takes the segmented rows from the previous step as input, detects the bounding boxes 

of each observation entry, and crops them into individual ordered images accordingly. Separate 

bounding boxes help the OCR algorithm to detect the target region and transcribe the 

alphanumeric contents within the region. I added a label to each box to enhance traceability of 

each observation and this region separation can also eliminate the risk of the recognition 

algorithm transcribing two closely recorded observations into one.  

Bounding box detection can generate lots of boxes for a single object as well as overlap objects 

(e.g., two numbers). In OCR packages, this is opaque to the user; however, it is necessary to 

understand this in this workflow. The ultimate goal of bounding box detection is to efficiently 

encapsulate one and only one object, and you want to be confident that an object exists in the 

bounding box. Therefore, special care must be taken beyond bounding box detection to ensure 

this. 

Bounding box detection has been a challenging task because historical handwritten records were 

often contributed by many people, which would result in different writing styles. Research has 

shown that some writers minimize the space between two observations, while others may leave 

too much space (Clinchant et al., 2018). This inconsistent writing style makes it extremely 

challenging to separate each observation entry without human intervention. This challenge has 

also hindered the transcription of many historical documents. 

In the tests with the DRAW ledgers, a bounding box is constructed for each observation to 

separate the observations in the text line segmentations (Figure 4.6). We wrote python code that 

called a pretrained model called Efficient and Accurate Scene Text Detector (EAST) (Zhou et 

al., 2017) to detect and draw the bounding box of each observation entry. This detector utilizes a 

convolutional neural network to perform word or text line level detection. The model is 

pretrained on ICDAR 2015 dataset and ICDAR 2013 dataset. ICDAR 2015 consists of 1000 

images for training, which is used in Challenge 4 of ICDAR 2015 Robust Reading Competition 

(Karatzas et al., 2015), and ICDAR 2013 is comprised of 229 images for training, which is used 

in Challenge 2 of ICDAR 2013 Robust Reading Competition (Karatzas et al., 2013). The two 

training datasets are annotated by word level rectangular bounding boxes.  

https://www.zotero.org/google-docs/?XaryoS
https://www.zotero.org/google-docs/?ZQxRgu
https://www.zotero.org/google-docs/?ZQxRgu
https://www.zotero.org/google-docs/?LO4ztt
https://www.zotero.org/google-docs/?piydBT
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Figure 4.6 - An example of bounding boxes identified on a segmented row. 

Figure 4.7 shows that output bounding boxes may not be discrete, as described above. For 

instance, a bounding box may contain two observations if they were written closely together. I 

did a visual inspection of a few of my samples to determine a confidence threshold to eliminate 

overlap. A confidence score here is a value between zero and one, which indicates the likelihood 

that an object is present in the bounding box (e.g., a confidence of 0.8 would indicate that there is 

an 80 percent chance that an object exists in that bounding box). This is an iterative process to 

attempt to minimize the overlap. A default value is also available if visual inspection is not 

preferred. The EAST documentation suggests that you apply non-maximum suppression, and 

among the overlapping bounding boxes, only those with maximum confidence are kept valid, 

while the others are suppressed. These remaining bounding boxes are the final result and are 

cropped into individual images.  

 

(a) An example row with overlapping bounding boxes for each number. 

 

(b) An example row with overlapping bounding boxes, sometimes one containing two 

observations. 

Figure 4.7 - Bounding boxes detection without non-maximum suppression and thresholded 

confidence scores. It is important to eliminate overlapping bounding boxes and those that contain 

more than one observation. 

I originally tried generating bounding boxes from entire intact ledger sheets. Experiments show 

that smaller input images produce better results than larger ones. Due to the large dimensions of 
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DRAW registers (A2 size), crops are important and necessary to accurately detect the bounding 

boxes of each entry, although I found that even crops were too large. When a whole page is 

entered for bounding boxes detection, it is likely that some data entries are not detected. This can 

be very problematic in transcriptions, as the missing values can cause a lot of chain effects. 

However, input like the segmented rows do not have similar problems. All data entries can be 

detected as bounding boxes, so no values will be missed for transcription. This is why text line 

segmentation is a necessary step before bounding box detection. We grant that this requires 

considerable human intervention. The user could take a sample and visually compare with the 

text lines. For example, the user could start with the default settings of the bounding box, as we 

did, and then shift the threshold. 

Similar to text line segmentation, we label the cropped images. The python script for this step 

includes code to automatically assign each image name, the observation date, row number, and 

column number. The labelling retains traceability to the original handwritten registers and also 

ensures transparency in the workflow, where errors made at each step can be easily tracked and 

corrected. It will also encourage thorough documentation among each step. Innovation and 

improvements happen every day so I attempted to design a workflow in the hopes that 

algorithms can be swapped in and the workflow can be refined. That way, modifications can be 

made more easily to each step without having to interpret each step from scratch. Traceability 

also makes it easier to manage these images in a database for future usage, such as for citizen 

science projects and training dataset construction.  

In our code, EAST detects the bounds. Our code then crops 3954 bounding boxes from the 

previous 581 text lines. The Reduce function above allowed us to identify and produce crops for 

empty cells (boxes with no values) as well as full cells. 

4.4.4 Optical character recognition 

To reiterate from above, OCR is the conversion of text images into machine-encoded text. It is 

important to use the cropped images as input because, unlike restaurant receipts, most OCR 

engines do not have the ability to accurately process a full page of weather or dense text without 

any layout analysis (Lehenmeier et al., 2020; Shen et al., 2021). An OCR step separated from 

preprocessing and layout analysis also will aid in tracing the source of errors.  

https://www.zotero.org/google-docs/?KjoTMg
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The cropped images from the third step are fed into OCR for transcription, and the output are the 

transcription results. For the DRAW registers, I chose Tesseract version 5 character recognition. 

As with earlier versions, Tesseract is open source and works with multiple natural languages; 

version 5 employs a long short-term memory (LSTM) neural network that uses back propagation 

to refine the recognition of dynamically changing text (Sak et al., 2014). 

The training data and the trained model are as important as the algorithm itself. The quality of 

the recognition results depends heavily on the suitability of the trained models, and similarly, the 

quality of the trained model depends almost entirely on the quality of the training dataset. There 

is no publicly available model trained on handwritten Palmerian cursive used in the DRAW 

dataset. Consequently, I used a total of three models in this workflow: the baseline Tesseract 

model (eng.traineddata) and two custom retrained models. The two latter models are retrained on 

the baseline model with different training datasets. One custom model is retrained on the MNIST 

dataset (LeCun & Cortes, 1998), which is considered to be one of the most cited dataset for 

handwritten digits in a normalized form (mnist.traineddata). The other model is retrained on 

printed float digits in various fonts (printed_digits.traineddata).  

As previously, I initially experimented with OCR on uncropped full pages. As anticipated, the 

recognition output was difficult to interpret (e.g., 2589 52.5896 63256 instead of 25.89 52.5 89 

66 32 56); whole rows were not transcribed; individual values were missed; empty cells (i.e., null 

values) that were essential for correct interpretation were ignored. Recognizing empty cells is a 

crucial gap in OCR of tabular data. The benchmarking algorithms focus on identifying existing 

objects and neglects the empty space. In the DRAW dataset, empty cells represent that no 

observations were taken on that day, and it is important to retain this information for proper 

interpretation. 

This confirms past research that current OCR engines perform poorly without introducing a 

layout analysis step (e.g., Lehenmeier et al., 2020; Shen et al., 2021). Whole text lines also were 

tried as input to the OCR. The results improved but remained difficult to distinguish different 

number readings when two entries were close together. The cropped individual data entries 

proved the best improvement and were selected as the OCR input.  

Regardless of the training dataset, Tesseract usually needs to be configured for the elements to be 

detected. In this case, it was set to recognize the input as integers or floating point numbers as 

https://www.zotero.org/google-docs/?7Oq5fe
https://www.zotero.org/google-docs/?rbx94h
https://www.zotero.org/google-docs/?TThq3n
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well as other factors.14 (We should note that there are alphabetical characters in the ledgers that 

we did not test here.)  

I performed character recognition for each trained model (see discussion for performance). The 

transcription result of each data entry is paired with its confidence score, and the pair is labeled 

with its original position in the registers. This confidence score is returned by the Tesseract itself 

and can be used as an alternative to evaluate transcription results when ground truth value (i.e., 

the observation has been transcribed) is not available. I write code to label the results with the 

confidence score.  

4.4.5 Data rearrangement (maintaining the layout) 

Rearranging the data is usually achieved by labeling the transcription results. Rearrangement is 

very important because without it, the output is just arbitrary texts that are not arranged into 

datasets. This means that the output results are not associated with any row and column 

information, so the labeling serves the need of associating the results with the original sheets. It 

also serves traceability to prior steps, for instance, in cases where parameters should be adjusted 

to improve bounding boxes. This step usually involves putting the results in a list (e.g., a matrix 

with confidence values) and arranging the results following the original layout of the page. 

In the DRAW example, the input images are automatically sorted according to the observation 

date, row number and column number in the recognition step (e.g., 1884-02-13_1_3.jpg). These 

labels can be used to track the location of each observation on the original ledger sheets; row 

numbers are associated with the time of observation (e.g. 7:03 am) and column numbers are 

associated with type of observation (e.g., vapor pressure). The transcription results and 

confidence score for each observation are matched and categorized by the corresponding 

transcription models. At last, the transcription result is collated into data frames along with 

confidence scores and its original positions and exported as CSV files. There is no extra 

parameterization for the DRAW records. 

In this workflow, the results are rearranged into their original structure based on the layout 

retained in each step. They are stored in a database in their original structure, so that date ranges 

and different observations can be easily queried, and files of transcription results can be easily 

 
14 https://github.com/tesseract-ocr/tesseract/blob/main/doc/tesseract.1.asc 
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retrieved. This also means that each result can be easily traced back to each step, which is 

extremely useful in post-processing when we need to figure out which step caused the error. The 

result can be referred back to its original position referencing the name I gave to each individual 

observation. The transcription results of different models are also stored separately as different 

versions of the transcription results. It can serve as a reference for future attempts to improve this 

workflow. 

4.5 Discussion: performance evaluation  

This section presents preliminary results of this transcription workflow using the DRAW 

registers as a case study. It is worth noting that the focus of this workflow is to serve as a 

guidance for future research, rather than to achieve state-of-the-art accuracy rate. In this regard, 

the performance of this workflow can be further improved by proper optimization and training. 

This workflow was tested on 100 randomly selected days in the DRAW dataset register type 150, 

which contains a total of 3954 single observations. These randomly selected ledger sheets are all 

in tabular format and the observations are in cursive handwriting.  

With the current development of historical record transcription workflows and possible future 

improvements, it is essential and valuable to establish long-term preservation and storage of 

different versions of transcription results, metadata, and links between results and original 

records for traceability. Therefore, an appropriate system must be available to preserve the OCR 

results, their corresponding individual cropped images, metadata, and their original structure. 

Different versions of the transcription results from the same record need to be preserved and 

cross-referenced overtime for research purposes. This documentation of different versions of 

results can help to progressively improve the performance of transcription workflows and OCR 

techniques at different stages of development and improvement. Overall, a good preservation and 

storage benefits both the data holders (e.g., archival researchers) and the data users (e.g., 

historical data researchers and interested amateurs) by uncovering valuable information buried in 

historical records.  

The performance of this workflow will be evaluated in three perspectives: input-driven 

performance, output-driven performance, and model-driven performance. The performance to be 

evaluated here includes aspects such as accuracy, efficiency, proportion of manual work, and 

complexity. The input-driven performance focuses on evaluating the results from step 1: image 
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preprocessing; the output-driven performance focuses on the accuracy of output results; and the 

model-driven performance focuses on steps after step 1. 

4.5.1 Input-driven performance 

This section will evaluate the performance of step 1: image preprocessing. This step includes 

image cropping and image enhancement, so these two aspects will be evaluated separately. We 

will focus on examining the proportion of manual work and its complexity. The first sub-step to 

be evaluated is image cropping. In this step, it is done fully manual, because this test only 

processes a small number of images and manual cropping is fast enough. This task is 

straightforward, less challenging, and should be manageable by someone with basic computer 

skills. However, if there are a large number of ledgers to process, one may consider automatic 

image cropping. It would be easier if one is dealing with materials that have similar formats. 

As for image enhancement, it is done fully automatically by running a python script. The 

parameters are pre-set to default values that will accommodate most images. Users are 

encouraged to fine-tune the parameters according to the characteristics of their images to achieve 

the best results. Image enhancement, which requires knowledge about python language and the 

OpenCV library, will be more complex than the image cropping procedure. However, users do 

not need to fully understand the script in order to run this procedure. 

4.5.2 Output-driven performance 

This section will evaluate the output performance, and the performance evaluated here is 

accuracy. The accuracy of the output results is measured by comparing the confidence scores and 

accuracy of the baseline model and the retrained models. Character error rate (CER) and word 

error rate (WER), which are the most common evaluation metrics used to examine OCR 

performance (J. A. Sánchez et al., 2019), are used here to evaluate accuracy. CER indicates the 

percentage of characters that were incorrectly predicted, including substitutions, deletions, and 

insertions. WER is defined in the same way but at a word level. A lower value indicates better 

accuracy. 

Table 4.1 shows the performance of the baseline model and the two retrained models. It shows 

that the confidence score of both the MNIST model and printed_digits model is significantly 

better than those of the baseline model. To evaluate the accuracy, I selected a subset of 

https://www.zotero.org/google-docs/?HTG5Nv
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transcription results to represent the average accuracy of 3912 observations. A sample of 350 

was randomly selected and was annotated with ground truth values under the supervision of 

domain experts. This sample size reflected a 95 percent confidence level and a five percent 

margin of error. Both retrained models have better CER and WER values than the baseline 

model; the MNIST model has a slightly better CER than the printed_digits model, and their WER 

values are comparable. This indicates that with proper training data and models, the accuracy of 

this workflow can be improved substantially. Since Tesseract has the advantage of being open 

source, it can easily be trained and modified, compared to other OCR software (e.g., ABBYY 

FineReader). 

Table 4.1 - The performance of the three OCR models. 

 

This finding is consistent with the view described in the literature review that automating the 

transcription of historical handwritten records is a challenging task and is far from error-free 

(Alabau & Leiva, 2012; Firmani et al., 2017; Holley, 2009; Jander, 2016; Jenckel et al., 2016; J. 

A. Sánchez et al., 2014; Swindall et al., 2021). However, I found that accuracy was improved by 

modifying the training data and thus the trained model, which confirms Odunayo et al. (2021) 

and Rakshit et al. (2010) that this is an important next step. This means, refining and customizing 

the training data can largely improve the accuracy. Another finding is that the average 

confidence score can reflect the accuracy of the results to some extent. It can be used to compare 

the accuracy between different models; a higher average confidence score is likely to imply an 

average more accurate result. However, it is not reliable to be used as a reference for each 

individual transcription. This explains why recent studies have never used the confidence scores 

as the sole evaluation of the results.  

https://www.zotero.org/google-docs/?U6lLN8
https://www.zotero.org/google-docs/?U6lLN8
https://www.zotero.org/google-docs/?tHWj0B
https://www.zotero.org/google-docs/?c0NFeX
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4.5.3 Model-driven performance 

This section will evaluate the model-driven performance, which includes every step after image 

preprocessing. The performance will be evaluated in four aspects: accuracy, efficiency (runtime), 

proportion of manual work, and complexity. 

As for accuracy, this section will focus on evaluating layout analysis and rearrangement, i.e., 

step 2: text line segmentation, step 3: bounding boxes detection, and step 5: data rearrangement. 

From the results, all text lines were segmented (step 2) and all cells were cropped (step 3) 

according to the bounding boxes after parameter tuning. Notably, this includes every empty cell, 

which fills the gap of identifying empty spaces in the layout analysis. By identifying all cells of 

poorly-defined tables in the DRAW dataset, this result also alleviates the difficulty of analyzing 

the layout of unbounded or faded tables as raised in past studies (Prasad et al., 2020; Ziomek & 

Middleton, 2021). In data rearrangement (step 5), every entry was labeled correctly, whereby 

each result can be traced back to its position in the original ledger. This also includes empty 

cells. In conclusion, the results of these three steps were very accurate. It not only fills the gap of 

identifying and documenting empty cells, but also has the potential to solve the problem of 

unbounded tables that has been raised in past studies. 

The time efficiency is assessed by comparing the runtime of the steps to the speed of average 

human transcribers. Considering that OCR (step 4) takes up most of the time when running the 

workflow and that it is the only step that can be quantified and compared to the runtime with 

human transcribers, we will focus on evaluating the efficiency of this step. To evaluate the time 

efficiency in the OCR step, the run time of different OCR models were compared to the speed of 

average human transcribers. The running time of the three models ranged from 13m44s to 

21m55s under the same hardware and software settings, as shown in Table 4.2. For human 

transcribers, the DRAW project estimates their average transcription speed to be 300 

observations per hour. This means that for 3954 observations, an average human transcriber will 

need to work nonstop for 13.04 hours to complete the transcription. However, the same number 

of observations can be automatically transcribed in less than 25 minutes if you only look at the 

runtime in the OCR stage. This result suggests that this workflow is much faster than manual 

transcription in the transcription part alone, which can significantly improve the speed of 

transcription. This confirms Brönnimann et al. (2006), Wilkinson et al. (2019) and World 

https://www.zotero.org/google-docs/?Q40fIi
https://www.zotero.org/google-docs/?Q40fIi
https://www.zotero.org/google-docs/?6gxW7W
https://www.zotero.org/google-docs/?zLFTDp
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Meteorological Organization (2016) that automation can greatly accelerate the transcription part 

of historical data rescue, and thus, with appropriate development and refinement, has the 

potential to speed up the entire historical data rescue process. Unfortunately, this does not mean 

it will be accurate; just significantly faster. 

Table 4.2- Runtime of three OCR models. 

 

Then we will assess the proportion of manual work needed in these steps. The manual work 

required in the text line segmentation, bounding boxes detection and OCR steps is limited to 

parameter tuning, which is similar to benchmark algorithms and software to date. As for the last 

step, data rearrangement, no manual work is needed; everything is embedded in the script and no 

parameters need to be adjusted. The amount of manual work is similar to other benchmarks, 

except that this workflow has the benefit of combining procedures such as layout analysis, OCR 

and data arrangement as one product. 

At last, we will evaluate the complexity of these steps. Each step requires different knowledge. 

For the text line segmentation, bounding boxes detection and OCR steps, knowledge such as 

building training datasets, training models and a moderate understanding of the script is required. 

That is, when dealing with dissimilar materials, it may be necessary to build training datasets of 

other fonts, and it may be necessary to train new models to handle the material better. These 

have long been difficult and unsolved challenges raised by past research, albeit very beneficial to 

the model performance (e.g., Dahl et al., 2021; Fornés et al., 2017; Shen et al., 2021). A 

moderate understanding of the code is also necessary in situations such as adjusting parameters 

or debugging programs. For the data rearrangement step, knowledge and skills of database 

management system (DBMS) are required to manage, arrange and label the transcription result 

into an easily accessible and retrievable database. In conclusion, it is difficult to use this 

workflow if the user does not have a moderate understanding of the background technology. This 

can be frustrating to many researchers who do not possess the technical skills but could benefit 

https://www.zotero.org/google-docs/?xtVbQm
https://www.zotero.org/google-docs/?WstHFB
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greatly from this workflow. The next section will discuss future steps that can mitigate potential 

challenges like this one. 

4.6 Conclusions and next steps 

In the last few decades, we have seen tremendous progress in the field of research of OCR 

transcription in the humanities, which has made it possible to learn more from the historical 

records than ever before. Manually making tens of millions of historical records machine-

readable is not always an easy task, thus automation is gradually being considered as an 

alternative. This preliminary workflow is a cornerstone for future attempts to automate the 

transcription of historical records, and there is still much to consider as to what the path forward 

will be.  

The key innovation achieved by inventing this workflow is not only to provide a robust system 

that takes scanned historical records as input and outputs a labeled and arranged digital dataset, 

but also it provides direction to solve existing conundrums such as automatically analysing the 

layout of poorly defined tables, identifying empty cells, and providing an end-to-end automated 

transcription solution. While this workflow sounds very promising, there are also many 

difficulties and challenges. Here in Table 4.3, we present the summary of challenges that readers 

may face in doing OCR of their historical records. I also offer possible solutions. 

Table 4.3 - Summary of possible challenges and their recommendations. 

Theme Description of Challenge Approach/Recommended actions 

Step 1: Image Processing 

Cropping Cropping is done through manual 

intervention. This may affect the 

robustness and speed of this workflow 

when dealing with different document 

structures. 

A robust layout segmentation 

tool may help alleviate this issue. 

Automation may speed up this 

step. 

Step 2: Text Line Segmentation 

Horizontal 

segmentation 

This method is not applicable to documents 

that have many author comments between 

Special care is needed in the 

layout analysis. For example, a 
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lines (as this problem does not exist in the 

sample dataset). It will remove these 

comments, which can be a problem if they 

are valuable information. 

special text block recognition 

where these extra comments can 

be extracted before the line 

segmentation. 

Step 3: Bounding Boxes Detection 

Text 

documents 

For text documents (e.g., diaries, 

newspapers), bounding box detection may 

not be optimal. Text recognition may be 

more accurate if the recognition is done on 

a sentence-by-sentence basis. 

Natural language processing may 

be a useful alternate step to 

enhance semantic understanding. 

Step 4: Optical Character Recognition 

Accuracy The accuracy of this workflow is lower 

than the accuracy of manual transcription. 

Therefore, it may not be appropriate at this 

time to replace manual transcription. 

Greater effort needs to be invested to 

improve accuracy in the future.  

Training data that contains 

historical cursive font may be 

necessary to increase the 

accuracy, although this is 

expensive and time-consuming 

Evaluation - 

post 

processing 

Confidence scores may not be a reliable 

source of evaluation. As shown in the 

results, confidence scores are not reliable 

in reflecting the accuracy of individual 

transcription; they only reflect average 

accuracy. Another approach, sample test on 

ground truth values, is laborious for large 

datasets or in the long term. 

Sufficient funding to ground 

truthing can partially address this 

challenge.  

 

Ground truth will always be 

difficult for historical 

observations so new post-

processing methods and 

sampling techniques might need 

to be created. For example, one 

might create a captcha for 

validation. 

Step 5: Rearrangement/Layout Analysis 

Changes to 

Layout 

Workflow can be hyper parameterized to 

fit a certain page layout and suddenly the 

page layout changes. 

Some pages may always have to 

be handled manually, or you may 

have to visually inspect the 

corpus beforehand. 
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Embedded 

traceability 

Currently, traceability is achieved through 

nomenclature embedded in each step. 

Traceability may be compromised if 

substantial changes are made to each step, 

resulting in the need to change naming 

conventions. 

Detailed logs may be generated 

and kept for each step so that 

everything can be traced back. 

Workflow 

Human 

intervention 

For an automated transcription workflow, a 

fair amount of human intervention is still 

required to get the workflow operating. 

Human interventions include, but are not 

limited to, visual inspection, parameter 

tuning, and model selection. 

One possible solution to this 

challenge is to use newer 

technologies where we can 

minimize human intervention 

and automate every step. 

The following sections will discuss the outlook of AI-enhance historical record transcription with 

a sustainable future. The discussion focuses on three aspects: technology advancement, 

community effort, and transparency. 

4.6.1 Technology advancement 

The accuracy of the transcription results suggests that the transcription step is far from optimal, 

but it provides guidance on how to refine and improve in the future. We can see that the accuracy 

increases when an appropriate model is used for recognition. Appropriate here means that the 

writing styles of the training dataset used to train the model has sufficient similarity to the input 

writing styles. In this case, models trained with printed fonts or modern handwriting fonts are not 

sufficient to produce good accuracy for historical cursive handwritings. I believe that a model 

trained with historical cursive fonts will greatly improve the transcription accuracy. As a result, 

building a training dataset of historical cursive handwriting with ground truth values can be the 

next step for improvement. Transfer learning can also be an option to minimize the effort of 

building a training dataset. 

Since AI is a quickly developing field, new transcription techniques and algorithms will 

gradually emerge. Tesseract will not be the only open-source and robust option for character 

recognition. A more powerful and flexible transcription engine could greatly improve accuracy 

in the future. Since this workflow is very robust and flexible, new transcription engines can be 
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easily adapted to the workflow, and it can easily be modified to connect to the preceding and 

following steps.  

My workflow may very well be a stopgap until a better system is developed. Transkribus, as an 

example, has revolutionized OCR for the humanities. It will continue to improve, in training data 

sets, methods, and UI/UX. But we have to balance cost, proprietary, closed and inflexible 

systems with better support and better UI/UX.  

4.6.2 Community effort 

OCR in the humanities and in historical data rescue is very much a community effort. 

Automating the rescue of historical records requires community efforts. This is a 

multidisciplinary project involving researchers interested in historical records, archival 

researchers, and experts in computer science (e.g., computer vision). As stated in the literature 

review, automation requires a combination of technologies, and likewise, it requires a 

combination of efforts from different communities. These communities include archival research 

community, historical record research community and computer science community. As 

discussed in Zhang and Sieber (2022), many historical data rescue projects do not have the 

resources to follow through with building automation from scratch or to move forward after the 

project is implemented. The resource here can be money, but most importantly it can be experts 

with computer science knowledge who can maintain the transcription workflow overtime. A lot 

of projects are hesitant to implement automation because of the lack of experts in the computer 

science community. We hope that multiple communities will collaborate and support each other 

to improve and refine the automation of data rescue in the future. 

While it sounds promising to have a cursive training dataset, which could greatly improve the 

accuracy of the workflow, it is difficult to build a training dataset. As mentioned in literature 

review, building a suitable training dataset has been an issue in past research (Dahl et al., 2021; 

Fischer et al., 2014; J. A. Sánchez et al., 2019), and this has not changed so far. Building a 

training dataset from scratch is still expensive, labor-intensive, and time-consuming. In addition, 

there will always be character sets left out, for example, Persian, Arabic, or handwritten 

indigenous languages. If less care is given to these communities, valuable information stored in 

these languages may not have the opportunity to be analyzed. These problems may be mitigated 

if people from multiple fields work together. 

https://www.zotero.org/google-docs/?sgp8CB
https://www.zotero.org/google-docs/?5SUtE0
https://www.zotero.org/google-docs/?5SUtE0
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Innovations and improvement also require the collective support from these multiple 

communities. In the computer science community, fields like computer vision and image 

processing have created a lot of state-of-the-art algorithms, with a focus on deep learning 

technologies (e.g., Chamchong et al., 2019; Paliwal et al., 2019; Prasad et al., 2020). However, 

as Shen et al. (2021) point out, researchers who benefit from these innovations often lack the 

expertise to put them to use. Let alone building a one customized workflow from scratch. The 

lack of collaborative efforts hinders the strength of innovation and holds back the improvement 

of similar matters. We hope to improve and refine the automation of data rescue by having 

experts from these communities contribute their ideas and collaborate. 

4.6.3 Transparency 

Acceptance of new technologies is always an issue to consider before introducing innovative 

improvements to a field. Zhang and Sieber (2022) found that the acceptance is partially hindered 

by the lack of transparency of new technologies. By transparency, I mean the openness of the 

source code. In the case of automation, it also includes open access to detailed documentation of 

any automation attempts and past experiments. Neudecker et al. (2019) also indicated that 

transparency is necessary for a sustainable future of automated record transcription. However, 

transparency can be good and bad for automation. 

Transparency can be an important element of sustainable automation. These source code and 

documentations are valuable references to future research and can help avoid unnecessary 

detours. Tafti (2016) pointed out that commercial automation software (e.g., ABBYY 

FineReader, Transkribus) do not share the underlying technology. Without transparency, 

automation is more like a black box that is difficult for other researchers to interpret and 

replicate, and therefore poorly disseminated. This can hinder the advancement of automation 

because documentations and experiments are not shared, which is an essential factor for 

sustainable improvement. 

However, transparency can also hinder the development of automation and may not be 

necessary. Many existing commercial OCR software has a comprehensive user interface that 

allows for easy customization and makes installation straightforward. This way, users do not feel 

the need to know the “black box” behind the scenes, as long as the software functions as it is 

advertised. Similar suggestions have also been brought up by Jenckel et al. (2016) and Memon et 

https://www.zotero.org/google-docs/?OvWGnG
https://www.zotero.org/google-docs/?DG7b4T
https://www.zotero.org/google-docs/?AfX3M0
https://www.zotero.org/google-docs/?SGoRmx
https://www.zotero.org/google-docs/?559EpC
https://www.zotero.org/google-docs/?yTOP3r
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al. (2020). In this case, transparency can have the opposite effect, such as being overwhelmed by 

the complexity of the code and hesitant to automate. It may also cause confusion and conflict 

when there are too many people working on the same code (e.g., consistency may be 

compromised). This may hamper the transition to automation and thus slow down the pace of 

development. 

As a result, transparency in automation is something that we should handle carefully as we 

proceed. The amount of transparency may determine how much progress we can make in 

automation and how willing researchers are to make the transition to it. The impact of 

transparency is contingent on many factors and there is no absolute answer to what should be 

done in the future. In order to achieve a sustainable future for automation, how to balance this 

impact should be carefully considered.  
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Chapter 5. Discussion, conclusions, and future directions 

5.1 Thesis discussion and summary 

The aim of this research is to provide theoretical and empirical guidance and reference for future 

attempts of artificial intelligence (AI) in historical weather data rescue and historical record 

transcription studies. To address the aim, I asked two research questions: How do researchers 

and practitioners perceive the challenges and opportunities of using AI-augmented data rescue? 

If AI-augmented data rescue is useful then what might an automated system look like? The AI-

augmented data rescue here refers to using AI technology to automate the transcription process 

and improve on the manual data rescue process. It is hoped that the result of this study will 

contribute to filling the gap in the application of AI to this multidisciplinary issue. These 

questions are answered in Chapter 2, 3, and 4 through a literature review, survey study, and the 

establishment of an automated transcription workflow. 

Chapter 2 conducted a literature review of the evolution of past and present data rescue research 

and what role AI has played in related studies. The literature concludes that although AI 

techniques sound promising in many ways (e.g., time, money), current historical weather data 

rescue projects prefer to use the manual keying methods for transcription (Brönnimann et al., 

2006; World Meteorological Organization, 2016). Many studies have found that manual keying 

methods, including hiring paid transcriptionists and recruiting citizen science volunteer 

transcriptionists, are labor-intensive and time-consuming (Brohan, 2017; Craig & Hawkins, 

2020; Gura, 2013), so more and more studies are considering the possibility that AI may 

contribute to the data rescue and transcription process (e.g., Chen et al., 2018; Chimani et al., 

2021; World Meteorological Organization, 2016). However, studies have shown that there is a 

disconnect between the computer science (e.g., AI) experts and historical records researchers. 

The former are domain-agnostic, and they focus on finding general solutions rather than 

customizing an automated solution for a specific domain, such as rescuing historical weather 

data. The latter, historical records researchers, usually do not have the expert knowledge needed 

to utilize AI, even though they may benefit most from it (Shen et al., 2021). There is also no 

precedent for studying the perceptions of data rescue researchers on the use of AI in either 

community, and the opportunities and challenges data rescuers face.  
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https://www.zotero.org/google-docs/?s9Wb0x
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Given that there are challenges in using AI, it is important to hear from the data rescue and 

citizen science community what they think about implementing AI in their fields. Chapter 3 

conducted a survey study among 50 principal investigators or leading scientists of data rescue or 

citizen science transcription projects. Here, respondents were primarily interested in transcribing 

historical weather records, but I also sought responses from citizen science projects who are 

interested in transcription projects in general. Unfortunately, there was no significant diversity of 

perspectives across communities, backgrounds, years of experience, technical skill levels, etc. 

The survey results revealed that the respondents are aware of AI but have barely used it in their 

research to transcribe the records. Nevertheless, most are willing to try AI in their research, but 

there are certain obstacles, such as the accuracy of the results, availability of funding, and the 

time needed to invest. Respondents believe that AI will be an opportunity in the field of 

historical weather data rescue and historical records transcription more generally, but equally, 

they express concerns about the potential elimination of public participation and loss of valuable 

information that cannot be automatically transcribed at this stage. There is clearly a gap between 

what AI-augmented automation approaches promise and what can be achieved today. 

Respondents hope that a hybrid approach will emerge in which human and AI work together will 

fill this gap. 

If opportunities are envisaged for AI in historical weather data rescue, what would it look like? 

How would we implement it? Chapter 4 established an AI-augmented end-to-end historical 

record transcription workflow and tested it with a specific historical weather data rescue project. 

The Data Rescue: Archival and Weather (DRAW) project is an online citizen science project that 

rescues weather records from 1874 to 1964. The DRAW weather records are dense tables filled 

with cursive handwritten weather observations (e.g., barometer readings, vapor pressures, wind 

direction). These dense ledgers have a complex layout and were a standard and typical format 

throughout the world in the late nineteenth and early twentieth centuries. Therefore, testing on 

these records may open the opportunity to rescue many other historical weather records of the 

time. I created a workflow that was divided into five discrete steps to allow for better adaptation 

to future advances: (1) image preprocessing; (2) text line segmentation; (3) bounding boxes 

detection; (4) optical character recognition (OCR); (5) data rearrangement. There was 

considerable trial and error in determining the appropriate number and type of steps. Testing was 

performed on 100 randomly selected daily weather observations, which included air temperature, 

wet bulb, vapor pressure, relative humidity, and other meteorological variables (e.g., some pages 
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contained central tendencies like averages). These 100 pages of observations were preprocessed, 

segmented into 581 rows, cropped into a total of 3,954 individual observations, processed and 

transcribed by an OCR augmented by a long short-term memory (LSTM) neural network, 

labeled with confidence scores, dates, and original layout locations, and arranged into an easily 

searchable and accessible format. I argue that this workflow is robust because it is adaptable to 

possible future advances; for example, each step can be swapped and adapted to other 

technologies. Additionally, the workflow combines multiple technologies from different fields 

that work together to achieve historical records transcription. Specifically, the detection of 

numbers in bounding boxes outperforms existing popular and commonly used algorithms. 

Although the resulting transcription accuracy is not ideal, it can be improved with appropriate 

parameter tuning and adequate training.  

This research provides a solution for the multidisciplinary problem about using AI to automate 

the transcription of historical records. The results in Chapter 3 indicate that researchers 

acknowledge the opportunities in AI-augmented data rescue and are eager to experiment with 

this new technology, although they are limited in terms of resources and skill levels. They also 

are concerned about the impact on citizen science participation. The workflow creates a path to 

implement and test AI-augmented data rescue. Unfortunately, challenges remain, such as the 

lack of funding and support staff to maintain the system over time. There are findings across 

chapters. Specifically, Chapter 3 informs Chapter 4, and they confirm each other. Chapter 3 has 

anticipated that automating the data rescue process would be difficult and would require a joint 

and continuous effort, and Chapter 4 confirms this. There was a lot of back and forth testing and 

a lot of trials and errors in creating the workflow. The obstacles identified in Chapter 4 when 

creating the workflow were also concerns for the respondents in Chapter 3. For example, the 

respondents suggested that the transcription accuracy may not be optimal, and one possible way 

to improve it is to find a training dataset, which can be difficult. The results of this thesis answer 

both research questions by providing a detailed understanding of researchers’ perspectives on the 

use of AI in their transcription research and by presenting an AI-augmented transcription 

workflow with detailed documentation for future refinements. 

This research has several limitations. First, due to the resource and time constraints, the survey 

study in Chapter 3 consulted with 50 principal investigators and leading scientists in the related 

fields. The perspectives on the use of AI in historical records transcription may be more diverse 
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if a larger number of people were surveyed. For example, if more people in the related fields 

were recruited, there may be more correlations between the respondents’ field of interests, work 

experience, etc. Second, although the workflow is generalizable, it has not been tested in 

historical records with letters, in other languages, or in other domains (e.g., humanity 

transcription); it has only been tested with numeric Palmerian-handwritten weather records. 

Resource, time and financial constraints made testing difficult to do thoroughly. This workflow 

would be able to be tested in a wider range of cases if the condition and situation allows. In other 

words, more robustness and refinement can be achieved if time, resource and funding constraints 

allow. 

5.2 What are the future directions? 

The present study has several aspects that may be improved in future studies. First, there is still 

room for improvement in the transcriptional accuracy of the workflow. The suboptimal accuracy 

may be due to the lack of customized training datasets. It is difficult to find suitable existing 

training datasets and to collect and build training datasets from scratch (e.g., Dahl et al., 2021; 

Fischer et al., 2014; Nikolaidou et al., 2022; Shen et al., 2021). The recognition results may be 

improved by advances in technology, in which case custom training datasets may be easier to 

build or not needed. It would be useful if some proprietary company or government invested in 

building a handwriting training model, since there are so many diaries, records, etc. that are in 

danger of being lost. There is also an argument for having collective funding to develop and 

maintain such transcription systems. It was already difficult to create and test a workflow from 

scratch by myself. I cannot imagine how difficult it will be if researchers decide to implement 

my workflow. Services such as building an intuitive user interface, as mentioned below, and 

troubleshooting may be new issues to consider. The economics of creating and maintaining such 

workflow are new, and hopefully future studies will find a way to balance all stakeholders. 

Second, this AI-augmented data rescue workflow still requires a small amount of human 

intervention and expert knowledge to run and oversee this workflow. Several solutions have been 

proposed in this study to address this issue. Possible future directions include implementing an 

intuitive user interface (UI) and user experience (UX) and making the workflow hybrid so that 

the algorithm works under human supervision. The latter solution could also address some of the 

https://www.zotero.org/google-docs/?LMlyh8
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concerns of researchers, such as retrieving valuable comments that cannot be transcribed by 

computers with current technologies.  

5.3 Concluding remarks 

These concerns and challenges, while not pressing, are still issues that need to be addressed in 

future studies. This means that a great deal of effort still needs to be invested in the research on 

the use of AI in data rescue and historical record transcription projects. In other words, this is an 

ongoing process that needs continuous efforts. This thesis provides a comprehensive 

investigation of the two research questions as it presented the views of researchers and 

practitioners on the challenges and opportunities of using AI-augmented data rescue, and also 

proposed and tested an automated transcription workflow. What AI-augmented data rescue 

promises to achieve is very helpful for historical records transcription, as long as the concerns 

and challenges identified are addressed. Hopefully, the future studies will build on this research 

and by addressing these issues in the next step, AI-augmented data rescue and historical records 

transcription can become a proven solution to the tens of millions of historical records that have 

not been digitized. 
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Appendices 

Appendix A. Survey questions about AI/machine learning & data rescue 

from Chapter 3 

1. You consent to be identified by name in reports (required). 

A. Yes 

B. No 

2. You selected yes in question 1, please add your name here. 

3. You consent to have your organization’s name used (required). 

A. Yes 

B. No  

Background 

4. What do you predominantly “identify” as? 

A. Citizen science researcher 

B. Data rescue researcher 

C. Other, please specify [   ] 

5. How many years have you been working on citizen science or data rescue? 

6. Do you have experience in the field of meteorology or climatology? Choose the one closest to 

your experience. 

A. I have a degree in or work in the field of meteorology or climatology 

B. I have taken one or more meteorology or climatology related courses 

C. I regularly read/watch meteorology or climatology materials 

D. I have been involved in meteorology or climatology related projects/initiatives 

E. I have a strong interest in meteorology or climatology, but have done none of the things 

above 

F. I consider myself an amateur 

7. Machine learning refers to algorithms that learn and adapt without needing to follow explicit 

instructions. What experience do you have related to machine learning? Check all that apply. 

A. I use it extensively in my research/work 
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B. I’ve coded some algorithms 

C. I have run machine learning algorithms written by others 

D. I took at least one machine learning course 

E. I have watched some videos or online materials on machine learning (30 minutes or 

more) 

F. I know what machine learning is, although I’ve never used it 

G. I have no experience in using or learning about machine learning  

Please tell us about your transcription projects 

8. What kinds of data are you transcribing? Check all that apply. 

A. logbooks 

B. diaries 

C. newspapers 

D. museum labels 

E. Other, please specify [   ] 

9. Which computer-related technologies/software do you use to capture/collect the information 

(e.g., spreadsheet, online platform)? Please select. 

A. Microsoft Excel 

B. Database system 

C. Local/Web server 

D. OCR algorithm software 

E. Online platform/resource (please specify in ‘other’) 

F. Other, please specify [   ]  

10. You may be involved in several data rescue or citizen science projects. Generally, what is 

your role in the project/activity? 

A. Project manager 

B. Involved with system development, maintenance 

C. Researcher 

D. Amateur transcriber 

E. Other, please describe [ ]  

11. Generally, how are the transcription projects you work on funded? Check the one item that 

best applies. 

A. I or my colleague need to write grants or contracts to fund the work 

B. It is part of my job (i.e., my employer pays) 

C. My own pocket 

D. A mix of above 
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E. I did not setup the system so I do not know 

F. Unknown 

G. None of the above, please describe [ ] 

12. Citizen science is scientific research conducted, in whole or in part, by amateurs (or non-

professionals). Sometimes it is referred to as public participation in scientific research. Have you 

been involved in any citizen science projects? If you have, please explain.  

13. Data rescue is a concept, predominantly in the historical weather community, to preserve the 

data from being lost or deteriorated by transferring the data into computer compatible formats 

and updating the records continuously to support various media versions. Have you been 

involved in any data rescue projects? If you have, please explain.  

Perception of Goals of Citizen Science/ Data Rescue  

14. What do you think is the most important goal of citizen science related to weather? (Please 

answer even if your work is not directly related to citizen science.) 

A. Provide researchers with useful data 

B. Make citizens a part of advancing science 

C. Citizens can better protect the environment via their contributions 

D. Improve citizen education and literacy 

E. Make citizens more aware of the history of weather 

F. Provide an opportunity for recreation 

G. Other, please specify [   ]  

15. What do you think is the most important goal of data rescue related to weather? (Please 

answer even if your work is not directly related to data rescue.) 

A. Provide researchers with useful data 

B. Preserve fragile records 

C. Improve weather/climate data interoperability 

D. Help build a global model of the past climate 

E. Validate climate models with records of the past 

F. Aid in better understanding human’s role in climate change 

G. Other, please specify [   ] 

Perception and Knowledge of Automation of Transcription 

16. If the transcription portion of your citizen science/data rescue activity could be automated 

(e.g., via optical character recognition {OCR}), would you consider automation? 

A. Yes 

B. No 
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C. I don’t know 

D. Other, please specify [   ]  

17. If automation would provide you with a pre-trained algorithm with a customized user 

interface where you can adjust the parameters according to your project, what might be reasons 

not to automate your citizen science/data rescue process? If there are multiple reasons, please 

rank them in the next question. 

A. Lack of funding 

B. Too much work and effort needed to shift the process 

C. The performance of automation is not guaranteed 

D. Do not have experts to maintain the automation 

E. There are no obvious benefits to do so 

F. Have tried automation already, but the result is not promising 

G. There are benefits to involving citizens that would be reduced if transcription was 

automated 

H. Automation algorithms are just too “black box”, opaque to trust 

I. Other, please specify [   ] 

18. Please rank them by sequence. 

19. If it took an acceptable short amount of time to set up automated data transcription, would 

you use it to make the data machine readable? How much time would you consider to be an 

acceptable amount to invest in setting up the process? 

20. Given what you may know about attempts to automate transcription, how confident are you 

that automation will accurately transcribe the data? Please choose from “Not at all confident”, 

“Not very confident”, “Somewhat confident”, “Very confident”, and “Don’t know”. 

And please briefly explain. 

21. What, in your opinion, might we gain or lose if we started to use automation instead of 

humans (e.g., citizen science or paid transcribers)? 

22. We are part of a research network attempting to develop an AI augmented OCR system. How 

confident would you be if you were asked to do the following, which may be a part of a system 

like this? For each one, please clearly indicate whether you are “Very confident”, “Somewhat 

confident”, “Not very confident”, “Not at all confident”, or “Don’t know.” 

  Not at all 

confident 

Not very 

confident 

Somewhat 

confident 

Very 

confident 

I don’t 

know 

Build a database on your local machine           

Use SQL to query a database           
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Configure a virtual environment on your 

local computer 

          

Code in a programming language like 

Python, C, R, or Java 

          

Run a machine learning algorithm such 

as linear regression, K-nearest neighbor, 

Bayes, and random forest 

          

Use software to produce a coefficient 

matrix or a scatterplot of paired data 

          

Run an Optical Character Recognition 

script/software to digitize documents 

          

Run a deep learning algorithm, such as 

Convolutional Neural Network (CNN), 

Reinforcement Learning, and Long-short 

term Memory (LSTM) 

          

Use machine learning library like 

TensorFlow or PyTorch to program and 

run a script 

          

Use HTML, CSS, JavaScript, or PHP to 

write a web page with interactive 

functions 

          

Use GitHub to document your workflow           

Solve technical issues using platforms 

like StackOverflow 

          

Conclusion  

23.Do you have any other comments or feedback that you would like to share?  

24. Thank you for taking your time to complete this survey. If you would like a copy of the 

results then please supply your email address:  
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Appendix C. p-value of confidence in accuracy from Chapter 3 

 

 


