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Abstract 

 

Background. Testing uptake for human immunodeficiency virus (HIV) remains unequal 

in South Africa with people of lower socioeconomic status (SES) being less likely to test for 

HIV. In 2017-2018, HIVSmart!, an app-based HIV self-testing programme was evaluated in 

townships of South Africa in a quasi-randomised trial. The HIVSmart! app contained a risk 

staging tool which had not yet been validated. It is also unclear whether the risk of 

acquiring HIV in South African townships differs across contextual variables such as 

education, employment, dwelling and income. Understanding the impact of contextual 

factors on HIV infection and including them into an HIV risk assessment tool could 

improve testing uptake among those most affected by HIV. 

 

Objectives. In this manuscript-based thesis, I used secondary data from the HIVSmart! 

quasi-randomised trial to: 1) evaluate the HIVSmart! digital risk levels; 2) develop and 

validate an HIV risk staging model for South African township populations and; 3) quantify 

the association between contextual variables and new HIV infections while accounting for 

individual and behavioural factors. 

 

Methods. In this thesis, I evaluated the HIVSmart! risk levels through logistic regression. 

Using Bayesian predictive projection, I identified predictors of HIV to construct a risk 

assessment model which I validated in external data. Next, I evaluated the performance of 

the model when combined with a digital HIV self-testing programme. Finally, I estimated, 

through multivariate logistic regression, the impact of contextual factors on HIV in South 

African townships. 

 

Results. My analyses included 1535 participants from the self-testing arm and 1560 from 

the conventional testing arm of the HIVSmart! trial. The original HIVSmart! risk levels that 

focused on behavioural risk factors were associated with HIV infection (odds ratio (OR), 

89% credible interval (CrI): 1.15, 0.98 – 1.35) but had overall modest predictive ability (area 



 5 

under the receiver operating characteristic curve (AUC-ROC), 0.62). I developed a model 

with an improved performance (AUC-ROC, 89% CrI: 0.71, 0.68 – 0.71) which included 

sociodemographic and behavioural predictors such as being unmarried, HIV testing history, 

having had sex with a partner living with HIV, dwelling situation and education. The HIV 

risk assessment model had a sensitivity of 91.1% and a specificity of 13.2%. Combined with 

results from a digital self-testing programme, the resulting specificity of the model was 

improved to 96.1% while the sensitivity remained relatively unchanged at 90.9%. Further, 

living in hostels/informal dwellings, or having lower levels of education increased the odds 

of HIV (adjusted OR, 89% CrI: 1.33, 1.05 - 1.67 and 1.75, 1.24 – 2.50, respectively), after 

controlling for individual and behavioural factors. The likelihood of having recently sought 

HIV testing, however, did not differ according to socioeconomic factors. 

 

Discussion. This is the first validated HIV risk assessment tool to be developed specifically 

for South African township populations and one the few that utilises contextual variables. 

Integrating social determinants of health such as education and dwelling situation in risk 

staging tools acknowledges the impact of health inequities. Moreover, offering HIV risk 

assessment and self-testing through a digital platform such as HIVSmart! can improve 

testing uptake among those disproportionately impacted by HIV. My results also suggest 

that while people living in informal housing and having lower levels of education are more 

impacted by HIV, current HIV testing and prevention services may be insufficient to 

address health inequities as they are not linking more people of lower SES to HIV testing.  

 

Conclusion. Offering an HIV risk self-assessment tool through a digital platform can be 

an important strategy to effectively communicate personalised information on HIV risk to 

a broader audience and further encourage those who are at high risk to seek HIV self-

testing. However, focusing on public health policies alone will likely be insufficient to 

address the impact of social determinants of health on the burden of HIV; social policies to 

improve housing and promote general education are warranted in the fight towards the 

elimination of HIV in South Africa. 
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Résumé 

 

Contexte. Le recours au dépistage du virus de l'immunodéficience humaine (VIH) 

demeure inégal en Afrique du Sud : les individus avec un statut socio-économique (SSE) 

faible étant moins susceptibles de se faire dépister pour le VIH. En 2017-2018, HIVSmart!, 

un programme d'auto-dépistage du VIH assisté par une application digitale, a été évalué 

dans des townships en Afrique du Sud dans le cadre d’une étude quasi-randomisée 

contrôlée. L’application HIVSmart! comprenait une cote de risque du VIH qui n’avait pas 

encore été validée. Il est également difficile de savoir si le risque de contracter le VIH dans 

les townships sud-africains diffère selon des facteurs circonstanciels tels que l'éducation, 

l'emploi, le type de logement et le revenu. Mieux comprendre l'impact des facteurs 

circonstanciels sur le VIH et les inclure dans un outil d'évaluation du risque de contracter 

le VIH pourrait améliorer le recours au dépistage parmi les plus touché.es par le VIH. 

 

Objectifs. Dans ce mémoire par articles, j'ai utilisé des données secondaires de l’étude 

quasi-randomisée contrôlée du HIVSmart! pour : 1) évaluer l’exactitude de la cote de risque 

de l’application HIVSmart! ; 2) développer et valider un modèle pour l’évaluation du risque 

du VIH pour les populations des townships sud-africains et ; 3) quantifier l'association entre 

les variables circonstancielles et les nouvelles infections au VIH en tenant compte des 

facteurs de risque individuels et comportementaux. 

 

Méthodes. Dans ce mémoire, j'ai évalué la cote de risque du HIVSmart! par la régression 

logistique. Ayant recours à la projection prédictive bayésienne, j'ai identifié des prédicteurs 

du VIH afin de construire un modèle d'évaluation de risque que j'ai validé avec des données 

externes. J'ai par la suite évalué la performance du modèle en combinaison avec un 

programme d'auto-dépistage digital pour le VIH. Enfin, j'ai estimé l'impact des facteurs 

circonstanciels sur le VIH dans les townships sud-africains par la régression logistique 

multivariée. 
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Résultats. Mes analyses incluent 1535 participants du groupe d'auto-dépistage et 1560 du 

groupe de dépistage conventionnel de l’étude HIVSmart!. La cote de risque du HIVSmart! 

axée sur les facteurs de risque comportementaux était associée au VIH (rapport de cote 

(OR), intervalle de crédibilité (ICr) de 89 % : 1,15, 0,98 - 1,35) mais avait une capacité 

prédictive modeste (aire sous la courbe récepteur-opérateur (AUC-ROC), 0,62). J'ai 

développé un modèle ayant une performance améliorée (AUC-ROC, 89 % CrI : 0,71, 0,68 - 

0,71) qui comprenait des prédicteurs sociodémographiques et comportementaux tels que 

le célibat, les antécédents de dépistage du VIH, la présence de relations sexuelles avec un 

partenaire vivant avec le VIH, le type de logement et l'éducation. Le modèle d'évaluation 

du risque de contracter le VIH avait une sensibilité de 91,1 % et une spécificité de 13,2 %. En 

combinant les résultats d'un programme d'auto-dépistage digital, la spécificité du modèle 

a été améliorée à 96,1 % tandis que la sensibilité est restée relativement semblable à 90,9 %. 

De plus, le fait de vivre dans des foyers/logements informels, ou d'avoir un niveau de 

scolarisation inférieur avait augmenté le risque de contracter le VIH (OR corrigé, 89 % CrI : 

1,33, 1,05 - 1,67 et 1,75, 1,24 - 2,50, respectivement), après avoir contrôlé pour les facteurs 

individuels et comportementaux. Toutefois, la probabilité d’avoir été récemment testé pour 

le VIH ne différait pas selon les facteurs socioéconomiques. 

 

Discussion. Il s'agit du premier outil ayant été validé pour l’évaluation du risque de 

contracter le VIH et ayant été développé spécifiquement pour les populations des 

townships sud-africains ainsi que l'un des rares outils qui utilise des variables 

circonstancielles. L'intégration des déterminants sociaux de la santé tels que l'éducation et 

le type de logement dans les outils de stadification du risque reconnaît l'impact des 

iniquités de la santé. De plus, proposer une évaluation du risque du VIH et un auto-

dépistage via une plateforme digitale telle que HIVSmart! peut améliorer le recours au 

dépistage parmi les personnes disproportionnellement touchées par le VIH. Mes résultats 

suggèrent également que même si les personnes vivant dans des logements informels et 

ayant un niveau inférieur de scolarisation sont les plus touchées par le VIH, les services 

actuels de dépistage et de prévention du VIH peuvent être insuffisants pour remédier aux 
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iniquités de la santé, car ils ne relient pas davantage de personnes avec un SSE inférieur au 

dépistage du VIH. 

 

Conclusion. Offrir un outil d'auto-évaluation du risque de VIH à travers une plateforme 

digitale peut être une stratégie importante pour communiquer le risque de contracter le 

VIH de manière efficace à un public plus large et d’encourager davantage les personnes à 

haut risque à recourir à l'auto-dépistage du VIH. Par contre, se concentrer uniquement sur 

les politiques de santé publique ne sera probablement pas suffisant pour remédier à 

l'impact des déterminants sociaux de la santé sur le fardeau des infections au VIH : des 

politiques sociales visant à améliorer les logements et à promouvoir la scolarisation sont 

nécessaires dans la lutte pour l'élimination du VIH en Afrique du Sud. 
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Chapter 1: Introduction 

South Africa has the largest human immunodeficiency virus (HIV)  burden in the world 

with 7.8 million people affected by the virus, 8% of which are unaware of their seropositive 

status1. Within the country, the distribution of HIV remains unequal; while the national 

HIV prevalence is 11%, the prevalence among people living in townships, urban settlements 

originally designated during apartheid for non-whites only, is 21%2.  

 To end HIV by 2030, ensuring high testing uptake and diagnosing people living with 

undetected HIV (PLWH) is the first and most challenging step in reaching the UNAIDS 95-

95-95 targets (95% of PLWH tested and diagnosed, 95% of those diagnosed positive are 

treated and 95% of those on treatment are virally supressed)3,4.  

HIV self-testing, a process by which a person performs their own HIV rapid test and 

interprets their result in the comfort of their own private space5, was recommended by the 

World Health Organization (WHO) in 2016 as a complement to conventional testing6. Self-

testing is predicted to be one of the most impactful and cost-effective strategies to 

increasing testing uptake by being convenient, private and highly acceptable7,8. Following 

the WHO pre-qualification of an HIV self-testing kit, the South African national 

Department of Health recommended self-testing to “improve HIV testing among the 

historically HIV under-tested, test-averse and hard to reach groups”9,10. Self-tests for HIV 

are today available on the South African market as well as through several community-

based programmes9. 

Self-testing can be either supervised or unsupervised; in supervised self-testing, a 

healthcare worker is present with the tester to provide assistance if needed, while in 

unsupervised self-testing, individuals are tested at home or any private space of their 

choosing with little support8. The self-testing process involves performing an HIV rapid 

diagnostic test (RDT) and proactively seeking linkage to counselling, confirmatory testing 

or treatment11. Digital platforms can facilitate the HIV self-testing process by guiding result 

interpretation and linking individuals to care12. Additionally, digital platforms can be linked 

to an online or phone-based service which can provide assistance in the conduct and 

interpretation of a test, as well as link testers to a clinic11. 



 15 

HIVSmart! is one of the world’s first app-based digital HIV self-testing programmes, 

which was developed into a programme of care for townships populations13. Funded by the 

Governments of Canada and South Africa, this app-based programme was evaluated in 

township populations of Cape Town in a quasi-randomised control trial (RCT) for impact 

and effectiveness13. HIVSmart! is an Android/iOS phone, tablet and web-based platform, 

with a secure dashboard, cloud server and a peer worker-based 24/7 counselling service14-

16. It is available in many languages including Xhosa, Afrikaans, Swahili, Zulu, English, and 

French.  

In the quasi-RCT, conducted over an 18 months period, our team has demonstrated 

that supervised and unsupervised HIV self-testing aided by a digital programme were 

effective in linking and retaining individuals in care, detecting new HIV infections, and 

encouraging testers to refer friends and family to HIV self-testing13. Qualitative findings 

from the trial further indicated that participants valued the convenience of self-testing with 

a digital platform14,17. HIVSmart! has been announced for adoption and scale up in Fast-

Track Cities worldwide as a tool to end the HIV epidemic18. 

Despite the advent of decentralised testing options, testing uptake in South Africa 

remains well below targets with individuals of lower socioeconomic status (SES) or with 

low levels of education being less likely to seek HIV testing19,20. Stigma and discrimination 

are important barriers to testing which could be mitigated by targeted health education 

programmes21. Another barrier to HIV testing is that people who are at high risk of HIV do 

not perceive themselves to be at risk and thus, are less likely to seek testing22-24. Bridging 

this difference between perceived and actual HIV risk is crucial as it could help discourage 

risky behaviour, and perhaps increase the uptake of HIV testing as well as improve 

treatment adherence25. 

Risk staging tools for HIV can conveniently provide a personalised and objective 

assessment of HIV risk, at once raising awareness with respect to HIV risk factors and 

helping individuals form a more accurate portrait of their risk of HIV. Findings from 

qualitative studies indicated that individuals were more comfortable answering questions 

about sensitive topics such as sexual behaviours through a self-administered questionnaire 
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rather than through a healthcare worker that they did not know17,26. Others highlighted 

that risk staging tools could help initiate a discussion about HIV risk factors with their 

health provider17,26. 

Many risk staging tools for HIV have been developed and validated27. However, a 

majority of them were targeted to specific populations, developed for low prevalence 

settings or to be used in clinical settings for triage27. While invaluable for medical practice, 

these risk staging tools have limited potential in reaching and encouraging HIV testing 

among individuals who do not seek routine HIV testing, or do not avail to testing due to 

the perceived stigma and discrimination of showing up in healthcare facilities. 

In 2021, the WHO published their Global Strategy on Digital Health in which they 

“advocate for people-centered health systems that are enabled by digital health”28. In light 

of the COVID-19 pandemic, the value of digital innovations for providing people-centered 

care is being increasingly recognised, and digital risk staging tools have gained in relevance. 

Digital risk staging offers many advantages compared to paper-based approaches; they can 

ensure privacy and confidentiality through self-administration, they can be made 

accessible outside of clinical settings, and most crucially, they can facilitate linkages to self-

testing options.  

 

Rationale 

HIV testing services have been shown to be most cost-effective and impactful in reaching 

undiagnosed people living with HIV when targeted to people or areas with the greatest HIV 

burden27. Indeed, a validated digital HIV risk assessment tool relevant for township 

populations of South Africa could help link high risk individuals to self-testing options by 

empowering people with personalised information about their HIV risk. However, there is 

little evidence on the implementation of risk staging in combination with a digital self-

testing programme. Additionally, there are currently no HIV risk assessment tool 

developed for township populations of South Africa27. 

The HIVSmart! application, recently evaluated in South Africa, contained an HIV 

risk self-assessment questionnaire which was piloted among participants13, but all 
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participants proceeded to testing regardless of their risk levels14. While qualitative findings 

indicated that participants enjoyed interacting with the risk assessment tool14,17, the 

accuracy of the HIVSmart! risk levels in predicting new infections was not evaluated.  

Understanding the impact of contextual variables on predicting new HIV infection 

and incorporating them into a risk staging model could help improve the predictive 

accuracy of the risk assessment tool, and facilitate targeted HIV self-testing initiatives to 

vulnerable populations that are at greater risk of HIV. Indeed, a digital HIV risk assessment 

tool could be used as an educational tool to encourage people to self-stage their risk and 

consider getting tested in the comfort of their home, a clinic based kiosk or any private 

space, assisted by a app-based programme that could be operated out of their mobile 

devices. 

In South Africa, the unequal burden of HIV parallels socioeconomic inequities; 

studies have indicated that individuals who are socially and economically disadvantaged 

are at increased risk of HIV29-32 and some have attributed this to an increase in high risk 

behaviours among those of lower SES33,34.  

As we scale up HIV prevention interventions to improve testing uptake among 

people who are most affected by HIV, we also ought to better understand how 

socioeconomic indicators impact HIV acquisition and detection of new infection. In the 

South African context, it remains unclear the extent to which contextual factors such as 

education, employment status, dwelling situation, and income impact the likelihood of 

HIV infection, after accounting for behavioural factors. Evaluating the role of contextual 

factors on HIV infection in South African township populations could also help inform 

social policies aimed at mitigating health inequities. 

 

Objectives 

Thus, there are three specific objectives to this thesis: 

1. To determine the accuracy of the HIVSmart! digital risk level in predicting new HIV 

infections in township populations of South Africa; 
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2. To develop a risk staging model for South African township populations and validate 

it in combination with a digital self-testing programme; and 

3. To quantify the association between contextual variables (subdistrict of residence, 

education, dwelling situation, employment and income) and detection of new HIV 

infections while accounting for individual and behavioural factors. 

 

I hypothesize that the HIVSmart! risk level are correlated with new HIV infections, and 

that incorporating contextual variables such as education, employment status, dwelling 

situation and income would improve its predictive accuracy. I further hypothesize that the 

subdistrict of residence of participants would be associated with new HIV infections, and 

that individuals of lower SES would have increased likelihood of HIV after controlling for 

individual and behavioural factors.  
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Chapter 2: Literature Review 

In part I of this literature review, I contextualise the HIV epidemic in South Africa by 

providing a brief background on HIV infection and epidemiology, as well as the history of 

the South African response to the HIV epidemic. Then, in part II, I review the current 

evidence on determinants of HIV in South Africa. In part III, I discuss the HIV care pathway, 

and highlight the current barriers to the utilization of HIV services in South Africa. Finally, 

in part IV of this literature review, I discuss key strategies to mitigate the barriers to the 

utilization of HIV services, and review the current evidence on HIV self-testing, digital 

innovations supporting HIV services, and HIV risk assessment tools. 

 

Part I: HIV Infection and Epidemiology 

HIV infection 

Human immunodeficiency virus (HIV) is a virus that infects immune cells. If untreated, an 

HIV infection can lead to acquired immunodeficiency syndrome (AIDS). While there are 

currently no cures for HIV/AIDS, treatment can allow people living with HIV (PLWH) to 

live long and healthy lives35. 

 HIV can be transmitted through sex, sharing needles, syringes or other drug 

injection equipment, contact with infected blood as well as perinatally35. Flu-like symptoms 

generally appear within four weeks of an exposure with HIV which corresponds to the acute 

phase of the HIV infection35. Upon initial infection, the virus establishes itself in lymphoid 

organs from which it disseminates throughout the lymphoid system36. A strong immune 

response ensues but typically fails to completely eliminate the virus36. As a result, HIV is 

able to establish a persistent infection in the lymphoid organs where the virus continues to 

replicate. The resolution of symptoms indicates the transition from the acute phase of the 

infection to the chronic or latent phase36. 

 The chronic phase of HIV infection is characterised by a lack of symptoms during 

which HIV remains active and replicating. This leads to the progressive depletion of CD4 

T cells, the destruction of lymphoid tissue and ultimately, to extensive immune 
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dysfunction36. Without appropriate treatment, the HIV infection will progress to AIDS, the 

advance stage of the disease35.  

 AIDS is characterised by profound immunosuppression which leaves the individual 

vulnerable to opportunistic infection. The median time from an initial HIV infection to 

AIDS, if untreated, is eight to ten years, but in about 10% to 15% of infected individuals, the 

progression to AIDS will occur within two or three years, and in less than 5% progression 

of disease will not occur for an extended period of time36. The life expectancy for a person 

with AIDS is three years35. 

Antiretroviral therapy (ART) can stop the progression of a latent HIV infection to 

AIDS and considerably extent the life expectancy of a person living with HIV37. Today, a 

person living with HIV who is on ART can expect to live almost as long as person who is 

HIV negative, depending on how early after initial infection they have accessed treatment38. 

Early detection and treatment of HIV is therefore key to enhance survival on ART. 

Furthermore, sustained treatment can lead to undetectable viral loads and render a latent 

HIV infection untransmissible39. 

Tuberculosis (TB) is the leading cause of death among people living with HIV3. In 

South Africa, TB is the primary co-infection and cause of death for those affected with 

HIV40. There are two primary ways in which TB and HIV interact biologically. At the 

individual level, the HIV virus attacks the immune cells which keep the TB bacteria latent, 

allowing the tuberculosis infection to progress to an active infection41. At a population level, 

the transmission of HIV and progression of disease increases the degree and proportion of 

immunosuppression in a population, making more people vulnerable to a tuberculosis 

infection42. Antiretroviral therapy can effectively limit both the spread of HIV and TB; 

between 2010 and 2019, South Africa saw a 77% reduction in tuberculosis deaths among 

PLWH largely thanks to improved access to ART3. 

 

HIV epidemiology 

Acquired immunodeficiency syndrome (AIDS) was first identified in the United States 

(USA) in 1981 in young gay men and thus was initially thought to only affect men who have 
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sex with men (MSM), but reports of the disease in people who inject drugs (PWID), 

haemophiliacs and Haitian migrants to the USA emerged to counter the initial narative43. 

Since the clinical profile of AIDS took several years to develop following initial HIV 

infection, identifying HIV as the virus causing AIDS was challenging. The link between HIV 

and AIDS became more obvious as HIV was repeatedly isolated in AIDS patients43. 

 From the early phase of the epidemic in the 1980s, the epidemiology of HIV 

markedly differed depending on the setting; in many industrialised countries, HIV cases 

were limited to MSM, PWID and their sexual partners, while in some developing countries 

in sub-Saharan Africa, the Caribbean, and Latin America, heterosexual transmission 

predominated44. 

 

History of HIV in South Africa 

South Africa has one of the highest HIV burden in the world with an estimated 19.1% of the 

population living with HIV in 2020 (Figure 1B)45. The South African government, with the 

help of international partners, spends over US$ 2.5 billion annually on the world’s largest 

HIV programme1. The government response to the HIV epidemic in South Africa has 

however not always been this committed; the early phase of the epidemic, in the 80s and 

90s, was overlooked by the apartheid government, the Mandela government subsequently 

struggled with their response following a series of controversies, and, as the HIV epidemic 

continued to grow in the early 2000s, the Mbeki government’s support for unorthodox 

AIDS denialist theories further undermined the response to the epidemic. As a result, HIV 

was able to spread in South Africa relatively unabated for 25 years. In 2009, a change of 

government brought urgency and renewed focus to the HIV epidemic, and the South 

African response took a drastic turn43,46. 
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Figure 1. (A) Incidence of HIV per 1000 people and (B) prevalence of HIV (%) in South Africa, 
Eastern and southern Africa and Globally from 1990 to 2020.  
The data from this graph was retrieved from the UNAIDS website47. 

 

The early phase of the AIDS epidemic in South Africa was limited to MSM,  haemophiliacs, 

and foreign African mine workers43,46. Haemophiliacs were early victims of the epidemic as 

they routinely received unsafe blood transfusions derived from hundreds of blood 

donations. Following the implementation of routine HIV screening in donated blood, a safe 

blood supply was secured in 198543. Heterosexual transmission quickly came to dominate 

as the main mode of transmission which gave rise, through perinatal transmission, to a 

concomitant HIV epidemic among newborns and young children in the early 1990s43. The 

apartheid government responded to the growing HIV epidemic by distributing condoms 

and providing “safe-sex” education which was seen as tainted, judgemental and 

stigmatizing43,46. 

 In 1994, South Africa’s first democratically elected government, led by Nelson 

Mandela, adopted the National AIDS Convention of South Africa Strategic Plan and 

prioritised it as one of the Reconstruction and Development Programme Lead Projects43. 

However, scandals involving a cabinet support of an industrial solvent as a cure for AIDS 

and the government’s refusal to fund antiretrovirals (ARVs) to prevent mother to child 

transmission of HIV subsequently undermined the government’s response23. During 

Mandela’s time in office, the prevalence of HIV more than doubled, going from 3.9% in 

1994 to 9.6% in 1998 (Figure 1B). 
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 The second South African democratic elections in 1999 elected the Mbeki 

government whose support for AIDS denialist theories heavily undermined its response to 

the epidemic43. Despite trials demonstrating the effectiveness of antiretroviral drugs in 

preventing perinatal transmission of HIV, the South African government refused to provide 

them to pregnant women46. This decision was challenged in court and in 2001, the 

Constitutional Court ruled against the government, instructing it to provide ARVs to all 

pregnant women living with HIV43. The number of new HIV infections in South Africa 

peaked around that time with an estimated 520,000 new infections per year in 2000 and 

2001 (Figure 2A)45. 

 In an unexpected turnaround, Mbeki’s government decided  in 2003 to expand HIV 

treatment beyond pregnant women and to offer ARVs in public health services across the 

country43. While antiretroviral therapies were offered for free as of 2004, relatively few were 

able to access the drugs due to complex bureaucratic procedures making them difficult to 

procure for public health facilities23. Towards the end of Mbeki’s time in office in 2008, 

South Africa had 5.3 million individuals living with HIV and only 588,000, representing 35% 

of the then eligible population, were receiving treatment (Figure 2B)48. 

 Following a change in government in 2009, the new appointed Minister of Health 

Dr. Aaron Motsoaledi set the tone of the response to the HIV epidemic for the years to 

come. Motsoaledi began his mandate by acknowledging the chilling impact of HIV/AIDS 

on South Africa and by openly citing the extensive data on HIV as well as critical reviews 

of the national health system46. The government drastically increased funding to expand 

antiretroviral therapy access, scale up programmes for the prevention of mother-to-child 

transmission, promote the integration of HIV and TB treatment, and launch a massive HIV 

prevention campaign48. To facilitate access to treatment, bureaucracies and accreditation 

processes for health facilities to procure ARVs were stripped down, and nurses were trained 

to provide treatment to patients46. The South African government used international 

benchmarks to pressure drug manufacturers to reduce the prices of ARVs leading to a 40% 

decrease in the average cost of the drugs between 2010 and 201446. Largely as a result of the 

expanded access to ART, the life expectancy in South Africa jumped from 53 years in 2004 
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to 64 years in 202049,50, with the number of AIDS-related deaths which peaked in 2006 with 

270,000 deaths, being reduced to 83,000 deaths per year in 2020 (Figure 2C).  

However, the legacy of many years of inadequate response to the HIV epidemic can 

still be felt today as South Africa continues to harbour the largest HIV epidemic in the 

world. In KwaZulu-Natal, the country’s most affected province, a 15 year-old girl in some 

communities still has an 80% risk of acquiring HIV in her lifetime49. 

 

 

Figure 2. (A) Number of new HIV infection, (B) people living with HIV, (C) AIDS-related 
deaths in South Africa from 1990 to 2020. 
The data from this graph was retrieved from the UNAIDS website47. 

 

Part II: Determinants of HIV in South Africa 

The burden of diseases is unequally distributed in South Africa with economically 

disadvantaged and rural provinces often showing relatively poorer health and slower 

progress since the 1990s51. The concurrent HIV and TB epidemics are major contributors to 

the overall burden of disease and remain important drivers of population health trends. 

While inequalities in mortality and life expectancy in South Africa widened between 1990 

and 2007, these health inequities have been on a downward trend since 200751. Nevertheless, 

the burden of HIV remains unequally distributed across sociodemographic factors as well 

as geographically52.  

Young women are typically more vulnerable to sexually transmitted infections  (STIs) 

and their complications relative their male counterparts due to a greater biological 

suceptibility53, but also to gender-based violence which has been shown to increase the risk 

of acquiring HIV3. The effects of gender-based violence are particularly impactful in sub-
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Saharan Africa where adolescent girls and young women (AGYW) account for a quarter of 

HIV infections despite representing only 10% of the population3. According to a UNAIDS 

report, 30.3% of South African women aged 15-49 reported having experienced physical or 

sexual violence from a male intimate partner in the past year1. Overall, South African 

women are disproportionately affected by HIV with 20.6% of women living with HIV 

compared to 11.5% of men affected by the virus52. 

 Previous studies at testing sites in sub-Saharan Africa indicate that individuals who 

are unmarried are generally more likely to be found HIV positive than married 

individuals53,54. It has been suggested that this could be due to increased access to sexual 

and reproductive care services for married women53. A study found that in South Africa, 

unmarried or women who were not cohabiting with a partner had 2 to 3 times the risk of 

HIV55. 

 Sexual behaviours can certainly impact the risk of HIV as it is a sexually transmitted 

infection. The risk of acquiring HIV from a single sexual contact varies depending on the 

infectiousness of the HIV positive individual and the susceptibility of their sexual partner, 

but it is generally low relative to other SITs56. Repeatedly engaging in high risk sexual 

behaviours can however increase the likelihood of acquiring HIV. High risk sexual 

behaviours include unprotected sex, having multiple sexual partners, and having sex with 

a commercial sex worker32. While alcohol consumption during sex has been associated with 

an increased risk of HIV infection57, it has been suggested that it is due to intersecting 

socioeconomic factors such as migrancy32,58. 

 Migrancy is very common in South Africa as people migrate from rural to urban 

areas in search for work59. The urbanisation process is often unplanned, leading to the 

creating of “informal settlements” generally defined as “areas containing unregulated and 

unplanned dwellings where inhabitants lack secure tenure and thus generally lack access 

to adequate basic services prior to government intervention”59. In South Africa, informal 

settlements can be traced back to the apartheid regime which confined a majority of the 

population of colour to poor and underserviced living environments59. 
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The evidence on the impact of socioeconomic status (SES) on HIV in sub-Saharan 

Africa has been mixed. Studies conducted earlier in the epidemic associated higher risk of 

HIV to individuals of higher SES while more recent studies report an opposite 

relationship60. It has been argued that in the early years of the HIV epidemic, the relatively 

rich and educated were more vulnerable to HIV, having higher rates of partner change due 

to greater autonomy and mobility60. The scarcity of information on HIV and how to prevent 

infection further added to the challenge of reducing transmission in the early days of the 

epidemic60. As the epidemic progressed and information about how to prevent HIV became 

more readily available, it has been suggested that those of higher SES adopted safer sexual 

practices60,61. People of lower SES however remain vulnerable to stressors such as poverty 

or food insecurity which increased sexual risk taking and placed them at higher risk of 

infection60. Indeed, findings from Booysen and Summerton indicated that individuals who 

are economically disadvantaged were more likely to engage in risky sexual practices and 

were less likely to be knowledgeable about HIV33,34. 

In South Africa, recent studies indicated that educational attainment has a 

protective effect on HIV. A 2017 study conducted in the South African province of Western 

Cape found a 10% decrease in HIV prevalence for every additional year of schooling62. 

Moreover, in the province of KwaZulu-Natal, every year of education decreased the risk of 

HIV infection by 7%, after adjusting for sex, age and other sociodemographic factors29. It 

has been suggested that education can empower individuals to adopt HIV risk-reducing 

behaviours through an improved ability to comprehend health promotion messages29,60. 

Housing conditions also appeared to be associated with HIV infection; in South Africa, 

individuals living in informal dwellings had consistently greater risk of acquiring HIV 

relative to those living in formal urban areas63,64.  

 While previous studies consistently report on the protective effect of education and 

stable dwelling situation, there has been no consistent association between employment 

status and HIV infection32,62. It also remains unclear how wealth affects the risk of HIV; a 

large multi-country study found no statistical association between wealth and HIV status, 

after controlling for urban residence, age, education and sexual behaviours65. Another 
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multi-country study in sub-Saharan Africa found that in wealthier areas, the relatively poor 

were most affected by HIV whereas in poorer settings, the relatively wealthy were most 

affected66. This indicated that individuals of median wealth were the most impacted by the 

HIV epidemic.  

 Altogether, the evidence on how socioeconomic status affect HIV infection is still 

evolving. Recent evidence appear to more strongly support a protective effect of education 

on HIV acquisition and highlight the harmful effects of living in informal housing in terms 

of HIV infection. The effects of employment, income or wealth on HIV, however, remains 

unclear. Many have previously hypothesized that socioeconomic stressors could compel 

individuals of lower SES to adopt riskier sexual behaviours including transactional sex33,34,60, 

but in the face of the constantly evolving HIV epidemic there is little evidence on how 

socioeconomic indicators affect HIV when controlling for behavioural and demographic 

factors. 

  

Part III: HIV Care Pathway 

HIV prevention 

Demographic realities place a particular urgency in ramping up prevention efforts for HIV 

in sub-Saharan Africa; in the coming years, a large cohort of young people will enter 

adolescence and young adulthood and become sexually active, increasing their risk of 

acquiring HIV67. Successfully tackling the HIV transmission requires a combination of 

structural, behavioural and biomedical approaches such as regular testing and counseling 

for HIV and other STIs, voluntary medical male circumcision, comprehensive sexual 

education, pre-exposure prophylaxis (PrEP) and antiretroviral drugs37.  

One of the most cost-effective intervention to limit HIV infection is condom use37. 

It is estimated that the increase use of condoms has averted 117 million HIV infections since 

19903. However, consistent condom usage has been difficult to achieve in some contexts, 

especially among women in low and middle income countries (LMICs)1. Requesting 

condom use is viewed as a sign of mistrust and suspicion of affair and is thus impractical 

within a marriage or committed relationship68. Additionally, women who experience 
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intimate partner violence are often not able to negotiate condom use. Indeed, when 

deciding whether to adopt certain HIV prevention behaviours such as condom use, 

individuals often have to balance competing priorities including preserving a relationship, 

earning money, being a good parent, and conforming to accepted social norms68. 

Another effective strategy to combat the spread and impact of HIV is to combat 

perinatal transmission of the virus through mother-to-child HIV transmission 

interventions69. Indeed, the risk of mother-to-child transmission of HIV can be 

considerably reduced by providing ART during and after pregancy70. In South Africa, the 

prevention of mother-to-child transmission programmes have reduced the annual number 

of HIV infected newborns by 70% between 2010 and 20203. 

Comprehensive sexual education in schools is another strategy that has been 

implemented in South Africa to prevent HIV and other STIs. While there is little evidence 

regarding the effectiveness of these programmes in reducing the incidence of HIV, they 

have been effective in promoting risk reduction behaviour such as condom use71. 

Daily oral pre-exposure prophylaxis are drugs which have been shown to be well-

tolerated and efficacious at preventing HIV infection72. PrEP is one of the more costly 

prevention interventions69, but can be made more cost-effective if targeted to high-risk 

populations73. Despite this, much of its rollout has been concentrated in a limited number 

of countries, notably, the United States, Kenya and South Africa, and in 2020, only 28% of 

the target 3 million high-risk individuals in LMIC had access to PrEP1,37. While targeted 

programmes that offer routine HIV testing have been largely successful in integrating PrEP 

in their provision of services, primary care settings for the general population have not been 

able to effectively implement this service due to the high patient flow and time 

constraints74. 

Overall, preventing new HIV infections has been challenging with the annual 

number of new infections amongst adults having barely changed in the past four years3, yet 

modelling findings suggest that scaling-up prevention interventions will be very impactful 

in accelerating the decline of HIV incidence and that innovating current programmes will 

further improve their public health impact75. 
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HIV testing 

HIV testing services aim to deliver a diagnosis, and to facilitate access and uptake of HIV 

prevention treatment and care. In the past 15 years, the global scale-up of HIV testing 

services has had a substantial impact. Indeed, in South Africa, the proportion of people 

living with HIV who were unaware of their status has declined from over 80% in the early 

2000s to 8% in 20201,76. Rapid diagnostic tests (RDTs) have played a major role in improving 

access to HIV testing through increasing task-sharing which allowed lay providers to 

deliver HIV testing services outside of laboratory settings3. Nevertheless, gaps in testing 

remain today, especially among key populations, as well as men, adolescents and young 

adults5. To end the HIV epidemic, reaching out to these populations is imperative. 

 The implementation of provider-initiated counseling and testing (PICT), where 

providers are encouraged to offer HIV testing to all patients presenting at health facilities, 

has been very successful in improving HIV testing uptake77. However, findings from a 

survey indicated that PICT is unpopular in South Africa with only 11.6% of participants 

preferring this practice compared to 66.1% preferring client-initiated counseling and 

testing (CICT)78. Many have reported that they felt pressured into being tested for HIV or 

were not given the opportunity to decline while other indicated that they believed opting 

out of testing would compromise the care that they received78. While PICT has successfully 

improved testing uptake, its impact on finding undiagnosed PLWH and linking them to 

care is unclear as reports suggest that a large proportion of testers recruited through PICT 

do not return to collect their test results78. 

In LMIC, women are more likely to get tested for HIV then men, largely thanks to 

the success in integrating HIV testing into reproductive health services including antenatal 

care6. As a consequence, men in sub-Saharan African countries are less likely to know their 

HIV status and typically have higher HIV mortality rate than women6,76,79. In South Africa, 

HIV testing also appears to be higher among married or cohabiting individuals.  In addition, 

men with a secondary or tertiary level of education were twice as likely to test for HIV80.  
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Repeat testing is an important strategy to address the HIV epidemic as it often 

permits early detection of the virus and early initiation of ART. Indeed, repeat testers have 

been shown to have higher CD4 T cell counts when an HIV infection is diagnosed, an earlier 

start of antiretroviral therapy and reduced mortality81. Early detection of the virus through 

repeat testing may also reduce transmission of the virus through engaging more people in 

ART which lowers viral load and infectivity. In South Africa, repeat testing was more 

common among younger individuals, women and those who knew a person living with 

HIV82. The rate of repeat testing in South Africa appears to vary considerably according to 

the setting with studies reporting between 26% and 71% of people seeking HIV testing had 

previously tested for the virus82. Furthermore, knowledge of one’s HIV status has been 

associated with reduced risk behaviours56. As such, early diagnosis of people living with 

HIV will likely also lead to a reduction of onward transmission. 

 

HIV treatment 

HIV can be treated using a combination of three or more antiretroviral drugs (ARVs) which 

serve to supress viral replication during the chronic phase of the infection and allow the 

body to regain the capacity to fight opportunistic infections37. With antiretroviral therapies 

(ART), the progression of and HIV infection to AIDS and the death of HIV-infected patients 

is significantly delayed. ART is however not a cure; it cannot rid the body of latent HIV and 

treatment is required for life to control the infection43. 

 Furthermore, individuals on ART who are virally supressed (HIV RNA copies < 

1000/ml) cannot transmit HIV39,83, making early initiation of ART for infected individuals 

an important strategy to mitigate the spread of HIV3. This has had a significant impact on 

HIV transmission as a study by the Africa Centre found that those living in communities 

where 30-40% of PLWH were treated were 38% less likely to acquire HIV that those living 

in communities with fewer than 10% coverage in HIV treatment84. 

 In the past, provision of ART was delayed until a person living with HIV had CD4 

cell counts that were low enough to be deemed eligible for treatment85. With the mounting 

evidence on the benefits of early initiation of ART and its potential in preventing HIV 
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transmission, the WHO amended its recommendations in 2015 to recommend that all 

persons diagnosed with HIV be offered ART regardless of CD4 levels86. 

 Over the past 20 years, the global rollout of ART has saved an estimated 16.6 million 

lives and contributed to a 47% decreased in AIDS-related deaths since 20103. In 2020, it is 

estimated that 73% of PLWH were on treatment37. Despite the promise of ART, even the 

most successful antiretroviral therapies cannot fully prevent all clinical event, especially 

when initiated in advanced HIV disease. In approximately 10-15% of individuals who initiate 

therapy in advance stages of the HIV infection, progression to AIDS can still occur43. Thus, 

early diagnosis of HIV remains key to reduce AIDS-related mortality. Incomplete 

adherence to ARTs is the primary cause of failure to achieve viral suppression. Although 

studies have demonstrated that adherence is possible when patients are supported, poor 

adherence to HIV treatment remains of particular challenge in the developing world43. 

 

Barriers to utilization of HIV services 

While engagement in HIV care in South Africa has improved in recent years4, there remain 

numerous barriers to the utilisation of HIV prevention, testing and treatment services as 

well as high heterogenicity in the uptake of HIV services (Table 1)82. 

 In South Africa, 20% of women and 16% of men live in areas where the nearest 

healthcare facility is over 30 minutes away52. Additional structural barriers include a lack 

of human resources, long queues, a lack in confidential spaces, and negative patient-

provider relationships (Table 1)87-89. 

 At the individual level, people may be unaware of available HIV services, lack the 

resources to travel frequently, fear positive results, or worry about lack of confidentiality, 

stigma or a violent reaction of a partner if they seek HIV prevention and care services87-90.  

A study among HIV testers found that those who believed the test results to be confidential 

were significantly more likely to accept testing despite their held beliefs on HIV91.  

Additionally, low risk perception can also contribute to an underutilisation of 

services as well as decreased adherence to treatment87,88. HIV risk perception is complex; 

at the individual level, it may reflect people’s knowledge or beliefs about HIV, whether they 
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know a friend living with HIV, and the trust that they place in their romantic 

relationships22,68,92. A systematic review indicated that risk perception of HIV decreased as 

trust grew in relationships which is also often accompanied by an abandonment of condom 

use as a sign of love and commitment68. Consequently, as suggested by many studies, 

people often do not have an accurate perception of their risk of HIV22-24. Bridging this gap 

in risk perception could encourage high risk individuals to seek testing. 

Several of these barriers to utilisation of HIV services can also intersect with 

sociodemographic factors. In South Africa, misconceptions with respect to the cause of 

HIV/AIDS intersects with poverty93. 

 
Table 1. Barriers and suggested solutions to improved utilisation HIV services in South 
Africa 

Barriers Solutions 

Structural 
1. Limited access to healthcare 

facilities in underserved areas52 
2. Staff shortages and long queues87-89 
3. Lack of confidential spaces87,88 
4. Negative patient-provider 

relationship87,88 
 
Individual 

1. Lack of awareness or understanding 
of available interventions82,88,89 

2. Fear of an HIV positive result89,90 
3. Anticipated HIV-related stigma 

when seeking healthcare services87-

90 
4. Actual or anticipated violent 

reaction from male partners 
(women)89 

5. Concerns about lack of 
confidentiality and privacy78,82 

6. Low HIV risk perception87,88 
7. HIV medication side effects87,88 

 

1. Improving access to decentralised 
HIV testing options (home-based 
testing, self-testing) 

2. Providing health education 
programmes and community-based 
health promotion activities89 

3. Changing social norms related to 
HIV risk and protective 
behaviours94 

4. Promoting social support from 
family89  

5. Offering an HIV risk self-
assessment tool to inform HIV 
risk95 

6. Using digital platforms to support 
HIV self-testing12 or improve 
treatment adherence96 
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Part IV: Strategies to improve the utilisation of HIV services 

Self-testing 

An key strategy to improve uptake of HIV testing is HIV self-testing (HIVST). HIVST is a 

process by which a person collects their own specimen (either oral fluid or blood), performs 

an HIV rapid test and interprets their result5. HIVST has been deemed safe, accurate and 

an effective tool to reach individuals who have reduced access to HIV testing services5,6. An 

over the counter self-administered test for HIV has been approved since 2012 by the Food 

and Drug Administration of the USA97, and since 2016, the WHO has recommended the 

implementation of HIVST as a strategy to expand access to HIV testing services6. A positive 

result from and HIV self-test requires confirmatory testing. As such, HIVST should be 

regarded as tools for triage with the strong potential to alleviate the burden at HIV testing 

facilities6. 

In qualitative studies, HIV self-testing was found to be convenient, private and 

confidential, and generally preferred over conventional HIV testing8,98,99. Acceptability of 

HIVST has been found to be consistently high8,100 with many studies indicating that HIVST 

can double the uptake of testing compared to conventional testing101,102. Importantly, 

despite initial concerns regarding linkages to care103, HIVST has been shown to achieve 

linkages rates which are at least as high if not better than conventional testing, irrespective 

of whether or not support for linkages was provided12,101,102. HIV positivity rates were also 

similar for HIVST while reported misuse of test kits, social harms or other adverse events 

have been rare8,101,102. Social harms such as intimate partner violence resulting from a 

positive test would not be unique to HIV self-testing although the context or setting of the 

test may alter these experiences102. 

 It is estimated that the cost of HIV RDT for self-testing varies between US$7.50 and 

US$43 in high income countries and US$3 to US$16 in low and middle income countries 

which remain greater than facility-based rapid diagnostic testing (US$0.50 to US$11 per test 

kit)6. Despite the higher cost of self-testing strategies compared to conventional testing, 

modelling analyses suggest that, given its high uptake and potential to reach individuals 
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who would not otherwise have access to testing, HIVST will be one of the most cost-

effective and impactful strategy to reduce HIV morbidity and mortality in the South African 

context7.  

A recent systematic review found that all HIVST distribution strategies showed 

higher HIV testing uptake compared to facility-based testing while having similar HIV 

positivity and linkages104. Testing uptake was highest when self-testing kits were 

distributed by antenatal clients to their partners suggesting an avenue for increasing HIV 

testing among men who do not routinely attend health services104.  

Indeed, HIVST can be an important strategy to encourage HIV testing among men 

who are generally less likely than women to be aware of their HIV status76. Qualitative 

studies report high acceptability of HIVST among men irrespective of their age, marital 

status, education level, socioeconomic status or prior awareness of HIVST95. Men primarily 

valued the privacy and confidentiality that self-testing offers105, indicating that it was a 

welcomed alternative for those who wished to escape the visibility of seeking facility-based 

testing106. Men also preferred HIVST for its efficiency and convenience, characteristics that 

were particularly valued by those who worked long hours and found it challenging to fit a 

visit to the clinic in their schedule105. 

Overall, HIV self-testing is an key strategy to mitigate important barriers to the 

utilisation of HIV testing services such as large travel distances, long wait times, the 

visibility and anticipated stigma associated with attending sexual health clinics, and 

concerns about lack of privacy and confidenciality107,108. 

 

Digital innovations to support HIV services 

Another way to address barriers to the utilization of HIV services is to leverage digital tools 

to support HIV prevention, testing and treatment. The COVID-19 pandemic has 

accelerated the digitization of provision of health services making the use of digital tools 

to close gaps in HIV service delivery all the more relevant.  

 Digital tools can play an important role in HIV prevention: they can be used for 

surveillance, to amplify prevention messaging, and to increase uptake of PrEP as well as 
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access to testing services109. Digital platforms can improve access to HIV services through 

providing a platform to request an HIV self-testing kit, and can facilitate communication 

and support from healthcare providers109. Moreover, social media-based prevention 

interventions were found to be effective in reducing risky sexual behaviours110. 

Digital platforms can also aid in the process of self-testing. A recent systematic 

review found that the use of digital platforms to support HIVST was acceptable to a 

majority of participants, and that social media and app-based programmes were generally 

preferred over web-based and SMS interventions12. Moreover, digital tools improved the 

uptake of HIVST with social-media based distributions of self-testing kits being effective at 

reaching high-risk population12. While there were initial concerns regarding the ability of 

self-testing programmes to link individuals to care and counseling103, recent evidence 

suggest that HIV self-testing supported by digital tools can potentially improve linkages to 

care rates compared to conventional HIV testing12. Finally, digital HIV self-testing options 

were appealing to end users and were deemed effective in reaching vulnerable populations12. 

This evidence is key as the control efforts for the HIV epidemic shift to target vulnerable 

populations worldwide. 

The evidence regarding the contribution of digital tools to support the provision of 

treatment for HIV is particularly robust. A collection of reviews, systematic reviews and 

meta-analyses concluded that digital interventions, specifically mobile health programmes, 

significantly improve ART adherence111. The strongest benefit was identified for 

programmes with two-way messaging which allowed for patients to interact with care 

providers111. This suggest that digital interventions are most impactful when they are used 

as links to the care pathway and a network of health providers rather than a stand-alone 

resource. 

In 2019, 93% of the South African population was covered by 4G/LTE , making South 

Africa one of the most connected country in sub-Saharan Africa112,113. A digital divide is 

however present; individuals without secondary education or below the median income are 

approximately half as likely to be connected to the internet113. However, in the wake of the 

COVID-19 pandemic, the South African government has announced plans to connect every 
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community to the internet by 2024 and to provide free data to low-income households112. 

A key advantage of utilising digital platforms for health interventions is that once people 

are connected to the internet, digital technologies are very scalable114. 

Providing internet access to all South Africans is crucial for South Africa’s national 

digital health strategy in which the government affirms its commitment to leverage “the 

potential of digital health technologies to improve the quality and coverage of healthcare, 

increase access to services and skills, and promote positive changes in health behaviours”115. 

Among the identified priorities, the government indicated its commitment to scale up 

mobile health initiatives intended to expand health promotion coverage115. 

 

HIV risk assessment tools 

Finding those who are at high risk of HIV infection is particularly challenging in sub-

Saharan Africa where the HIV epidemic affects a large proportion of the general population 

through heterosexual transmission95. Providing a risk assessment tool through a digital 

platform to the general population can help individuals better understand their risk level 

for HIV, and be a discrete, convenient and low-cost strategy to increase testing uptake 

among those who are at highest risk of infection. HIV risk assessment tools consist of 

guided questionnaires which tally specific risk factors into a global risk level and often use 

a combination of demographics, clinical examination findings, and risk behaviours to 

provide a risk assessment27. Providing individuals with a personalised assessment of their 

risk could encourage them to consider getting an HIV self-test which would discreetly link 

them to care if tested positive. 

 In low prevalence areas, targeted screening for the general population has been 

shown to be cost-effective; a study in France estimated that the incremental cost-

effectiveness ratio of targeted screening vs non-targeted was US$1,476 per new HIV 

diagnosis116. Similarly, a study in Spain estimated that targeted screening using a risk 

assessment tool would save US$3,282 per person diagnosed with HIV compared with 

universal screening117. 



 37 

 For high prevalence areas, on the other hand, using risk assessment tools to restrict 

access to HIV screening could lead to many undiagnosed people living with HIV being 

missed27. Rather than using these tools to limit access to testing, it has been suggested that 

risk staging tools be used to prompt discussions with respect to HIV prevention in order to 

encourage HIV testing among those who would not have otherwise tested95. 

 A randomised control trial in China found that individuals who interacted with an 

HIV risk assessment tool had reduced their high-risk sexual behaviours, indicated 

increased willingness to test for HIV, and had higher engagement with general HIV 

prevention material relative to those who were only offered non-personalised HIV 

educational material118. Findings from this study indicate that allowing people to assess 

their own risk of HIV can ultimately lead to risk reduction behaviour and increased testing 

uptake. 

 Digital platforms could further make self-assessment of HIV risk more accessible 

and more acceptable. A qualitative study by Jones et al. found that a digital risk assessment 

tool was preferred over the paper-based version119. Further, some participants indicated 

that they would feel more comfortable filling the questionnaire than discussing 

discomforting topics, such as sexual behaviours, with a provider they did not know119. 

Others suggested that self-assessing their own HIV risk would help prompt a discussion 

about their risk behaviours with their provider119. 

 

Existing risk assessment tools for HIV. We surveyed 41 existing risk staging tools for 

HIV from the published literature (see Appendix, Table 2). A majority (28/41) of them were 

targeted to specific populations including 14 intended for men who have sex with men 

(MSM), 5 for paediatric populations120-124, 4 for adult African women55,125-128 and 2 for 

adolescent girls and young women (AGYW)129,130. Close to half (20/41) of the HIV risk 

assessment tools were developed for populations in sub-Saharan Africa (see Appendix, 

Table 2). Seven of the surveyed tools were developed to identify acute HIV infection131-137. 

Tools designed to identify acute and early HIV infection tend to rely more heavily on 

clinical signs and symptoms of HIV and be better at identifying acute HIV cases. On the 
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other hand, these tools would likely miss people with a latent HIV infection who typically 

do not exhibit symptoms. 

 

Included predictors. While a majority of risk assessment tools included individual, 

clinical or behavioural predictors of HIV, only a minority utilised information on contextual 

factors such as social determinants of health (see Appendix, Table 2). Of the surveyed risk 

assessment tools for HIV, 63% (26/41) included individual predictors such as age, sex or 

marital status, 78% (32/41) included clinical predictors such as signs or symptoms for HIV 

or presence of other STIs, 71% (29/41) included behavioural predictors related to drug use 

or sex, and 29% (12/41) included socioeconomic indicators such as education level, 

employment status or income level (see Appendix, Table 2). Additionally, three risk 

assessment tools included data on HIV prevalence57,126,138.  

Six out of the 13 non-targeted risk assessment tools included contextual 

variables57,138-143. Including socioeconomic indicators is particularly relevant for non-

targeted risk assessment tools as it acknowledges the different burden of HIV for 

individuals of different socioeconomic status. Moreover, in a community or outpatient 

setting, it may be easier to gather information on contextual factors than on clinical 

predictors such as presence of other sexually transmitted infections. 

 

Development methods. Just under half (19/41) of the surveyed development studies 

reported how they delt with missing values: 14 analysed complete cases only, 4 imputed 

their missing data, and 1 encoded the missing values as 0 (see Appendix, Table 2). 

 To develop risk assessment models, 11 of development studies relied on prior 

knowledge of HIV or HIV epidemiology to select predictors, including one that relied solely 

on data from the literature and expert consultations144, and one that based their tool on 

WHO recommendations124. A majority (24/41) of the studies selected variables for inclusion 

in their risk assessment model based on statistical association; many of which (19/24) 

defined specific p-value thresholds (see Appendix, Table 2). 
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 Additionally, 18 studies used forward selection, backward elimination or stepwise 

selection approaches for model selection, with 10 studies using p-values as a stopping rule 

and 8 using Akaike information criterion (AIC) or Bayesian information criterion (BIC) to 

select a final model (see Appendix, Table 2). 

The forward selection method starts with an empty model and progressively adds 

predictor variables based on a selected criteria. Predictors are added until none of the 

remaining variables meet the criteria for entry into the model145. The backward elimination 

approach starts with a full model with all variables, and predictors are progressively 

removed until none of the variables in the model meet the criteria for elimination145. In 

stepwise selection, predictors can be added or removed at every step to optimise a given 

criterion145. 

 Akaike information criterion and Bayesian information criterion are such criterion 

which can aid in model selection when comparing models of different sizes; a preferred 

model is one with a smaller AIC or BIC. Both criterion are composed of two terms; one 

which is a measure of fit and another which penalizes the addition of variables. BIC will 

typically select smaller models than AIC. 

 Three development studies used least absolute shrinkage and selection operator 

(LASSO)138,141,142, a method for variable selection, and one study identified candidate models 

for evaluating medical notes through random forest classifiers146. 

 

Validation. Of the 41 surveyed HIV risk assessment tools, 15 were externally validated (see 

Appendix, Table 2). An additional 3 were internally validated using a testing set, 3 were 

internally cross-validated and 2 were internally validated by bootstrapping (see Appendix, 

Table 2). The remaining 18 tools have only been internally validated, that is evaluated in 

the same data used to develop the model (see Appendix, Table 2). 

Most validation studies reported the area under the receiver operating characteristic 

curve (AUC-ROC), a measure of how well a model can discriminate between cases and non-

cases. An AUC-ROC value greater than 0.5 indicates that a model is better than random 

and a value of 1 indicates that a model can perfectly discriminate between HIV positives 
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and negatives. Many validation studies also reported the sensitivity and specificity of the 

tools. 

 Only two of the non-targeted risk staging tools for the general population in high 

prevalence settings were externally validated; one developed to identify acute HIV infection 

had an AUC-ROC of 0.79134 and one for South African populations had an AUC-ROC of 

0.68 for women and 0.71 for men138. Among externally validated tools for the general 

population in low prevalence settings, the AUC-ROC ranged between 0.70 and 0.84 (see 

Appendix, Table 2). The VOICE risk score, developed to assess the risk of HIV infection 

among African women, was externally validated six times with AUC-ROC ranging from 0.55 

to 0.69 (see Appendix, Table 2). 

Overall, two of the best performing externally validated tools were developed for 

screening in the general population of North America; the Denver Risk Score had an AUC-

ROC of 0.80 when validated in a Canadian cohort147, and a tool developed using electronic 

health records and machine learning had a performance of 0.84 in external data142. Other 

well performing tools during external validation were developed to assess HIV risk among 

MSM in China (AUC-ROC of 0.827)148 or to identify cases of acute HIV infection among 

MSM (AUC-ROC of 0.88)149. 

Sensitivities of surveyed tools ranged from 42% to 96% and specificities from 6% to 

97% (see Appendix, Table 2). The sensitivity and specificity of a risk assessment tool can 

vary depending on the cut-off value that defines high vs low risk. Given the high cost of 

missing a person living with HIV, choosing a cut-off value which favours a high sensitivity 

over a high specificity would be preferred. The chosen cut-off values could also be adapted 

depending on the local context: lower thresholds for high prevalence settings and higher 

thresholds for low prevalence settings95. 

 

Unpublished HIV risk staging tools. Ong et al. surveyed 80 unpublished risk assessment 

tools for HIV and found that a majority of them were being used in Africa, including 4 in 

South Africa150. The setting these tools were deployed in was not specified for a majority of 

the tools, but among those where the setting was known, most were being used in hospital 
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or community settings150. A quarter of the tools were developed for use in the general 

population and most were administered by providers or unspecified150. About 40% of the 

unpublished tools were developed in collaboration with the Ministries of Health or a 

funding agency while a minority were informed using studies from the published 

literature150. While close to half were reportedly evaluated, less than a quarter reported a 

positive outcome such as improved positivity yield or decreased congestion in clinics150. 

 

Summary 

In the first part of this literature review, I have summarised the history of the HIV epidemic 

in South Africa. Many years and many administrations of inadequate response to the 

growing HIV epidemic has left the country with a unique burden of HIV. The HIV response 

took a sharp turn in 2009 with the election of a new government and since then has been 

exceptionally aggressive. As a result, South Africa today has one of the largest HIV 

prevention and treatment programme.  

 In the second part of this review, I have examined the evidence on how demographic, 

behavioural and socioeconomic factors impact the risk of acquiring HIV. While the impact 

of high-risk behaviours on HIV infection has been consistent, straightforward and well 

characterised, the impact of socioeconomic status on HIV has evolved with the epidemic. 

In the earlier days of the HIV epidemic, individuals of higher SES seemed to be most 

impacted, as the epidemic matured, this relationship appeared to shift. In light of the 

dynamicity of the epidemic, it is today unclear to what extent socioeconomic indicators 

impact HIV infection after controlling for behaviours. 

 In the third part of this literature review, I have discussed the HIV care pathway, 

and highlighted the gaps in service delivery and barriers to the utilization of HIV services 

in South Africa. While there are many HIV prevention initiatives, they have seen little 

success in reducing HIV transmission. In terms of testing, South Africa has made enormous 

progress, yet testing uptake remains below targets and unequal. Provision of treatment for 

HIV has been very successful in extending the life expectancy of South Africans, but 

retention in care might still be a challenge for many populations. Finally, many barriers 
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impede utilization of services, including fear of stigma and discrimination, worry about the 

lack of confidentiality and long queues at health facilities. 

 In the final part of this review, I have highlighted three solutions for addressing 

barriers to the utilization of services. First, self-testing is a highly acceptable, private and 

convenient strategy to improve testing uptake, especially among those who might not 

otherwise seek testing. Second, leveraging digital tools can improve patient engagement 

and experience at all stages of the care pathway, by improving the reach of HIV prevention, 

facilitating distribution of self-tests and linkages to care, and by improving adherence to 

HIV treatment. Finally, risk assessment tools for HIV can tackle low risk perception and 

encourage high risk individuals to test for HIV, but many of the surveyed existing risk 

staging tools are not suitable for township populations of South Africa. As such, the 

development and implementation of a risk staging tool for HIV that is relevant for South 

African township populations can be useful in achieving the first UNAIDS 95-95-95 target 

of diagnosing 95% of people living with HIV. 
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Chapter 3: An HIV Risk Assessment Tool for South African 
Township Populations 
 

Preface to manuscript 1 

In Chapter 2, we found evidence that testing uptake remains inadequate in South Africa, 

particularly among certain groups such as men and individuals of lower socioeconomic 

status (SES). Indeed, several barriers such as fear of stigma and discrimination, concerns 

about the lack of privacy and confidentiality, and long queues at health clinics impede 

access to HIV services. Many studies have also indicated that individuals who are 

vulnerable to HIV often underestimate their HIV risk, and are thus less likely to seek testing. 

Through my literature review, I have found evidence that offering a digital tool for 

individuals to self-assess their risk of HIV reduced risk taking behaviours and increased 

self-reported willingness to seek testing. Further, qualitative findings indicated that people 

generally preferred learning about HIV risk factors through a digital risk self-assessment 

questionnaire, without fear of judgement, than discussing discomforting topics such as 

sexual behaviours with a health provider. As such, a risk assessment tool targeted to 

township populations of South Africa would be very relevant to raise awareness with 

respect to HIV risk factors and potentially increase testing uptake. 

In Chapter 2, I have reviewed 41 existing risk staging tools for HIV and found none 

specifically targeted to township populations of South Africa. Moreover, none of the 

surveyed validation studies evaluated the added value of their risk assessment tool by 

examining it in combination with existing testing programmes. 

 As such, in manuscript 1, we set out to evaluate an existing risk staging questionnaire 

piloted during the HIVSmart! trial which had not yet been assessed for predictive accuracy, 

identify a parsimonious set of sociodemographic and behavioural predictors of HIV, 

construct a risk assessment model for South African township populations, and validate 

the model in combination with a digital HIV self-testing programme. 

 This manuscript has been prepared for submission at the Journal of Acquired 

Immune Deficiency Syndrome. 
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Abstract 

Background. Low risk perception is an important barrier to the utilisation of HIV services. 

In this context, offering an online platform for people to assess their risk of HIV and inform 

their decision to test can be impactful in increasing testing uptake. In a quasi-randomised 

trial in 2017-18, we evaluated HIVSmart!, an app-based HIV self-testing program in 

township populations of South Africa. The HIVSmart! app, contained a risk self-assessment 

tool which had not yet been explored for its performance. We aimed to 1) determine the 

accuracy of the HIVSmart! digital risk levels; 2) identify a parsimonious set of predictors of 

HIV; and 3) develop a risk staging model for South African township populations and 

validate it in combination with a digital self-testing program. 

 

Methods. We assessed the relationship between the HIVSmart! risk levels and HIV status 

using logistic regression. Using predictive projection, a Bayesian variable selection 

approach, we identified predictors of HIV to construct a risk assessment model which was 

validated in external data as well as in combination with a digital HIV self-testing program.  

 

Results. Our analyses included 3095 participants from the HIVSmart! trial (self-testing 

arm: n=1535, conventional testing arm: n=1560). The original HIVSmart! risk levels that 

focused predominantly on behavioural risk factors were associated with HIV infection 

(posterior median odds ratio (OR), 89% credible interval (CrI): 1.15, 0.98 – 1.35). We further 

identified a model of five predictors that performed best during external validation (AUC-

ROC, 89% CrI: 0.71, 0.68 – 0.72). Predictors were: being unmarried, HIV testing history, 

having had sex with a partner living with HIV, dwelling situation, and education. With 

these predictors, the sensitivity of our HIV risk staging model was 91.0% (89% CrI: 89.1% – 

92.7%) and the specificity was 13.2% (89% CrI: 8.5% – 19.8%). Combined with a digital HIV 

self-testing program, the resulting specificity of the risk staging model increased to 91.6% 
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(89% CrI: 95.9% – 96.4%) and the sensitivity remained similar at 90.9% (89% CrI: 89.1% – 

92.6%). 

 

Conclusion. This is the first validated HIV risk assessment tool to be developed for South 

African township populations and the first study to have evaluated the added value of the 

risk assessment tool by considering its implementation with a digital self-testing program. 

A digital HIV risk assessment tool, if implemented in South Africa’s national HIV program, 

could raise awareness with respect to risk factors for HIV in a non-judgemental manner 

and encourage HIV testing among those who do not routinely seek testing.  
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Introduction 

South Africa has one of the highest human immunodeficiency virus (HIV) burden in the 

world with an estimated 7.8 million people affected by the virus, among which 8% are 

unaware of their seropositive status1. Within South Africa, the distribution of HIV remains 

unequal, often paralleling existing socioeconomic divides; South African townships have a 

prevalence that is nearly twice as high as the national average2.  

Increasing testing uptake amongst high-risk groups is the first step to achieving the 

UNAIDS 95-95-95 targets (95% tested, 95% on treatment, 95% virally supressed) for HIV 

elimination3. While South Africa has achieved tremendous progress in expanding access to 

HIV testing in the past two decades, testing uptake remains suboptimal among certain 

populations such as men and those of lower socioeconomic status (SES)4,5. Decentralised 

testing services such as home-based and self-testing are predicted to be one of the most 

impactful strategies to improve uptake by increasing access in a convenient and private 

manner6,7.  

Recognising the potential of decentralised testing services, the World Health 

Organization (WHO) recommended, in 2016, the implementation of HIV self-testing 

(HIVST) as a complement to facility-based testing8. By 2018, 59 countries globally had 

implemented HIVST and an additional 53 were developing policies for self-testing9. In 

South Africa, HIVST kits are currently available on the market as well as through several 

community-based programs10. 

Making use of digital platforms to guide HIV self-testing can further improve 

accuracy of results, increase referrals and facilitate linkages to care11,12. In 2017-2018, 

HIVSmart! an app-based self-testing program was evaluated in South African township 

populations in a quasi-randomised trial. HIVSmart! is an Android/iOS app-based self-

testing program, with a secure dashboard, cloud server and a peer worker-based 24/7 

counselling service13-15. The program demonstrated that both supervised and unsupervised 

self-testing aided by digital tools were feasible, and could link individuals to care just as 

well as conventional testing12. Additionally, the HIVSmart! self-testing program was 
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referred more often than conventional testing and qualitative findings indicated that 

participants valued the convenience of HIVST with a digital platform12,13,16.  

 Health inequities are apparent in the HIV epidemic in South Africa with people of 

lower SES being more likely to be affected by HIV17-19, and yet, generally having poorer 

testing uptake20. As decentralised HIV testing services such as HIVSmart! are being scaled 

up, it is imperative to ensure that they reach those most affected by the epidemic. Previous 

publications have indicated that individuals who are at high risk of HIV often do not 

perceive themselves to be at risk of infection21,22. Health education and raising awareness 

with respect to HIV risk factors can address the disconnect between risk perception and 

actual risk, and may help improve testing uptake as well as increase the frequency of 

testing23.  

Yun et al. found, in a randomised controlled trial in China, that high-risk individuals 

who interacted with a digital HIV risk assessment tool had higher engagement with HIV 

prevention material, had reduced their sexual risk behaviours, and indicated increased 

willingness to seek testing24. These findings indicate that offering a platform for people to 

assess their risk of HIV and inform their decision to test can increase testing uptake. While 

previous risk staging tools for HIV have been developed for sub-Saharan African 

populations25, we found none that were specifically targeted to township populations of 

South Africa. 

Part of the HIVSmart! application was an HIV risk self-assessment questionnaire 

which was piloted among participants12. In follow-up interviews, participants indicated 

enjoying interacting with the risk assessment tool through the app and that it helped them 

better understand risk factors for HIV, without fear of judgement26. However, the accuracy 

of the HIVSmart! risk levels in predicting HIV infection had not yet been explored and all 

participants proceeded to self-testing regardless of their risk levels. 

Thus, using secondary data from our quasi-randomised control trial, we set out to 

evaluate the following three objectives: 1) to determine the accuracy of the HIVSmart! 

digital risk levels in predicting new HIV infections; 2) to identify a parsimonious set of 

individual, contextual and/or behavioural factors that can predict HIV infection in 
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township populations; and 3) to develop a risk staging model for South African township 

populations and validate it in combination with HIVSmart!, an app-based HIV self-testing 

program. 

 

Methods 

Design and setting 

We conducted a secondary data analysis using data from the HIVSmart! trial in Cape Town, 

South Africa12. Participants were at least 18 years with unknown HIV status at recruitment, 

with access to a smartphone or tablet who presented at community outreach clinics for 

HIV testing. Participants were recruited from townships of Cape Town and offered either 

HIV self-testing or conventional testing, depending on which strategy their clinic was 

randomly allocated to. Further details have been published elsewhere12. 

 In the conventional and self-testing arm, upon consent, a research nurse collected 

sociodemographic data from all participants, including: individual factors (age, sex 

(female/male), marital status (married / not married), and comorbidities (i.e.,  tuberculosis 

(TB), other lung infection, diabetes, hypertension, asthma)), and contextual factors (post-

secondary education (yes/no), type of dwelling (hostel or informal / house or other), 

employment status (working part-time or full-time / unemployed or retired), and monthly 

income (less than 3000 rand / 3000-6000 rand / 6001-9000 rand / over 9000 rand)). 

Through the HIVSmart! risk assessment questionnaire, participants in the self-

testing arm provided information on behavioural risk factors, testing history (tested in the 

last six months / not tested in the last 6 months), and HIV exposure in the last 6 months 

(yes/no/abstain) prior to testing, while participants in the conventional testing arm 

answered similar questions through nurse-led interviews.  

Behavioural risk factors included history of drug injection, sexual activity as well as 

sexual risk factors such as condomless sex, sex with sex workers, sex with multiple partners, 

sex with a partner living with HIV, and sex under the influence of alcohol and/or drugs 

(yes/no/abstain).  
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A risk level for HIV (HIVSmart! risk level) was computed for each participant in the 

trial based on answers in the risk assessment questionnaire. The HIVSmart! risk level was 

unweighted and computed according to the algorithm described in Table 1, such that the 

maximum risk level was 12. The risk levels were automatically computed and shared with 

participants in the self-testing arm through the HIVSmart! app prior to testing. While there 

was no specific cut-off value for the determination of a “high-risk individual”, a person was 

deemed to be “high-risk” if they engaged in any of they engaged in any of the risk factors 

or if they were exposed to HIV (questions 5-7). We retroactively computed the risk level 

for participants in the conventional testing arm using answers that were obtained through 

nurse-led interviews. Qualitative interviews were also conducted in parallel to document 

the risk perception of participants13,16,26. 

 The ascertainment of new HIV infections was done using an oral HIV self-test 

(OraQuick advance HIV-1/2, OraSure Technologies Inc, USA) in the self-testing arm and 

blood-based rapid test in the conventional testing arm. HIV test results were confirmed 

using a blood-based p24 antigen rapid test, and an laboratory HIVRNA test. For the 

analyses, unless otherwise specified, we used the confirmed test results to define an HIV 

case. 

 

Statistical Analysis 

We imputed missing data using multiple imputation by chained equations (MICE) with 

five imputed datasets. Since MICE relies on other variables to impute a missing value27,28, 

we excluded observations with more than 20% missing values. We conducted a sensitivity 

analysis where all observations were included during the imputation process, and found 

that there was no significant impact on estimated coefficients and credible intervals (CrI), 

but that it resulted in some divergent transitions during modelling (data not shown). 

Where the number of missing values was low ( 5%), we conducted complete case 

analysis28,29. 

 The prior distributions for age and sex were informed by estimates from the extant 

literature18; we used a normal prior with mean of log(0.99541) and standard deviation (SD) 
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of 1 for age, and a normal prior of mean log(1.83141) and SD of 1 for sex18. We used normal 

null priors with SD of 1 for all other estimated coefficients, meaning that 95% of the prior 

distributions were consistent with an odds ratio of 0.14 to 7.39. In sensitivity analyses we 

investigated the impact of using weaker priors (with SD of 2), and null priors for age and 

sex, and found that the study conclusions were not significantly impacted (data not shown). 

To assess the accuracy of the HIVSmart! risk levels in predicting new HIV infections, 

we computed the area under the receiver operating characteristic curve (AUC-ROC) of the 

risk levels in the self-testing and conventional testing arm. The AUC-ROC is measure of 

how well a model can discriminate between cases and non-cases with values greater than 

0.5 indicating that a model is better than random at predicting HIV status and values of 1 

indicating that a model can perfectly discriminate between HIV positives and negatives. 

We also computed the sensitivity and the specificity of the HIVSmart! risk levels at every 

cut-off value between 3 and 8 inclusive. Then, using Bayesian logistic regression, we 

assessed the relationship between the HIVSmart! risk levels and HIV status, and reported 

the posterior median odds ratios (OR) with 89% CrI. 

To identify predictors of HIV infection, we used predictive projection feature 

selection, a novel approach for variable selection within the Bayesian framework which 

offers a good trade-off between sparsity and predictive accuracy and is robust to 

overfitting30,31. First, we fit a full model with all 20 individual, contextual and behavioural 

predictors for HIV. Then, we used projection to identify submodels that approximate the 

predictions of the full model31. We evaluated the smallest eight submodels in training and 

testing data, and used the validation set to select the sparsest submodel with acceptable 

predictive accuracy. Since we selected our model by assessing its performance in the 

validation set, our final model is less likely to overfit the training data. 

We reported the median AUC-ROC, with 89% CrI for all submodels and the full 

model, computed using expected values for HIV status based on 2000 draws from the 

posterior predictive distributions. We also report the error rate, sensitivity, specificity, 

positive predictive value (PPV) and negative predictive value (NPV) computed using 2000 

draws from the posterior predictive distributions. 
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Using sensitivity and specificity data from the self-testing arm of the HIVSmart! trial, 

we computed the sequential sensitivity and specificity of the risk assessment models 

combined with the HIVSmart digital self-testing program. Sequential testing is a process 

by which two tests are performed one after the other; if an individual is deemed positive in 

the first test (in this case, the HIV risk assessment model) they progress to the second test 

(in this case, HIV self-testing guided by HIVSmart!) that determines whether an individual 

is deemed “negative” or “positive” for HIV. The sequential sensitivity/specificity is the 

overall sensitivity/specificity of this two-step screening process. Of note, a positive result 

from a self-test would generally not be considered an HIV diagnosis and would require 

further confirmatory testing. 

We chose to report the 89% CrI rather than the 95% CrI since the 95% CrI can be 

unstable when the effective sample sizes are low (< 10,000)32. Additionally, it has been 

suggested that 89% intervals be used when computing credible intervals to avoid confusion 

with confidence intervals33. However, where relevant, both the 89% CrI and the 95% CrI 

are plotted in the figures. 

All analyses were performed using R version 4.0.234. Bayesian modelling was 

performed using the brms package35, multiple imputation was performed using the mice 

package36, and predictive projection feature selection was performed with the projpred 

package37. For measures of performance, we used the performance package38 and for data 

wrangling and visualisation, the tidyverse package39. 

 

Ethics approval 

The original quasi-randomised trial was approved by the Institutional review board of the 

Research Institute of the McGill University Health Center and the University of Cape Town, 

and research permits were obtained from the City of Cape Town. All participants provided 

written informed consent. Ethics approval for the secondary data analyses was obtained as 

part of an extension to the primary study. 
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Results 

Determining the accuracy of the HIVSmart! digital risk levels in predicting new HIV 

infections in township populations of South Africa 

Out of 1535 participants, 63 (4%) were missing an HIVSmart! digital risk level in the self-

testing arm of the trial (training data) and 18 (1%) were missing the HIV status. Overall, 80 

(5%) participants were missing at least one value. In the conventional arm, there were 17 

(1%) participants out of 1560 that were missing data for HIV status. Since the HIVSmart! 

digital risk score was computed retroactively for the conventional testing arm, there were 

no missing values for this variable. Since the number of missing cases were relatively low, 

we use complete cases only for these analyses. 

The AUC-ROC was lower in the self-testing arm data than in the conventional 

testing data (AUC-ROC, 0.52 and 0.62 respectively) (Figure 1A).  In both datasets, the 

optimal cut-off for the HIVSmart! digital risk level was 5.5; at this cut-off, the sensitivity 

was 81.1% in the self-testing arm data and 82.3% in the conventional arm data while the 

specificity was 25.0% in the self-testing arm data and 40.6% in the conventional arm data 

(Figure 1B). We estimated that every additional level of the HIVSmart! risk assessment tool 

increased the odds of HIV infection by 15% (OR, 89% CrI: 1.15, 0.98 – 1.35) in the self-testing 

data. 

 

Identifying a parsimonious set of individual, contextual and/or behavioural 

predictors of HIV  

Out of the 1535 observations in the self-testing arm of the trial, 174 (11%) were missing at 

least one value of which 81 (5%) were missing values for more than 20% of variables and 

were thus excluded from analysis. The remaining missing values were imputed five times, 

and in total, 1454 observations from the self-testing arm were included in the analysis. In 

the conventional arm data, 38 (2%) out of 1560 observations were missing at least one value 

but none were missing more than 20% of variables. As such, we imputed all missing values 

five times and conserved the original sample size of 1560 participants. 
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Our reference model of 20 predictors converged (Rhat < 1.05) without any divergent 

transitions. We assessed the posterior distributions which revealed no apparent outliers 

and all Pareto K values, being below 0.5, were deemed satisfactory. We identified using the 

predictive projection approach a sparse model of five sociodemographic and behavioural 

predictors which performed better (AUC-ROC, 89% CrI: 0.71, 0.68 – 0.72) than the 

HIVSmart! digital risk levels (Figure 2).  

The included variables were marital status, HIV testing history, having had sex with 

an HIV infected partner, dwelling type, and education level. With these variables, the AUC-

ROC of the model was 0.71 (89% CrI: 0.68 – 0.72). The median error rate was 14.2% (89% 

CrI: 12.6% – 15.8%), the sensitivity was 91.0% (89% CrI: 89.1% – 92.7%), and the specificity 

was 13.2% (89% CrI: 8.5% – 19.8%) in the testing data (Table 2). At an HIV prevalence of 

10%, the NPV was 93.2% (89% CrI: 89.2% – 95.3%) and the PPV was 10.5% (89% CrI: 9.9% 

– 11.2%) in the testing data. 

 

Validating the HIV risk assessment model it in combination with a digital self-

testing program 

The oral self-testing program aided by the HIVSmart! application had on overall sensitivity 

of 99.93% and specificity of 95.52%. We computed the sequential sensitivity and specificity 

of our risk staging tool followed by the HIV self-testing and found the resulting specificity 

to be significantly improved (sequential specificity, 89% CrI: 96.1%, 95.9% – 96.4%) while 

the sensitivity was not significantly impacted (sequential sensitivity, 89% CrI: 90.9%, 89.1% 

– 92.6%) in external data (Table 2). 

All variables included in our selected model were associated with HIV infection. 

Individuals who had not tested for HIV in the previous 6 months had increased odds of 

HIV (OR, 89% CrI: 1.94, 1.43 - 2.65). Additionally, individuals who were unmarried (OR, 89% 

CrI: 2.24, 1.51 - 3.37) or who had sex with an HIV infected partner were over two times more 

likely (OR, 89% CrI: 2.96, 1.61 - 5.24) to be HIV positive. Socioeconomic indicators also 

impacted HIV infection with those not having post-secondary education (OR, 89% CrI: 

2.02, 1.29 - 3.26) and living in hostels or informal dwelling (OR, 89% CrI: 1.69, 1.25 - 2.29) 
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being more likely to be HIV positive compared to those with post-secondary education and 

those living in a house, respectively (Figure 3). 

 

Discussion 

We developed and validated a prediction model to assess the risk of HIV in township 

populations of South Africa that includes five sociodemographic and behavioural 

predictors of HIV. This risk assessment tool is, to our knowledge, the first to be developed 

for township populations in South Africa. During validation, our predictive model of five 

variables outperformed the original HIVSmart! digital risk staging tool and had similar 

predictive ability than the full model containing all predictors. 

While the initial digital HIVSmart! risk levels, which did not include any contextual 

predictors and predominantly included behavioural risk factors, had a modest predictive 

accuracy (AUC-ROC of 0.52 in the self-testing arm and 0.62 in the conventional testing 

arm), we found that incorporating information on socioeconomic factors improved the 

accuracy of the risk predictions (AUC-ROC of 0.68 in the training data and 0.71 in the 

testing data). These results suggest that incorporating information on socioeconomic 

indicators can improve the accuracy of HIV risk assessment models and that risk staging 

for HIV should expand beyond behavioural risk factors. 

The incorporation of behavioural risk factors, especially with regards to sex and drug 

use, is common amongst existing risk staging tools40, but less common is the use of 

contextual factors related to social determinants of health. In the sub-Saharan African 

context, we found few other published risk assessment tools for HIV that incorporated 

contextual factors. Among those that we identified, two were targeted to young women in 

South Africa41-43, and incorporated variables on financial dependence and school absence, 

and three were non-targeted risk assessment tools developed for use in Kenya which 

included information on occupation44, Uganda with a variable for education45, and rural 

South Africa with variables for education, place of residence and SES quintile46. 

Incorporating contextual factors such as education and dwelling situation in an HIV risk 

assessment tool not only acknowledges the differential impact of the HIV epidemic for 
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populations of lower SES, but can also help mitigate these health inequities by referring 

them to testing. 

Our selected HIV risk assessment model included two contextual factors, dwelling 

situation and education level, two individual factors, HIV testing history and marital status, 

as well as one behavioural factor, having had sex with a person living with HIV, all of which 

were associated with HIV. Studies using machine learning techniques previously identified 

several social predictors of HIV in sub-Saharan Africa, including education level, dwelling 

situation and wealth47,48, highlighting the value of using contextual information in 

predicting HIV. Our study, which uses Bayesian predictive projection to identify HIV 

predictors, similarly found educational attainment and dwelling situation to be important 

predictors of HIV status. On the other hand, employment status and monthly income were 

not a useful predictors of HIV. 

In terms of performance, our HIV risk assessment tool is comparable to other 

externally or cross-validated non-targeted HIV risk assessment models intended for use in 

different sub-Saharan populations such as Kenya (AUC-ROC of 0.69)44, Uganda (AUC-ROC 

of 0.69 in men and 0.67 in women)45 and rural South Africa (AUC-ROC of 0.71 in men and 

0.68 in women)46.  

Interestingly, the performance of our model was better in the testing data, 

corresponding to the conventional testing arm of the trial, relative to the training data, 

corresponding to the self-testing arm. This might be explained by the fact that a greater 

proportion of participants in the self-testing arm of the trial were referred to self-testing by 

other participants (16.7% in self-testing vs 3.1% in conventional testing arm)12; those who 

were referred by others were probably less likely to have recently sought HIV testing yet 

reasonably similar in their likelihood of having HIV, making previous HIV testing history 

a poorer predictor of HIV status in the self-testing arm compared to the conventional 

testing arm, and the overall predictive performance of the models better in the testing data. 

While in low prevalence areas, targeting HIV testing to high-risk individuals can be 

cost-effective49,50, restricting access to testing in high prevalence settings such as South 

Africa is discouraged given the high cost of missing a person living with HIV40. It has 
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instead been suggested that HIV risk assessment tools be used to prompt offer of testing as 

well as discussions with respect to HIV risk factors25. 

The sensitivity and specificity of the oral HIV self-testing program aided by the 

HIVSmart! application was high (sensitivity of 99.93% and specificity of 95.52%) when 

evaluated in township populations of South Africa. This sensitivity estimate is higher than 

that reported by the test kit manufacturer (91.7%)51 indicating that digital innovations that 

support self-testing and its interpretation can minimize user errors and improve the 

sensitivity of self-testing. 

For those who are seeking to test for HIV, self-testing is an convenient, private and 

confidential alternative to conventional HIV testing7,52,53. However, for those who might 

still be reluctant to test or who might not be aware of self-testing options, a digital risk 

assessment tool for HIV can help encourage high-risk individuals to test for HIV and 

facilitate linkages to self-testing options. 

The sensitivity of our risk assessment model was relatively high in testing data 

(sensitivity: 91.0%, 89.1% – 92.7%) indicating that it would appropriately capture a majority 

of people living with HIV (PLWH) into the higher risk category and refer them to testing. 

In modelling the sequential sensitivity and specificity of our risk assessment models 

coupled with a digital HIV self-testing program, we found the resulting sequential 

specificity of our model to be significantly improved (sequential specificity: 96.1%, 95.9% – 

96.4%) in the testing data while the sensitivity remained relatively similar (sequential 

sensitivity: 90.9%, 89.1% – 92.6%). This suggests that combining self-assessment of HIV 

risk with digital self-testing could be an effective strategy to find for undiagnosed PLWH 

and link them to care. Indeed, those who self-tested with HIVSmart! showed high rates of 

linkages to care, at least similar, if not better, than those achieved by conventional testing12. 

While there has been significant improvement in improving linkages to care and treatment 

retention in South Africa, ensuring high HIV testing uptake and finding PLWH who are 

unaware of their status remain important challenges, particularly among individuals of 

lower socioeconomic status5,20.  



 59 

Several studies have reported discrepancies between individuals’ perceived risk of 

HIV and their actual risk21,22; bridging this gap is an important step in increasing testing 

uptake as several meta-analyses have indicated that the more people perceive themselves 

to be at risk of a disease, the greater their motivation to engage in healthy behaviours54,55. 

Stigma and misconceptions about HIV are another important barrier to the uptake of 

testing56,57. Dzinamarira et al. highlight the value of discussing HIV etiology and 

transmission in health education programs to combat misconceptions related to HIV and 

increase testing uptake57.  

An HIV risk assessment tool offered through a digital platform is an effective way to 

convey personalised information on HIV risk and raise awareness with respect to risk 

factors for HIV. Indeed, our risk staging tool can inform a decision to test in high prevalence 

settings by educating people on the pertinence of self-testing in a non-judgemental manner. 

In follow-up interviews, participants from the HIVSmart! trial indicated that they 

appreciated the digital risk assessment questionnaire as it allowed them to reflect on their 

risk factors without fear of judgement26. 

Digital platforms can further improve accessibility and acceptability of HIV self-

assessment tools. Jones et al. found in their qualitative study that participants had a marked 

preference for a digital risk assessment tool compared to the paper-based alternative58. 

Some participants also indicated that they felt more comfortable filling the questionnaire 

than discussing discomforting topics, such as sexual behaviours, with a provider they did 

not know, while others indicated that the digital risk assessment questionnaire would 

encourage them to ask questions about risk behaviours to their provider58. 

Furthermore, a randomised control study in China recently found that individuals 

who were provided with a digital HIV risk assessment tool had higher engagement with 

other HIV prevention material, had reduced their high-risk behaviours, and were more 

likely to indicate intention to seek testing relative to those who only received general 

educational information on HIV24. Altogether, these studies suggest that HIV risk self-

assessment can help spark discussions about HIV risk, encourage risk reduction behaviour, 
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and increase HIV testing among high-risk individuals, especially in settings where people 

might be reluctant to be forthcoming to healthcare workers about their risk factors59-61.  

Indeed, many healthcare facilities in South Africa have incorporated provider-

initiated counseling and testing (PICT), where providers are encouraged to offer HIV 

testing to all patients presenting at health facilities. As a result, sexual and reproductive 

health services in Cape Town often require presenting individuals to test for HIV despite 

not having specifically sought this service. This strategy has been extremely successful in 

improving HIV testing uptake62, but it is rather unpopular with only 11.6% of surveyed 

South Africans preferring this practice compared to 66.1% preferring client-initiated 

counseling and testing63. Under PICT policies, individuals reported having felt pressured 

into being tested for HIV and not being given the opportunity to decline63, occasionally 

leading to strained relationships between health providers and community members who 

feel arbitrarily targeted16,64. 

Here, we suggest a digital HIV risk assessment tool that offers a non-judgemental 

and non-paternalistic way of increasing HIV testing uptake in high prevalence areas by 

empowering individuals to assess their own need for testing and raising awareness of HIV 

risk factors. Referring individuals presenting at clinics to a risk assessment tool rather than 

requiring them to test for HIV could help ease tensions between healthcare workers and 

community members all the while being a possibly more cost-effective approach than PICT. 

Indeed, task-shifting personalised communication of HIV risk and promotion of testing 

services to a digital platform has the potential to reach a wider audience, and facilitate the 

offer of home testing options, pre-test and post-test counselling to those most vulnerable 

to HIV12,65. 

 

Strengths. A main strength of the present study is its novelty in using contextual factors 

for HIV risk assessment among township populations of South Africa. Utilizing information 

on sociodemographic factors in a community-based risk staging tool not only 

acknowledges the impact of socioeconomic position on the risk of HIV, but also leverages 

information that is easily accessible outside of clinical settings.  
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 Second, our study demonstrated that a digital HIV self-testing program can be 

highly accurate in high prevalence settings, and that an HIV risk assessment tool combined 

with self-testing can further screen individuals who might not otherwise test for HIV, and 

maintain high sensitivity and specificity. The high accuracy of these digital strategies calls 

for the integration of digital diagnostics, including apps, in the implementation self-testing 

initiatives. 

 A third strength of this study relates to the approach we used to identify predictors 

of HIV. Bayesian predictive projection has been shown to be more robust to overfitting 

than traditional frequentist approaches30,31. Furthermore, we selected our final model using 

a validation set which further limits the risk of overfitting to the training data. Using a 

Bayesian framework in our analyses also allowed us to incorporate prior information on the 

relationship between age and sex, and HIV, and to account for the uncertainty with respect 

to missing data through multiple imputation. Finally, another advantage of the Bayesian 

framework is that it provides uncertainty estimates for parameters that are often credited 

as having a more intuitive interpretation than frequentist approaches, referring to 

probability distributions rather than likelihood33. 

 

Limitations. Our findings should be considered in light of the limitations associated with 

our present study. First, there might be measurement bias. In the self-testing arm, many 

individuals chose to abstain from answering certain questions related to their sexual 

practices but very few chose to abstain from answering similar questions in the 

conventional testing arm during nurse-led interviews. Participants in the conventional 

testing arm might have felt compelled to answer every question during nurse-led interviews, 

and we cannot exclude the possibility of inaccurate reporting or social desirability bias their 

answers. Second, since we used secondary data collected from townships of Cape Town, 

our risk assessment tool may not be generalizable to other settings. Third, broad strata 

within our categorical variables could have led to some residual confounding. Finally, while 

multiple imputation can help address bias due to missing data, some selection bias from 

the recruitment process in the quasi-randomised control trial may remain27,66. 
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Conclusion 

In this study, we have developed an HIV risk assessment model for township populations 

of South Africa and validated it in combination with a digital HIV self-testing program. To 

our knowledge, this is the first validated HIV risk staging tool to be developed for South 

Africa township populations. It is also the first study to have evaluated the added value of 

the risk assessment tool by considering its implementation with a digital self-testing 

program. Indeed, our digital HIV risk assessment tool could encourage HIV testing among 

those who do not routinely seek testing by offering a personalised assessment of HIV risk 

and facilitating linkages to self-testing options. Furthermore, it can raise awareness with 

respect to risk factors for HIV in a non-judgemental manner and help spark risk reduction 

discussion between patients and providers. Finally, our risk assessment tool for HIV is one 

of the few to utilise information on social determinants of health with the aim of improving 

testing uptake among those disproportionately affected by HIV and mitigating the impact 

of health inequities. 
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Appendix 

Figures 

 

Figure 1. (A) Area under the receiver operating characteristic curve (AUC-ROC) and (B) 
sensitivity and specificity for the HIVSmart! digital risk level in the self-testing and the 
conventional testing arm data. Sensitivity and specificity values were computed at cut-offs 3 to 

8 for the HIVSmart! digital risk level. A cut-off of 5.5 was deemed to be optimal, meaning that those 
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with a score of 6 or higher would be deemed “high risk” whereas those with a risk level of less than 
6 would be deemed “low risk”. 

 

 

Figure 2. Area under the receiver operating characteristic curve (AUC-ROC) of submodels and 
reference model in the testing (N = 1560) and training (N = 1454) data. Green and pink lines 
represent the median AUC-ROC darker shaded areas represent the 89% credible intervals and lighter 
shaded areas represent the 95% intervals, computed using 2000 draws from the posterior predictive 
distribution. The X-axis represents the HIV predictor that was added to the submodel. The black vertical 
line represents the selected risk assessment model with five predictors (HIV testing history, sex with an 
HIV infected partner, marital status, dwelling, and education). 

 



 70 

 

Figure 3. Median, 89% and 95% credible intervals of estimated odds ratio for HIV status for the 

selected risk assessment model. Points represent the posterior medians, thick segments represent 
the 89% credible intervals and thin segments represent the 95% intervals of the estimated odds ratios 
of HIV infection. Reference categories are: tested in the past 6 months for HIV testing history, no for 

sex with an HIV infected partner, married for marital status, house or other for dwelling, and post-
secondary level education for education. 
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Tables 

Table 1. HIVSmart! digital risk level algorithm 

Question Risk level 

1. To which age group do you belong? Any answer*: +1 

2. What is your sexual orientation? Any answer*: +1 

3. Have you ever been tested for HIV? Any answer*: +1 

4. Are you sexually active? Yes: +1 

5. In the past 6 months, I have had sex… (select all that apply) 
o Without a condom 
o With multiple partners 
o With a commercial sex worker 
o With an HIV infected partner 
o Under the influence of alcohol 
o Under the influence of drugs 

For each selected option: +1 

6. In the past 6 months, have you used injected drugs (excluding 
medicine)? 

Yes: +1 

7. In the past 6 months, have you been exposed to HIV at your 
workplace or elsewhere?  

Yes: +1 

* Those who abstained from answering were given a score of 0 for the question 

 

Table 2. Performance of selected risk assessment model in the testing (N = 1560) and 
training (N = 1454) data 

 Median (89% CrI) 

 Testing data Training data 

AUC-ROC 0.71 (0.68 – 0.72) 0.68 (0.67 – 0.68) 

Error Rate 14.2 (12.6 – 15.8) 15.4 (14.0 – 16.9) 

Sensitivity 91.0 (89.1 – 92.7) 91.5 (89.9 – 93.1) 

Specificity 13.2 (8.5 – 19.8) 11.7 (7.8 – 17.2) 

Sequential Sensitivity 90.9 (89.1 – 92.6) 91.5 (89.8 – 93.1) 

Sequential Specificity 96.1 (95.9 – 96.4) 96.0 (95.9 – 96.3) 

Positive Predictive Value 10.5 (9.9 – 11.2) 10.3 (9.9 – 10.9) 

Negative Predictive Value 93.2 (89.2 – 95.3) 92.7 (88.8 – 94.8) 
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Supplementary Digital Content 

Figure 

 

 

Supplementary figure 1. (A) Sensitivity, (B) Specificity, (C) Positive predictive value and (D) 
Negative predictive value of submodels identified through predictive projection and the 
reference model. Green and pink lines represent the median values, darker shaded areas represent 

the 89% credible intervals and lighter shaded areas represent the 95% intervals, computed using 
2000 draws from the posterior distribution. The X-axis indicates the HIV predictor that was added 
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to the submodel. The black vertical line represents the selected risk assessment model with five 
predictors. For panel A and B, the plots on the left represent the sensitivity/ specificity of the risk 

assessment models and the plots on the right represent the sequential sensitivity/ specificity of the 

risk assessment models when combined with a digital self-testing program. For panel C and D, the 

positive and negative predictive values were computed for an HIV prevalence of 10%. 

 

Table 

Supplementary table 1. Variables selected through predictive projection 

HIV predictor 

1. Marital status 

2. Tested in the past 6 months 

3. Sex with an HIV infected partner 

4. Dwelling 

5. Education 

6. Sex 

7. HIV exposure 

8. Comorbidities 

9. Sex with multiple people 

10. Sex with alcohol 

11. Monthly income 

12. Abstain from sharing sexual behaviours 

13. Age 

14. Sexually active 

15. Drug injection 

16. Sex with sex workers 

17. Sex without condom 

18. Sex with drugs 

19. Employment status 

20. Tuberculosis infection 
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Chapter 4: The Impact of Contextual factors on HIV 
 

Preface to manuscript 2 

In the literature review, we learnt that the relationship between socioeconomic status (SES) 

and HIV in sub-Saharan Africa has shifted as the epidemic matured. While individuals of 

higher SES seemed to be most affected in the early years of the epidemic, the latest evidence 

now appears to suggest that people of lower SES are disproportionately impacted by HIV. 

 In the first manuscript, we found that two of the most relevant predictors of HIV in 

South African townships were socioeconomic indicators: education level and dwelling type. 

By examining the posterior distributions, we further affirmed the harmful impact of low 

SES on HIV infection as those with a lower education level, and living in hostels or informal 

dwellings were significantly more likely to be living with HIV. 

 In Chapter 2, we explore potential explanations for this effect; many have suggested 

that people of lower SES are more likely to engage in risk taking behaviours and less likely 

to be knowledgeable about HIV, making them more vulnerable to the viral infection. 

Indeed, socioeconomic stressors such as poverty and food insecurity can constraint people 

into adopting certain high-risk sexual practices such as unprotected transactional sex. 

 It nevertheless remains unclear to what extent contextual factors impact the risk of 

HIV despite controlling for behavioural risk factors related to sex and drug use. Thus, in 

this second manuscript, we seek to quantify the effect of contextual factors (subdistrict of 

residence, education level, dwelling situation, employment, and income) on HIV infection, 

after controlling for behaviours. 

 This manuscript has been prepared for submission at the Journal of the International 

AIDS Society. 
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Abstract 

Introduction. With a prevalence almost twice as high as the national average, South 

African townships are particularly impacted by the HIV epidemic. Yet, it remains unclear 

whether the risk of acquiring HIV differs across subdistricts and what role contextual 

variables play in predisposing individuals to HIV infection. Our objective was to estimate 

the extent to which contextual factors (education level, dwelling situation, employment 

status, and monthly income) explain the risk of HIV in South African townships, after 

controlling for behavioural factors. 

 

Methods. Using Bayesian logistic regression, we analysed secondary data from a quasi-

randomised trial which recruited participants (N = 3095) from townships of Cape Town. 

We controlled for individual factors (age, sex marital status, testing history, HIV exposure, 

comorbidities and tuberculosis infection) and behavioural factors (unprotected sex, sex 

with multiple partners, with sex workers, with an HIV infected person, under the influence 

of alcohol or drugs), and accounted for the uncertainly due to missing data through 

multiple imputation. 

 

Results. Individuals residing in hostels or informal dwellings, without post-secondary 

education, were at increased odds of HIV after controlling for subdistrict of residence, 

individual and behavioural factors. 

 

Conclusions. While HIV prevention strategies have typically emphasized personal 

responsibility in health, our analyses showed that individual and behavioural factors alone 

cannot fully explain HIV infection. A greater emphasis on addressing social determinants 

of health is warranted to end the HIV epidemic. This implies a greater deployment of social 

programmes that mitigate health inequities by improving living conditions and promoting 

general education. 
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Introduction 

South Africa has one of the highest HIV rates with an estimated 19.1% of the population 

infected with the virus (1). In high HIV prevalence countries like South Africa, the risk of 

acquiring an HIV infection differs significantly among geographical areas (2). South African 

townships, urban settlements originally designated during apartheid for non-whites only, 

are particularly impacted by the HIV epidemic with a prevalence that is nearly twice as high 

as the national average (3).  

In Cape Town, one out of every five households live in informal dwellings according 

to the 2011 South African Census and this proportion is expected to have risen as more 

people move to urban areas for employment (4). Additionally, 36% of households in Cape 

Town live below the poverty line with less than 3500 rand of income per month and 9% 

have no access to on-site sanitation (5). According to the census, 24% of people living in 

Cape Town are unemployed, 79% have not completed secondary education, including 3% 

with no formal schooling, and only 4% of Cape Town residents have post-secondary 

education (5). 

Prevention strategies for HIV have been dominated by interventions aimed at 

influencing knowledge, attitudes and behaviours (6). While behavioural factors play a 

major role in the transmission of HIV, they poorly explain health inequities (7), which are 

health disparities that are unnecessary, avoidable, unfair and unjust (8). By contrast, social 

determinants of health such as education, employment status, dwelling situation, and 

income can not only inform policy implementers as to where to target HIV service delivery, 

but may also help address health inequities and minimize the risk of HIV acquisition in the 

South African context. 

Better understanding how contextual factors related to social determinants of 

health impact HIV infection can inform how public health policies should be implemented. 

While studies have previously reported on the negative impact of socioeconomic 

disadvantage on the risk of acquiring HIV in Southern Africa, it is still unclear whether the 

risk of HIV infection differs across socioeconomic divides after controlling for behavioural 

and individual factors (2, 7, 9, 10).  
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Furthermore, although the impact of behavioural factors, especially behaviours with 

respect to sexual activities, on HIV acquisition is relatively well characterized, it remains 

unclear to what extent contextual factors such as education, employment status, dwelling 

situation, and income impact the likelihood of HIV infection within townships of South 

Africa and whether they differ across subdistricts of Cape Town. 

The objective of this study was to estimate the extent to which contextual factors 

(education level, dwelling situation, employment status and monthly income) explain the 

risk of HIV in South African townships, while controlling for individual and behavioural 

factors. In exploratory analyses, we also aimed to estimate the effect of contextual factors 

on certain sexual behaviours and the effect of individual, behavioural and contextual 

factors on HIV testing history. 

 

Methods 

Design and Setting 

We conducted a secondary data analysis using data from a quasi-randomised trial in Cape 

Town, South Africa, between January 2017 and June 2018. The objective of the trial was to 

evaluate HIVSmart!, a digital self-testing programme for HIV with an oral self-test, on 

increased linkage to care, detection of new infections and increased referrals to test (11). 

HIVSmart! is an Android and iOS app-based self-testing programme, with a secure 

dashboard, Health Insurance Portability and Accountability Act (HIPAA)-compliant cloud 

server, and a peer worker-based 24/7 counselling service (12-14). The study was conducted 

at six community clinics; participants were recruited from three subdistricts of Cape Town 

(denoted here as subdistrict A, B and C) and offered either HIV self-testing or conventional 

testing.  

The ascertainment of new HIV infections was done using an oral HIV self-test 

(OraQuick advance HIV-1/2, OraSure Technologies Inc, USA) in the self-testing arm and 

blood-based rapid test in the conventional testing arm. HIV test results were confirmed 

using a blood based p24 antigen rapid test as well as an laboratory HIVRNA test. For the 

analyses, we used confirmed test results to define an HIV case. 
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Measures 

Individual factors included age, sex (female/male), marital status (married/not married), 

testing history (tested in the last six months / not tested in the last six months), HIV 

exposure in the last 6 months (yes/no/abstain) as well as selected comorbidities (i.e., 

tuberculosis (TB), other lung infection, diabetes, hypertension, and asthma).  

Behavioural risk factors included history of drug injection, and sexual risk factors 

such as unprotected sex, sex with sex workers, sex with multiple partners, sex with HIV 

infected individuals, and sex under the influence of alcohol and/or drugs (yes/no/abstain).  

Contextual variables assessed included post-secondary education (yes/no), type of 

dwelling (hostel or informal / house), employment status (working part-time or full-time / 

unemployed or retired), and monthly income (less than 3000 rand / 3000-6000 rand / 6001-

9000 rand / over 9000 rand).  

Measured variables were selected based on knowledge of HIV epidemiology during 

the design of the HIVSmart! trial. 

 

Statistical analysis 

Variables were summarised using means, standard deviation (SD), and interquartile range 

(IQR) for continuous variables, with an ANOVA p-value. Categorical variables were 

summarised by count and frequency with a chi-square p-value. 

 We conducted a majority of the analyses using Bayesian statistics which offer two 

key advantages compared to frequentist approaches: it permits the incorporation of prior 

information and provides more intuitive and meaningful inferences. 

We used Bayesian logistic regression to estimate the effect of subdistrict of residence, 

individual (age, sex, marital status, testing history, HIV exposure, presence of comorbidities 

or TB), contextual (education level, dwelling situation, employment status and monthly 

income), and behavioural (drug injection, sexually active, unprotected sex, sex with sex 

workers, sex with multiple partners, sex with HIV infected partner, sex under the influence 
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of alcohol or drugs) factors on the risk of acquiring HIV. We report the posterior medians 

as well as the 89% and 95% credible intervals (CrI) of the adjusted odds ratios. 

Priors for age and sex were informed by a study by Bärnighausen et al. (2). The prior 

for age was set as normal prior with a mean of log(0.9954) and a standard deviation of 1. 

The prior for sex was set as a normal prior with a mean of log(1.8314) and an SD of 1. The 

prior for the beta coefficient of all other variables was specified as a normal prior with a 

mean of 0 and an SD of 1. We investigated, through sensitivity analyses, the impact of using 

weaker priors (with SD of 2), as well as null priors for age and sex, and found that the study 

conclusions were not significantly impacted (data not shown). 

Missing data was imputed using multiple imputation by chained equations with five 

imputed datasets. Results were pooled from the posterior draws of the five submodels to 

account for the additional uncertainty caused by the imputation procedure (13, 14). 

Analyses were performed in R version 4.0.2 (15). Multiple imputation was performed using 

the mice package (16) and Bayesian modelling was performed using the brms package (17). 

We used the tidyverse package (18) for data wrangling and visualisation and the arsenal 

package (19) to create summary tables.  

 

Ethics approval 

The primary quasi-randomised study was approved by the Institutional Review Board of 

the Research Institute of the McGill University Health Centre and the University of Cape 

Town, and research permits were obtained from the City of Cape Town. All participants 

provided written informed consent. Ethics approvals for secondary data analyses were 

obtained as part of an extension to the primary study. 

 

Results 

Demographics 

In total, 3095 participants were recruited (11) of which 212 (7%) were missing at least one 

variable and 81 (3%) were missing more than five variables. 893 (29%) participants were 

from subdistrict A, 1023 (33%) from subdistrict B and 1112 (36%) from subdistrict C of Cape 
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Town (Table 1 1). 64 (2%) participants did not specify their subdistrict of residence. 

Participants were on average 29 years old, predominantly female (70%), and unmarried 

(71%). Close to half (48%) had tested for HIV in the past 6 months but were undiagnosed 

and not on treatment at the time of testing.  

 

Differences across townships 

Participants from subdistrict A were on average younger while participants from subdistrict 

C were slightly older (Table 1). As compared with subdistrict C, a smaller proportion of 

participants from subdistrict A and subdistrict B were unmarried (% unmarried, 77.0%, 

68.7%, 68.2%, respectively). Participants from subdistrict B were less likely to have tested 

in the past 6 months.  

Other factors which differed across townships are frequency of comorbidities, 

whether engaging in unprotected sex or sex under the influence of alcohol, dwelling 

situation, employment situation, and monthly income (Table 1). 

 

Table 1. Baseline characteristics of participants in subdistricts of Cape Town 

 
Subdistrict A 

(N=893) 
Subdistrict B 

(N=1023) 
Subdistrict C 

(N=1112) 
Overall 

(N=3095) 
p value 

     Missing 
subdistrict 

   64  

Individual Factors 

Age      

Missing 0 0 1 1  

Mean (SD) 28 (8) 29 (8) 29 (9) 29 (9) < 0.001 

IQR 17 - 67 17 - 67 17 - 76 17 - 76  

Sex      

Missing 0 1 1 2  

Male 264 (29.6%) 300 (29.4%) 336 (30.2%) 919 (29.7%) 0.896 

Female 629 (70.4%) 722 (70.6%) 775 (69.8%) 2174 (70.3%)  

Marital status 

Missing 11 29 36 81  

Unmarried 606 (68.7%) 678 (68.2%) 828 (77.0%) 2153 (71.4%) < 0.001 

Previous HIV test 

Missing 0 1 0 64  
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Has not tested in 
the past 6 
months 464 (52.0%) 611 (59.8%) 494 (44.4%) 1573 (51.9%) 

< 0.001 

In the past 6 months, have you been exposed to HIV? 

Missing 0 1 0 64  

Yes 43 (4.8%) 63 (6.2%) 73 (6.6%) 179 (5.9%) 0.529 

Abstain 13 (1.5%) 17 (1.7%) 19 (1.7%) 49 (1.6%)  

Have you ever been diagnosed with tuberculosis? 

Yes 68 (7.6%) 70 (6.8%) 106 (9.5%) 247 (8.0%) 0.063 

Have you ever been diagnosed with any of these illnesses: 
lung infection, diabetes, hypertension, asthma? 

Yes 77 (8.6%) 136 (13.3%) 85 (7.6%) 305 (9.9%) < 0.001 

Behavioural Factors 

Are you sexually active? 

Missing 1 3 7 74  

Yes 811 (90.9%) 906 (88.8%) 983 (89.0%) 2704 (89.5%) 0.142 

Abstain 24 (2.7%) 22 (2.2%) 36 (3.3%) 82 (2.7%)  

In the past 6 months, have you injected drugs (excluding medicine)? 

Missing 0 1 0 64  

Yes 23 (2.6%) 34 (3.3%) 43 (3.9%) 100 (3.3%) 0.167 

Abstain 3 (0.3%) 10 (1.0%) 12 (1.1%) 25 (0.8%)  

In the past 6 months, I have had sex… (select all that applies) 

Missing 5 5 8 81  

Without a 
condom 

566 (63.7%) 716 (70.3%) 811 (73.5%) 2097 (69.6%) < 0.001 

With multiple 
partners 

83 (9.3%) 113 (11.1%) 107 (9.7%) 303 (10.1%) 0.391 

With a 
commercial sex 
worker 

5 (0.6%) 6 (0.6%) 13 (1.2%) 24 (0.8%) 0.203 

With an HIV 
infected partner 

15 (1.7%) 28 (2.8%) 34 (3.1%) 77 (2.6%) 0.132 

Under the 
influence of 
alcohol 

84 (9.5%) 129 (12.7%) 103 (9.3%) 317 (10.5%) 0.021 

Under the 
influence of 
drugs (e.g. 
marijuana, 
cocaine, heroin, 
etc.) 

12 (1.4%) 29 (2.8%) 23 (2.1%) 64 (2.1%) 0.077 

Abstain 13 (1.5%) 23 (2.3%) 23 (2.1%) 59 (2.0%) 0.428 
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Contextual Factors 

What is your highest level of education? 

Graduate, 
undergraduate 
or college 

173 (19.4%) 207 (20.2%) 199 (17.9%) 593 (19.2%) 0.38 

High school, 
primary school 
or no schooling 

720 (80.6%) 816 (79.8%) 913 (82.1%) 2502 (80.8%)  

What sort of dwelling do you live in? 

Formal house or 
other 

489 (54.8%) 457 (44.7%) 584 (52.5%) 1568 (50.7%) < 0.001 

Hostel or 
informal 
dwelling 

404 (45.2%) 566 (55.3%) 528 (47.5%) 1527 (49.3%)  

What is your work situation? 

Employed (part-
time or full-
time) 

349 (39.1%) 468 (45.7%) 470 (42.3%) 1288 (41.6%) 0.013 

Not employed or 
retired 

544 (60.9%) 555 (54.3%) 642 (57.7%) 1807 (58.4%)  

What is your monthly income? 

Missing 0 0 3 66  

>9000 R 20 (2.2%) 32 (3.1%) 56 (5.0%) 108 (3.6%) < 0.001 

6001-9000 R 28 (3.1%) 50 (4.9%) 29 (2.6%) 107 (3.5%)  

3000-6000 R 135 (15.1%) 171 (16.7%) 150 (13.5%) 457 (15.1%)  

<3000 R 710 (79.5%) 770 (75.3%) 874 (78.8%) 2357 (77.8%)  

 

 

The odds of HIV infection differed across subdistrict of Cape Town, South Africa 

We found that those residing in subdistrict B and C were at increased odds of being HIV 

positive compared to residents of subdistrict A in unadjusted analyses (Supplementary 

table). This difference persisted even after controlling for individual, behavioural, and 

contextual factors, although the null effect was within the 89% probability bounds of the 

odds ratio for subdistrict C (aOR, 89% CrI: 1.54, 1.16 - 2.07 and 1.21, 0.90 - 1.64, respectively) 

(Figure 1). 

 



 

 
84 

Sex, marital status, having pre-existing conditions, testing history and previous 

HIV exposure affected the odds of new HIV infection 

Female participants were at increased odds of being HIV positive compared to male 

participants (aOR, 89% CrI: 1.44, 1.11 – 1.89), after controlling for all other individual, 

behavioural, and contextual factors as well as subdistrict of residence. Additionally, in our 

adjusted analyses, those who were unmarried or who had not tested in the previous 6 

months had at least twice the odds of having an HIV infection (aOR, 89% CrI: 2.07, 1.56 – 

2.76 and 2.51, 1.97 – 3.23, respectively). In adjusted analyses, individuals co-infected with 

tuberculosis had similar odds while those with other comorbidities had lower odds of 

testing positive for HIV (aOR, 89% CrI: 0.39, 0.24 – 0.63). Finally, those who indicated 

having been exposed to HIV in the past 6 months were also at increased odds of HIV 

infection, in adjusted analyses (Figure 1). 

 

Engaging in unprotected sex, sex with multiple partners, or sex with an HIV 

infected partner increased the odds of HIV infection 

Having had sex with an HIV infected partner was associated with the highest adjusted odds 

ratio of infection (aOR, 89% CrI: 6.43, 4.22 – 9.74), after controlling for individual, 

behavioural, and contextual factors. Other behavioural factors associated with greater odds 

of HIV infection included having engaged in unprotected sex, having had sex with multiple 

partners, and having chosen not to disclose sexual behaviours. By contrast, those who 

reported having had sex under the influence of drugs were at lower odds of being HIV 

positive in adjusted analyses (aOR, 89% CrI: 0.47, 0.20 – 1.02) (Figure 1). 

 

Less stable housing situation and lower education level increased the odds of HIV 

infection 

In adjusted analyses, individuals living in hostels or informal dwellings were at greater odds 

of being HIV positive (aOR, 89% CrI: 1.34, 1.07 - 1.68) relative to those living in a house. In 

addition, individuals with lower education also had increased odds of HIV infection (aOR, 
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89% CrI: 1.82, 1.29 - 2.61) relative to those having achieved post-secondary education or 

higher in our adjusted analysis (Figure 1). 

 

Figure 1. Bayesian logistic regression model posterior intervals of adjusted odds ratios of 
HIV infection. Points represent the posterior medians, thick segments represent the 89% 
credible intervals and thin segments represent the 95% intervals of the adjusted odds ratios. 
 
  



 

 
86 

Contextual factors impacted the odds of engaging in sexual behaviours associated 

with HIV infection 

In exploratory analyses, we investigated whether contextual factors impacted sexual 

behavioural factors associated with HIV infection, specifically engaging in unprotected sex, 

sex with multiple people, or sex with a person living with HIV, after controlling for age and 

sex. 

According to our analyses, individuals in the 3000 – 6000R per month income level 

were at increased odds of engaging in unprotect sex compared to those in the highest 

income level (> 9000R per month), after adjusting for age, sex, and other contextual factors 

(Figure 2). We did not find a difference in sexual behaviours for other income strata. 

Our adjusted analyses also revealed increased odds of engaging in sex with multiple 

partners for those with a less stable housing situation and those who are not currently 

employed (Figure 2). 

Finally, individuals without post-secondary education were over two times more 

likely to engage in sex with an HIV infected person in adjusted analyses (Figure 2). 
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Figure 2. Bayesian logistic regression model posterior intervals of adjusted odds ratios of the impact of contextual factors on 
select behavioural factors. Points represent the posterior medians, thick segments represent the 89% credible intervals and thin 

segments represent the 95% intervals of the adjusted odds ratios. 
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Contextual factors did not impact the likelihood of having been tested for HIV in 

the past 6 months 

Given the strong association we observed between HIV infection and testing history, in 

exploratory analyses, we examined the relationship between individual, behavioural, and 

contextual factors and having sought HIV testing in the past 6 months. 

In unadjusted analyses, individuals residing in subdistrict B were less likely to have 

been tested in the past 6 months compared to residents of subdistrict A (OR, 89% CrI: 0.74, 

0.64 – 0.86) . By contrast, those from subdistrict C of Cape Town were more likely to have 

sought HIV testing the past 6 months relative to subdistrict A residents (OR, 89% CrI: 1.36, 

1.18 – 1.56).  

Each additional year of age decreased the odds of having been tested for HIV in the 

past 6 months by 2% (Figure 3). Additionally, we found that women were approximately 

twice as likely as men to have been tested for HIV in the past 6 months. Individuals infected 

with tuberculosis were also more likely to have recently sought HIV testing.  

On the other hand, individuals with comorbidities or who were married were less 

likely to have recently been tested for HIV. Behavioural factors associated with lower odds 

of testing in the past 6 months include having engaged in unprotected sex, having had sex 

with multiple partners, an HIV infected person or under the influence of drugs.  

Finally, those without post-secondary education were slightly less likely to have 

sought testing in the past 6 months compared to those with post-secondary education, 

although the null effect was within the 89% probability bounds for the estimated odds ratio 

(Figure 3). 
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Figure 3. Bayesian logistic regression model posterior intervals of adjusted odds ratios for 
having tested in the past 6 months. Points represent the posterior medians, thick segments 

represent the 89% credible intervals and thin segments represent the 95% intervals of the 

adjusted odds ratios. 
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Discussion 

In these analyses, we demonstrated that contextual factors such as less stable housing, 

lower education level, and subdistrict of residence impact the odds of HIV infection even 

after controlling for individual and behavioural factors. In addition, contextual factors 

associated with lower socioeconomic status increase the odds of engaging in sexual 

behaviours associated with HIV infection suggesting a potential pathway for how 

contextual factors impact the risk of HIV infection. Finally, individuals of lower 

socioeconomic status were not more or less likely to have been tested in the previous six 

months.  

Consistent with previous reports, women (20-22), unmarried individuals (20, 21), 

and individuals who had not tested for HIV in the previous six months were also at 

increased odds of HIV infection in our adjusted analyses. Furthermore, our adjusted 

analyses showed that engaging in unprotected sex, sex with multiple partners, and sex with 

an HIV infected partner led to an increase in the odds of HIV infection, in line with what 

had previously been reported (20).  

HIV prevention strategies in South Africa and globally have very much been focused 

on addressing individual risk of HIV through encouraging use of condoms, promoting 

sexual education, offering voluntary medical male circumcision, and targeting pre-

exposure prophylaxis to those deemed at highest risk (23, 24). While key populations 

(people who inject drugs, men who have sex with men, sex workers, etc.) account for 65% 

of HIV infections globally, they represent a minority (39%) of infections in sub-Saharan 

Africa (24). Results from our study indicate that individual and behavioural factors do not 

fully explain HIV infection; contextual factors associated with socioeconomic status also 

impact the odds of HIV in townships of South Africa.  

The contribution of contextual factors in explaining incidence of HIV has been 

overshadowed by the emphasis put on individual and behavioural factors in prevention 

initiatives, and a greater focus on addressing social determinants of health is warranted. 

Indeed, on the topic of public health policies, Geoffrey Rose famously argued that 

population strategies aimed at targeting population determinants of disease should be 
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favoured over high risk strategies as they address the root causes of incidence of disease, 

and they are behaviourally appropriate in that they do not discriminate across individual 

susceptibility (25).  

The high risk strategy, focused on key populations and behavioural risk factors, has 

been a dominant approach for HIV prevention programmes, but they poorly address the 

underlying social determinants of health. On the other hand, population strategies 

addressing contextual factors by promoting more stable housing and higher educational 

attainment can have a positive impact on the incidence of HIV by shifting the disease curve 

of the entire population. As Rose points out, this approach is not only radical in its attempt 

to alter the underlying causes of disease but also non-discriminatory (25) which is 

particularly welcomed in the context of HIV, where discrimination and stigma towards 

people living with HIV have been important impediments to the progress towards 

elimination of the disease (24). 

Other studies have previously reported on the impact of social determinants on risk 

of HIV (2, 6, 26, 27). One study found that those living in “urban informal areas” had over 

twice the odds of HIV prevalence compared to those in “urban formal areas” (22), consistent 

with our own findings that less stable housing increased the odds of being HIV positive 

even after controlling for individual and behavioural factors. 

Additionally, in line with what our adjusted analyses showed, a number of studies 

have previously reported that educational attainment reduces the risk of HIV infection (2, 

26, 27). It has been suggested that education can empower individuals to engage with 

prevention initiatives and adopt risk reducing behaviour more effectively (2). The results 

of our exploratory analyses would seem to support this mechanism as we found the odds 

of engaging in sex with an HIV infected individual was higher for those with lower levels of 

education after controlling for age, sex, and other contextual factors. On the other hand, 

educational attainment was not significantly associated with other behavioural risk factors 

for HIV, namely engaging in unprotected sex and sex with multiple partners.  

While we found no significant association between employment status and HIV 

infection, consistent with previous studies (10, 26), our exploratory analyses found that 
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being not being employed did increase the odds of engaging in sex with multiple partners 

which was associated with increased odds of HIV infection. Indeed, several socioeconomic 

stressors stemming or intersecting with unemployment such as poverty and food insecurity 

can constrain individuals to engage in risky health behaviours including unprotected 

transactional sex (28) making these individuals particularly vulnerable to HIV infection and 

further deepening the impact of health inequities. 

Finally, we found no significant association between contextual factors (education 

level, dwelling situation, employment status, and monthly income) and the odds of having 

tested for HIV in the previous six months, after controlling individual and behavioural 

factors. By contrast, other studies have reported an association between lower 

socioeconomic status and a decreased likelihood of HIV testing (22, 29, 30), but had not 

controlled for behavioural factors related to sex or drug injection in their analyses. 

Our exploratory analyses did however reveal an association between HIV status and 

township of residence, as well as several individual and behavioural factors. This suggests 

that access to testing or attitudes toward testing are not necessarily dictated by contextual 

factors related to social determinants of health but rather by people’s place of residence, 

individual, and behavioural factors. With this in mind, improving access to HIV testing and 

prevention services may not be sufficient in addressing the impact of contextual factors 

such as informal housing situations and lower levels of education on HIV infection.  

 

Limitations. Several limitations are associated with our present study. First, there might 

be residual confounding due to broad strata within our categorical variables, if the effects 

of a confounding variable remain within strata. Moreover, since this study relied on 

secondary data, information on possible confounding factors such as knowledge of or 

attitudes toward HIV were not available to us. Additionally, some variables had few 

observations per strata, possibly leading to some imprecision in the reported credible 

intervals.  

Second, although imputing data can help address bias due to missing data, it is 

plausible that some selection bias from the recruitment process remains (13, 14). We 
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assessed the pattern in missingness and noticed that observations with more than five 

missing values seem to be primarily missing values for variables which stemmed from the 

HIVSmart! application questions. This suggests that some responses might have failed to 

properly save and that the missing at random assumption, required by the data imputation 

process, is appropriate.  

Third, although participants were given the option to abstain from answering some 

questions to mitigate this bias, there might nevertheless be measurement bias due to 

inaccurate reporting or social desirably bias.  

Finally, since we used secondary data collected from townships of Cape Town, the 

results of our analyses may not generalise to other settings. We also recognise that the 

secondary data which was available to us may not have been well suited to detect 

differences in HIV infection across factors which were distributed relatively homogenously 

in our study population. Replicating these analyses within a population with greater 

heterogeneity in contextual factors could help shed a better light on the impact of context 

on HIV infection. 

 

Conclusions 

In conclusion, we have shown that contextual factors such as less stable housing, lower 

education level, and subdistrict of residence impact the odds of HIV infection even after 

controlling for individual and behavioural factors. While HIV prevention strategies have 

typically emphasised personal responsibility in health, our analyses show that individual 

and behavioural factors alone cannot fully explain HIV infection. Furthermore, contextual 

factors associated with lower socioeconomic position increased the odds of engaging in 

sexual behaviours associated with HIV infection suggesting that contextual factors may 

impact the risk of HIV infection through certain behaviours. Finally, individuals of lower 

socioeconomic position did not differ from those of higher socioeconomic position in their 

likelihood of having sought HIV testing in the previous six months indicating that an 

increased focus on promoting HIV testing and prevention services may be insufficient to 

mitigate the impact of contextual factors on the risk of HIV infection. Altogether, our 
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results stress the importance of moving beyond intervention which focus on influencing 

individual behaviours and tackle health inequities through a population strategy. Indeed, 

improving housing and promoting general education might be very impactful interventions 

in the fight towards the elimination of HIV and health inequities. 
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Appendix. Supplementary Tables 

 

Supplementary table 1. Posterior median, 89% and 95% credible intervals (CrI) of the 
unadjusted odds ratios of the impact of subdistrict of residence on new HIV infections 

 Odds Ratio 89% CrI 95% CrI 

Township 

Subdistrict B 
1.71 1.30 - 2.26 1.22 - 2.39 

Subdistrict C 1.36 1.02 - 1.79 0.97 - 1.91 

 
 

Supplementary table 2. Posterior median, 89% and 95% CrI of the adjusted odds ratios of 
the impact of individual, behavioural and contextual factors on new HIV infections 

 Adjusted Odds Ratio 89% CrI 95% CrI 

Township 
Subdistrict B 1.54 1.16 - 2.07 1.08 - 2.21 
Subdistrict C 1.21 0.90 - 1.64 0.84 - 1.76 

Individual Factors 

Age 1.01 1.00 - 1.03 1.00 - 1.03 

Sex 
Female 1.44 1.11 - 1.89 1.05 - 2.02 

Marital status 
Unmarried 2.07 1.56 - 2.76 1.47 - 2.96 

Previous HIV test 
Not in the past 6 months 2.51 1.97 - 3.23 1.86 - 3.43 

HIV exposure 
Yes 1.96 1.30 - 2.93 1.17 - 3.22 

Abstain from answering 0.90 0.35 - 2.14 0.28 - 2.52 
Tuberculosis infection 

Yes 1.20 0.81 - 1.74 0.74 - 1.88 

Presence of comorbidities 
Yes 0.39 0.24 - 0.63 0.21 - 0.69 

Behavioural Factors 

Sexually active 
Yes 0.78 0.54 - 1.14 0.50 - 1.24 

Abstain from answering 0.54 0.26 - 1.12 0.21 - 1.30 

Drug injection 
Yes 0.93 0.51 - 1.63 0.45 - 1.83 

Abstain from answering 0.56 0.18 - 1.61 0.14 - 2.01 
Sexual behaviour in the past 6 
months 

Unprotected sex 1.26 0.98 - 1.64 0.93 - 1.75 

Sex with multiple partners 1.51 1.07 - 2.12 0.98 - 2.29 

Sex with a commercial sex 

worker 0.46 0.16 - 1.26 0.12 - 1.55 
Sex with an HIV infected 

partner 6.43 4.22 - 9.74 3.81 - 10.68 

Sex under the influence of 

alcohol 1.06 0.72 - 1.52 0.66 - 1.65 
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Sex under the influence of drugs 0.47 0.20 - 1.02 0.16 - 1.19 

Abstained from answering 
question on sexual behaviour 1.78 0.91 - 3.34 0.77 - 3.83 

Contextual Factors 

Education 
High school, primary school or 

no schooling 1.82 1.29 - 2.61 1.20 - 2.84 

Dwelling 
Hostel or informal dwelling 1.34 1.07 - 1.68 1.01 - 1.77 

Employment status 
Unemployed or retired 0.93 0.72 - 1.20 0.68 - 1.27 

Monthly income 
6001-9000 R 1.23 0.59 - 2.56 0.49 - 3.01 

3000-6000 R 0.71 0.38 - 1.33 0.33 - 1.54 
<3000 R 1.18 0.67 - 2.12 0.60 - 2.45 

 
 

Supplementary table 3. Posterior median, 89% and 95% CrI of the adjusted odds ratios of 
the impact of contextual factors on select behavioural factors 

 Odds Ratio 89% CrI 95% CrI 

Engaging in unprotected sex 

Age 0.99 0.99 – 1.00 0.99 – 1.00 

Sex 
Female 1.30 1.14 - 1.50 1.10 - 1.55 

Education 
High school, primary school 

or no schooling 1.03 0.87 - 1.22 0.84 - 1.26 

Dwelling 
Hostel or informal dwelling 1.08 0.95 - 1.23 0.92 - 1.27 

Employment status 
Unemployed or retired 0.94 0.81 - 1.10 0.79 - 1.13 

Monthly income 
6001-9000 R 0.87 0.56 - 1.33 0.51 - 1.47 

3000-6000 R 1.48 1.04 - 2.11 0.95 - 2.27 

<3000 R 1.08 0.77 - 1.50 0.72 - 1.61 

Engaging in sex with multiple partners 

Age 0.97 0.96 - 0.99 0.96 - 0.99 

Sex 
Female 0.20 0.16 - 0.24 0.15 - 0.26 

Education 
High school, primary school 

or no schooling 1.23 0.95 - 1.60 0.9 - 1.70 

Dwelling 
Hostel or informal dwelling 1.32 1.08 - 1.62 1.03 - 1.69 

Employment status 
Unemployed or retired 1.44 1.13 - 1.83 1.07 - 1.94 

Monthly income 1.06 0.55 - 2.04 0.47 - 2.36 
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6001-9000 R 

3000-6000 R 1.16 0.67 - 2.02 0.60 - 2.30 

<3000 R 1.02 0.61 - 1.73 0.56 - 1.95 

Engaging in sex with an HIV infected partner 

Age 1.01 0.99 - 1.03 0.98 - 1.03 

Sex 
Female 0.60 0.42 - 0.87 0.38 - 0.96 

Education 
High school, primary school 

or no schooling 2.12 1.21 - 3.91 1.08 - 4.55 

Dwelling 
Hostel or informal dwelling 1.02 0.72 - 1.47 0.66 - 1.59 

Employment status 
Unemployed or retired 1.11 0.73 - 1.69 0.67 - 1.88 

Monthly income 
6001-9000 R 0.61 0.22 - 1.61 0.17 - 2.01 

3000-6000 R 0.85 0.39 - 1.86 0.33 - 2.27 

<3000 R 0.76 0.37 - 1.58 0.32 - 1.90 

 
 

Supplementary table 4. Posterior median, 89% and 95% CrI of the unadjusted odds ratios 
of the impact of subdistrict of residence on having tested for HIV in the past 6 months 

 Odds Ratio 89% CrI 95% CrI 

Township 
Subdistrict B 0.74 0.64 - 0.86 0.62 - 0.89 

Subdistrict C 1.36 1.18 - 1.56 1.14 - 1.61 

 

 

Supplementary table 5. Posterior median, 89% and 95% CrI of the adjusted odds ratios of 
the impact of individual, behavioural and contextual factors on having been tested for 
HIV in the past 6 months 

 Adjusted Odds Ratio 89% CrI 95% CrI 

Individual Factors 

Age 0.98 0.97 - 0.98 0.97 - 0.99 

Sex 
Female 2.07 1.80 - 2.39 1.74 - 2.46 

Marital status 
Unmarried 1.12 0.98 - 1.29 0.95 - 1.33 

Previous HIV test 
Not in the past 6 months 1.21 0.93 - 1.57 0.88 - 1.67 

HIV exposure 
Yes 1.62 0.96 - 2.72 0.86 - 3.06 

Abstain from answering 1.30 1.04 - 1.62 0.99 - 1.71 

Tuberculosis infection 
Yes 0.81 0.66 - 0.99 0.63 - 1.04 

Presence of comorbidities 0.98 0.97 - 0.98 0.97 - 0.99 
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Yes 

Behavioural Factors 

Sexually active 
Yes 1.11 0.89 - 1.40 0.85 - 1.47 

Abstain from answering 0.90 0.59 - 1.36 0.54 - 1.49 

Drug injection 
Yes 1.26 0.89 - 1.78 0.83 - 1.93 

Abstain from answering 0.48 0.24 - 0.94 0.20 - 1.10 
Sexual behaviour in the past 6 
months 

Unprotected sex 0.91 0.79 - 1.04 0.77 - 1.07 

Sex with multiple partners 0.80 0.64 - 0.99 0.61 - 1.04 

Sex with a commercial sex 

worker 1.01 0.52 - 1.94 0.45 - 2.26 
Sex with an HIV infected partner 0.53 0.35 - 0.78 0.32 - 0.85 

Sex under the influence of 

alcohol 0.91 0.74 - 1.12 0.71 - 1.17 

Sex under the influence of drugs 0.47 0.30 - 0.74 0.26 - 0.82 

Abstained from answering 

question on sexual behaviour 0.81 0.52 - 1.23 0.48 - 1.36 

Contextual Factors 

Education 
High school, primary school or 

no schooling 0.86 0.73 - 1.01 0.71 - 1.04 

Dwelling 
Hostel or informal dwelling 0.95 0.84 - 1.08 0.82 - 1.11 

Employment status 
Unemployed or retired 1.01 0.88 - 1.16 0.85 - 1.20 

Monthly income 
6001-9000 R 0.77 0.50 - 1.20 0.45 - 1.32 

3000-6000 R 0.89 0.63 - 1.26 0.58 - 1.36 

<3000 R 1.12 0.81 - 1.55 0.76 - 1.67 

 
 



 102 

Chapter 5: Discussion 

Summary of the findings 

South Africa’s initial response to the HIV epidemic and early inaccessibility of treatment 

for HIV for sub-Saharan African populations left the country of 59.3 million with the largest 

HIV burden in the world with nearly one fifth of its population affected by the virus45. In 

the past 15 years however, the South African government has been exceptionally aggressive 

in its response to the epidemic, evidenced by the increase in diagnosed and treated 

individuals, and the drastic improvement in life expectancy. There however remains place 

for progress as an estimated 8% of people living with HIV (PLWH) are still unaware of their 

status. 

The burden of HIV remains unequally distributed in South Africa with people living 

in South African townships being more likely to be affected by the virus2. The impact of 

socioeconomic status (SES) on HIV has evolved with the epidemic; although individuals of 

higher SES appeared to be most impacted by HIV in the early years of the epidemic, this 

relationship seemed to have shifted as the epidemic progressed60. As such, today, it remains 

unclear to what extent socioeconomic indicators impact HIV infection after controlling for 

behaviours.  

Through my literature review, I have also identified a number of structural and 

individual barriers to the utilisation of HIV prevention, testing and care services52. Many 

PLWH in South Africa live in underserved areas with limited access to healthcare facilities52. 

Staff shortages and long queues further stress access to HIV services87-89. At the individual 

level, some worry about breaches in confidentiality82 and the stigma associated with HIV87-

89 while others are simply unaware of the services that are available to them. Finally, low 

risk perception may further impede testing uptake. 

As such, providing individuals a self-administered risk assessment tool can be 

impactful in encouraging, in a non-judgemental manner, high-risk individuals to test for 

HIV150 by tackling low risk perception. I have reviewed 41 existing risk staging tools for HIV 

from the published literature, and have identified few non-targeted risk staging tools for 

populations in Sub-Saharan Africa and none specifically for South African township 
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populations. Ong et al. reported on the use of unpublished risk staging tools in various 

settings, of which, less than half had been evaluated, and less than a fifth were known to 

have been beneficial150. Furthermore, none of the existing HIV risk assessment tools had 

been evaluated in combination with an HIV self-testing strategy. 

 

As described in Chapter 1, the overall aim of this thesis was three-fold; using secondary data 

from the quasi-randomised trial, I aimed to: 

1. Determine the accuracy of the HIVSmart! digital risk level in predicting new HIV 

infections in township populations of South Africa 

2. Develop a risk staging model for South African township populations and validate 

it in combination with a digital self-testing programme 

3. Quantify the association between contextual variables (subdistrict of residence, 

education, dwelling situation, employment and income) and new HIV infections 

while accounting for individual and behavioural factors 

 

I had hypothesized that the HIVSmart! risk level would be correlated with new HIV 

infections and that incorporating contextual variables such as education, employment 

status, dwelling situation and income would improve its predictive accuracy. In manuscript 

1, I evaluated the predictive accuracy of the HIVSmart! digital risk staging tool, which only 

incorporated information on behavioural risk factors related to drug use and sex. While the 

HIVSmart! risk levels were indeed associated with HIV (OR, 89% CrI: 1.15, 0.98 – 1.35), they 

poorly predicted HIV (AUC-ROC, 0.62). 

Using predictive projection, a Bayesian approach for variable selection, I 

subsequently identified a parsimonious model of five sociodemographic and behavioural 

predictors of HIV with and improve predictive ability (AUC-ROC, 89% CrI: 0.71, 0.68 – 0.71). 

Consistent with my hypothesis, two contextual factors, education and dwelling situation, 

were useful in predicting HIV and thus included in my final risk assessment model. To my 

knowledge, this HIV risk assessment tool is the first to be developed for township 

populations in South Africa. Additionally, the risk staging model had a high sensitivity 
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(90.9%, 89.1% – 92.6%) and specificity (96.1%, 95.9% – 96.4%) when combined with a 

digital self-testing programme, suggesting that this combined approach can be an 

impactful strategy to screen for undiagnosed people living with HIV.  

Furthermore, I had also hypothesised that the subdistrict of residence would be 

associated with new HIV infections and that individuals of lower SES would have increased 

likelihood of HIV after controlling for individual and behavioural factors. In manuscript 2, 

I evaluated this hypothesis and found that contextual factors such as less stable housing, 

lower education level and subdistrict of residence indeed impacted the odds of HIV 

infection after controlling for individual and behavioural factors. In addition, contextual 

factors associated with lower socioeconomic status increased the odds of engaging in sexual 

behaviours associated with HIV infection suggesting that contextual factors may impact 

the risk of HIV through certain behaviours. Finally, individuals of lower SES did not differ 

from those of higher SES in their likelihood of having sought HIV testing in the previous 

six months indicating that an increased focus on promoting HIV testing and prevention 

services may be insufficient to mitigate the impact of contextual factors on the risk of HIV.  

 

Discussion of the methods 

Dealing with missing data. In my analyses, I delt with missing data through multiple 

imputation by chained equations (MICE) with five imputed datasets. Multiple imputation 

involves filling in the missing values multiple times to create many “complete” datasets, 

and unlike single imputation, this approach accounts for the statistical uncertainly in the 

imputations151. MICE imputes missing values using information on how the variables in the 

data relate to each other and based on the other observed values for a given participant151. 

The MICE procedure operates under the missing at random assumption meaning that the 

mechanism underlying the missingness is only dependent on the observed data such that 

the observed data can be used to predict the unknown data152. Imputing under the missing 

at random assumption implies that after accounting for all the variables included in the 

imputation model, the remaining missingness is completely at random151,153. 
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 In my literature review of existing risk staging tools for HIV, I found that out of the 

41 surveyed development studies, only 19 reported how they had delt with missing data, of 

which a majority conducted complete case analysis while only 4 used multiple imputation 

methods to address missingness. Conducting complete case analysis can be appropriate in 

the case where the proportion of missing values is low (below 5% as a general threshold), 

when only dependent values are missing or when the missing completely at random 

assumption is plausible, meaning that the pattern of missingness is neither dependent on 

the observed data nor the missing data152. The missing completely at random assumption 

is however rarely met with certainty152. In the case of my analyses, approximately 6.8% of 

the observations were missing at least one independent variable, making multiple 

imputation an appropriate strategy to handle missing data152. 

 

The Bayesian framework. I conducted the majority of the analyses included in this thesis 

using Bayesian statistics. A key difference between frequentist and Bayesian statistics is 

that in the frequentist view, parameters, which are the effects (ex. odds ratio) that we aim 

to estimate, are considered to be fixed yet unknown, and the data is considered random; 

frequentist methods are thus concerned with estimating the “true effects”154. By contrast, 

in the Bayesian framework, the probability of the parameters is considered uncertain and 

thus random, as such, Bayesian methods are concerned with making probability statements 

about parameters154,155. A key feature of Bayesian statistics is that, to derive inferences about 

the parameters, information is drawn from two sources: the prior distribution and the 

observed data155. 

 Using Bayesian statistics for my analyses offered two key benefits. First, it permitted 

the integration of prior information to derive inferences about the parameters, and second, 

using Bayesian approaches provided more intuitive and meaningful inferences155,156. 

 In my analyses, I used priors for age and sex which were informed by a longitudinal 

study by Bärnighausen et al.29 Incorporating prior knowledge to compute the probability 

of the parameters implied that we could make use of information that was available outside 

of the data. In the case of the effect of sex on HIV infection, for example, it was already 
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understood from previous reports that women were more likely to be affected by HIV than 

men29,52. In the Bayesian framework for inference, as well as my analyses, this prior 

information of the effect of sex on HIV infection is considered along with the information 

contained in the observed data. 

 Bayesian statistics also offers inferences which are generally considered more 

intuitive and meaningful155,156. Whereas frequentist approaches will not indicate how likely 

the null or alternative hypothesis is, Bayesian analysis will directly provide a probability 

distribution for a parameter155. For instance, my analyses on the impact of educational 

attainment on HIV would indicate that there is an 89% probability that individuals without 

post-secondary education are between 29% and 161% more likely than those with post-

secondary education to be living with HIV, controlling for individual and behavioural 

factors. The Bayesian interpretation of uncertainty is thus less convoluted and more 

intuitive than the frequentist interpretation155,156. 

 

Predictive projection feature selection. I used predictive projection feature selection, a 

novel approach for variable selection within the Bayesian framework, to identify key 

predictors of HIV in the South African context. The main advantages of the predictive 

projection approach are that it offers a good trade-off between sparsity and predictive 

accuracy, it is robust to overfitting and it produces posterior distributions which directly 

provide uncertainty estimates for parameters157,158.  

 My review of existing HIV risk staging tools revealed that a majority of development 

studies used statistical association with HIV infection to select variables for inclusion in 

their risk assessment model. Additionally, out of 41 surveyed studies, 18 used a frequentist 

model selection method such as forward, backward or stepwise selection with 10 studies 

directly specifying a p-value as a stopping rule. However, as highlighted by Heinze and 

Dunkler, variable selection techniques relying on statistical association have little backing 

from statistical theory and can lead to systematic biases159. Indeed, Heinze and Dunkler 

point out that eliminating weak effects based on statistical insignificance can result in bias 

from omitting a relevant confounder159. They thus conclude by recommending that variable 



 107 

selection be avoided if possible and that expert background knowledge be used to restrict 

the number of initial candidate variables159. 

Having parsimonious models is however desirable as they are often easier to 

interpret157 and, in the context of an HIV risk assessment tool development, a parsimonious 

model limits the cost of future data collection. For these reasons, performing variable 

selection remains pertinent. Of 18 development studies that used a frequentist model 

selection method (forward, backward or stepwise selection), 8 used either Akaike 

information criterion (AIC) or Bayesian information criterion (BIC) to select a final model. 

Moreover, three development studies used the least absolute shrinkage and selection 

operator (LASSO) approach138,141,142 a popular machine learning method for variable 

selection157. These two frequentist approaches are widely used for variable selection, 

however, as indicated by Bartonicek et al., neither can simultaneously easily offer predictive 

power and inference157. Furthermore, stepwise selection is liable to overfitting, limiting its 

predictive power157. 

In my analyses, I used predictive projection to select a parsimonious set of variables. 

This variable selection approach does not rely on statistical association to identify a sparse 

model and unlike many frequentist approaches, it is robust to overfitting157. Predictive 

projection works in two steps: (1) a reference model with all relevant predictor variables is 

fit, and (2) using projection, smaller submodels are fit to approximate the predictions of 

the reference model158.  

The candidate variables included in my reference model were preselected, during 

the design of the HIVSmart! trial, based on knowledge of HIV epidemiology, and included 

a combination of individual, behavioural and contextual variables. Using predictive 

projection, I then identified smaller models which predicted HIV status as accurately as the 

reference model in external data. The smallest submodel with acceptable predictive ability 

in the validation set was then selected. Using a validation set to select the final model 

further limited the possibility of overfitting the training data. Additionally, by examining 

the posterior distributions of the included variables in the final model, we are also able to 
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assess how each predictor was associated with HIV infection, thus obtaining predictive 

power as well as inference through this approach for variable selection. 

 

Implications of the findings 

Avoiding paternalism. Testing uptake in South Africa remains well below target levels 

with uptake being even lower among some groups such as men, unmarried individuals and 

individuals of lower socioeconomic status or with lower levels educational attainment6,19. 

While provider-initiated counseling and testing (PICT) for HIV is routine practice 

in South Africa and has been very successful in increasing HIV testing uptake, this practice 

is unpopular among South Africans78. Some report having felt coerced into testing and not 

being offered the opportunity to opt out, while others believed that HIV testing was 

mandatory to access other health services or that refusing testing would have compromised 

the care they were seeking78,106,160. Consequently, testers recruited through PICT often did 

not return to collect their test results and a majority indicated that they would not seek 

HIV testing in the near future78. 

Overall, these findings indicate that people are not receptive to paternalistic 

approaches which makes them feel disempowered. The unpopularity of PICT might be 

attributable to way it was implemented rather than the policy itself, but despite this, 

alternative approaches to improve testing uptake, link individuals to care, and that are 

generally preferred, exist. Indeed, individuals have repeatedly indicated a preference for 

initiating HIV testing and counseling on their own terms either through facility-based 

testing or self-testing78.  

In manuscript 1, I propose an alternative way to increase testing uptake: referring 

individuals to a HIV risk self-assessment tool and allowing them to assess their own need 

for testing. Offering a digital HIV risk screening tool and the possibility to self-test at home 

to individuals presenting at clinics is a less paternalistic approach than PICT. Finding from 

manuscript 1 indicated that risk staging followed by self-testing, guided by an application, 

could screen for undiagnosed PLWH with high sensitivity and specificity. In addition, task-
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shifting personalised communication of HIV risk and promotion of testing services to a 

digital platform could be more cost-effective than PICT. 

Qualitative studies on HIVSmart! have also indicated that participants appreciated 

the judgement free aspect of answering risk assessment questions through the HIVSmart! 

app, and that they felt like they could be more honest than when being questioned by a 

healthcare worker14,17.  Some, however, did express concerns that the questions did not fully 

capture the complexity of their situation and was not an accurate depiction of their risk17. 

Nevertheless, risk assessment tools could serve as a starting point to spark discussions 

about HIV and testing between individuals and providers26. HIVSmart! supports a toll-free 

counseling line which would allow individuals to discuss to a counselor while maintaining 

their anonymity13. 

An interesting feature of the risk assessment tool could be to accompany risk 

assessment questions with an explanation as to why this question is being posed; this could 

help communicate how certain factors can contribute to an increased risk of HIV. Meta-

analyses have indicated that the more people perceive themselves to be at risk of a disease, 

the greater their motivation to engage in healthy behaviours161,162. 

 

Leveraging digital tools. In 2019, 93% of the South African population was covered by 

4G/LTE and the usage of international bandwidth has more than doubled between 2016 

and 2018112. Access to cellphones in South Africa jumped from 76% in 2011 to 90% in 2018112. 

Furthermore, whereas only 33% of households had at least one person connected to the 

internet in 2011, this proportion was 64.7% in 2018112.  

Despite the recent progress in improving digital infrastructure and access, the South 

African government acknowledged that digital access remained poor and unequal112. 

Indeed, the cost of data is high (US$ 6.40 – 7.70 per GB) in South Africa, and inaccessible 

to many112. Consequently, individuals of lower socioeconomic status are less likely to own 

a cellphone or have internet access113. 

Recognising the relevance of improving internet use, skills and digital awareness, 

the South African government recently announced their intention to connect every 
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community to the internet by 2024 and to provide data for free to low-income households112. 

These policies aimed at improving digital access are key to the implementation of South 

Africa’s National Digital Health Strategy115 and to the scaling up of digital initiatives to 

support healthcare services114. 

 As highlighted in my review of the literature, digital tools can support the provision 

of HIV services by connecting people HIV prevention programmes, facilitating the 

distribution of self-tests, linking people to care, and improving adherence to HIV treatment. 

In my first manuscript, I evaluated the sensitivity and specificity of HIVSmart!, a self-

testing programme guided by an application, in township populations of South Africa, and 

found both measures of validity to be high (sensitivity of 99.93% and specificity of 95.52%). 

This sensitivity estimate was higher than the sensitivity reported by the manufacturer of 

the self-test (91.7%)163, suggesting that offering digital supports to guide testing and 

interpretation can minimize user errors and improve the sensitivity of self-testing. 

The WHO recommends that HIV testing be universally available and accessible in 

high prevalence settings5. As such, for those who might still be reluctant to seek testing in 

South African townships, I developed and validated a digital risk assessment tool for HIV 

which can inform a person’s decision to test. The sensitivity of the risk staging tool was 

high in testing data (sensitivity: 91.0%, 89.1% – 92.7%) meaning that it would appropriately 

capture a majority of people living with HIV into the higher risk category and refer them 

to testing.  

This risk staging tool combined with self-testing can be a powerful strategy to tackle 

low risk perception, a key barrier to testing uptake, by providing a convenient and private 

way to assess one’s risk of HIV and guiding individuals through the self-testing process. 

When the HIV risk assessment model was evaluated in combination with the HIVSmart! 

self-testing programme, the resulting sequential sensitivity was 90.9% (89.1% – 92.6%) and 

the sequential specificity, 96.1% (95.9% – 96.4%), indicating that they would be useful tools 

to screen for undiagnosed people living with HIV. 

 Moreover, digital tools such as HIVSmart! can be particularly appealing to men who 

have lower testing rates, are generally more reluctant to attending healthcare facilities6,76,79, 
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and yet, have higher rates of smartphone ownership and internet usage164. Furthermore, as 

reported by a systematic review, the power dynamic within a romantic relationship can 

often leave women powerless in deciding prevention interventions68, making targeting HIV 

prevention to men all the more relevant to mitigate HIV transmission. 

Digital tools are however not without potential pitfalls. Among the possible harms 

that have been highlighted, is the possibility for data breach, that is, a breach of security 

which results in the “accidental or unlawful destruction, loss, alteration, unauthorised 

disclosure of or access to personal data”165. Data breaches are unfortunately not uncommon 

in the health sector and can be particularly impactful; in 2019, the HIV status of over 14,000 

people was revealed in a breach165. These types of breaches can have devastating 

repercussions for the people affected especially in communities where people fear the 

stigma and discrimination associated with a positive status. Breaches in confidentiality can 

also erode the trust that a community places in its health institutions and possibly reduce 

the utilisation of services. As such, scaling up digital interventions should not be done 

without the appropriate data protection measures. In the case of HIVSmart!, the 

application was housed on a Health Insurance Portability and Accountability Act (HIPAA)-

compliant cloud server which protects private health information13,18. 

 Finally, while there are concerns associated with the use of digital platforms to 

support provision of healthcare and the possible equity implications with scaling up 

interventions given the persisting digital divide, many remain optimistic about the 

digitization trends, contending that digital health can have a positive influence on health 

equity166. 

 

Tackling health inequities. Perhaps one of the most commonly cited definitions of 

health inequities is one developed by Margaret Whitehead who contends that health 

inequities are “differences [in health] which are unnecessary, avoidable, but in addition, 

are considered unfair and unjust”167,168. A broad interpretation of this definition would 

define many health disparities, particularly differences apparent across sociodemographic 

factors, as health inequities. The unequal distribution of the HIV burden between men and 
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women, across living situation, and varying educational attainment would all be considered 

health inequities as they are unnecessary, avoidable, unfair and unjust.  

On the other hand, some may argue that discrepancies in health outcomes 

stemming from personal lifestyle choices such as engaging in risky sexual practices are not 

considered health inequities since the concept of inequity implies a moral wrong and 

making different life choices leading to different outcomes is not intrinsically wrong168. 

However, engaging in risky health behaviours is not always a choice freely made; poverty 

and food insecurity, for example, can compel individuals to engage in unprotected 

transactional sex60, and health differences arising from such situations would likely fit the 

definition of health inequities, being unnecessary, avoidable, unfair and unjust. 

Considering how health inequity is defined is important when designing and 

implementing health or social policies. One strategy to mitigate health inequities is to 

ensure equitable access to healthcare. Equity in healthcare means that there is both 

horizontal equity, equal treatment of those with equal needs, and vertical equity, those 

with greater needs are appropriately offered more healthcare interventions169. 

In my first manuscript, I developed a risk assessment tool for HIV which 

incorporates sociodemographic information and validated it in combination with a digital 

self-testing programme. This risk staging tool is intended to improve knowledge of HIV 

risk factors as well as raise awareness with respect to existing self-testing options in the aim 

of providing access to HIV testing to those who may face barriers to testing such as fear of 

stigma and discrimination. In addition, this digital HIV risk assessment tool incorporates 

contextual information on dwelling situation and educational attainment.  

In my review of existing risk staging tools, only 12 out of the 41 surveyed tools 

included social variables such as education, income level, employment status and living 

situation in their risk prediction model. Including socioeconomic indicators in risk staging 

models for HIV implies that the tool will account for the disproportionate burden of HIV 

for people in different context and reflect it in the personalised risk assessments, thus 

appropriately prioritising those with greater needs for HIV services, in line with the 

principle of vertical equity in healthcare169. 
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Another strategy to address inequities in health is to emphasize equal opportunity 

to access health itself and not merely healthcare170. Evidenced by the findings in manuscript 

2, personal health intersects with socioeconomic status in a manner that can be 

independent of behaviours. 

The principle of health equity contends that anyone, irrespective of their gender, 

background or socioeconomic status, should have equal access to health170. This does not 

necessarily imply that everyone should have the same health outcomes, but rather that 

everyone should be given equal opportunity to be healthy should they freely choose so. 

Our analyses indicate that this currently not the case in township populations of 

South Africa: despite accounting for behavioural choices and individual factors, people 

with different levels of education and with different living arrangements have different 

burdens of HIV. HIV disproportionately affects those who are less educated and those 

living in informal housing or hostels. These findings stress the need for social policies which 

aim to improve education, living conditions as well as possibly other intersecting 

contextual factors including employment and income instability in the aims of allowing 

everyone equal opportunity to be healthy. 

Poor sanitation and confined living spaces lead to a number of health threats which 

unequally affect those living in informal dwellings. Crowded spaces with poor ventilation 

make people living with HIV particularly vulnerable to co-infections such as tuberculosis, 

the primary cause of death in South Africa and for PLWH40,171. 

One study found that intimate partner violence is prevalent in households living in 

informal dwellings172. As such women are less likely to negotiate safe sex and are at 

increased risk of acquiring HIV. Futhermore, women living with HIV who are victims of 

intimate partner violence are also less likely to adhere to treatment172. These acts of violence 

can be attributed to stressors and the lack of dignity of informal living arrangements as well 

as intersecting factors such as unemployment; one qualitative study found that young men 

living in informal dwellings who are financially insecure resort to violence to achieve 

respect, masculinity, and social position173. 
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Moreover, in urban informal settlements, men having multiple sexual partnerships 

is normalised, and seen as proof of desirability and masculinity. As such, men often use 

their sexual “success” as a way of earning respect among their peers173. Indeed, our findings 

indicated that men living in informal dwellings or who were unemployed were more likely 

to have multiple sexual partners. A recurrent theme from qualitative findings was the lack 

of dignity arising from living in urban informal settlements and being financially insecure 

which compelled young men to re-establish their dignity through violence and multiple 

sexual relationships, increasing the risk of HIV transmission173. 

People living in informal settlements often also face intersecting challenges such as 

deprivation in food, housing and healthcare which have been shown to increase the risk of 

engaging in high-risk sexual behaviours174. Indeed, the economic inequality that prevails in 

urban areas of South Africa creates opportunities for transactional sex between wealthier 

men and poorer women increasing the risk of HIV transmission66. Evidence show that 

women who face financial difficulties are twice as likely to engage in high-risk sexual 

behaviours174. In our adjusted analyses however, monthly income was not associated with 

HIV infection; it is possible that we were not able to detect an effect since we had adjusted 

for other intersecting factors such as education and dwelling situation. 

Urban informal settlements are characterised by a lack of basic services such as 

water, sanitation and refuse removal, creating unhygienic environments and increasing the 

vulnerability to gendered violence and crime, particularly at night175. Further, access to 

basic healthcare services is often inadequate175; our analyses show that while people living 

in informal dwellings were more likely to be living with HIV, they were not more likely to 

have recently sought testing suggesting the need for improving access to testing and testing 

uptake in urban informal settlements. 

Our findings add to the mounting body of evidence on how informal housing 

situations impact HIV infection. Despite this, there remains a lack of evidence on how 

improving housing situations can affect health and wellbeing, specifically HIV rates, in 

South Africa. Stronger evidence on the impact of housing situations on the HIV epidemic 

could help further advocate for housing upgrades. Nevertheless, even if improving housing 



 115 

infrastructures does not directly affect health outcomes, it remains extremely valuable on 

its own. 

Social policies are also less stigmatizing and discriminatory than targeting high-risk 

individuals and as Geoffrey Rose famously argued, they are radical in that they “deal with 

the root of the problem” and its effects are not “palliative and temporary”176. Further, a 

systematic review on HIV prevention intervention noted that the most successful 

interventions were those which “[moved beyond] individual-level measures of knowledge 

and psychosocial factors to address social and structural factors underlying HIV risk”, and 

highlighted that programmes which focused on gender, sexual coercion, alcohol and 

economic risk had the greatest impact94. These findings stress the importance of moving 

beyond prevention interventions focused on influencing individual behaviours to also 

address social determinants of health which fuel health inequities. 
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Chapter 6: Conclusion 

In conclusion, in this thesis, I set out to: (1) determine the accuracy of the HIVSmart! digital 

risk level in predicting new HIV infections in township populations of South Africa; (2) 

develop a risk staging model for South African township populations and validate it in 

combination with a digital self-testing programme, and (3) quantify the association 

between contextual variables and new HIV infections while accounting for individual and 

behavioural factors. 

 In manuscript 1, I evaluated the original HIVSmart! risk levels that focused on 

behavioural risk factors through Bayesian logistic regression and found that they were 

correlated with HIV infection. However, their predictive ability was modest. 

 To address my second objective, I used predictive projection, a variable selection 

approach within the Bayesian framework, to identify sociodemographic and behavioural 

predictors of HIV infection. I identified a model of five predictors (being unmarried, HIV 

testing history, having had sex with a partner living with HIV, dwelling situation, and 

education) which performed better than the original HIVSmart! risk levels. Additionally, 

when evaluated in combination with a digital self-testing programme, the sparse risk 

staging model showed high sensitivity and high specificity, indicating that digital HIV risk 

self-assessment followed by HIV self-testing can be an important strategy to screen for 

undiagnosed people living with HIV. 

 In manuscript 2, I evaluated, through Bayesian multivariate logistic regression, the 

extent to which contextual variables (subdistrict of residence, education, dwelling situation, 

employment and income) impacted HIV infection, after controlling for individual and 

behavioural factors. My findings indicated that, in the context of South African townships, 

individuals of lower educational attainment or living in informal dwellings or hostels were 

more likely to be affected by HIV than those with post-secondary education or living in a 

house, controlling for individual and behavioural factors. 

 Moreover, in exploratory analyses, I found that certain indicators associated with 

lower SES increased the odds of engaging in sexual behaviours associated with HIV 

infection suggesting that contextual factors may impact the risk of HIV through certain 
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behaviours. Finally, socioeconomic indicators did not significantly impact the likelihood of 

having recently tested for HIV. 

 Thus, HIV risk self-assessment tool combined with self-testing can help 

communicate personalised information on HIV risk to a broad audience, tackle low risk 

perception. and effectively screen for undiagnosed people living with HIV. However, public 

health interventions alone will unlikely be sufficient to mitigate the impact of social 

determinants of health on the burden of HIV. Social policies aimed at improving living 

arrangements and promoting general education are warranted in the fight towards the 

elimination of HIV  and health inequities in South Africa. 
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Appendix 

Table 2. Existing risk assessment tools for HIV (N = 41) 

 Development Validation 

Author 
(Year)* 
 
Name of the 
tool 
(if any) 

Sample size 
 
Country 
 
Population  

Included 
predictors 
Ia Cb Bc Sd 

 
Included social 
predictors and 
Other 
predictors 

Dealing with 
missing data 
 
Development 
method 

Validation 
type 
 
Author (Year) 
 

Internal 

Cross-
validated or 
Bootstrap 
Training/ 
testing split 

External 
 

Sample size 
 
Country 
 
Population 
(if different 
from 
derivation 
cohort) 

AUC-ROC 
Sensitivity 
(Sens) 
Specificity 
(Spec) 
 
(95% confidence 
intervals) 

a Shaded indicates Individual predictors (age, sex, marital status, etc.) were included in the risk assessment tool 
b Shaded indicates Clinical predictors (signs and symptoms, comorbidities, presence of other STI) were included in the risk assessment tool 
c Shaded indicates Behavioural predictors (sexual or related to drug use) were included in the risk assessment tool 
d Shaded indicates Social predictors (education/ income level, employment status, living situation) were included in the risk assessment tool 
*Asterisk indicates that risk assessment tool was developed to predict acute HIV infection 

Non-targeted risk staging tools 

Haukoos 
(2012)139  
 
Denver 
Risk Score 

92,635 
 
USA 
 
General adult 
population 

 
I C B S 

 
Race/ ethnicity 
Testing history 
for HIV 

Complete case 
analysis 
Multiple imputation 
 
Variable selection 
based on knowledge 
of HIV epidemiology 
and statistical 
association 

External 
 
Haukoos 
(2015)177 

4,830,941 
 
USA 

0.77 

External 
 
Falasinnu 
(2015)147 

47,175 
 
Canada 

0.80 (0.79-0.81) 
 
Sens: 96% 

Internal 92,635 0.75 (0.70-0.78) 



 132 

Risk scores derived 
from beta 
coefficients of odds 
ratios 

Cross-
validation 

 
USA 

External  
Abbreviated 
Denver Risk 
Score 
 
Hseieh 
(2014)178 

15,184 
 
USA 

0.70 (0.65-0.75) 

Kabapy 
(2021)140 

600 
 
Egypt 
 
General adult 
population 

 

I C B S 
 
Place of 
residence 
Literacy 
Employment 
Homelessness 
Incarceration 
Sexual abuse in 
childhood 
Testing history 
for HIV 

Variable selection 
based on knowledge 
of HIV epidemiology 
and statistical 
association 
Risk scores derived 
from beta 
coefficients of odds 
ratios 

Internal 600 
 
Egypt 

0.998–1.000 

Kagaayi 
(2014)57 

13,280 
 
Uganda 
 
General adult 
population 

 
I C B S 

 
Education 
HIV prevalence 

Multiple imputation 
 
Backward model 
selection with AIC as 
stopping rule 

Internal 
Bootstrap 
resampling 

13,280 
 
Uganda 

Men 
0.69 (0.66-0.73) 
 
Women 
0.67 (0.64-0.70) 

Muttai 
(2021)143 

19,458 
 
Kenya 

 

I C B S 
 

Complete case 
analysis 
 

Internal 
Cross-
validation 

19,458 
 
Kenya 

0.69 (0.60-0.77) 
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General adult 
population 

Occupation 
Testing history 
for HIV 

Initial variable 
selection based on 
knowledge of HIV 
epidemiology 
Stepwise model 
selection with AIC as 
stopping rule 

Roberts 
(2022)138 

9,623 
 
South Africa 
(rural) 
 
General adult 
population 

 
I C B S 

 
Education 
Employment 
Socioeconomic 
status quintile 
HIV prevalence 
Population 
prevalence of 
detectable 
viremia 
Place of 
residence 

Multiple imputation 
 
Cox proportional 
hazards with LASSO 
penalties  
Model selection 
using 10-fold cross 
validated mean AUC 

External 9,933 Men 
0.71 
Sens: 77% 
 
Women 
0.68 
Sens: 65% 

Damery 
(2013)179 

3,515 
 
UK 
 
Patients 

 

I C B S 
 

Complete case 
analysis 
 
Backward stepwise 
model selection with 
a p-value < 0.2 
threshold 

Internal 3,515 
 
UK 

0.66 
 
Sens: 42% 
Spec: 80% 

Feller 
(2018)146 

724 
 
USA 

 

I C B S 
 

Natural language 
processing to decode 
medical notes 

Internal 
10-fold cross-
validation 

724 
 
USA 

F1: 73.3 (72.1-
74.5) 
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Patients 

Testing history 
for HIV 

Developed candidate 
models using mutual 
information criteria 
random forest 
classifiers 

 

Krakower 
(2019)141 

1,155,966 
 
USA 
 
Patients 

 
I C B S 

 
Race 
Testing history 
for HIV 

Developed candidate 
models using various 
machine learning 
techniques 
Validated using 
cross-validated AUC 
Selected models 
developed through 
LASSO 

External 33,404 
 
USA 

0.77 (0.74-0.79) 

Internal 
Prospective 
validation 

537,257 
 
USA 

0.91 (0.81–1.00) 

Internal 
Cross-
validation 

1,155,966 
 
USA 

0.86 (0.82-0.90) 

Leal  
(2016)180 

138 
 
Spain 
 
Patients 

 

I C B S 
 

Initial variable 
selection based on 
clinical significance 
Backward stepwise 
model selection 

Internal 138 
 
Spain 

0.78 (0.69-0.84) 
 
Sens: 64% 
Spec: 74% 

Marcus 
(2019)142 
 
Marcus 
tool 

3,750,664 
 
USA 
 
Patients 
MSM 

 
I C B S 

 
Neighbourhood 
deprivation 
index 
Place of 
residence 
(urban) 

Coded as 0 
 
Model selection 
using LASSO 

External 606,701 
 
USA 

0.84 (0.80-0.89) 
 
Sens: 59.10% 
Spec: 97.8% 

Facente 
(2011)132* 

12,622 
 
USA 

 

I C B S 
 

Complete case 
analysis 
 

Internal 12,622 
 
USA 

0.669 
 
Sens: 83.3%  
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STI clinic 
attendees 

Initial variable 
selection based on 
statistical 
significance (p-value 
< 0.2) 
Backward model 
selection 

(67.2–93.6) 
Spec: 50.4%  
(49.5–51.3) 

Powers 
(2007)134* 
 
UMRSS 

1,448 
 
Malawi 
 
STI clinic 
attendees 

 
I C B S 

 

Complete case 
analysis 
 
Backward stepwise 
model selection with 
a p-value < 0.15 
threshold 

External 
 
Wahome 
(2013)136 

6,531 visits 
 
Kenya 

0.79 
 
Sens: 75.3% 
Spec: 76.4% 

Internal 1,448 
 
Malawi 

0.89 

Sander 
(2015)135* 

19,971 visits 
 
Kenya 
Malawi 
South Africa 
 
STI clinic 
attendees 
MSM 
Sex workers 
Women 

 

I C B S 
 

Initial variable 
selection based on 
statistical 
association in 
univariate models 
(p-value < 0.15) 
Model selection 
based on statistical 
association (p-value 
< 0.05) 

Internal 19,971 visits 
 
Kenya 
Malawi 
South Africa 

0.78 

Internal 7,735 visits 
 
Kenya 
 
Female sex 
workers 

0.77 
Sens: 58.4% 
Spec: 84.8% 
 

Internal 6,531 visits 
 
Kenya 
 
MSM 

0.89 
Sens: 90.0% 
Spec: 74.1% 
 

Internal 860 visits 0.83 
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Malawi 
 
STI clinic 
attendees 

Sens: 92.9% 
Spec: 50.5% 
 

Internal 4,845 visits 
 
South Africa 
 
Women 

0.61 
Sens: 18.2% 
Spec: 95.4% 

Targeted risk staging tools 

Adult women 

Balkus 
(2016)125 
 
VOICE risk 
score 

4,834 
 
South Africa 
Uganda 
Zimbabwe 
United States 
Kenya 
Tanzania 
 
Women 

 
I C B S 

 
Earns her own 
income 
Financial/ 
material 
support from 
partner 

Complete case 
analysis 
 
Initial variable 
selection based on 
statistical 
association in 
univariate models 
(p-value < 0.05) 
Stepwise model 
selection based on 
AIC 

External 
 
Rosenberg 
(2020)130 

795 
 
Malawi 

0.64 (0.52–0.75) 

External 
 
Burgress 
(2017) 

1,115 
 
South Africa 
 

0.56 (0.50-0.62) 
 
Sens: 96% 
Spec: 7% 

External 
 
Balkus 
(2018)181 

2,539 
 
Malawi 
South Africa  
 

0.69 (0.64-0.74) 
 
Sens: 91% 
Spec: 36% 

External 
 
Peebles 
(2020)126 

5,573 
 
South Africa 
 

0.61 (0.58-0.65) 

External 
 

444 
 

0.66 (0.54-0.74) 
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Castor 
(2022)182 

South Africa 
 

Sens: 63% 
Spec: 57% 

Internal 
Cross-
validation 

4,834 
 
South Africa 
Uganda 
Zimbabwe 
United States 
Kenya 
Tanzania 

0.70 (0.65-0.75) 
 
Sens: 58% 
Spec: 71% 

External 
 
Giovenco 
(2019)183 

2,178 
 
South Africa 
 
AGYW 

0.55 (0.44-0.65) 
 
Sens: 85% 
Spec: 6% 

Peebles 
(2020)126 

5,573 
 
South Africa 
 
Women 

 
I C B S 

 
Province of 
residence 
HIV prevalence 

Complete case 
analysis 
 
Stepwise model 
selection based on 
AIC 

Internal 5,573 
 
South Africa 
 

18-24 years old: 
0.64 (0.60-0.67) 
 
25-35 years old: 
0.68 (0.62-0.73) 

Wand 
(2012)128 

1,010 
 
South Africa 
 
Women 

 

I C B S 
 

Backward model 
selection 
Risk scores derived 
from beta 
coefficients 

Internal 
2:1 training/ 
testing split 

475 
 
South Africa 

0.79 (0.70-0.81) 
 
Sens: 90% 
Spec: 36% 

Wand 
(2018)55 

6,018 
 
South Africa 
 
Women 

 

I C B S 
 
 

Backward model 
selection with a p-
value < 0.05 
threshold 

Internal 
2:1 training/ 
testing split 

2,964 
 
South Africa 

0.71 
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Risk scores derived 
from beta 
coefficients of 
hazard ratios 

Pintye 
(2017)127 

1,304 
 
Kenya 
 
Pregnant and 
Postpartum 
Women 

 

I C B S 
 

Stepwise model 
selection based on 
AIC 

Internal 
Cross-
validation 

1,304 
 
Kenya 
 

0.73 (0.57-0.90) 

Adolescent girls and young women (AGYW) 

Ayton 
(2020)129 
 
Ayton tool 

1,049 
 
South Africa 
 
AGYW 

 
I C B S 

 
Testing history 
for HIV 
HIV knowledge 
Financial 
dependence 
School absence 

Variable selection 
using exploratory 
factor and latent 
class analysis 
Model selection 
based on BIC 

Internal 1,049 
 
South Africa 

Sens: 60% 
(32-84) 
Spec: 58% 
(55-61) 

Rosenberg 
(2020)130 

795 
 
Malawi 
 
AGYW 

 

I C B S 
 

Backward stepwise 
model selection with 
a p-value < 0.15 
threshold 
Risk scores derived 
from beta 
coefficients 

Internal 795 
 
Malawi 

0.79 (0.69-0.89) 

Paediatric populations (Adolescents, Children and Infants) 

Antelman 
(2021)121 

21,008 
 

 
I C B S 

Variable selection 
based on knowledge 

Internal 21,008 
 

Sens: 85.3% 
(74.6-92.7) 
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Tanzania 
 
Adolescent 
and children 

 
Whether 
biological 
parents died 

of HIV 
epidemiology, 
statistical 
association (p-value 
< 0.15) and AIC/BIC 

Tanzania 
 

Spec: 44.2% 
(43.5-44.9) 

Ferrand 
(2011)123 
 
Bandason 
tool 

254 
 
Zimbabwe 
 
Adolescent 
and children 

 
I C B S 

 
Whether 
biological 
parents died 

Initial variable 
selection based on 
statistical 
association (p-value 
< 0.1) 
Backward stepwise 
model selection with 
a p-value < 0.05 
threshold 

External 
 
Bandason 
(2016)184 

9,568 
 
Zimbabwe 

0.73 (0.72-0.75) 
 
Sens: 80.4%  
(76.5-84.0) 
Spec: 66.3%  
(65.3-67.2) 

External 
 
Bandason 
(2018)185 

5,384 
 
Zimbabwe 

0.65 (0.60-0.72) 
 
Sens: 56.3% 
(44.0-68.1) 
Spec: 75.1%  
(73.9-76.3) 

External 
 
Modified 
Bandason 
tool 
 
Moucheraud 
(2018)186 

8,602 
 
Malawi  
 
Children and 
infants 

0.7116 
 
Sens: 84.4% 
(77.0-91.9) 
Spec: 39.6% 
(38.5-40.6) 

Internal 
1:1 training/ 
testing split 

254 
 
Zimbabwe 

Sens: 74.0%  
(64-82) 
Spec: 80% 
(71-87) 

Allison 
(2011)120 

487 
 

 
I C B S 

 

Forward stepwise 
model selection with 

Internal 487 
 

Sens: 96.30% 
Spec: 25% 
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Papua New 
Guinea 
 
Infants 

a p-value < 0.05 
threshold 

Papua New 
Guinea 
 

Du Plessis 
(2019)122 

1,759 
 
South Africa 
 
Infants 

 

I C B S 
 

Variable selection 
based on statistical 
association and BIC 

Internal 1,759 
 
South Africa 
 

Sens: 80% 

Mafaune 
(2020)124 

No 
development 
dataset 
 
Zimbabwe 
 
Infants 

 

I C B S 
 

Modified version of 
the WHO 
recommendation on 
HIV birth testing 

External 1,970 
 
Zimbabwe 

Sens: 62.1% 
(44.4-79.7) 
Spec: 87.2%  
(85.7-88.7) 

Men who have sex with men (MSM) 

Beymer 
(2017)187 

9,481 
 
USA 
 
MSM 

 
I C B S 

 

Complete case 
analysis 
 
Variable selection 
based on knowledge 
of HIV epidemiology 
Risk scores derived 
from beta 
coefficients of 
hazard ratios 

Internal 9,481 
 
USA 
 

Sens: 74.60% 
Spec: 50.20% 

Dijkstra 
(2017)131* 
 

1,562 
 
Netherlands 
 

 
I C B S 

 

Complete case 
analysis 
 

External 3,751 
 
USA 

0.78 (0.74-0.82) 
 
Sens: 56.2% 
(47.5-64.7) 
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Amsterdam 
Score 

MSM Variable selection 
based on knowledge 
of HIV epidemiology 
and statistical 
association 

Spec: 88.8% 
(88.4-89.1) 

External 
 
Lin 
(2018)149 

757 
 
USA 

0.88 (0.84-0.91) 
 
Sens: 78.2% 
Spec: 81.0% 

Hoenigl 
(2015)137* 
 
San Diego 
Early Test 
Score 
(SDET) 

5,568 
 
USA 
 
MSM 

 

I C B S 
 

Complete case 
analysis 
 
Forward stepwise 
model selection with 
p-value < 0.05 
threshold 

External 
 
Dijkstra 
(2020)188 

1,071 
 
Netherlands 

0.701 (0.639-
0.762) 
 
Sens: 54.0% 
Spec: 77.9% 

Internal 
2:1 training/ 
testing split 

2,758 
 
USA 

0.703 (0.625-
0.781) 
 
Sens: 60% 
Spec: 77% 

External 
 
Tordoff 
(2020)189 

13,527 
 
USA 

0.63 (0.59-0.67) 

External 
 
Jones 
(2017)190 

562 
 
USA 

0.55 (0.44-0.66) 
 
Sens: 25% 
(11.5-43.4) 
Spec: 83.9% 
(80.5-87.0) 

Li (2017)144 
 
HIV RISK 
Assessment 
Tool 

No 
development 
dataset 
 
China 

 

I C B S 
 

Variable selection 
based on literature 
review and specialist 
consultations 
(Delphi method) 

External 
 
Luo 
(2019)191 

1,442 
 
China 

0.63 (0.60-0.67) 

External 1330 0.827 
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MSM 

 
Zheng 
(2020)148 

 
Southwest 
China 

 
Sens: 78.5% 
Spec: 74.7% 

Lin 
(2018)133* 
 
San Diego 
Symptom 
Score 
(SDSS) 

673 
 
USA 
 
MSM 

 

I C B S 
 

Variable selection 
based on statistical 
association (p-value 
< 0.2) 
Risk scores derived 
from beta 
coefficients of odds 
ratios 

Internal 
2:1 training/ 
testing split 

325 
 
USA 

0.851 (0.780-
0.922) 
 
Sens: 72% 
Spec: 96% 

Menza 
(2009)192 
 
Menza 
score 

1,903 
 
USA 
 
MSM 

 

I C B S 
 
Race 

Variable selection 
based on knowledge 
of HIV epidemiology 
and statistical 
association 
Risk scores derived 
from beta 
coefficients of 
hazard ratios 

External 2,081 
 
USA 

0.67 (0.60-0.75) 

External 
 
Jones 
(2017)190 

562 
 
USA 

0.51 (0.41-0.60) 
 
Sens: 62.5% 
(43.7-78.9) 
Spec: 41.1% 
(36.9-45.5) 

External 
 
Tordoff 
(2020)189 

13,527 
 
USA 

0.66 (0.62-0.70) 

Smith 
(2012)193 
 
HIRI-MSM 

4,386 
 
USA 
 
MSM 

 
I C B S 

 

Backward model 
selection with p-
value < 0.05 
threshold 
Risk scores derived 
from beta 
coefficients 

External 3,368 
 
USA 

0.721 
 
Sens: 84% 
Spec: 45% 

External 
 

13,527 
 
USA 

0.61 (0.57-0.65) 
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Tordoff 
(2020)189 

External 
 
Jones 
(2017)190 

562 
 
USA 

0.62 (0.52-0.72) 
 
Sens: 62.5% 
(43.7-78.9) 
Spec: 56.7% 
(52.4-61.0) 

External 
(VAX0004 
cohort) 
 
Scott 
(2020)194 

4,643 
 
USA 

0.740 

External 
(HPTN 
cohort) 
 
Scott 
(2020)194 

1,553 
 
USA 

0.751 

External 
(HVTN 
cohort) 
 
Scott 
(2020)194 

2,504 
 
USA 

0.735 

Tordoff 
(2020)189 
 
Seattle 
PrEP Score 

13,527 
37,814 visits 
 
USA 
 

 

I C B S 
 

Stepwise model 
selection with AIC as 
a stopping rule 
Risk scores derived 
from beta 

Internal 
2:1 training/ 
testing split 

9,234 
18,908 visits 
 

0.60 (0.54-0.66) 
 
Sens: 46.3% 
Spec: 69% 
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MSM coefficients of 
hazard ratios 

Wahome 
(2013)136* 
 
CDRSS 

6,531 visits 
 
Kenya 
 
MSM 

 
I C B S 

 

Complete case 
analysis 
 
Variable selection 
based on statistical 
association (p-value 
< 0.05) 
Risk scores derived 
from beta 
coefficients of odds 
ratios 

Internal 6,531 visits 
 
Kenya 

0.85 
 
Sens: 80.8% 
Spec: 76.0% 

Wahome 
(2018)195 

753 
 
Kenya 
 
MSM 

 

I C B S 
 

Variable selection 
based on statistical 
association (p-value 
< 0.1) 
Risk scores derived 
from beta 
coefficients of odds 
ratios 

Internal 753 
 
Kenya 
 

0.76 (0.71-0.8) 
 
Sens: 97.90% 
Spec: 16.90% 

Yin 
(2018)196 

3,588 
 
China 
 
MSM 

 

I C B S 
 
Being a resident 
of Beijing 
Years living in 
Beijing 

Complete case 
analysis 
 
Initial variable 
selection using 
shrinkage of 
estimated regression 
coefficients and 
penalized maximum 

Internal 
Bootstrap 

3,588 
 
China 

0.71 
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likelihood 
estimation 
Backward model 
selection with p-
value < 0.25 
threshold 

Yun 
(2019)118 

667 
 
China 
 
MSM 

 

I C B S 
 

Multiple imputation 
 
Initial variable 
selection based on 
statistical 
association in 
univariate model (p-
value < 0.25) 
Backward model 
selection based on 
AIC 
Variables with p-
value < 0.05 retained 

Internal 
2:1 training/ 
testing split 

332 
 
China 

0.60 (0.45-0.74) 

Scott 
(2020)194 

4,295 
 
USA 
 
MSM 
(inclusive of 
black MSM) 

 
I C B S 

 
Black race/ 
Latino ethnicity 

Initial variable 
selection based on 
knowledge of HIV 
epidemiology 
Model validation 
using cross-validated 
AUC and measures 
of goodness of fit 

External 
(VAX0004 
cohort) 

4,643 
 
USA 

0.73 
 
Sens: 64.4% 
Spec: 67.4% 

External 
(HPTN 
cohort) 

1,553 
 
USA 

0.71 
 
Sens: 100% 
Spec: 0% 

External 
(HVTN 
cohort) 

2504 
 
USA 

0.72 
 
Sens: 75.4% 
Spec: 51.8% 
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Other populations 

Smith 
(2015)197 
 
ARCH-IDU 

1,904 
 
USA 
 
People who 
inject drugs 

 

I C B S 
 

Complete case 
analysis 
 
Initial variable 
selection based on 
statistical 
association in 
univariate models 
(p-value < 0.20) 
Backward model 
selection with a p-
value < 0.05 
threshold 

Internal 1,904 
 
USA 
 

0.72 
 
Sens: 86.20% 
Spec: 42.50% 

Khale 
(2013)198 

3,297 couples 
 
Botswana 
Kenya 
Rwanda 
South Africa 
Tanzania 
Uganda 
Zambia 
 
Serodicordant 
couples 

 

I C B S 
 

Complete case 
analysis 
 
Stepwise model 
selection based on 
AIC 

External 
(Partners in 
PrEP cohort) 

1,499 couples 
 
Kenya 
Uganda 

0.70 (0.64-0.76) 
 
Sens: 55% 

External 
(Couples 
Observational 
Study cohort) 

476 couples 
 
Kampala 
Uganda 
South Africa  
 
 

0.76 (0.70-0.83) 
 
Sens: 80% 

Wilcox 
(2021)199 

660 
 
Kenya 
 
Sex workers 

 

I C B S 
 

Complete case 
analysis 
 
Initial variable 
selection based on 

Internal 660 
 
Kenya 

0.67 
 
Sens: 53% 
Spec: 76% 
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 statistical 
association in 
univariate models 
(p-value < 0.15) 
Forward model 
selection 

a Shaded indicates Individual predictors (age, sex, marital status, etc.) were included in the risk assessment tool 
b Shaded indicates Clinical predictors (signs and symptoms, comorbidities, presence of other STI) were included in the risk assessment tool 
c Shaded indicates Behavioural predictors (sexual or related to drug use) were included in the risk assessment tool 
d Shaded indicates Social predictors (education/ income level, employment status, living situation) were included in the risk assessment tool 
*Asterisk indicates that risk assessment tool was developed to predict acute HIV infection 
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