
INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI films

the text directly trom the original or copy submitted. Thus. some thesis and

dissertation copies are in typewriter face, while others may be trom any type of

computer printer.

The quallty of thi. reproduction la depend.nt upon the quallty of the

copy .ubmltted. Broken or indistinct print, colored or poor quality illustrations

and photographs, print bleedthrough, substandard margins, and improper

alignment can adversely affect reproduction.

ln the unlikely event that the author did not send UMI a complete manuscript

and there are missing pages, these will be noted. Also, if unauthorized

copyright material had ta be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by

seetioning the original. beginning at the upper left-hand corner and continuing

tram left ta right in equal sections with small overlaps.

ProOuest Information and Leaming
300 North Zeeb Raad, Ann Arbor, MI 48106-1346 USA

800-521-0600





NOTE TO USERS

This reproduction is the best copy available.





•

•

•

A momentum-dependent Lattice Hamiltonian
model for simulations of heavy ion collisions

by

Declan Persram

Department of Physics
:VIcGill University. ylontréal

Decenlber 2000

.-\ Thesis submitted ta the
Faculty of C;raduate Studies and Research

in partial fulfillment of the requirements for the degree of
Doctor of Philosophy

(S:iDeclan Persrarn. 2000



1+1 National Ubrary
of Canada

Acquisitions and
Bibliographie services

395 Welington Street
OIawa ON K1A ON'
canada

Bibliothèque nationale
du canada
Acquisitions et
serviees bibliographiques

395. rue Wellington
0IIawa ON K1A 0N4
canada

The author bas granted a non­
exclusive licence allowing the
National Library ofCanada to
reproduce, loan, distnbute or sell
copies of this tbesis in microform,
paper or electronic formats.

The author relains ownership ofthe
copyright in this thesis. Neither the
thesis nor substantial extracts ftom it
may be printed or otherwise
reproduced without the author's
pemusslon.

L'auteur a accordé une licence non
exclusive permettant à la
Bibliothèque nationale du Canada de
reproduire, prêter, distnbuer ou
vendre des copies de cette thèse sous
la fonne de microfiche/film, de
reproduction sur papier ou sur fonnat
électronique.

L'auteur conserve la propriété du
droit d'auteur qui protège cette thèse.
Ni la thèse ni des extraits substantiels
de celle-ci ne doivent être imprimés
ou autrement reproduits sans son
autorisation.

0-612-"!C'~27-1

Canadl



•

•

•

Abstract

\\te investigate both directed and elliptïc: flo\\" and linear momentum transfer in inter­

mediate energy heavy ion collisions. The model that we have adapted for this work

is the Bl:lT transport equation solved with a momentunl-dependent lattice Hamilto­

nian algorithm. \Ve introduce éUl eÀLension of this transport model that consistently

takes into account the momennun-dependent in-nledium modification of the nucleon­

nucleon collision cross section. Conlparîson wîth linear momentum transfer data

favours a soft momentum-dependent nuclear mean field of compressibility K=215

~IeV. Analysis of bigher energy eLliptic flo\\" data fa\'ours a momentum-dependent

over that of a momentum-independent nuclear rnean field. Furthermore. we find

that both the Linear nlOnlentunl transfer and elliptic flow data favour an in-medium

nucleon-nucleon cross section over the free space cross section.
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Résumé

~ous étudions le flot dirigé. le flot elliptique et le transfert d'impulsion linéaire

dans les collisions d ïons lourds aux énergies intermédiaires, Pour ce faire. nous

avons utilisé un modèle BCU avec un algorithme hamiltonien sur réseau et un champ

moyen qui dépend de lïnlpulsion. Nous généralisons le modèle en introduisant une

évaluation self-consistante de la section efficace nucléon-nucléon dans le milieu, Des

comparaisons avec des données sur le transfert d'inlpulsion linéaire suggèrent un

champ moyen qui dépend de lïmpulsion, a\'ec une compressibilité d~environ 215 ~IeV,

Des résultats conséquents sont obtenus en exanlÎnant les résultats de flot elliptique à

plus haute énergie. ~ous constatons un raprocheUlent global des résultats du modèle

avec les données e:-"llérinlentalps a\'ec l'usage de sections efficaces qui découlent du

champ moyen avec une dépendance en iUlpulsion,
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Statement of Originality

This work completes a five year investigation of internlediate energy heavy ion colli­

sions with the BUU rnodel. The nlain features of this model as presented in this work

are contained in the monlentum-dependent lattice Hatuiltonian solution for the mean

fields. This is the first implelnentation of such a model and as such has increased

the predictive power of the BFl~ madel at law energies. In addition we have~ for the

first tinle. inlplenlented a self-consistent in-nlediunl nudean-nucleon scattering cross

section. thus consistently takillg into account the effects a nlomentum-dependent po­

tential has on bath the mean field and the in-mediunl nucleon-nucIeon cross section.
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Chapter 1

Introduction

For the past two decades. the study of hemry ion collisions has been very popular.

The inlpetus for this trend àrose from the need to better understand the behaviour of

matter at eÀL;reme densities and/or temperatures. Extreme in this case is defined as

matter at and around se\'eral tiules the density of an atomic nucleus. Early nuclear

physics experinlents led ta the discovery of the latter to be about 0.16 nucleons per

cubic fm (1 fm=10- 1
é> m)[l]. In addition. theoretical modeling of supernovce and

neutron stars implied the need to understand the beha\iour of matter up to ten

times this density[2. :3. -lI. In these .5tudies. the matter is typically characterized

by the compressibility[5. 6. 7} of the equation of state. 1 Furthermore. more recent

advances in high ener~' nuciear physics hU\'e preclicted the existence of a ne\\" state of

matter. the quark-gluon plasnla. which is also eÀ--pected to appear at high densities

and/or temperatures[S. 91. Thus. there are nlany active areas in nuclear physics

and astrophysics where the need to understand high density matter is imperative

and thus a study of the properties of nuclear rnatter is warranted. To date, the

l From here-on we refer to the incompressibility coefficient as the compressibility K. This quantity

is a measure of the change in \'olume of a system with respect ta changes in pressure.
~~uclearmatter is fonnally defined as a uniform collection of an equal number of neutrons and

protons e......1:ending out ta infinity and is an idealization meant ta appra."àmate the conditions inside

a large nucleus.

1
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most practical avenue ta èrubark on a .study of dense nuclear matter is via heavy ion

collisions.

The term "heavy ion" generally l'efers to an atomic nucleus with a mass in excess

of the è:ùpha partiele (nucleus of a helium atonl) mass of A. = 4. Typically how­

ever. it refers ta an atonlic nucleus with 10-+200 or more nucleons. A schematic

diagranl of a heavy ion coUi.sion is presented chapter 5 in figure 5.1 on page 82.

Traditionally, the study of hea\"'y ion collisions \Vas conducted \Vith a single beam

of nuclei directed on a fixed target. As higher centre of mass energies were desired,

collider geometries were adopted. The energy range available today spans a region

of about 5 orders of magnitude fronl the Coulomb barrier (a few NIeV per nudeon)

to nuclean-nucleon centre of nlass energies of ~ 200 GeV. As the energy range at

which collisions of heavy nuc1ei can be studied is large. many physical mechanisms

can enter the picture: 1'rorn sub-Coulomb barrier fusion at law energies. to single and

composite particle production at internlediate energies. to high energy particle pro­

duction accompanied by complete clisassociation of the nuclei at high energies. At

ultra-relativistic energies. QCD predicts a phase transition ta a new state of matter:

the quark-gluon plasnla,[SI. In an attempt ta gain an understanding of the physics

at work in these various scenarios. rnany dynamical luodels have been developed in

the past and we will touch on a few of them.

The Fireball model[10. 11. 12} was an early realization that treated the collid­

ing nuclei thermodynamically. rn general. the participant regions were assumed

to completely fuse in the initial stages of the collision. The total centre of mass

energy present in this quasi-compound-nucleus \vas then shared among its con­

stituents. The quasi-cornpound-nudeus was then allowed to expand ta sorne pre­

scribed freeze-out density after \\rhich the nucleons were assumed to stream freely

into vacuum. The temperature of the system at the freeze-out density determined

the momentum spectrunl of the system. The Cascade model[13, 14] attempted to

include two-body scattering process not present in the Fireball model by treating
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the nucleus-nucleus collision as a succession of binary nucleon-nucleon collisions.

Although this model does have sonle success at high energies (in fact, a more so­

phisticated realization of this idea is presently used to model collisions of ultra­

relativistic nuclei) ~ the exclusion of bulk nuclear properties. such as nucleon binding

energies results in unrealistic behaviour at low energies. as is also the case with the

Fireball lllOdel. Other rnodels \\"hich have attenIpted to iocorporate effects of the

nuclear potential are the tinw-dl'penclent Hartree-Fock moclel (TDHF)[15~ 16! 17L

the quantunl-nlolecular-dyumuics nlOdel (Q~ID)[18. 19~ 20]. and the Boltzmann­

Cehling-Uhlenbeck nlodel (Bl'T.:)[21. 221. In the Q~lD mode!. the cascade algorithm

(for t\\'o-body é:mcl higher scattering processes) is used in conjunction with a nuclear

many-body potential calculated by sunlming nucleon-nucleon two-body and three­

body interactions. The TDHF nlodel treats the nuclear potential in the Hartree-Fock

mean field approximation[23. 2-1. 25] originally used in the study of electron plasmas

and does not contain explicit two-body interactions. The BUU model also uses a

nlean field nuclear potential. Coupled to this is a cascade algorithm that attempts

to build in the nucleon-nucleon collisions. This is the model we adopt in this work.

The Inain features of the BeC model are the inclusion of a mean (potential

energy) field and a cascade algorithm which attempts to model indh;dual nucleon­

nucleon collisions. The first accùunt~ for the fact that a nucleon inside a nucleus

feels a force due ta the presence of the other nuc1eons. Any realistic description of

a nucleus demands thîs scheme. The nuclear potential in this model is implemented

v;a a mean field which. for a single nucleon~ is computed by averaging the potential

energy contributions front aU neighbouring (not necessarily nearest neighbors only)

nucleons. The mean field in tlùs case will have nuclear! Coulomb and isospin con­

tributions. Traditionally! the latter nvo wrnch serve ta distinguish the differences

between a neutron and a proton were ignored as the BUU model was applied at

energies where such effects were nlinimal. However. for low energy studies, these two

effects cau become sîgnificant and their inclusion is t hus necessary. We \\ill discuss



• Cbapter 1: Introduccion 4

•

•

the mean field patential in greater depth in a forthcoming chapter. For now, we

point out that although nlany authors utilize a BUU mean field that depends solely

on density. there is strong experimental evidence in favour of a nuclear mean field

that depencls on both density and lllomentunl(26}. In addition, comparison of BUU

model simulations with experinleut are strongly in favour of a nlean field that in­

cludes density and monlCntunl dependence as opposed to just a density dependence.

vVe return ta this point in chapter :3. For the cascade input, nucleon-nucleon colli­

sions are permitted ta occur under certain circumstances. One of these for instance

is directly related ta the nueleon-nucleon cross section, as the transition rate for

two-nucleon scattering processes is directly tied to this quantity. As we shaH see

shortly. the value of the nucleon-nucleon cross section i5 modified in the presence of

the nuclear mediun1. In particular. thi:5 nlodification \\'ill aiso depend on the form

of the nlean field potenrial[27}. III this work. we adopt a parameterization of the in­

mediunl nucleon-nucleon cross sèction that is unique ta momentum-dependent mean

field potentials and 5how for the first time its relevance in the dynamics of heavy

ion collisions. The other condition which nlust be illet is ineluded in order to satisfy

symnletry properties of the nucleons. which are half-integer spin fermions. This fea­

ture is generaUy referred ta as "Pauli blocking'~. as it attempts ta prevent scattering

into occupied states.

The SUU nlodei i5 typically solved via the test-particle method[22. 28], in which

the nucleon phase space distribution is projected onto a collection of point partieles.

The nucleon dynamic5 are chen realized by the correspondence between the nucleons

and the test partieles" The test-partiele solution for the BUU equation has in the

past shown success in describing observables deri\"ed from hea\-y ion collisions in the

ener~· range of a few hundred 1Ie\- ta about 2 Ge\l per nucleon[22]. However, the

test-particle method can do a poor job at conserving energy, and for low energy

collisions. this presents potentially important technical problems. In particular, for

momentum-dependent mean field potentials, the energy non-conservation cau he
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quite drastic[29].

The lattice Hamiltonian algorithm[30] is a generalization of the test-particle

method that has prm,ided for solutions of the BUU equation which exhibit ex­

cellent energy conseryation. This nlethod has in the past been implemented for a

momentum-independent nuclear nlean field potential[3D]. However. due ta its numer­

kal cOluplexity. a lanice Hanültonian algorithnl for momentum-dependent nuclear

mean field potentials hiJ..':i in the past nut surfaced. In this work. we extend! for the

first tiule. the lattice Hamiltonian <ùgorithm to incorporate momentum-dependent

potentials3 and apply the model thus realized to the study of low to intermediate

energy hea\'y ion collisions.

Before we move on. it is instructive to consider sonle typical observables for heavy

ion collisions as the \'alidity of our model will be based on its ability to reproduce

experimentally measured signaIs. \Ve first consider a form of large scale collective

motion. which is denoted by "flow" (for example. see [32]). In the course of a

heavy ion collision. one of the [nain characteristics observed from experiments is

the eddence of large scale collecti\'e motion indicative of fluid-like beha\-;our. An

exarnple of collective 010tion l'an be \'isualized by considering the compression of

a sealed balloon along Olle axis. In rhis case. the balloon expands along the free

axes. that is the éLxes where there is no compression. This e)..~ansion/compression

is an example of a col1ectÎ\·e effecr. Collisions of heavy nuclei also can display this

behaviour. The head-on collision of t'Wo nuclei for example will produce a similar

effect. For collisions \\ith a non-zero impact parameter (c.f. figure 5.1) however!

the direction of e)..~ansion is no longer symmetric about the reaction plane. As

the spectator matter is predorninantly in the reaction plane. early expansion in the

latter is hindered and e)..~ansion is generally fayoured out of the reaction plane. This

asj-mmetry in the e)..~ansion pattern is known as elliptic jlow[33]. We discuss the

elliptic flow in nlore detail in chapter 6. In addition to the elliptic fiow~ colliding nuclei

3 AfteI' our work was completed. we became aware of a parallel realization of this model [31],
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cau exhibit bath attractive and reptùsive flow. To imagine this, cansider two nuclei

on a collision path "ith a non-zero impact parameter. As the nuclei collide, severa!

mechanisms can take place. For instance, the nuclei can "bounce off" one another,

thus being deflected off their original paths. attaining momenta transverse to the

beam direction. .-\s they (the nuclei) still carry sorne of their forward momentum.

the net effect is a fiow of nucleons away from the interaction region. This is the

commonly used "text-book" picture used to describe the scattering of two particles

and is shawn schematically in figure 5.1. This is an an exarnple of repulsive directed

flow. In addition ta this repulsive behaviour. <lt low energies the attractive part of

the nudear nlean field can donlÏnate. Thus. instead of the nuc1ei being deflected

away frorn one anather. they teruporarily exist in a bound meta-stable state and

partially orbit as they pass by one anather. E\·entuaIly. the nuclei release. This is a

case of attractive directed flow. Bath of these two flow mechanisms are aIso known

as directed in-plane flow: that is to say most of the dynarnics takes place in the

reaction plane. In this work. we investigate the elliptic fiow at intermediate energies.

and show that this observable sen'es to disringuish the functional character of the

nuclear nlean field. It can alsa sen'e ta characterize the in-medium nuc1eon-nucleon

collision cross section. The study of directed flow has aIso served to characterize

these two features of nuclear matter. vVe aIso perform a study of directed flow at

lo\\" Energies.

Another observable often studied ln heavy ion collisions is the Linear momen­

tum trunsfer[3-L :35. :36}. This ob~('rTable mainly concerns itself \yith the opacity (or

inversely. the rransparencYI of Iluclear matter. This quantity essentially character­

izes the ability of nuclear matter to absorb momenta and as such can be useful in

eÀlracting the in-medium nucleon-nucleon cross section. ln addition, the momentum­

dependence may also play a raIe in the linear momentum transfer. We will perform

a study of tms beha\iour in a forthcorning chapter.

The remainder of this work is organized as follo\,,~. Chapter 2 introduces the
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nlany-body nudear problelll and presents us with a transport equation ta be utilized

for a dynamical description of nuclear nlatter. Namely~ the BUU equation. Chapter

3 presents us with the ingredients necessary for obtaining a solution of the BUU

transport equation. that is. the nlean field potential and nucleon-nucleon collision

cross section. The bulk of these first two chapters serves to provide the theoretical

background nlaterial necessary for further development of the model presented here.

Chapter 3 concludes by introducing the in-medium nucleon-nucleon cross section

we have adopted that is specific to rnonlentum-dependent nuclear mean field poten­

tials. In chapter 4. we show how we adapt the nuclear nlatter idealization to finite

nuclei. In addition. this chapter presents the nl0mentum-dependent Lattice Hamil­

tonian (nunlerical) solution we haye chosen in this \\"ork. Furthermore we address

sorne of the performance issues present in the numerical solution in terrns of energy

and momentunl con~el"\·atian. \Vè aiso exanüne qualitative features of the model as

applied ta collisions of ht'a\·y ions. Once our Inûdel has been developed. we go on

ta test its validity in terniS of comparison \vith experimentally measured signals. In

chapter 5 we examine bath directèd tlow and linear nlomentum transfer in the energy

regime of Ek/A "" 20 -+ 150 :\[eV and test the predictive power of our model against

recent experirnentaI mea5urenlents[3TI. In chapter 6 we perform an investigation of

elliptic flow' in the energy reginle of Ek/A. ....... :200 -+ 1000 ~feV and compare with

sorne recently measured elliptic fio\\" signals[38].
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Chapter 2

The TDHF and BUU equations

In this chapter. we introciuce the basic tools required for a transport description

of heavy ion collisions. \'·e first show what our input wave function should look

like along \Vith the c:orresponding operators required to extract observables. Then.

we present the time-dependent Hartrce-Fock equation (TDHF) as a mean field ap­

proximation to this nlany-body system with a non-zero interaction potential. \oVe

also extend the TDHF equation to a semi-classical regime which is governed by the

\-laso\' equation. Finally. we write an e:-"Lension of the vlasov equation which at­

tenlpts to re-incorporate inter-paniele correlations that have been integrated out via

the nlean field. This extension i:5 referred to as the Boltzmann-Uehling-Uhlenbeck

(Ber) equation.

2.1 Basic Ingredients

2.1.1 !vlany-Body Wave Function

One of the main goals in describing transport phenomena in heavy ion collisions is

to describe the time evolution of a large system of nucIeons subject to sorne physical

constraints such as conservation laws and the reproduction of bulk nuclear properties.

The quantum nature of such a system demands that it be describable in terms of a

8
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wave function whose eyoluüon is g1\'en by the tinle-dependent Sehrôdinger equation

(TDSE):

. t a .Tr· - .) -û Tr - .
llLat~\r.L =n~(r.t). (2.1)

•

Here ~ il. is the Hamiltonian operator and \li (r. t) is the wave function of the many­

body system. :\.s the waye function contains infornlation about all particles in our

system and their mutuaI interactions. solutions of \2.1) are in general difficult if

not inlpossible to construct. vVe thus have to abandon solving (2.1) from a first­

principles approach .uld adopt phenomenological nlethods. To aid us here. we adopt

the Hartree-Fock approximation[2:3. 2-1. 25]. In this picture. it is assumed that the

total waye function can be separated into independent particle wave funetions. Fur­

thermore. since this total waye function represents a collection of spin 1/2 nucleons. it

must ohey FernlÏ stati:-itics. and rhus exhibit the proper anti-symmetrized behaviour1 .

The Slater detemlÏnanr pru\'ides rhè means \\ith which we can construct our wave

function[:391. In the follo\\ing. \\'(' me&n On (qz) tù he a single-particle wave function

characterized by generalized coordinate qi with quantunl numbers Q. The totally

anti-symrnetric nlany-body wa.ve function for a systenl of .-1 fermions reads:

1
- I"\Tv."1.·

Oa(qd

Oa(Q2)

0 .. (qr)

0;..: (q2)

(2.2)

•
where P is the permutation operator and we nlust SUffi over all permutations. The

factor of (±l)P in the last 5tep force:; ~ to be totally antisymmetric and is equal

l The original Hartree approximaüün usell ;]. simple proJuct of 'O\'ave functions. thus neglecting

the fermionic nature for half-integer spin particles present in this theory. The anti-symmetrized.

\'ersion of the Hartree approximation is knmv'"D. as the HariTee-Fock approximation.
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to (-)+1 for (odd) even permutations. The tinle-dependence in the above wave

function(s) from here-on is assunled.

2.1.2 Kinetic and Potential energy operators

In the preYious section. we intrûducl'd one of the ingrediellts necessary for describing

our many-body system. nanldy. the wave function. From equation (2.1) we 'will

also need the specifie fornl of our Héuniltonian operator. We \vill work in second

quantization[40}. In this notation. the Fermion creation and annihilation operators

satisfy the anti-conlffiuration relation.s:

where {an. lla} means QaUj + aiGu and the Greek letters specify any complete basis.

The total kinetic ent'rgy operator. ""hich is a one-body operator reads:
•

{ll(l' a~J - 6c.d

{ao.al} - 0

t • } O.{ao·a;;

t = L < nlil..3 > a~a3
03

= L ta.3G~a3'
03

(2.3)

(2.4)

For the potential energy operator. we must consider two or more single-partide state

funetions. as this operator speaks in terms of interactions. In other words~ the

potential energ}' operator f· operates between two (in general. this can he extended

to many) single-particle states:.!. In second quantized notation, for the two-body

potential energy operator. \\·e ha\'e:

• (2.5)

ZIn the interest of simplicity. v.-e consider for now rn-o-body potentials only.
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•

\Ve now have our kinetic and potenti<l.l energy operators as \Vell as our many-body

wave function. This pues L1~ in a position ta calculate the energy expectation values.

2.1.3 Expectation Values

The measurable elements of a quantum nlechanical system are the expectation values

of the system. They are probabilistic quantities which represent the average value (of

a particular observable) that we would expect by performing the same nleasurement

on a system ulany tilnes. In the language of quantum mechanics~ expectation values

can be shawn ta be the product of the wave function probability density times

the eigen\'alue 'Ne wish to nlea5Ure integrated over aIl possibilities. where the total

probability is nornlalized to t>ne. \Vè \\"ish to find the expectation values for the

operators discussed in the previous section. The total kinetic energy expectation

\alue is

<T> - <llJ!Tlw>

- L to 3 < \l1!a~aa: ~ >
ad

- 2: to.3P3o.·
o:d

(2.6)

In the abo\·e. the one-body den.,'lty matnx is identified as Po.à =< 'ltla1ao lw > and

plays the raIe of the quantum é:U1alogue of the classical phase space density. For a

detailed discussion on the one-body density ma.trix. the reader is referred ta [41].

For the potential energy e~-pectation value we write using (2.5)

Xotice that it appears as though we do not have a one-body density analogous to the

kinetic energy case. In chis expression. we have a two-body density matri."C. However~

since our total state function 1 \{1 > i5 \yritten as a Slater determinant. the two-body
•

<\"> - <~lfl\{1>

1 ~ . ,T, , ~ t l'T'
:=) L L'Ctd~e5 < 'J! :a~ad<.L6(~ 't' > .
- a:hci

(') -)__ i
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density matrix is factorizable as one-body density matrices as shown in the appendLx

.-\.1. The result for the potential energy expectation yalue is shown below,

< \' > = ~ L UCd1tl (PraPoa - POCtp..,p)·
- ù.:i..,J

(2.8)

•

\IVe see fronl equë:ltions (.1.6) and (2.8) that wc can specify the total energy of our

system completely in ternlS of the one-body density nlatrLx. This is not an accident.

but is a direct consequence ùf the total wa\'e function. which is a Slater determinant .

.-\S pre\'iously mentioned. by c1Ssuming that we could 5pecîfy the many-body system

\\;th a collection of siIlgle-particle wa\-e funetions. we have adopted a mean field

approach. This approach allows one to treat any partide interactions as an average

or mean arising fronl aH the partides in the systenl. \Ve will exploit the ability of

the one-body density nlatrix ta totally describe the systenl to gain insight into the

dynamics of the nlany-body problenl.

2.2 The TDHF equation

Starting from the one-body den:5ity matri.~

(2.9)

•

we write the rime deri\'atin: ~:

The terms in the brackets can be taken directly from the (state space representa­

tion) time-dependent Schr6dinger equation. where in this picture, aIl dynamicaI in­

formation i5 contained in the wave function and the operators are time-independent_

Insertion of equation (2.1) and its conlplex conjugate into the above along with the

use of the Jacobi identity [--1. Bel = [.4.. Ble + B[.4, cl gives the following result:

(2.10)
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In the above result. il = t 7 (. where the kinetic and potential energy operators

are giyen by equations (2.4) and (:2.5) respectively. The right hand side of equation

(2.10) can be recast in ternlS of the one-body density matrLX and single-particle

kinetic and potential energy operators by use of the fermion creation and annihilation

anti-comlnutation relations already introclllced and by the single-particle potential

energy operatorJ which we now introduce as:

Und =< Q:iiLL3 >= L(L'Q~3v - UQllv;3)PvJj"
IlV

(2.11)

•

•

"Vith the single-particle Hauliltonian (operator) h = i+û where i and iL are the single­

particle kinetic and potential energy operators respectively, and following appendi.x

A.2. the time derivativp of thl' onL~body density tnatrix now reads:

(2.12)

\Ve see that both i and Li frorn abo\-e act as one-body operators. The fact that the

potential operator is written as a SUffi Q\'er basis states and the two-particle potential

energy operator e\'aluated over aU pairs of states reflects the mean field nature already

discussed. Equation (2.12) is the time-dependent Hartree-Fock (TDHF) Equation for

the one-body density matri.x. This is a purely quantum nlechanical result which

uses a mean field to characterîze t he total potential energy in the system. It is a

non-linear self-consistent-l equation used in the conte:-..~ of many-electron atoms[42}.

It has also been used in the past in the study of electron plasmas[25J and heavy ion

physics [16. 22. -l3}. For an alternate derh'ation of the TDHF equation using the

Ritz \'ariational procedure. the n'ader is referred to the references [25~ 44, 45}.

Before we go on. we nlention tha! the total energy of our system is obtained from

the expectation \-alue of the total Hamiltonian. that is~ E=<1l>=<T> + < V>.

3This i.s the so-called Ba.nree.-Fock potential energy operatoI".
-lThis can be seen m05t easily by considering the close connection that equations (2.12) and

(2.1) share. In the TOSE. the potenrial energy e.."\.~ectation value is obtained once we have an

eigenfunetion of this operator. Ho~·e\"er.since the operator itself depends on this eigenfunction. we

have a self-consistency requiremenL
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where the total kinetic and potential energy expectation values are from equations

(2.6) and (2.8). \Ve note the connection between the total energy of the system and

the singIe-particle energies via the functional derivative:

fi <"H>- = taJ + Ucd =had .
àp;;,o

(2.13)

•

where and Uoj is the Hartree-Fock potential energy operator from equation (2.11).

The haj is the single-partide Ha!l1iltonian. Xote that it is the < 11. > that gives the

total energy in the system. The single-particle Harniltonian h is the energy a particle

would have in the presence of many other particles. lt has been termed the ··energy

of removal"" by Koopnlans[-l6. -li. -l8}.

2.2.1 The Vlasov Equation

The previous section showed ho\\" we can describe the time evolution of a many­

body system characterized by single-paIticle wave funetions in terms of the one-body

density matrLx. \Ye can e)..-pand on this result a iittle further to obtain another closely

related transport equation. Recrul that the TDHF equation (2.12) is written in terms

of a general basis ln>. If wc n:ake a basis transfornlation ta a continuous basis 1(>

(where for exarnpie :f> can be tile configuration space basis Ir> or the momentum

space basis 1]Y». the TDHF equâtion then reads:

(2.14)

XO\y let us consider a \\ïgner integral transfonn of the continuous basis one-body

density matrix. The two transfornlS below are equÎ\-aient.

In the above. we ha\"e introduced the compact notation Prr' = p(r~ r'). Taking

the time deri'\iative of the \'ligner integral transform and using equation (2.14), we
•

(2.15)
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obtain the follo\\ing two equations where we have used the first of (2.15) for the

kinetic contribution and rhè second for the potential contribution,

x

x

f'kin( - -)u: r.p

j :pot(· ':" -)
IL.' 1. P

_~ II! d3 .. d3p' e+ii'.r/h
in (2rrn)J ;:;

(tp+5"/2.p' Pp' .p-;"/~ - Pp~s/2.p' tp' .p-S/2 )

l 1. I! dJ s d3r' e-ip.;"/h
in (27in)3

( LLr.~j2.r' Pr' .r-sI2 - Pr-sI2.r' Ur' .r-sI2 ) (2.16)

For the potential tenn. if \\,P iL'5SUrne that il is local. that is. il is a function of position

only5.6. then we can \\Tite the nlatrix elenlent for the pûtential term as:

•

The matrLx element for the kinetic ternl is:

-, .}

t P - -( - -1') -')
. -. -"~ -r = --t}lp ...... s - p
p~:;,_.p 2nl \ 1 - •

( -, ..~( - -'j') -')lLF"-.;;i2.r' = lJ J' lu r +::; _ - r . (2.17)

From here. the kinetic and potential terms are relatively straightfonvard to calculate.

Howe\'er. for the potential ternI. we must go through a bit of algebra (see appendix

.\.3) and llse the single-particle nlean field potential introduced in equation (2.1 ï)

ta obtain:

f'kin( 7 -)
IL' 1 • P

jpot( - -)
Ju.' r.p (2.18)

•

Xo\\". we \\ill illake a senli-classÎcal approxiInation that li is smalL 50 that only the

first term in the sin function abo\'e survives7
. This approximation also requires u(T)~

5Xote that we have already Jane this hl writing equation (:2.16).
6 û is :said ta be diagon.ù in the coordinate space basis used here. In principle, it can also depend

on momentum. In this Ca:5e. the momentum-independent part of û is evaluated for fi.xed pas given

on the left hand side of equation (2.16) in j~t(T,p).

7Xote that in this semi-classical approximation, we have only kept terms linear in fi. in the

operators. the \Vignec function howeyer still contains fi. ta all orders.
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to be a slowly varying function of r (i.e. so that the high order derivatives are

negligible). vVe now arri\"e at the \l~o\· equation for the \Vigner function fw(r,p).

Recall that we have a.ssurned a single-partide potential that depends only on

position. Ta generalize this tO a potential \vhich includes sorne momentum depen­

dence. the following steps are taken. Split the potential into terms containing no

momentunl-dependence and the other terms containing momentum-dependence. For

the latter. we follow the same procedure in evaluating the time derivative of the

\Vlgner transform as was done for the kinetic tenu . vVith this. the ff/m in equa­

tian (2.19) is replaced with V'ph. the momentunl space gradient of the single-particle

Hamiltonian h. The latter is written as

which in general cantains both position and nloUlentum-dependent terms in the

single-particle potentiaL .-\:5 there is no dcpendence upon position in the kinetic

energy terrn. we can aiso replace the vru(F') in equation (2.19) \Vith 'Vrh. Note that

equation (2.20) is the continuous basis representation of equation (2.13).

The \ lasov equation is cssentially the TDHF equation in a semi-classical trunca­

tion schelue. Bath cquacions irnply the same self-consi5tency requirement. The essen­

tial difference is in the generating "function'~: density nlatrix in TDHF and \-Vigner

function in \:lasov. Bath the TDHF and \/lasov equations are time-dependent solu­

tions to the many-fernlion problem. The reader is referred ta [49~ 50] for a discussion

of the \/lasov equation. and ta [50. 51. 52} for a discussion of the TDHF equation.

The question arises as to why we introduced the Vlasov equation at all when

we already had the TDHF equation. To answer this, we turo back to the \-Vigner

transforms already introduced. Consider the following properties of fw integrated

separately over momentum and configuration space:

1d·l f (- -) 1!1d3 d3 -ip.sjiiP w ,. ~ p . = (2~n)3 p se Pr+sj2.r-sj2

•

•

8fwt f .p) ji ~ F '- -) ~ (;;"'\ r- f (- -) 0
8

+ - . '\' ,:". W lr. p - ",'r LL r,' '\ P IL" r. P =
t lTl

-."

1 - -) p - (- -)
~(r.p =:)+ur.p.

_m

(2.19)

(2.20)
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rd3 f _ ..... )J .r 1L.(r.p

p(r)

II! d3 d3 "'i~·Tfh(277"n)3 r se' Pji+s/2.tr-s{2

- g(p)

(2.21)

In the above. notice that p( i~) is the ordinary configuration space density, while

g(p) is the ordini:u'Y monlentum space density. 50. it is evident that the Wigner

transfornl of the one-body density rnatrL\: behaves in sorne respects like a classical

ph~e space densitys. III short. the \Vigner transforrn acts as a transition from

quanttnn to c1assical nll'chall~cs. See [5:3. ·5-1. .55..561 for a discussion. "Vith this

correspondence bet\\·een the \ \ïgner fUllction and the classical phase space density~

the \ lasov equation is then written as a transport equation for f(r. p), the classical

phase space density.

• 2.3 The BUU equation

•

In the previous section. we introduced the senIi-classical vlasov equation which de­

scribes the time evolution of the cont'În'llOUS classical phase space densitT. The

\1as0\' equation (2.19) tells us how the latter will deform over time due to bath

particle10 nlonlenta (the second term in the \ la.sov equation, also knO\Vll as the

streaming tenn) and a force term (t hird ternl in the vlasov equation). In the anal­

ysis up ta naw. we han: neglecred an additional term that can alter fCr.p). Specif­

ically. this tenu arises [ronl hard11 collisions bet\\Oeen the discrete particles. each

SIt is understood that the \\ïgner traru;form is not positive definite, whereas the classical phase

space density is. It is assnmed that this \\;11 not be problematic (see the supplied references for a

discussion).
9St rictly speaking. f(ro p) is built up from a collection of many discrete particles each with a

weil defined position and momentum.

lOParticIe here means a point in the classical phase space density.
LLBy hard collisions. we mean collisions processes higher than one-body processes. The interaction

of the nucIeons v.ith the mean field is an example of the latter. In contrast~ hard collisions can be
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Figure 2.1: Two-partide scattcring process taking the initial momentum

states ft and Pl ta the final mOlncntum states p' and P't.

18

•

•

with well-clefinecl phase space coordinates. \Ve note that the adoption of the mean

field (one-body term) has C1xeragecl out these interactions (two-body and higher pro­

cesses). \\·e consicler our collisions to take place at the same point in configuration

space (i.e. local collisions). In this work wp are nlèünly concerned with low energy

and density scenarios. F,)r thi:, reason. we consider onIy binary elastic collisions. In

figure 2.1 we display such a. scat tering process. Consider a volume in phase space

n = <}"3 rc53p . such that presides inside this volume element. If these two particles

scatter such that the final monlenta of p. nanlely p'. lies outside f2. then this repre­

sents a loss term to the phase space density f(r.p). The rate at which particles leak

out of n will be proportional to the following quantities:

• the density of particles located at both j(r.p) and f(r.pd that cau undergo

the scattering process in figure 2.1.

• the rate at which the scattering process in figure 2.1 takes place.

• the number of empty sites (phase space regions) in the final state. namely

\1 - h
3
j(r.p')) and! l - ft:!. j(r.p'l)).

9 g

two (and-higher) nucleon scattering processes for e.xample.
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The la.st condition is cl restatclnent of the Pauli exclusion principle which in this

case states that the scattering process in figure 2.1 cannot take place if the final

state phase spaee is aIready maximally populated. In the above. h3 is the volume of

a 6-dimensional phase ::ipace elenlent and 9 is the nucleon spin/isospin degeneracy.

\Vithout pro\iding here a fornlai deriv-c.ltion (c.r. [5T~ 58]). we show the 10ss term

below:

j-(i'".p) = / épI dn 1~ - ~ 1 (da(p+ Pld--; pt + P~))

x f(r.p)f(J-:.pd(l- h
3

j(f.p'))(l- h
3

f(r.p't)).
9 9

(2.22)

(2.23)

•
This result is easily understood: the first t\Vo terms in the integrand. the first t\Vo

distribution funetions and the last two terms in brackets are the scattering rate. the

density of initial states and the nunlber of empty fina.l ::itates respectively. There is

also a corresponding gain term. \",·hich will account for the inverse of the collision

depicted in figure 2.1. In chis C~1.'5e. the scattering process scatters a particle that \Vas

originally outside n into this \'olunle element. This gain tenn reads:

j-(r.p) = / d3pI dn I~ -~1(da(P' + ~n-+ p+ Pd)
f (- -,)f (- -, \{ l h

3
f (- -)) (1 h

3
f (- - ))x r.p. r.pt,\.- - - r.p - - r,PI .

9 9

These 1055 and gain ternlS replace the zero on the right hand sicle of the Vlasov

equation (2.19). This new equation then reads:

•
where

âf(f.p) 1 ~ h ~f(- -) ~ h ~ f(- -)Dt l 'Îf . Vf' r.p - \'f' . "ii r.p

1 3 ( dU) ( -- - -)= cl Pl da L'rel X dn f' f~ffI - f flf' ff .

fi - f(r·Pi)

ff - f(r.p~)

li _ 1 - h
3

f(F,Pi)!
9

(2.24)
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•

•

and we have asstuned that the inverse collision takes on the same differential cross

section as the original collision. In addition. since we are dealing with elastic collisions

only. the relative \·elocity rerU1S in equations (2.22) and (2.23) are equal and are

written as L'rel in equation (2.24). The new transport equation is the \Jlasov equation

supplemented with a (bini.uy) collision integral that respects the symmetry properties

of the particles that tnake np the phase space distribution function. The study of

this equation was first initiated by Nordheinl[59] and implemented by Uehling and

l·hlenbeck [60. 61] in the context of electron ph:lSnlas. Equation (2.24) is known as

the BCC (Boltzluann-Cehling-LThlenbeck) equation1:!. :\s we have written it~ the

BeC equation describes the rate of change of the phase space density due ta bath

mean field and binary elastic collision effects. For further reference. we note that

an attempt to include collision effects in the TDHF equation has been made by

\Vong[62. 63].

.-\.5 it ~tands. the BLOC equt.l.tion now requin~s inputs via the single-particle poten­

tial (which includes the nlean field) and the differential binary collision cross section.

This is the subject of the following chapter.

l2It is also knO'\\ïl in the literature as the Boltzmann-Xordheim-\Jlasov (BNV) equation and the

\lasov-Kordheim equation.



•

•

•

Chapter 3

BUU model inputs

This chapter serves to present us ,vith the nlean field pùtentials and binary differential

scattering cross section that will be incorporated iuto our many-body nudear system.

In the pre\iOllS chapter. we recall that the transport equation we have chosen is the

BeL equation with its a.ssociated rnean field (Hartree-Fock) single-partide potential.

\Ve have nat however pre~ented a detailed analysis thar gÏ\-es us the functional form of

the latter. In this chaptèr. we will further investigate the Hartree-Fock approximation

introduced thus far and present :5ùnle Inean fields suitable for a description of nuclear

matter. Conlparisons with recent microscopie calculations of the many-body nuclear

potential and equations of sta.te will bè addressed. Finally, we will re-address the

nudeon-nudeon cross section presented in section 2.:3 as the former requires sorne

modification dependèllt on the choice of nuclear mean field.

3.1 The Hartree-Fock Potential

Recall from section 2.2. we had introduced the Hartree-Fock potentia! so that we

could write the single-particle Hamiltonian as a SUffi of t\vo one-body operators (see

equations (2.-1) and (2.11)). Nanlely_ the kinetic and potential terms. There are

sorne consequences associated with this that have yet ta be expanded upon. To see

21
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this. vte consider equation 12.14). and write the configuration space one-body density

matri..x as:

pl'?~ r'l - < wlaT(r')a(r)l'lt >

L oi(r')oj('f) < w!aIaj!w >
ij

(3.1)

where we have performed an expansion in the single-pa.rticle wave functions oi(f).

Inserting this and its tirne derivatiye inta the configuration space basis representation

of the TDHF equation. we arrive at the TDHF equation for the single-particle wave

function.

•
.~ â _
llL-a 0.1,.) ='. t " , ( - li!. \} +! d3 r' l.'(f. f/)P(f')) Oi(r)

21'1

1(Pr' l'(r. r')oi(f') L oj(f")Oj(f).
)

(3.2)

•

The abo\'e result is realized by considering the orthogonaIity of the single partide

wave-functions afrer insertion of the continuous one-body density matrix in equation

(3.1). In equation (3.2). t' is the configuration space analogue of the potential energy

operator in equation (2.5), The first term in brackets in equation (3.2) is the kinetic

energy operator. the second term is known as the direct or Hartree term. and arises

as a result of adopting the rnean field. The third term is the exchange or Fock tenu.

Ir represents a non-local contribution to the total potential energy operator and is a

consequence of the fermion anri-comnlutation relations as weIl as the aforementioned

mean field approximation. [n general. the rwo-body potential energy operator v

is non-trhial and contains nlany contributions to the nucleon-nucleon interaction.

These contributions manifest themselyes in terms of boson exchange forces and thus

contain spin and isospin dependencies which haye been absorbed into the i and j

indices in equation (3.2). As a calculation of this magnitude is beyond the scope of

this work. we adopt an illustrati\-e picture and judge its merits a posteriori, Details

regarding the nucleon-nucleon potential energy operator can be found in [64, 65].
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In the foregoing analysis. we suppress any spin and isospin dependence and treat

the vasa phenonlenological potential. \Ve will adopt the one-boson exchange model

in \vhich the two-body interaction potential arises fronl the exchange of a massive

virtual boson. _-\.s the lifetime of t his exchange paniele is govemed by the Heisenberg

uncertainty principle. it necessarily has an effecti\"e range (the strong force is short

range). Adoption of this picture thus leads ta the Yukawa potential (see [64. 66] for

example). The two-body interaction potential thus reads:

(3.3)

•
where \ô measures the strength of the two-body interaction potential and A is a

measure of the interaction range. To e\aluate the integral for the direct term in

equation (3.2) \\ith (3.3), we renünd the rea.der tha.t we are working in the nuclear

nlatter approximation in which the clensity is constant over aU space. \\re thus arrive

at the following single-partide potPlltial for thl' direct ternl:

ID) -, jd3 "- _, '_') ,p(f')a ',r; = . r r(l'. r ;pP' = .1.--.
Po

(3.4)

•

where the factor of A = -lr.\OpO/.\3 has absorbed a11 integration constants.

Before tackling the exchange potential. we first note that as \ve are attempting

to reproduce bulk nuclear properries. the total energy (which is negative for a bound

system such as the one we ha\-e here) in the system given by equations (2.13) and

(2.20) must possess a nlÏninlunl. For the density-dependent single-particle potential

presented above. this saturation condition clearly cannat be satisfied, as the total

potential energy corresponding to equation (:3...l) is linear in p (c.f. equation (2.13))

and the total kinetic energyl goes as p2/3 and is a positive quantity. As we show

below howeyer. we can illeet this condition if we consider in addition to the two­

body interaction potential2
• a three-body interaction potential. \':'"e adopt a purely

l This is proportional ta the Fermi kinetic energy.

::Recall in section 2.1.2 that the choice of a two-body interaction potential on1y was chosen in

the interest of simplicity.
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•

phenomenological approach and use a three-body contact interaction. With this, we

get an additional cerm co he added to the single-particle potential, namely.

! d3
,.' d3

,." u(r. ;:'. FIf)p(F')p(F")

! d3 , d3 11 B' ~( - -') À( -1 -11) (-') (-11)- r r"'"""7)U r - r u r - r P r P r
Po

B' (PI r)) ~
Po

\\~e theu write the tutal direct tèrIU ~ a SUffi of the two-body and three-body inter­

action terms to get a ternl linear in the density and a term quadratic in the density.

:"ote that continlling in this manner we will have ternlS that are the nth power of

density for an (n + l)-body interaction. However. it is customary to generalize the

nvo- and three-body result co an n-body result by :5etting the power of p in the

three-body result to a \'ariable paranleter (which we will later fLx ta bulk nuclear

properties). This generalization leacls to

(3.5)

•

As the constants appearing in the above equation can differ in sign. we cau then

achieve a minimum in the rotal ener~·. chat is. saturation. In fact this is a condition

used ta fix the \mue of one of the paranleters introduced thus far. The density­

dependent single-particle potential in equation (3.5) has been utilized eÀ~ensively in

the past and has been referred to as the Skyrme or Zamick interaction[21. 67, 68. 69].

In the past. it was derl\"ed by u5ing éL contact interaction for bath the two-body term

as weIl as the generalized three-body terrn. \Ve will adopt this density-dependent

single-particle patential from here-on.

:"eÀL we turo to the exchange tenn. It is instructiye to consider the properties

of the system which we 5eek ta describe. As preyiously mentioned! we are working

in the n'Uclear matter approximation. In this case! the system is uniform and of

infinite eÀl;ent (see footnote on page 1) with definite momenta ascribed to each

nucleon. Thus~ the single-particle wave functions are plane waves. Suppressing spin
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and isospin dependence (the indices i and j below now label momentum states) ~ the

exchange ternl thus reads:

fexchanYè x - L / d3 r' L'(P'. r')e-rkJf" e+tkJre+ik.. or' x (e-iki..re+ik•. r)

J

= - (~J d3 r' u(r. i'"')e+ilk.-k,lo(r,-rl) Qi(f)

1 (E) ( -) .,-)=:> exchange 'X Ut ,r oi\r .

\Ve note in this case. the single-partide potential for the exchange term is a Fourier

transfornl of the twa-body interaction potential and thus in general is momentum­

dependent. Thar is. the non-local exchange ternl is refiected in a momentum­

dependent single-particle potential. For the two-body interaction potential. we again

use the 'Yukawa interaction frorn equa.tion (3.3). \Virh this. the single-particle po­

tential for the exchange ternl reads:• _~ jd3 r ' (-FI e-'\' r-r'l) +t(k-kJHr'-r)
- 1..- 0 \/1 - -;0, 1 e} . r - 1

-!7."t~ 2: 1
- _\'3 JI..;... (' k-kz )' ~.

, .\'

(3.6)

•

From section 2.2.1 outlining the transition to a continuous transport equation (Le.

the"lasoy equation for the continuous classical phase space density) and equations

(3.5) and (3.6). we can then write the continuous toti.Ù single-particle potential as

u(f.p) = .4 (PCr.) ') + B (P(f))" + le Jd3p' f(Tf~~ 2' (3.ï)
Po , Po Po 1 + (p~t )

which contains both density and illonlentum-dependent terms. The constant C in

the above has been chosen for conyenience. Here. the u(f'.p) corresponds to that in

equation (2.20). From the short discussion at the end of section 2.2~ we mentioned

that the total energy of the syHenl nU1st be obtained from the total Hami1tonian~

and not the single-particle Hamiltonian. As we \\iIl need the total energy, we must

be able to write clown a potential energy (density) that corresponds to the above
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single-particle potential. 'Vith the distribution function f(r.pL we can relate the

single-particle potential to the total potential energy density3:

6'/('-)
(
__) r

ur. P = -f(- ,-) .ô r.p

The corresponding potential energy density thus reads:

t".( -) _ A p(r):!, B p(r)C"+l 1 C! [3 [3 1 f(r.p)f(r~p')
l' r - --- - -- ~ - c pc p .} .

•) jJO û - l /Jg Po 1 + (p~t')-

(3.8)

(3.9)

•

The fh-e coefficients .-L B. (j. C antl.\ in equations (3.ï) and (3.9) are to be determined

from observed properties of hea\~y nuclei (as an approximation to nuclear matter[ïOJ).

Equations (3.1) and (3.9) are knowil as the :YIDY1-potential (~Iomentum-Dependent

\·ukawa Interaction) a.nd ha\'e been previously investigated in simulations of heavy

ion collisions[i1. 72. 73]. The use of the )'1D\1 potential in numerical simulations

of heavy ion collisions places heavy constraints on the assumed numerical algorithm

as sohing equation (:3. i) can be \'ery time-consuming. As snch. Gale et al. [74]

introduced an approxinlation to equation (:3.7) br replacing the iP in the denomi­

nator of the integrand in the thirel tenu of equation (3.9) by it local average. This

approximation reads:

where

_, _ j d3 p' p' f(r. p')
<ptrl>= Jef3p'f(f.p') .

Substituting this into the ~ID\l potential energy density in equation (3.9). and using

equation (3.8). we arrive at the foliowing expressions for the potential energy density

and single-particle potential at equilibrium:

• T;(-) _ A.p(r)2, B p(r)C1+1 . Cp(r) jd3 ' fCf,p')
.' T - --- ï -- -:- p 'la

2 Po cr + 1 pli Po 1 + (p' -.~ë> ) - '

3The reader may Vlrish to notice the connection 'with equation (2.13)

(3.10)



(3.11)

•

•

•

Chapter 3: BUU mode] inputs

u(T·pl - .-tC~:i)+B(P~T
, C jd3 1 fer.p') Cp(r) 1
ï- P .) + ,),

Po 1 + (p' -.~p> ) - Po 1 + (p-~p»-

where it is understood that < ft >=< p(r) >. Equations (3.10) and (3.11) are known

as the GBD-potential (Gale-Bertsch-Das Gupta) and ha\'e also been investigated in

the simulations of heavy' ion collisions [7-l. 75. 76}. In this work. we will from here-on

be concerned \vith the Skyrniè ldensity-dependent) interaction given by equation

(3.5) as well as bath the ~ID\1-tyl)e and GBD-type realizations of the momentum­

dependent 11lean field gi\'en by eqllations (3.7) and (3.11) respectively. These are

the input single-particle potentials that are coupled to the kinetic energy to give

the single particlc Hantiltonian h gi\O('n in t)quarion 12.20). That is. we separately

use these three para.nlt~tl'rizatiollS uf tlle nuclear nlean field potential in order to

perform simulations of colliding hea\oy ions. \\"e stress ho\\'ever. that the momentum­

dependent potentials are far superior ta the nl0mentum-independent potentials as

the fonner are illOn? realistic. \Ve address this point in the ne:..."! sectiono Before

lea\ing this section. note that other functional fomlS for momentum-dependence

ha\Oe been used in the pê:LSt in [771 and [78].

3.1.1 Mean Field parameterizations

Thus far. we have shawn froni a phenomenological point of \iew sorne functional

fonus of the single-particle potential that arise from adopting the Hartree-Fock ap­

proximation. The nl0nientulll-dependent term arase naturally as a consequence of

the exchange terfi. It 15 also kno\\TI from nucleon-nucleus scattering experiments

that the real part of the single-particle (optical) potential is strongly momentum­

dependent[26. 79}. \Ve can use this e~1>erimental information ta help constrain the

parameters introduced in the GBD and ~rDY1-t~1>e potentials. As the Sh.-yrme in­

teraction is not monlentum-dependento the coefficients cau be constrained without

knowledge of the monlentum-dependence of the optical potential. To begin, we en-
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•

sure that the potentials we adopt can reproduce bulk properties of nuclear matter(70].

Xamely. we require that the total energy per rtucleon ElA in cold nuclear matter at

saturation density Po is -16 ~IeV. A second criterion is that nuclear matter attain

equilibriunl at saturation density. This is equivaIent to demanding that the pressure4

P vanish at Po and T = 0 ~de\~. The last condition (zero temperature) holds for all

cases as we constrain l)lU· .5YS{Pll1 ta match the properties of cold nuclear matter. vVe

\\ill examine the properties of hot nudcar nlatter shortly. The compressibility.5 [(.

of nuclear matter can also sen'c ta characterize our system (c.f. monopole breath­

ing modes[ïO. SO}). Thus far. we have three conditions to satisfy and have specified

enough information to detemline the rnomentum-independent mean field parame­

terization which contains thrC'e parameters. For a more detailed description of the

procedure. the reader is referrec.l to (:221. Before \\'e present the parameterizations. we

first mention that the dependence on monlentum in our GBD and MD\1 potentials

implies that the nucleons \\ill have an effecti\"e rnass[ïO] that is in general different

from the free nucleon mass. The effective mass 'm* is defined 50 that:

P ft. ~ ( -)-=-T\c,-ap.p.
ln- rrl P

where we have writteH the ~ingle-part:cle potelltial as:

u(r.pl = u(p(p·).p) = u(p.p).

(3.12)

•

'''te \\ill use this notation interchangeably.

Ta fi,,: the momenturn-dependent patential5~ we need to specify two additional

parameters: C and .\. For exanlpie. Wé can choûse ta fix two of {C~.\~m·Im~[,;(p.PJ}.

Table 3.1 shows all the potentials we \dU use in this \York and sorne of the coefficients

that define the potential. In tms table. we ha\'e shown in bold face T the imposed

conditions. For all potentials listed. ElA. = -16 :\IeV and d(E/A.)/dp = 0 at p = Po.

olThe zero temperature pressure is formall:r defined as P = p28(E/A.)/8p.
sThe compressibility coefficient i.5 a measure of the change in volume of a system with respect

to changes in pressure and i5 formally defined as K = gôpIÔp.
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Potential ~ u 1 .\lp~O) 1 m'Im Il l:(po.P = 0) 1 C:(po.P = p~o}} 1 U(Po.oc}~

S 1.167 - l.00

1

-53.0 -53.0 -53.0 200 [22]

H 2.000 - l.00 -53.5 -53.5 -53.5 380 [22}

GBD 1.161 1.50 0.10
1

-ï6.3 -53.3 -1.34 215 [i4}

~GBD 1.091 1.SS 0.61 ! -73.5 -51A +30.5 210 [81!

~[D'1 1.240 1.58 0.67 -'15.0 0.0 (see captioo) +30.5 215 [Tl}

~MD'{I 1.091 1.58 0.6'1 -72A -51A +30.5 210 [81]

H~[DYI 2.270 l..'j,s i 0.61 : -72.4 -51.-1 +30.5 3'13 [811

•

Table 3.1: Coefficients and properties of the single-particle potentials. For

aIl mean fields presented abo\·e. the conditions E/A = -16 ~'1eV and

d{E/A}/dp = 0 at p = Po are satisfied. For the momentum-independent

paranleterization5 (5 and Hl. thi5 leaves only one more condition to com­

pletely specify the mean field. This condition is the conlpressibility and is

shown in bold-face type. For the momentunl-dependent paranletenzations

(aIl others). we require three additional conditions. these are also shown

in bold face type. For the ~IDYI potential (si~Lh row) , the constraint

(shown in the sLxth colunln) was for U(Po. p2/2m = 300 NIeV) and not

U(Po. P = pjO)) as listed for aIl other potentials.

•

AIl conditions were applied to cold nuclear matter ilt saturation density Po. The

potentials lahelled 5 and H are the momentum-independent Sh.'"}TIne potential. The

5 (H) is meant to represent a choîce of the parametrization that gives a soft (stifI)

equation of state. For the momentuill-dependent potentials~ there is only one which

results in a stiff EOS. this is the H~ID\1 potential presented in table 3.1.

In table 3.1 we note rhat for ~onle potentials. the conlpressibility (K) was fLxed.

For the soft potentiêùS (S.~ID\T.I. the value of K here was motivated by monopole

breathing modes[80] already mentioned and prompt supernovre explosion mech­

anisms(82. 83]. bath of which fa\·our a soft equation of state (low value of the nuclear

compressibility). The stiff parametrizations are chosen ta facilitate comparisons be-



• Chaprer 3: B (TU mode] inputs 30

•

•

tween mean fields of different conlpressibilities. The bottom four potentials Listed

in table 3.1 have specified Cl value of the single-paniele potential to constrain the

parametrization. This was done by dose examination of the real part of the nu­

clear optical potential extracted from nucleon-nucleus scattering experiments. The

mean field was then fL'(ed at points which match the observed value of the former.

In figure 3.1. we present Cl. compilation of various experimental extractions of the

single-partide potentiaI (or real part of the optical potentialti ) up ta energies -1000

:\leVI:\. obtained from nucleon-nucleus scattering experinlents. vVe also show in this

plot four of the monl<_'ntunl-dependent mean fields used in this work. As indicated

by the figure. with the exception of the GBD (I{ = 215 NIeV) potential (continu­

ous shaded line). ,ve ha,·e quite renlarkable agreement ,vith the data over the whole

energy range presented. \'·e see that with a suitable choice of parameters for the

momentunl-dependent mean fields used here. that excellent agreenlent with the ob­

served opticaI potentiaI is obtained.

For the comparison of our nlonlentunl-dependent interaction with the optical

analysis from nucleon-nucleus scattering experiments. the mean fields were calculated

at saturation density Po. as for these experiments. the density i8 not expected ta

differ tao much fronl this ,·a.lue. One can imagine ho\vever. that in the course of

a collision of two lu·av\" ions for instance. densities other than that of saturation

will most likely play a role. It is thus valuable ta understand the behaviour of

the GBD and :\ID\1-type potentials away from saturation density~ as we ultimately

intend ta apply our model ta a study of heavy ion collisions. Since we are somewhat

censored fronl direcdy exanlÎning this quantity in the lab! we will have to turn to

more descriptive calculations of the nudear lllean field. where the density dependence

is clearly evident. \Ye present in figures =3.2 and 3.3 the single-partic1e potential

as a function of nlomentunl for densities ranging from sub-saturation to -2.5 times

6\Ye note that the construction of the real part of the optical potential from scattering data is

mode! dependent however. These dependencies are somewhat refiected in the dispersion among the

data points shown.
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Figure 3.1: Extraction of the real part of the nuclear optical potential from

•

•

nucleon-nucleus scattering data as a function of total energy. The open

(solid) circles are for proton (neutron) bearns incident on a variety of heavy

nuclei (2sSi~4oCé:1...ui~Ca.)8Ni.90Zr.208Pb) taken fronl(8-1]. The solid diamonds

are for proton on .lOCa.-lSCa.58~~1.90Zrreactions taken from(85]. The open

squares are for proton--l°Ca reactions taken fronl(86]. The clark (shaded)

tines are for the ~ID'1 (GBD)-type nlomentunl-dependent parametrization

of the mean field. The solid (dashed) lines are for a compressibility of

fi = 215 ~Ie\r- (210 ~[eV). as shown in table 3.1. The mean fields calculated

in this figure are for T = 0 ~'1eV at saturation densitJ,. Po.
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Figure 3.2: ~ucleon single-paniele potential as a function of momentum

for different densities. \re present the single-particle potential felt by a

nucleon in cold nuclear matter for Jensities of p = 0.1,0.2,0.3 and 0.4 fm- l

starting frorn the lowest CUITe (at high monlentum) to the highest curve

in aIl panels. The GBD and ~ID\l-t~1Je potentials are computed using

the coefficients given in table 3.1 and are given by the dashed lines. The

thin shaded soUd lines are the parameterizations from \Vîringa[87] for the

l,\T14+U\TJ:I potential.
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•

•

saturation density for the four nl0nlentum-dependent mean fields used in this work.

\Ve note that for all nudear coLlisions studied in this work (c.f. chapters 5 and 6) the

maximunt density attained never exceeds this limit. As a comparison, we show the

parameterization(S7}. of the results of a nlicroscopic calcuLation of the singLe-particle

potential used in the calculation of neutron star masses[88] . These single-particle

potentials were obtained with a variational procedure which uses a detaiLed nucleon­

nucLeon two-body interaction[89} and a phenomenological three nucleon interaction

term[90. 91. 92]. Both of these interactions closely reproduce the nucleon optical

potenti,ù presented iu figure 3.1 a.s weLl as reproducîng sorne neutron star data.

However. the compressibility of J{ = 224 (269) )"Ie\i for the interaction labelled

UV14+UVII in figun.' 3.2 (tJV14+TNI in figure 3.3) of this parameterization is

too stiff to allow for prompt supernova explosion mechanisms[88]. The two figures 3.2

and 3.3 differ in the phenomenoLogical three-nucleon interaction terro. From these

figures. we see that our potentials agree quite nicely with the microscopie calculations

at saturation density. :\s \\'e nl0ve (above) this clensity region, the agreement is not

as good. However. the trends a.re remarkably similar considering the simplifications

used to obtain the ~[DYl and GBD potentials. \Ve note that aIl potentials become

more replllsi\-e as bath density is increased and as monlentum is increased above

the Fermi surface. which is k f ....... 1.:33 fm- 1 at nuclear saturation density Po. Xote

also that the microscopie calcuLations of the nucLear nlatter potentials become more

uncertain at higher densities. as their parameters are fitted to measured nuclear

properties.

~Iore recent nuclear nlatter calculations have been perfomed in the context of the

neutron star matter equation of state[93. 94]. In these model calculations. an im­

provement over the microscopie potentials displayed in figures 3.2 and 3.3 is obtained

by considering a modern 7" two-nucleon interaction term[95] that closely matches

':"~Iodem here means that fics ta nucleon-nucleon scattering from the Nijmegan database yield

\(2 per degree of freedom Less than 1.
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Figure 3.3: Saille as figure :3.2 for the C'V14+T~I potential of \Vïringa[88~

87}.
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•

•

nucleon-nucleon scattering phase shift allalysis from the Nijmegen database[96] as

weIl as incorporating relati\"istic corrections to the two-nucleon interaction term[9i].

The phenomenological three-nudeon interaction is taken from [98] where the calcu­

lated bincling energies of light (.-\~6) nuclei were accurately reproduced. For compar­

ison with the nlOmentum-dependent potentials used in this work, we show in figures

3.-1 (for I{ = 215 ~IeV) and 3.5 (for I{ = 210 1IeV) the nuclear matter equation

of stare obtained with our GBD and 1ID\1 potentials as weIl as the improved mi­

croscopie treatment in [93. 9-1]. ~ote that the ~ID\'1 (K = 215 ~leV) and N~[D\'1

(I{ = 210 ~·IeV) do not differ significantly in neither the single-particle potential nor

in their equation of state. However. the GBD (1\- = 215 ~[eV) and NGBD (K = 210

~·IeV) differ significantly in the single-particle potentinl at high energy (momentum).

For completeness. we present aU rhese four potentials in figures 3.4 and 3.5. In addi­

tion to the zero telnperarure beha\'iour of the nl0mentum-dependent potentials we

have adopted. we also show the nnite temperature behaviour of these potentials in

temlS of the equation of state. The equation of state for the microscopie study is

5hown for zero tenlperature and corres1Jonds ta a conlpressibility of [{ = 260 ~.[eV.

From the figures we see tha.t excellent agreelnent between our phenomenologïcal po­

tentials and the nlicroscopic treatment is obtained for zero temperature matter up

to ...... 2.5 times nudear saturation density_ \Ve repeat that for all nuclear collisions

stuclied in this work the nUL'cimum density attained never exceeds this limit. The

~ID\l. X~[D\l and GBD potentials slightly underestimate the energy pel' nucleon

above p "'" 2po. The ~GBD potentiai slightly o\"erestimates E/.4 above p "'" Po/2.

For the pressure. the ~[D\1. :\"~:ID't:l and GBD potentials slightly underestimate

the pressure at zero temperature for p greater that t'J 2po as compared with the

microscopie calculation. The :\GBD porential agrees quite well with the microscopie

calculation for the entire density range displayed in the figure.

Cp to no\\'. aIl cases presenteà are for symmetric nuclear matter. That is~ matter

with an equaI number of neutrons and protons. As we will eventually be interested
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Figure 3.4: Xuclear luatter equation of state for cold symmetric matter for

the A18+JL'~CIX· as calclliated in ~9:3. 94} (thin shaded solid Hne). From

the bottom in each pand. we present the equation of state for symmetric

nudear matter with a GBD and ~lD\1-typepotentiai for T = O,lO~20 and

30 ~IeV (dashed Hnes). Bath of the latter potentials are for a compress­

ibility of K = 215 :\Ie\" as sho\\"ll in table :3.1. The nucroscopic calculation

corresponds to a compressibility of [{ = 260 ~[e\r. \Ve also show the bind­

ing energy per nudeon obta.ined \\ith the nlicroscopic calculation of the

mean fields from figures 3.:2 and 3.3. The solid (open) circles are for the

UV14+UVII (UV14+TNI) interaction.
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Figure 3.5: Same as figure :3.4 for GBD and ~IDyl potentials of compress­

ibility [{ = 210 )'Ie\" as shown in table 3. L The microscopie calculations

are as in figure 3.-1.
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(3.13)

•

•

in the properties of lluclear nlatter far l'roln the isospin zero case, we now introduce

a new term in our single-partide potential to take intO account this (isospin asym­

meu'y) aspect. In reference[991. ~cverill phenolnenologicaL parametrizations for this

isospin term were giyen. In reference(100] it was shawn that a more detailed analysis

of the parametrizations in [99] [avonrs il Linear dependence of the symmetry energy

on density. \Ve chose ta adopt this 1'unctional fornl for the symmetry energy added

to the single-particle (\nergy presentee! in equariun (2.20). Our symmetry term thus

reads:

o)D
LL'SO(f. 13) = -ï3~ (Pn(r) - pp(r)) .

Po

In the above. 13 is the third conlponent of the nucleon isospin and is equal to +1/2

(-1/2) for protons (neutrons). The Pn and Pp are local neutron and proton densities

respectively. The snength of the isospin potential is given by D. Ernpirically. it is

found that D = 30 ±..t ~Ie\·. furthermore. support for D ranging from 27 - 40 N(eV

is found from various phenonlenological calculations [100, and references therein].

\Ve adopt the value of 32 ~[eV ltsed by several authors[101. 102] in the context of

simulations of colliding heaxy ions. Equation (3.13) indicates that the attractive

part of the single-particle potential for protons (neutror~s) will be stronger (weaker)

for nlatter with a nl\utron densiry in exces~ of a proton density~ weaker (stronger)

vice-\-ersa, \Vith this additional isospin ternl. \\'e present the pure neutron matter

equation of state in figure :3.6 bath for the GBD and ~[D\:l-type mean fields as well

as the work in [93. 9-1}. It is e\-ident 1'ronl this figure that our isospin-modified mean

field potentials are able to reproduce quite well the recent microscopie calculation.

\Ve note that introducing the abo\'e isospin tenn in effect restores this dependence

of the nudeon-nucleon potelltial energy interaction term that was omitted in section

3.1. albeit in a phenomenological manner. For the above comparison, cold nuclear

matter is assumed. Note that the pure neutron matter equation of state is much

stiffer than the corresponcling nucIear matter equation of state.

From the analysis presented in this section~ we concIude that the momentum-



•

•

Cbapter 3: BUU mode] inputs

80~
60->

Q

~~O
<
.........
CI;J

20

60

45-....1
E

0 -> .30
Q

:E-
Q..

15

o
0.0 0.1 0.2 0.3 o.~

p (fm-3)

39

•

Figure 3.6: Pure neutron Inatter equation of state at T = 0 ~\''1eV as cal­

culated in [93. 94} (thin soliel line). The tlùck lines show the pure neutron

matter equation of :5tate at T = 0 ~Ie\· for the GBD and ~ID\'l-type po­

tentials used in this work. The thick dark Hnes are for the ~!D\l (solid)

and ~~ID\l (dashed) nlean field. The thick shaded lines are for the GBD

(solid) and XGBD 1dashed) mean field. \Ve also show the binding energy

per neutron for pure neutron matter obtained \\ith the microscopie calcu­

lation of the mean fields from figures 3.2 and 3.3. The solid (open) circles

are for the UV14+UVII (UV14+TNI) interaction.
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dependent parameterizations of the mean field for both the MD~l and GBD type

potentials display excellent agreenlent with detailed microscopie calculations of the

many-body nucleon interaction. Thes!' are shawn bath for the equation of state

calculated with nlodenl nucleon-nucll'on interactions as weil as the optical poten­

tial (single-particle potentÎéù). \Ve note that the densiry-dependent (momentum­

independent) nlean field potentials (not shown) also closely reproduce the equation

of state as calculated nlicroscopically. However. the momentum-independent mean

field cannot correctly reproduce the optical potential and as such presents serious

drawbacks. In addition. we noce chat aIl conlparisons performed here are done

for equilibrium nuclear olatter. In forthconling chapters. we will investigate non­

equilibriunl behaviour of the rnean fields presented here by considering dynamical

simulations of colliding heavy ions.

• 3.2 Nucleon-Nucleon Cross Sections

•

\Ve next turo ta the other input required for the BCU equation. .-\S we have al­

ready seen in section 2.3. the Bl-C equation is the Vlasov equation extended ta in­

clude (two-body) nucleon-nucleon scattering processes. In that section. the nucleon­

nucleon cross section wuich serves as an input for calculating the effects due to these

scattering processes. has yet ta ha,-e been discussed. Traditionally~ the free-space

nucleon-nucleon total cross section has been used. however~ there are some modi­

fications that are necessary due ta the (momentum-dependent) mean field that we

introduced in section 3.1. To see this explidtly let us consider the eÀ~ression for the

nucleon-nucleon cross section. which is given by:

transition rate
cr = , fi .inciaent ux
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•

l7sing Fermïs golden rule for a transition from an initial state "C to a group of final

states ··f··. the transition rate is:

where Df is the density of final ~té:l.tes and t fi is the transition matri..x element between

initial and final states. Identifying the incident fiu.x as the initial state density times

the relative velocity of the colliding partners. we then obtain an eÀ1>ression for the

total cross section:

'1_T' D
-" ~ f " •.'j = ---- tfl -.

fi t'rd

where l'rd is the initial relative \'elocity of the colliding partners. The above cross

section is for two particles colliding in \'acuun1. In our case however. collisions occur

not in vacuum. but in the Iluclear rnedium. Thus we n1ust replace the above cross

section with the fol1owing:

) \' D-
- - '-7: _f 1 - 12

(J - n t fi •
l l';el

where the starred quantities represent in-mediun1 values. ~Ilany-bodr investigations

support the fact that tj, "'" t fiL2~. and refs. therein]. \Ve will fol1ow this Hne of

thought here. In [27}. the in-nlediunl cross-section is calculated as is here. however a

simplified ulomenturn-àe[Jendence in the rnean field potential was used. We rewrite

the in-medium elastic scattering cross section as:

(0) D.
L'rel f

(J- = ---(J
C- D tO) •

rel f
(3.14)

•
Thus. we obtain an expression for the Îll-mediunl cross section in terms of the ratios

of the free space and in-rrledium yalues of Df and t'rel and che free space cross section.

To eyaluate equation (3.1-1). wLll work in the nucieon-nucieon centre of mass frame.

Thus. the momenta depîcted in figure 2.1 are relabeled ta the following:

P -+ +Pi
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Pl ~ -Pi
-1 +p/P -+

-1
--+ -PI·Pl

42

The relatiye "elocities can be obtained in1111ediately from equation (3.12). they read:

e lO ) -rel

.
UreE - (3.15)

The density of final 5tates will be proportional to the Humber of momentum states

p! satisfying energy and momentunl conservation laws for the two-particle scatter­

ing process. Symbolically. \,..e write the follo\\ing, where C is sorne proportionality

•
constant.

D C j' 13 1 r3 1 -( -f -1 \ - ( 1 1 ) )
! = c P a Pl Ô 1-' - P 11 à l, t - t c: +- t l (3.16)

In the above equatioll. t i~ II fLxed number that gi,-es the total single-particle energies

in the initial state. That is.

- ~ -)~
Pi - 1 ( -)' (-Pi -, ( -)

€ = -",- 1 U PI.Pi T) -r U th, -Pi·
:t.m '-m

In order ta proceed any further. we note that a closed form solution for equations

(3.15) and (3.16) can be obtaioed if we J.Ssurne an equilibrium nuclear matter distri­

bution. In this case. u(p. p) = u(Po.lpl) and we then arrive at

where the pif is chosen to satisfy the energy conserving delta function in equation

(3.16). For the elastic collisions we con.5ider in this ""ork, p" = Pi. Using equations

{3.1-l). (3.15) and (3.17). an expression for the in-nledïunl cross section in equilibrium

nuclear matter is thus obrained. \\-e get:•
a" = c::r x a.

(3.1 ï)

(3.18)
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Figure 3.ï: :\ucleon etfectivE' nlasS as a function of momentum and density

in nuclear matter at ternperatures of T = 0.10.20 and 30 MeV from the

lower ta the upper cun'es respectively. The dashed (soUd) Unes are for

the )''lD\l (GBD l-type monlentum-dependent mean field of compressibility

h' = 210 ~IeY. :\ote that for the GBD pOLentia!. aIl temperature curves

are indistinguishable.

Vv'e thus find that the modification ta the in-medium cross section involves only the

nucleon effecti\"e mass and since the nuc1eon effective mass is equal to the real mass

for momenturu-independent potentials. there i5 no modification of this type to the

free-space cross section \\,ith mon1entunl-independent potentials.

The effective mass will. ingeneral. be a function of density and momentum. This

is a reflection of the single-partiele pOLential \\'hich is '1150 a function of the said

\"ariables. \Ve show these functional relationships for bath the GBD and ~1D)1-type

mean fields for zero and finite telnperature equilibrium nuc1ear matter in figure 3.7.

This figure indicates that for bath potentials. the effective mass approaches the free

space value in the high Ulomentum and la\\" density limit. In addition, the MD)l­

type mean field produces an effective mass which appraaches the free space value as

the temperature is increased. Xote that this behaviour is absent for the GBD-type

mean field. This can be seen by inspection of equation (3.11). Here we see that the
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4

Figure 3.8: Ratio of tlle in-nlecliurn to that of tlle free space elastic cross

section in cold equilibriulll illlclear matter obtained with the :YID\l-type

mean field potential as a fUllction of both density and momentum.
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•

tenlperature dependence enters \ia the third term in that expression~ and in that

term. any ft dependence is integrated out. Hence. there is no temperature dependence

of the effective mass with this potential. In figure 3.8 we show the ratio of the in­

medium to that of the free space ela-,î:Îc cross section for cold equilibrium nuclear

matter obtained with the :"ID\1-type mea.n field pararneterization as a function of

both density and momentulll. "-e note that the right panel of figure 3. ï indicates that

the nucleon effecti\'e mass decreases with increasing density, One would thus expect

the equation of state to pern1Ït 5uperlulllinal behaviour at high density. \\Te find that

this is indeed the case for densities above '" 5po~ and thus carries no consequences

for our work,

50 far. we have neglected ta mention the actual value of the free space nucIeon­

nucleon elastic cross sections. Cugnon(lD31 has presented a pararneterization of

8From here-on. we will refer ta the entrance channels in which IT31=1 as the isospin symmetric
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•

the latter for bath the isospin synlilletric channel (pp --r pp and nn ~ nn) and

the isospin antisymmetric channel (np --r np) based on world data compilations.

\Ve present this parameterization in the left panel of figure 3.9. Below kCM '"V

0.5 fm-le the cross sections increa.se approximately as kc~/' As collisions at these

la\\" energies are well below the Ferlni surface. nlost of them are Pauli blocked (cJ.

section -1.3.2. where Pauli blùcking efficiency for (oid nuclei is ""'96%). \Ve thus

introduce an artificial truucatiùn of the cross section at 150 mb (1 mb = 10-31 m2
)

as shawn in the figure. This corresponds to kCM "",0.263 fm- I (0.348 fm-l) for

the isospin symmetric (anti-symnletrie ) elastic scattering channel. The cross section

presented in the 1eft panel is the free space yalue. In the right panel, we re-plot the

pararneterization for the isospin antisymnletnc channel along 'with the in-medium

value for coId equilibriunl nuclear matter obtained from the P = Po slice in figure

3.8. As pre\"iously mentioned. the nlonlentum-indepenclent parameterization of the

mean field does not gin> a \'alue for the in-mediunl cross section different to that

of the free space \"a!ue as \\·e ha\'e calculated it. Howeyer. in arder to account for a

decrease in the former. sonle aurhors ha\"e used a constant scaling factor[104. 105}

and others ha\"e includE'd a phenornenological density-dependent reduction based on

the first term in a Taylor èxpansÎon of the cros~ section in terms of density[106. 107}.

This parameterization takes the t'onn:

(je = (1 - apiPo )Œ. (3.19)

•

\'+e have aiso shawn in figure :3.9. the in-medium cross section for this parameteri­

zation for a value of Ct = 0.20. In view of the momentunl-dependent self-consistent

calculation of the in-rnediunl nucleon-nudeon cross-section presented in this work.

the parameterization presented in equation (3.19) is clearly oversimplified. However.

as this in-medium cross section has been used extensively throughout the literature.

we will also examine the above parameterization in this work. In section 4.3.2 we

channel (pp ~ pp or nn -;. nn). and entrance channels with '7"31=0 as the isospin anti-symmetric

channel lnp ~ np). where 7"3 is the third component of isospin of the nucleon-nucleon system.
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Figure 3.9: ParameterÎzation of the elastic nucleon-nucleon cross section

as presented by Cugnon(lO:3}. Ieft paneL The solid line corresponds to

pp -+ pp and nn -+ nn collisions and the dashed !ine corresponds to

np -+ np collisions. The abscissa is the rnonlenta of one of the colliding

pairs in the collision centre of lliaES frame. In the right panel, we re-plot the

np -+ np parametelizatÎoIl (thin dashed line) along with the momentum­

dependent modification for zero temperature equilibrium nuclear matter

(thick solid line) and a nl0dification obtained \Vith a density-dependent

phenomenological reduction of coefficient Q = 0.20 (thick dashed line) as

described in the text.



• Chapter 3: BUF model inputs 4i

•

•

will return to a detailed comparison of the t\Va in-medium cross-sections presented

here.
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Chapter 4

Vlasov/BUU Solution for Finite

Nuclei

The previolls chapters ha\'e presented the problem we \\ish to address. namely a

solution of the BeC f'quation. along with the necessary inputs. In this chapter we

address the numenc,ù techniques used to solve (2.19). the Vlasov equation as a first

approximation to the Bl-C equation (2.24). Furthernlore. we address the limitations

(in terms of numerical accuracy) that we are presented with in attaining such a

solution. \Ye then show how we introduce nucleon-nucleon collisions and the self­

consistent modification to the free space cross section. thus giving the BUlT solution.

:\.S our ultinlate goal is a siInulation l)f colliding heavy ions. we must provide a

description of how we use the nuclear rnatter many-body techniques presented 50 far

to describe finite nuclei. \\"e thus bègin this chapter by :5howing how we make this

connection.

4.1 Finite Nuclei

The nlethods we have developed 50 far. in particular, the solution of the nuclear

matter many-body problenl. have made no mention of finite nuclei. In this section,

48
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we make a connection between the two.

49

The nudear Inatter description presented so fi:1.f has neglected the Coulomb poten­

tial. \Ve remind the n~ader that in the nudear nlatter approximation. one attempts

to obtain an expression for the energy density of the system due to the short range

nuclear force. As a nucleus contains charged nucleons, it will then be necessary to

include the Coulomb ternI into our description of finite nuclei. Having said this, we

then rewrite the potential energy density to include for this effect:

(4.1)

•

•

where V:uc can be the Sk)Tme. ~[Dyl or GBD potential energy density from section

3.1. \~.so is the isospin potential ener~r density derh·ed fronl equation (3.13L and

l ~coul is the ne\\" Coulomb potential energy density contribution ta the total energy

density. The index (1 labels a config;uration space point. Calculation of the Coulomb

potential field is accoulplished l)y nunlerically 50h'ing the Poisson equation on a

three-dimensianal grid[lOS~. \Ve stress that the addition of these terms is introduced

in arder to better approxinlate nuite nuclei. The \ ~nUt: that \'le use in equation (4.1)

is taken from the nuclear matter approximation which neither takes into account

Coulonlb interactions nor any dependence upan isospin. By introducing these tenns.

we haye effecti\"ely given the protons and neutron separate identities. \Ve note that in

general. the nuclear part of the nlean field is about 6 times greater than the Coulomb

term and about 50 times greater than the isospin terme However, depending on the

mass and atomic numbers of the nuclei and also on the collision dynamics between

nuclei. these ratios nIa)" \"ary.

In order ta generate a nucleus. we must specify a phase space initialization of the

nucleons. That is. we nIust a5sign positions and momenta to each nucleon within

the nucleus. \Ye use the obsen'ed propenies of nuclei to aid us here. In particulart

nucleon-nucleus scattering experinIents (c.f. Rutherford scatteringt nuclear Q decaYt

pion atomic transitions [109]) pro\ides us with a mass-radîus relationship for nuclei.
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Specifically,

t
R..l = RoA3,

50

(4.2)

(4.3)

•

•

where RA is the matter radius for a nucleus containing .-\ nucleons, and Ro is a

parameter cLeternlined fronl the aforementioned scattering experiments. We use the

experimentally deternlined value of Ra = 1.14 fnl. Initialization of the nuclei is then

accomplished in the following nlanner. Each nucleon in the .-\ nucleon nucleus, is

randomly assigned a position in a sphere of radius RA' Note that A hard-packed

spheres in il spherical volunle of radius R = Ro.-\.t implies a nucleon hard-sphere

radius of O.SORo. \Ve reject the assigned position of a nucleon if its centre falls

within 2do of the centre uf another nudeoll. where do = O.SORo. This process gives

the nucleus an initialLy Sll100th density profile.

Once the configuration space distribution of the nucIeons is determined, the local

density i5 determined for eacho From this den5ity. the (local) Fermi momenta (c.f.

[109]) i5 then deternlined \Oia

(
6ii"2. P ) t

PI = --.
9

\\11ere 9 is the degeneracy of a nudeon (g = -l accounts for the two spin and isospin

states of the nucleon). :\ssignillg of momenta for the nucIeons is then carried out

in the same manner as for positions. replacing the RA with the local PI for each

nucLeon. No nlÎnimunl separation distance in momentllffi space is enforced for this

initialization. This i5 the procedure carried out by nlany authors and it known as

the local Thomas-Fermi procedure. See [22] for example.

It should be mentioned that an initial state could also be chosen as a stationary

point of the \/lasov equation. That is. the initial phase space density should satisfy

the tîme-independent \:lasov eqllation. The latter is obtained by setting the time

derivative of the phase space density to zero in equation (2.19). This is known as

the Thomas-Fermi 50lution 1. For the monlentum-depencLent potentials chosen in this

lAs opposed ta the local TF procedure mentioned abO\·e.



• Chapter 4: Vlasot/BUF Solution for Finite ~Vuclei 51

work. this initialization procellure i5 sornewhat tilue-consuming and we have chosen

the much simpler initialization procedure outlinecl abo\pe.

4.1.1 Matter and Charge Radii for Isospin Asymmetric Nu­

clei

Xuclei with low nlass nurnbers typically have neutron and proton numbers that do

not stray too far from one-another. For hemrier nuclei howe\"er. the ratio of neutron

nunlber to proton nunlber for stable nudei can be as large as "'J 1.5 for Au, and even

higher for radioactive nuclei. "-e thus define the isospin asymmetry of a nucleus

to be (_y - Z) /.-\.. where ~. Z and .-\. are the neutron. proton and mass numbers

of a nucleus respectively. It i5 a \\·ell known E:~xperinlental facto that nuclei with a

non-zero isospin asyrnnll'try ha\"e different neutron and proton radii. In generaL the

neutron radii exceeds that of the proton radii. .-\ recent relativistic mean field theory

calculation by \Varda[110]. gives parameterization of the two latter radii for nuclei

with nlê:lSS numbers in excess of .-\. = 60. In figure .1. 1 we show the skin thickness.

~t = Rn - Rp • where Rn and Rp are respecti\-ely the neutron and proton radü

obtained from [1101. As we \\'i11 later be concerned with nuclei \Vith mass numbers

smaller than 60 in addition to heavier nudei. \ve have used an extrapolation of the

parameterization in [110] for nlass nunlbers smaller than 60 that is linear in mass

and e::-"'lJandecl in powers of the isospin asymmetry term up ta third arder. This

extrapolation matches the results from [110] at nlass number 60 and vanishes for

zero mass number and zero asymmetry parameter.

To account for the finite skin thicknes5 present in heavy nuclei. the initialization

procedure described in section -l.1 is modified. \Ve define the new (neutron and

proton) radii for a mass .-l nucleus as:

•

• ~t
Rn =R. +-.~ 2

~t
P =R. --.Hp -~ 2

The configuration space distribution of the neutrons (protons) is then carried in the
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Figure ·1.1: ~eutron skin thickness for several nudei as a function of the

isospin asynlmetry. The skin thickness here is as defined in [IIOj.

sanle nlanner as in section 4.1. excepr: \ve now use Rn (Hp) in place of R.-\. In addition.

the momentum initialization is carried out separately for neutrons and protons using

equation (-!.3). with a value of 9 =2 to account for the spin degeneracy of the neutron

and proton. In figure -1.2. we show the a\'erage neutron and proton radii from la
separate initializations for bath a :!uspb and a 325 nuclei. The figure indicates that the

initialization procedure jusr luentioned gives the Pb nllcleus a neutron skin thickness

of ....... 0.6 fnl (about 2.j9( of the total Pb \'olunle f!. and no neutron skin thickness for

the isospin symnletric S nucleus. The density in this figure was calculated by counting

the nunlber of nucleons (neutron and protons separately) in a thin spherical shell at a

given distance from the centre of the nucleus and dividing by the volume of this shell.

\Ve note that we do not see a sha.rp edge in the radii since we are sampling a finite

number of particles3
. This isospin-ciependent initialization procedure is carried out

only ,,,-heu we include an isospin ternl in our potentiaL \Vithout this term. the nuclei

are initialized as discussed in the pre"\ious section. .-\.150 in figure 4.2 we show the

experimentally deternlined charged radius for the Pb and S nuclei. vVe find a small

2This value assumes a hard-5phere eut-off.

3See section 4.2.1 for more e::-...-planation of this point.
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Figure -1.2: :\uclear profiles for heavy (208Pb. left panel) and light ( 325,

right panel) nuclei. The solid cun'l' is for total nucleon density and the

dashed (dottedl CUlTe is for neutron (proton) density. The curves sho\vn

are the a"erage yalues obtained afrer 10 independent initializations as de­

scribed in the tex!. The neutron skin thickness for the larger nuclei is

~ 0.6 fm. The shaded dotted line is the experÏInentally measured charge

density[ll-1].
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discrepancy between the (charge) density obtained in this \vork and the measured

charge density.

\Ve generate our nuclei \\ith finite neutron skins. It has been shown that the

inclusion of the neutron skin for hea\'y nuclei in simulations of low energy ("" ff)

heavy ion collisions is essential for explaining some observed experimental signaIs.

In particuIar. the study of low energy directed flow[111. 112. 113} at high impact

parameter is difficult to explain without the initial isospin-dependent nuclear profiles.

Finally. in order to remain consistent \\ith our choice of including isospin effects in

the nuclear mean field as weIl as in the nucIeon-nucIeon collision cross section, we

choose to adopt the isospin-dependent initialization for the nucIear profiles.
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4.2 Solutions of tlle Vlasov eqllation

4.2.1 Test Particle Solution

54

•

\Ve recall in section 2.2.1. we presentecl the Vlasov equation (2.19) as a semi-classical

solution to the nucIear nlany-body problenl. From this equation, we wish ta find

solutions which describe the trajectory of points in classical phase space. As an

analytical solution of the VILl.sov equation is prohibitiye, we seek a nUlllerical one. An

often used solution is the ··test-partiele·· solution[21. 28. 115]. This method consists

of projecting ~he (continuons) serni-classical phase space density onto a collection

of test panieles. each with a weIl defined position and momentum as outlined in

the previous section. The test partieles do not necessarily have to have a one-to-one

correspondence \vith nucleons. In facto ta gi\-e a better representation of phase space.

it can be ad\'antageou5 ta use a \'ery large nunlber of test particles. In addition.

energy conser\"ation considerat ions demanJ that the number of test partieles (per

nueleon) ta be large ("'" 100 ~ 1000). \Ve define this number to be :.V = A. x .Vens ,

where .-\. is the actual nunlber of real nucleons in our system, and ;,Vens is sorne

positi\"e inceger chat represents the nunlber of ensembles in our system.

To begin our analysis. \ye first note that for a collision-less system (such as the

one governed by \laso\· dynanücsL Liouville~s theorem tells us that the total time

deri\'â.ti\·e of the phase space density is zero:

df(f.p) = Df(r. p) -.;... Dr . ~-f(r. -) + 8p . ~-f(r. -) = O.
dt Dt at r P , at P P (4.4)

•

Direct comparison of this \\ich the vlaso,t equation leads to the following set of

conditions:

(4.5)

These are Hanlilton's equations of motion for a particle at r with momentum p,
where h(r.p) is the single-partide Hamiltonian. Thus~ if we evolve our test parti­

eles respecting these equations. we will ha\'e a (test particle) solution of the Vlasov



• Cbapter 4: Vlaso\·/BUU Solution for Finite ~Vuclei 55

equation. Due ta the finite saInpling of phase space, the test particle method does

suffer from fluctuations. This can be clearly understood if we examine the density fo~

exanlple. The discretized H?rsion of equation (2.21) for the test particle distribution

reads:

Clearly for finite .Vl!n~' the density will fluctuate. Sinct-~ the (momentum-independent

for example) single-partide potential depends solely on the density. one can then

expect (unwantecl large) tiuctlldtioIl;:; in the farnler. This problem can be somewhat

circum\'ented by using a large .Vm :> and introducing an ariificial smoothing via a

configuration space lattice. In this case. on a lanice of spacing Jx, where X a is the

centre of cell Q. in one dimension. the density chen reads:

• 1
p(.r) = Po. =. _

_\ ellS :< IJ.t
(4.6)

•

where the first 5tep function pic!~ out the cell Q where position l is located. and

the second 5tep function selects aIl particles in this cel!. Thus. a given (test) particle

contributes to configuration space with a finite width. It (test particle) is in fact

spread out evenly o\-er the entire configuration space celle This prescription reduces

fluctuations. but is an some\\'hat ad-hoc prescription. Kate that with this method. a

particle contributes ta its local cell irresppctive of its position relative to the centre

of the cel!. \Ve will illstead eurn to a Inore fonnal grid-based method. in the ne).,1;

section.

4.2.2 Lattice Hamiltonian Solution

The last section introduced the test partide method as a solution ta the Vlasov equa­

tian. _-\lthough quite useful. it 5uffers somewhat from fluctuations arising from finite

statistics_ A more general grid-based method is the Lattice Hamiltonian method[30]
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which assumes fronl the beginning a phase space density projected onto a finite con­

figuration space grid of spacing SI. In this nlethod. the contribution ta the phase

space distribution function at a tell Q due to a collection of test particles is:

Ax.Ven~

j(f.p) --.:. f(ra.p) -f- !a(P) = L R(ra - fi)8(P- Pi)· (4.7)

That is. for a given p. phase space is defined up to a configuration space lattice site ct.

In the above equation. R is a configuration space foml factor and the delta function

is the monlentum space form factor. In addition. !o(p) is defined such that particle

number 15 consen-ed. Thar i5 .

\Vith this. the (Lanice Hamiltonian) nlethod asserts that the equations of motion

of the test partides ··i" are obtained through

.-1 = (S.l.)3 L ! d3p fa Cp).
a

• 817,. = ~_ H
Dt p,

8ji: =-'\-H.at rI

(4.8)

(4.9)

where H 1S no\\" the total .\" particle Hanültonian derived from the discrete phase

space density fQ(p), H reads:

(4.10)

•

where \~ is the potentieL! energy denszty at site Q for the .-1-body system as given in

equation (~.1). For the )'ID\Tl potential introduced in section 3.1. the corresponding

discretized \-ersion of the single-partide potential and pûtential energy density read:

(4.11)

4See appendi.x B for the GBD potemiaL
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"Vith this. the Lattice Hanliltonian equations of motion then read:

57

aG
at
aPi
Dt

- -_\~njlJ.r)3 L ucAffdVr-R(F::. - G)
a

(4.12)

•

•

As we initially desired i.l ~ollltion to the \llasov equation, we need to establish a

correspondence of thesc equations with the test particle equations of motion, which

are a solution of the fornler. \Ve note that the test-pa.rticle equations of motion are

a solution to the Vlasov equation that assumes an infinitesimal grid spacing. In this

infinitesimal grid spacing tinüt. the configuration space form factor in the Lattice

Hamiltonian method is R(l~ - ~) = 'Ye~~t5(?a - fi). Equations (4.12) then re­

duce to the test particle equations of nlOtion (~.5). Thus, the Lattice Hamiltonian

method can be seen as a grid-basecl generalization of the test particle solution. The

lattice Hamiltonian method consiclerably reduces fluctuations which plague the test

partiele method and in general gives much better energy conservation for both the

momentum-independent[29. :301 as wen as the momentunl-dependent[29] mean field

potentials. From here-on. wc adopt this method. \Ve note that this is this first imple­

mentation of the lattice Han1iltonian rnethod for momcntum-dependent nuclear mean

field potentials[116. 117} which has been developed in parallel \Vith [31. 118]. In that

reference. however. a different functional dependence of the mean field on momenta

was used. Greco[l191 has alsü recently implemented the momentum-dependent Lat­

tice Hamiltonian \Vith the GBD-type potential disctlssed in this work. However, the

mean field used in that work (e.f. the GBD-type potential in table 3.1 and figure 3.1)

daes not exhibit the obseryed saturation of the optieal potential at high momenta.

4.2.3 Interpolating Functions

Cp ta now. we have introduced the La.ttice Hamiltonian method via the finite form

factor R. Howe\·er. wc have avoided any specifie funcrional form to he used. Simple

parameterizations have been used in the pasto However, as will be shown, the degree
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to wrnch energy and linear monlentum are conserved is in general sensitive to this

choice. As a starting point. we turu to reference [120]. In this work, a family of

central B splines[12115 were studied in the context of smooth particle methods for

hydrod)Llamic sinlulations[122. 1231. \Ve borrow from that work in an attempt to

make a sa.tisfactory selection for our smoothing function.

The central B splines pro\"ide for an interpolation from the continuous test par­

tide positions Xi to the grid points whose centres are located at discrete X Q ' For a

configuration space lattice of spacing e5x. the general formula for the nth order central

B spline is:

o. X < _n"x
- 2

• (n - l)!Jln(x. e5x) =

( : ) (1" + ~,;"rr- l
" - n~r < .r ~ (-1 + 1) Jx

( : ) (x + 16xr- l
- ( ; ) (x + (1 - 1) 6xr- l

.

(-~ + 1) Jx ~ x < (-~ + 2) <5x

Taking a normalized (c.f. equation (-1.8)) -lIn for positive.r gives us the following one

dUl1ensional configuration :5pace form factors which we rename as Rn to emphasize

their connection to configuration space:

5These are also referred ta as the Bernstein Polynomials or Basis splines.•

1 1. ,
- -- (·)6.1' - Ill'6.r2 -1 - ,

~ - .. ..,
1')'1'- - .rr
l (]- " :!
"I ï 6I - .rd

î0x3 - SI.rf i :f
! (26x - xd 3

o < x < 6x
- l - 2

~<X<34x
2 - l - 2

o<Xl < <5x

<5x < Xl < 2~x
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Figure -1.3: ~ucleon form factors for several spline forms taken from [120]

(clark lines in left panel) and the first tlerivative of the former (clark Hnes

in right panel). The solid. long-da..'5hed. short-dashed and dotted Hnes are

for R2 • R3 • R.t and R') respecti"ely. .-\lso shown in the two figures is a

\Voods-Sa.xon paranletenzation (;:;haded Hnes in bath figures) as discussed

in the text.

1
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l (.~5x )1
1.; T - Il
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- l - 2

Jx < x < 3cix
2 - l - 2

3cix < x < Mx
2 - l - 2

•

where the configuration space fonn factor in equation (4.7) is given by R = Ètn/1Vens ,

where the Rn is one of the profiles given above and Xl = IXQ - Xii. \Ve show in the

Ieft panel of figure -1.3 the above form factors. For each. the value of t5x is adjusted

such that aH the (spline) forul facton: have the same range. that is~ for X, >1.5 fm

the fonu factor is zero6
• In [12-1]. in the context of test-particLe SUU simulations

for colliding ions. it \Vas shown (using Gaussian form factors) that for a grid spacing

6Xote that this is slightly larger than the nucIeon hard-sphere cutoff of O.SORa fIn used to

detennine the nuclear radius (c.r. equation (·1-2)). This in effect provides for a smooth nucleon

surface of -- 0.36 fm.
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6x larger than the farm factor \\'idth. che directed fio\v depended unphysically on

the latter. For grid spacings snlaller than the fornl factor width. this dependence

vanished, \\:'"e thus choose our spline forol factors ta extend over at least two grid

sites in the radial direction. \Vith this constraint. for R2 , Rs, Rt and Rs, Jx is 0,i5,

1.00. O.i5 and 0.60 fnl respectively, In the same figure, the right panel shows the

first derivati\'e for aU of the abu\'e form factors. ~ote that this derh-ative enters

directly into the Lanice Hamiitonian l'quations of motion as seen in equation (4.12).

Also in that figure. we show for clUuparison a \Voods-Sa.xon parameterization for the

configuration space fonu factor. This functional form reads:

(4.13)

•

•

where .V. Ia and .\ are 2/3. 0.75 and O.:!5 respectÏ\'ely, Figure 4.3 indicates that the

spline fornl factors drop to zero at r = 1,5 fnl (a.s already mentioned. this has been

adjusted by hand). In addition. R3. R4 and R5 have a continuous first derivative in

that interval. In generèÙ. the spline of arder n has a continuous derivative of arder

n - 2. \\Te also note for future reference that as the order of the spline increases.

so does the area under the first derivati\'e cun·e. In contrast to the splines. the

\Vood-Sa.\:on paranleterizarion rioes not smoothly drop ta zero at r = 1.5 fm. it does

however have a continuous deri\'ative inside the interyal 0 < r < 1.5 fIn to all orders.

:\"ote that the area. uuder the first derivative cun·e for trns form factor is lower than

all of the splines presenred here. \Ye \\ill come back to an analysis of these form

factors in section ..lA. Before this. howe'\"er. we will discuss the implementation of

the numerical procedure used ta solve the Ylasov and BL'lJ equation.
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4.3 Numerical Implementation

4.3.1 Mean Field

61

The last few sections haye presented us ,\ith all the ingredients necessary to embark

on a nunlerical solution. The procedure we use here is accomplished by introduc­

ing a discrete time step lit and solving the lattice Hamiltonian equations using the

Verlet- Velocity algorithm. This is a variant of the leap-frog method which is often

used. however. the fornler gives us access to the particle positions and momenta at

equal time inten·als7 . The Verlet-\~elocity algorithm in general gives slightly better

accuracy than the corresponding leap-frog algorithm. For a full discussion on these

methods. the reader is referred ta )25}. The discretized equations of motion are

calculated as fo11ows:

• CU", Stl

_() ._() 1 ..)_)= ,. t + !lt L" t -+ -6t-a(t
:2

~(t) + ~)t (a(t) + a(t + 6t)).

•

where the forces and velocities are calculated from equation (4.12). the lattice Harnil­

tonian equations of motion. \;Ve note that cl fourth order Runge-Kutta integration

scheme which invoh'es four ,-elocity (acceleration) terms in the fust (second) of the

above equations. increases the computation time by at least a factor of 3. For all

numerical investigations in this work. we have used _Vens = 100 and a time step of

eSt = 0.33 fm/co which implies that a given test particle remains \vithin a given lattice

site for at least two time steps for all the grid sizes pre\iously given.

4.3.2 Binary nucleon-nucleon collisions

50 far. our solution has ignored the lJehling-l-hlenbeck collision term presented in

section 2_3. \iVe no\\~ re-inrroduce this term into our numerical procedure. We follow

7In general. the leap-frog method allows access to configuration space \-aI.ues at integer rime

steps (n<>t) and momentum space values at half integer time steps (n + 1/2)5t.
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•

the \York of [21] for elastic collisions only as we are nlainly concemed with interme­

diate energy collisions where elastic scattering dominates over inelastic scattering.

In this procedure. only collisions between test-pa.rticles that belong to the same en­

semble are allowed. This is known as the ensemble method. Between time steps. aU

test partides belonging to cl gi\-en ensemble are compared. The distance of closest

approachs is calculated. and if this distance is greater than J(jj-ii. where (j is the

total elastic energy-dependent cross section. then the twa test particles cannat scat­

ter. For dosest approach distance:; ~ess than thi:; yalue. the particles are allowed to

scatter elastically. ~ew ffiOlnenta are then a.ssigned to these particles. Next. the

phase space density arounJ both scattered particles is ealculated. If this is greater

than sorne prescribed value. then scattering is forbidden and the momenta are reset

to pre-collision ,·alues. This procedure in effect calculates the Pauli blocking factors

that appear in the l~ehling-l-hlenbeckcollision integral in equation (2.24). This is a

known procedure and full detLuls nUl be found in the reference provided and also in

reference [22]. vVe find that for isolated cold nuclei. collisions are Pauli blocked with

an efficiency of ""96S"lé. In addition. for collisions of nuclei at lab kinetic energies of

Ek/A. = 50 ~Ie\)A. collisions with kC.\f <0.70 fm- 1 are blocked with an efficiency

of 96%. This justifies the 150 nIb tnlncation of the ela.stie cross section as presented

in figure 3.9. Furthennore. \\"e note that we also prevent binary collisions between

test particles from thè saille llucleu::i tlllle:-is one of tliern has already undergone an

unblocked collision.

Pre\iously we nlentioned that the elastic cross-section requires modification due

to the presence of a momentum-dependent term in the nuclear mean field potential.

The method we have adopted in this work does differ from those in the literature

in that we perform a direct calculation of this modification (presented in section

3.2). In that section. we prodded a closed forill solution to this modification for

equilibrium nucIear matter. In the case of eolliding heavy ions, however, we do

8Xote that knowledge of the position and momentum at time t and t + 5t are thus required..
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•

expect non-equilibriunl~ processes to be at work. \Ve thus cannat take advantage of

the closed form solution for the in-mediunl nlodification to the elastic cross section

obtained in the aforenlentioned section. \Ve alternatively haye to e)..1>licitly calculate

the density of final states (and relative velocity) nunlerically for each test-particle

collision proceS5. This invol\-es a direct calculation of equation (3.14). where u(p, p) =
u(Po.lpl) i5 in general no longer true. As this is calculated using the nucleon form

factors introduced for the lattice Hanliltonian method~ it is a considerable numerical

task. Careful consideration of storage issues can have drastic improvements in code

perfornlance. \Vith our iIuplenlentation of the self-consistent in-medium cross section

run times are typically increased by a nlodest 15%. Once D f and Urel have been

conlputed. the ne\\". modified cross section is then calculated and compared with the

pre-collision closest approach \'alue_ If this value is now larger than \Vhat the new

cross section a11o\\"s. then the cùl1ision b forbidden and the test particles are reset ta

their pre-collision ffiornenta. \Ve rest(-~te that since the equilibrium configuration is

in general no longer present. the in-medium cross section presented in figure 3.8 is

no longer valid. However. it is useful for illustrative purposes.

Before moving on. \\-e \\ill ~unlnlarize the model presented so far. \Ve have im­

plemented a momentum-dependent lattice Hamiltonian solution of the BUU equa­

tion for modeling the collision of heavy ions. In particular. the lattice Hamiltonian

method is applied to the e\'olution of the mean fields and as such solves the Vlasov

part of the BCU equation. To supplenlent this. we have introduced a cascade al­

gorithm that takes into account two-body nucleon-nucleon collisions. In-between

collisions. the nucleoIL5 nlO\'e on curved trajectories as calculated by the v1asov part

of the BeC equation. In addition. we ha\-e implenlented a correction to the nucleon­

nudeon scattering cross section (. used in the BC1J implementation) that consistently

takes into account the nuclear mediunl in which the nucleon-nudeon collisions take

9\\ïth non-equilibrium processes. the momentum distribution of the nucleons 't\i1l not exhibit

spherical symmetry. This is the symmetry that allowed us to write down a closed form solution for

the self-eonsistent in-medium modification ta the nucleon-nucleon cross section.
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place. This correction is particular to nl0mentum-dependent nuclear mean fields.

\\Te now move on ta in"estigate qualitative features of the model presented thus far.

4.3.3 Dynamical Features

vVe no\v provide a qualitative exanünation of our numerical solution by considera­

tion of the configuration space è\'olution of two colliding 197Au nuclei. We remind

the reader that more detailecl quantitative in\'estigations with the model we have

de\'eloped here are to be made in chapters 5 and 6.

In figure -l.4 we show the evolution of the test-partide distribution for three dif­

ferent Bl7l7 propagation schemes \\"ith the ~lD)1-typemomentum-dependent mean

field potential. Isospin and Coulonlb etfects were included in all simulations. Note

that al! ca1culations were performed in the nudeon-nucleon centre of mass frame.

For aIl cases. the incident laboratory Lombarding energylO (beam direction is the

= direction) was EJ.:I.~ = 50 .\IeV for a norrnalizec1 inlpact parameter (i direc­

tion) of bjbmax = 0.20. The left. middle and right column is for a collision-Iess

\lasov propagation. BeC propagation and Bl~C propagation coupled with the seLf­

consistent in-mediunl cross section. respectively. Each panel from the top to the

bottom is a snapshot of the test-particle distribution projected onto the reaction

plane at ~t = 100 fUl;'c intervaIs. The nlain qualitative differences are seen when we

move from the \'1as0'- ta Ber picture. In the former. the two nuclei exhibit large

transparency and for the most part pass through each other. Note that for this case.

the two nuclei partially orbit each other in an attractive manner. That is. the projec­

tile (initial negative : and positi\"(~ .r in the figure) is defiected ta negative x values.

vVhen we turn on the nudeon-nucleon collisions in the second column! we see that

the transparency present in the \laso\- picture is now lost. In fact! the nucleons from

the two nuclei pile up and the large conlpound quasi-nucleus then emits particles in

LOThis quantit)- is traditionally definoo as the Iab frame kinetic energ)r per projectile nucleon

incident on a fLxed. target.
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a more or less isotropie manner. \Ve do note that the projectile in this ease is slightly

deflected ta pos'itive l values. in contrast ta the fornler case. Finally, for the BUU

simulation with the additional self-consistent in-rnedium effect, we see a compromise

between the previous two pictures. That is, the test-partiele distribution is more

(less) elongated in the = direction then that of the SUU (Vlasov) simulation. In

addition. we note that the presence of nucleon-nucleon collisions tends ta reduce the

size of the final state fragnlents.

\V'e can gain deeper insights into the dynamical differences in the above collisions

by examining the evolution of the nudeon dens-Lty. In figure 4.5. we show the reac­

tion plane density corresponding to the test-particle distributions shown in figure 4.4.

In this figure. we only eonsider test-particles within a 1.5 fm thick slice about the

reaetion plane. First of aIl wc note that at t = 0 fm/e. there are sorne density fluctu­

ations in the nuclei. This effect is due to the finite sampIing of phase space. For aIl

simulations. we see that at t = 100 ral/e. the compound system is at sub-saturation

density levels. :\.s the system expands (predonlinantly along the beam line direction

for the Vlasov sinlulation). small pockets of lo\\" density collect and build up ta pro­

duce snlall regions of nucleons at saturation density levels (t - 200 fm/c). \Ve note

that without nucleon-nudeon collisions. these regions are considerably larger. \Vhen

we turn on the collisions (nlidclle panel). we see (from the test-particle distribution

in figure ~...l). that the approxinw.tely isotropie emission of nucleons from the centre

of nlass of the systenl does not lend itself to produce small clusters. vVe do note

howe\·er. the density slices about the reaction plane presented in this figure ignores

many free nucleons a.nd dusters that have been emitted out of the reaction plane.

Although at this bonlbarding energy the fraction of these nucleons is smalL they

are nonetheless present as is easily seen from the clusters present in the test-particle

distribution presented in figure ..lA.

Ta gain a qualitative picture of the early reaction d:ynamics in a nucleus-nucleus

collision. we show in figure -1.6 the in-plane density distribution for A.u+Au collisions
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Figure 4.4: Test particle distribution for a simulated A.u+A.u collision at

50 ~[eV/A for an impact parameter of b/bmar = 0.20. The rows represent

~t = 100 frn/c time slices at O. 100. 200 and 300 fm/c from top to bottom.

The left panels èue for a coLlision-less 'Vlasov (mean field only) propagation~

the middle is for a BeC (nlèan field plus free space nucleon-nucIeon cross

section) simulation and the right is for a BUU simulation with the self­

consistent m-rnediulll cross section modification. For all cases the MDYI-

type momentum-dependent mean field supplemented ,vith Coulomb and

Isospin effects was used. \\·e show a representative sample of 5 ensembles.
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Figure 4.5: In-plane density distribution from Au+Au collisions at 50

~[e\"/ A corresponding ta the test particle distribution from figure 4.4. The

contours levels are at 0.05. 0.5. 1.0 and 1.·5 times the nuclear saturation

density Po. Starting from the top. the tinle slices are O. 100 ,200 and 300

fm/co
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Figure 4.6: In-plane density distribution from Au+.-\u collisions at 150

~Ie\-/A for time slices of t = lO~ 20. 30 and 60 fm/co For all cases~ the

contours le\~els are for 0.1. 0.3. 0.6. 1.1. 1...1 and 1.6 times the nuclear

saturation density Po- The columns are as in figure -l.4.
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at an incident lab bombarding energy of 150 ~Ie\.t per nuc1eon. As this is a higher

energy than the last exanlple. the dynau1Ïcal features we examine here take place on

smaller tinle scales, In this figure. the time slices are now for ~t=lO~ 20! 30 and 60

fmlc. The colunlns are as in figure 4...1, The Vlasov propagation scheme (left panels)

indicates that the nuc1ei ex.hibit large transparency. In facto at 60 fm/c, the slightly

inflated nuc1ei ha\'e almost passed completely through each other. Comparison with

the BrU propagation scheme (middle panels) shows that the nuc1ei are stopped in

the centre of ruass at early stages and an expansion transverse to the beam direction

follows. Furthern10re fro111 the figure it is evident that turning on the nuc1eon-nuc1eon

collisions resuLts in a density o\"erlap region that is higher and more compressed than

in the Vlasov case, This is due to carly stage nucLeon-nucleon collisions which pile

up in the o\'erlap region. Again. whf'n we turn on the in-medium cross section (right

panels). a compromise between these two scenarios (\la.sov and SUr) is reached,

The dynanlical picture presented here has seryed as a qualitative tool to aid

in understanding the g1'OSS features of heavy ion collisions with our mode!. The

BeC propagation scherne is nlon~ realistic than the \lasov scheme as evidenced by

the effect that nucleon-nuclcon collisions have on the dynamics. That is ta say.

nucleon-nucleon collision::; play a. sizeable raIe. Having said this. we then expect the

Ber schelne suppleruentcd \Vith the in-medium cross section an even more realistic

picture. as it consistentIy takes inca account the nlomentum-dependent modification

to the latter. \\-e \\ill nlake detinire quantitati\-e conclusions on these statements in

chapters 5 and 6.

4.3.4 In-medium effects

_-\s seen in the pre\-ious section. the in-nledium nucleon-nucleon cross section does

influence the d~"namics of the heavy ion collision. The qualitative pictures presented.

in that section show that this effect manifests itself in terms of enhanced trans­

parency. This is primarily due to the reduced number of collisions resulting from
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Figure -l.7: Total nunÜ>èr of unbLocked Illlcleon-nucleons collisions from

sinlulated All+.-\U L:ollisioIl~ ur 150 ~IeV/A corresponding ta figure -l.6.

The solid (dashed) Line is for the free-space (self-consistent in-medium)•
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nuc1eon-nucleon scattering cross section.

the reduced in-medium cross section. [n figure -l.7! we show the total number of

unbLocked collisions from the Au+Au collision presented in figure 4.6. As the figure

indicates. the effect of the in-nledium cross section does indeed reduce the number

of nucleon-nucleon collisions. This effect is most dranlatÎC when the nuclear overlap

region is largest (t "'.J :30 ---:. -la fnl/c). Also. as we shl.ùl see shortly the effect of the

self-consistent modification is strongly momentum-dependent and is Largest for lo\\"

energy (momentum) collisions.

As an exanlple of the d:ynarnical behaviour of this ne\v modified cross section.

we show in figure 4.S the a\·erage \·a.lue of the ratio uf the in-medium to free-space

cross section for zero impact paranleter ~o9Bi+Bi collisions at laboratory incident

bombarding energies of Ek/A = 25. 150. 500 and IOOU Me\t. As a comparison~ we

also sho\v this ratio for the density-dependent in-medium cross section discussed in
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Figure -1.S: Ratio of the in-mediunl elastic cross section to that of the

free space cross section for simulations of collisions of 209Bi+Bi at zero

impact parameter for \·arious initial bombarding energies as a function of

tinle. The left panel show the results obtained with the self-consistent

nlethod for obtaining the in-medium cross section and the right panel is

for a. phenomenological density-dependent paranletenzation of coefficient

a = 0.20 as described in 5ection 3.2. Ali sirnulations were done with the

~IDY1-typemomentunl-dependent nlean field. Coulomb and isospin effects

were not included.
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section 3.2. A11 collisions contributing to this figure are unblocked collisions. There

are severa! characteristics to note fronl this figure. \Ve first discuss the momentum­

dependent self-consistent in-medium nloclification results in the left panel. For higher

bombarding energÏes. we see that the in-medium cross section is closer to the free

space cross section than conlpared to that at lower energy collisions. This aspect is

also reflected early on in the collision process. [n this case. thermalizationIl has yet

to take place and thus we expect that binary nucLeon-nucleon collisions take place

at large relative monlenta. As the two nuclei coalesce, the initially large separation

of the momentunl space spheres reduces. The relative nlomenta and the in-medium

cross section will thus lo\\"er. This is reflected in the surface plot of figure 3.8 which

indicates that we èxpect cl smaller \'alue of the in-nlediunl cross section at low relative

momenta. Figure 3.8 also indicates howc\·er. chat we should expect a lower in­

medium cross section for large densities. As wc expect a larger density to develop

for a higher energy collision. this should nlanifest itself as a reduction in the in­

nledium cross section. As figure 4.8 is contrary to this scenario. we conclude that the

nlomentunl dependence in the in-nlediunl cross section clominates over the density

dependence. The quantitatiye picture we get from this analysis is that early on

in nucleus-nucleus collisions, the in-medium nucleon-nucleon cross section behaves

like a free-space cross section. in that the reduction in the former is small. As the

nuclei begin to inter-penetrate. the in-medium cross section drops. Thus, initially,

the surfaces of the two nuclei are met with resistance from a large nucleon-nucleon

collision cross section. This initial resistance drops as the nuclear surfaces begin to

inter-penetrate.

.-\1so ShO\Vll in the right panel of figure 4.8 is the ratio of the in-medium to that of

the free space cross section obtaineù \Vith a density-dependent pararneterization of

the in-medium cross section given byequation (3.19). This figure shows behaviour

U By this we mean that the mornentum distribution of the nucleons has not achieved spherical

symmetry as not enough nucl~n-nucleon collision have taken place yet.
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Figure 4.9: ~lomentunl-dependent in-medium elastic cross section coeffi-

•
dent for the tiIue slice t : 10 ---;. :20. taken front figure 4.8. From left to

right. the four panels are for incident bonlbarding energies of Ek/A. = 25.

150. 500 and 1000 :\le\-. The simulations were performed with the yID\l­

type mean field potcntial. and the in-nledium nucleon-nucleon elastic cross

section calculated as described in the text. [n addition. in each panel we

show a density-dependent paranletenzation of equation (3.19) for two val­

ues of ü as shown in each panel. The abscissa values represent the local

density at the collision ~it~.

•

that is in general opposite to the self-consistent nlethod of calculating the in-medium

cross section. That is. at early stages in the nucleus-nucleus collision process! the

initially large density buildup results in a lo\\" value of the in-medium cross section.

Since the higher energy collision produces a larger density~ the resulting in-medium

cross section is further decreased. These twa nl0difications to the free-space elastic

cross section thus show \-ery dissimilar beha\iour for a given incident bombarding

energy. \'"e investigate the consequences of these differences on linear momentum

transfer and elliptic fiow in heavy ion reactions in chapters 5 and 6 respectively.

In addition to figure 4.S. we next consider the unblocked collisions in the time slice

of t : 10 -+ 20 fm/c froul figure -l.S. In figure 4.9, we present a scatter plot of the ratio
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of the in-mediunl to the free space llucleon-nucleon cross section for the ~IDYI mean

field potential as a function of clensity for several incident bombarding energies. The

in-medium cross section in this case is calculated self-consistently and the density

presented in that figure is the local de~ity at the collision site. This figure indicates

that for a given density. the in-rnediunl cross section can take on different values.

This is due to the additional nlonlèntunl-dependence on the latter. Furthermore.

in figure 4.9. we aiso show the \'aluè of the in-nledium cross section that would be

obtained with the density-dependent prescription already mentioned. but for two

different values of the coefficient cl in equation (3,19). \Ve note that as the values for

the in-mediunl cross section presented in this figure are for a given time slice. that the

values of Q that bracket these points (for the density-dependent parameterization) are

valid only for this tirue ~lil'e. In addition. a nlust be acijusted for a partïcular incident

bon1barding energ}'. Thar i~. the ,lensity-dependent parameterization requires that Cl:

vary with bath the incident ellerg~y and the elapsed time during the nucleus-nucleus

collision, In figure .J,S. the \'alue of ù for the density-dependent parameterization

is fixed at 0.20 for the entire nucleus-nudeus collision. as one cannot know a priori

how it should \-a.ry during the course of a heayy ion collision. \Ve thus find that the

linear dependence on density in equation (3.19) ta be a yery rough approximation.

\'·e will return ta an analysis of these t\,·o in-medium cross sections in chapters

5 and 6 where we perfornl systematic canlparisons with experimentally measured

signais.

4.4 Energy and Momenttlm Conservation

•
\Ye now return ta the conriguration space foml factors introduced in section 4.2.3.

and examine their energy and illomentum conservation properties, In general. grid­

based simulations do not exactly conserve energy and momentUill.. Instead, one tries

to minimize the effects of \iolating conservation laws, and one selects a solution that
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\\ill not tao heavily bias results. Ta this end. we investigate our numerical scheme to

test its sensiti\ity to the configuration space [onu factor already introduced. First. we

examine linear monlPntunl COllseryation for a single non-interacting nucleus. For this

test. we considered a -wCa nucleus. and neglected Coulomb. isospin and collisional

effects. \Ye are thus concerned with only the beha\iour of the nuclear part of the

potential. .-\s this is by far the largest contribution ta the potential energy. our

results shau1d be generally reflective of the case \\'ith full Coulomb and isospin terms

included. AU the foml factors presented in section 4.2.3 are considered here. The

nucleus was initialized as described in section -1.1 and placed on a grid of lattice

spacing 6.r as described in 5ecl:ion -l.~.:3. .-\.n initial kinetic energy boost (in the z
direction) was then gi\-en ta the nucleus and it \Vas allawed to traverse a grid of

1ength ~.r = 25 fm, Cpan cornp1etion of this trave!. the final 1inear momentum

(p- =)/inai of the nucleus was nlèë1,SUred and compared to the initial boost momentum

(p. =Lmtzal' \\-e define rhe [attLeE friction a.s the nlomentum 10ss per transit time

~t over the distance ~:, that i5. ((j). =)fi~(l[ - (p. =Lnitiad/~t. For a discussion

of lattice friction in grid-baseJ ~inlUlation~. see [1:25]. Figure -LlO shows the results

thus obtained for initial bùrnbarding energies ranging fronl Ek /.4 : 20 -1' 200 ~leV

for both momentum-independent and rnomenturn-dependent nlean field potentials.

The figure indicates that for aIl energies. fornl factors and potentials. lattice friction

is present. That is. in aH case5. the nuclei ha\'e lost linear momentum. The situation

is the \Vorst at lo\v energies. The nlOITlentum-independent simulation is also more

sensitive ta lattice friction than is the momentum-dependent simulation12. The figure

indicates that friction is decrea.sed as we go to higher orders in the spline form factor.

.-\.s the latter have smoother higher order derivatives and differ in the magnitude of

the fust deri\a.tive. there are twa possibilities for the decreasing of lattice friction

\\ith an increasing order in the (spline) forrn factor. However. the Woods-Sa.xon form

l:!!\ote that due to the effectiyc mas;) m· /m < 1 for the momentum-dependent potential. nucleons

in this mean field will ha\'e a larger velocity for a given momentum than thase in the momentum­

independent mean field.
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Figure -t.IO: Percentage of initial linear nlonlentunl lost for a .IOCa nucleus

traversing a grid over a distance of ~I = 25 fm as a function of initial

bombarding energy for the form factors used in this work. A.11 curves

correspond to those presented in figure -t.3. The solid. Iong-dashed. short­

dashed and dotted lines ~u'e for the spline [orm factors. R2~ R3 • Rt and

R5 respecti\·ely. The shaded cnrv€' is the \Voods-Saxon fonn factor. The

Ieft panel is for a nlolllentunl-independent nlean field and the right is for a

~[DY1-type mornentunl-dependent mean field.

factor results in rnomentunl-consen-ation that rh'aIs the best of the splines presented

here. Common to these (\\-oods-Saxon and higher arder splines) is smoothness in

the high order derù·atin:'5. \\-e thus conclucle that lattice friction can be reduced

with farIll factors that ha\'e high order non-zero smooth derivatives. In reference

[120. 122I. it \vas also found that higher arder central B splines gave better accuracy

in smooth particle hyd.rodynanùcs simulations.

~e~-r we turn ta energy conseI\a.tion. For the Ca nuclei examined in the momen­

tum consena.tion scenario. we DOW calculate the change in total energy. The Iattice

friction effect is Dot present in this analysis. as the total energy is calculated in

the rest frame of the nucleus. \Ve show in figure 4.11. the change in total energy
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per ~t = 100 frnlc tinle intenrals 13 for the momentum-dependent mean field only.

The figure indicates that that as we go ta higher arder splines. the nucleus gains

energy at an increasingly faster rate and is only weakly dependent on the initial

kinetic energy. \'\·e also note that t"nergy conservation i5 better for larger nuclei. The

\Voods-Saxon form factor gi\'es the best energy conservation and the highest arder

spline gi\"es the worst. Comparison of figure ..1.11 with the right panel of figure 4.3.

we find that the energy gain increases as the area under the first derivative of the

fornl factor incre'l.Ses. [n face there is approxinlately a one-to-one correspondence

between the two. Thus. good energy conservation for a momentum-dependent sim­

ulation requires that the form factor must be slowl.y \'arying over its range. That is.

as the maximum slope of a spline increases with its arder (c.f. right panel of figure

-1.3).50 does the energy non-consen·ation. The \Voods-Sa.xon fOrill factor which has.

on average. the nlose graduaI slope provicles for the best energy conservation. \Ve

note that the energy con~en·atioll for m0111enturn-independent potentials was better

that 0.200 ~Ie\/A for the Ca nudèus J.t al1l'nergies and for ,ùl foml factors. For ).[4

and ~vI5. the energy gain in this case -.vas as lo\\" as 0.025 ~IeV/A at 100 fm/c time

intervals. Con1pared to earlier test-partic1e realizations of the density-dependent

and momentunl-dependent ilu'an fields. the energy and momentum conservation we

obserye here is a subStantial inlprovenlent[29].

50 far. we have investigated linear momentum and energy conservation for single.

non-interacting nuclei. Howen?r. we are in fact interested in collisions of heavy

ions. In this scenario. we find that utilization of the \Voods-Sa.xon fonn factor

no longer conserves energy to the accuracy we observe with single non-interacting

nuclei. \Ye illustrate this for both the 'Yoods-Sa.xon and the spline form factors

used thus far. Figure -1.12 5hows the change in energy as a function of time for an

-l°A.r+ 10SAg collision at Ek/A. = 100 ~'1e\ïA. The nuc1ear potential in this case is

momentum-independent. The figure inclicates that for colliding nuclei~ the splines

!3The energy increase that Wê have obseryed here is approximately Iinear in time.
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Figure 4.11: Energy gain per ~t = 100 fnl/ c intervals for a single nucleus

trayersing a grid o'-er il distance of ~.r = 2.3 fm obtained '\\ith a MDY1-type

nl0ITlentum-dependent mean field for the form factors presented in figure

4.3. The stars. open and solid cirdes and are for a .tüCa, 20Ne and 20spb

nucleus respectively. The lower (upper) edge of the error bars is the energy

gain obtained for a nucleus \\ith a kinetic energy of 200(20) MeV/A.
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Figure -1.12: Energy change for sinlulations of collisions of Ar+Ag at

EJ.).4. = 100 ~IeV ilS a function of time. AlI dark curves correspond to

the ~pline5 presented in figure -L3. The shaded cun-es correspond to the

\:Voods-Saxon paranlecerization for \'arious \Oalues of .\ as displayed on the

plot. The value of .\. = 0.25 (0.15) has the largest (smallest) discontinuity

at its edge.

result in energy consen,:ltion far better than the 'Voods-Saxon parameterization

used thus far. In an atternpt to understand this beha\iour_ two other \Voods-Sa.xon

parameterizations are used. For these. the paranleter A has been adjusted to reduce

the size of the discontinuity at the form factor eàge. \\Oe also note that adjusting

.\ also changes the ma\:imum slope of the form factor. For all the \Voods-Sa.xon

parameterizatiollS used hereo the total area under this slope curve is less than that

for ail spline pararnererizations ~ c.f. figure -1.3). \Ve conclude from this figure. that a

form factor which snloothly goes to zero at its edge is crucial for conserving energy

in simulations of collicling ions.

To summarize. we find that lattice friction can be substantially reduced \vith a

form factor that has continuous derivatiyes to high orders. This applies to both
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momentunl-independent and momentum-dependent mean field potentials as pre­

sented in figure 4.10. For non-interacting nuclei with the momentum-dependent

mean field patential. wc find energy is conserved better with a fafIn factor that does

not change too rapidly over its range. See for example~ the momentum-dependent

results displayed in figure -1.11. \Ve repeat that for momentum-independent simula­

tions. energy conservation is better than 0.200 ~IeV/A for all fOfIn factors. Finally.

for interacting nuclei. energ}" conseryation improves \Vith a form factor that smoothly

drops ta zero in a continuous manner at its edge as displayed in figure 4.12 for Ar+Ag

collisions. Fronl this analysis. we find that the ideal form factor must be slowly vary­

ing "vith high-orders of continuous derivatives and must also smoothly drop ta zero

at its boundary.
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Chapter 5

Observables and Model

Comparisons 1

In this chapter we will present the re5ult5 of our nlodel predictions \\"Ïth several recent

experimental observables in the energy regînle of EI.:/.-t "" El ~ 200~IeV. For the

first cOlnparison. we inve5tigate the so-called "fiow inversion'· for a ~+Sm system.

This first comparison is used as a test bed for examining qualitative features of our

mode!. For a second conlparison we will examine nuclear stopping phenomena in

an Ar+Ag systenl. This observable is dosely related to linear mornentum transfer

and serves ta charactenze the apacitr of nuclei as a function of incident bombarding

energy. These t\Vo investigations are complementary: the first examines ejecta with

prajectile-like rapidity praducecl in law energy peripheral collisions and the second

examines large fragments at target-like rapidity far relatively semi-central impact

parameters. also at lüw energjes. Far the calculations performed in the following

chapters we have used nuclean farm factors apprapriate to the physical problem at

hand. including run-tinle considerations.

81
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Figure 5.1: Schematic diagram illustrating directed flow in a heavy ion

collision. In the initial stage. before the collision on the left hand sicle. the

projectile (entering fronl the left) approaches the target \vith a non-zero

inlpact paranleter "b··. .-\fter the collision we are left \Vith a mLxed and

expanding participant regioll and two separated pseudo-spectator regions.

In this case. the speerators 1 projectile-like moving toward the right and

target-like moving towards the left) are ~lightly defiected away Îrom the

interaction regiùn. [n the tigure. the =éLxis points to the right and the i

axis points up: the reaction plane is the plane of the figure.

5.1 Flow Inversion in N+Sm Collisions

As a first comparison. we exmnine directed flaw_ This observable gives us insight

into large scale collective nlotion. For example~ one can determine in the course of

a reaction whether nucleons are (on average) defiected away from, or attracted to

the directed overlap region. For a head-on (peripheral) collision, the overlap region

is ma.ximal (mininlal). Figure 5.1. shows an example where the target and projectile

··caps" are slightly defiected away frorn the collision region. In this picture. the

directed fio,v is positi\-e. For attractive 5cattering. the directed fiow is negative. The

transition from attracti\-e to repulsive scattering lor vice-versa) in known as -tlow

inversion·· .

Recent fla\\" inversion data has been taken at ~\'rSU-NSCL [37]. The system
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stuclied there was 14~+15-lSm at bombarding energies of EI..:f.4. = 35 ~ 155 NIe'V.

Traditional flow meë:1.SUrenlents determine only the magnitude and not the sign of

the flow and the inversion is inferred from a local minimum in the fiow magnitude

[126. 12ï. 128. 129. 130. 1;31. 132]. The measurement made in this experiment was

of the 1 polarization frol11 the electron1agnetic decay of the residual Sm target in

coincidence with light charged partides. The sign of the polarization measured in

conjunction with light charged partieles tells us the nature of the nuclear interaction,

that is. repulsive or attracti\·e. The nlechanisnl at work here can be easHy pictured

by considering the schen1atic diagranl shawn in figure 5.1. For the system under

investigation. the projectile on the left side of the picture is much smaller than the

target (beam direction is ta the right). After the collision. there is essentially no

target spectator cap as the energies employed here are to low for shearing effects1 .

The grazing action of the projectile sets the target spinning, and is thus excited

\Vith sorne angular nl0mentum l. The excited target residue cau then decay elec­

tromagnetically. The direction of the angular momentunl vector will be a function

of the initial geonletry. which is nat known a priori in the e:-..~erirnental set-up. For

the diagram presentE.'d here however. the angular monlenturn of the residual excited

target nucleus points inta the page. For Inore cletails. the reader is referred ta [3i].

The nlOdel that we haye deve~oped in this work does not permit electromagnetic

transitions as this feature has not been incorporated. 'Ve can however! observe

a fio\\" inversion signal by analysis of the transverse momenta (transverse to the

beam) of the final state products. Comparisons bet,veen theory and experiment can

be made if we note that positi\'e (negative) , palarization corresponds to negative

(positive) transverse monlenta for forward moving final state products (this is the

sign convention adopted in reference [37]). :\ote however! that as these two signals

(experimental and theoretical) are nat the same quantit)\ the best we can hope for

lsuch a situation is encouncel:'ed at high energy where the projectile/target o\"erlap region (partic­

ipant region) is suddenly disconnected from the original nuclei. The slight rotation of the spectators

in figure 5.1 implies chat these are really pseudo-spectators.
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Figure 5.2: Tenlporal e\"olurion of transverse momentum as a function of

tinle for simulated collisions of :\'+Snl at Ek/A = 110 ~IeV and b= 0.45.

< Px/A> is calculated for aIl nucleons \\ith positive centre ofmass rapidity.

This result is for the ~[D'tl potential of compressibility 215 ~reV.
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is a qualitati\"e level of agreenlent. In order to nlake a comparison \Vith our mode!.

we required the sinlll1ation to run until trans\"erse nlomenta saturates. Figure 5.2

shows the growth of transverse momentum per nucleon in the forward hemisphere

(positive centre of mass rapidit~~ ) at Ek/A = 110 ~lleV and b=b/bmaz = 0.45. In

this figure. saturation is attained at "J 1ï5 fm/co In general. this value varies \Vith

both incident energ}" and inlpact parameter. \Ve made severa! mns at energies

•

of Ek/A. = -l0. ï5.110 and 150 ~le\r at impact parameters of b = 0.45 and 0.90.

Our choice of input potential was the ~ID'1-type momentum-dependent potential

of compressibility 215 ~IeV. A\"erage transyerse monlenta per nucleon was computed

fcr free and bound protons lexduding the residual target protons) within an angular

gate of 25° < Slab < 35° in the lab fram~ as dictated by the experimental acceptances.

The results are displayed in the left panel of figure 5.3. The experimentally measured

:lRapidit)" is defined as y = tln((E ~p::)/(E- P:» and is a measure of the longitudinal velocity.
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Figure .5.3: Average (negari\'e) transverse nlonlenta pel' proton for collisions

of :\+Snl as a function of lab bonlbarding ener~~ from simulations[116}

lIeft panel) and rne;'l.'511red[37} '": polarization in coincidence \Vith ejected Q

particles (right panel). Open (solid) points are for peripheral (semi-central)

impact paranleters.

~. polarization for nüd-central (0.:2 ~ b < 0.6) and peripheral (b > 0.6) events is

displa~..ed in the right panel of the salue figure. Experinlental impact parameter

selection \\-as achieved via mea.sured charged particle multipLicity.

Bath the theoretical and experimental results indicate that there is a sign change

fronl negative transverse illOIuenta (positÏ\'e polarization) to positive transverse ma­

menta lnegati\'e polarization) for bath impact parameters as the incident energy is

increased. This is an indication that the systenl experiences an attractive mean field

at la\\" energies which becomes repulsive as we increase the bombarding energy. In

other words. there is a fio\\" În\"ersion. The energy at which the fiow changes sign bas

traditionally been calIed the ··balance energy~' _ Furthermore the results indicate that

the balance energy increases \\Oith impact parameter. That the balance energy in­

creases with impact parameter has been obseryed throughout the literature on both

e~~erimental and theoretical fronts [111, 13:3. 13-1, 135, 136~ 137}.

For an e~"planationof the nunlerical results. we will first consider the mid-central

impact parameter and then the peripheral impact parameter. Let us DOW focus on
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the former. The balance energy here is Eb "" 85 ~leV. The simulations indicate that

that the final state for all energies studied in this work consisted of one heavy excited

(target) residue and a spray of isolated nucleons. Below (above) Eb the protons had

an average nega.ti\·e {positive) trans\·erse nlomenta. If we make sorne consideration of

the dynamics involved in the collision process. an understanding of processes at work

will surface. As the two nudei begin to inter-penetrate! there is a density build-up i:l

the overlap region. In the complete absence of collisions (nucleon-nucleon) and mean

field effects. this density \\till be t\\ice the nuclear saturation density. Dynamical

effects arising &on1 the inclusion of the nlean field typieally reduce this value to

approximately 1.2 -- 1.6 tinlè:-5 the 5aturation density. The presence of collisions ean

also alter the density. If WL' allnw the nncleons to scatter off one another during the

inter-penetration stage. the (approximacely) straight line trajectories of the nucleons

will be lost as the nuc1eons bounee around off one arrother. This creates a density

build-up that \\ill be larger than in the absence of collisions as late coming nucleons

run into this stochastic region and pile Up3 (see the t = 20 fmle time slice in figure

-1.6 for example). In addition. depending on the initial projectile energy! the nurnber

of collisions \\ill \Oary. At lü\\" energy. the Pauli t'xclusion principle suppresses many

nucleon-nucleon collisions as phase space is relatively dense. Ho\vever. as the energy

is increased. scattering above the Fernli surface is nlore abundant. This in effect

produces gaps in phase space \vhich in turn permit more collisions ta OCCUf. This

\\ill cause the density in the on'rlap region to build up even nlore. \Ve find that

increasing the energy fronl -l0 ta 75 ~Ie\' increases the net number of collisions by a

factor of about 2 early on in thè collision. Partially owing to the increased frequency

of collisions. we then e:-..-vect the overlap density to also be increased. We find that

there is about a 5% increase in the ma..xinlunl density when the bombarding energy

is increased from -lD ta 75 1Ie\-.

3For a collision-less region of nudear matter. the nudeons move such that they satisf)"" the

Liouville equation, Leo the density of phase space is kept constant. _-\5 mentioned in chapter 2, the

inclusion of collisions can modify the latter.
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"Vith these two rnechanisnls at work. letTs consider collisions below the balance

energy. Here. nucleon-nucleon collisions are limited. The density build-up in the

overlap region effecti\"ely raises the potential well (the potential well becomes shal­

lower) the nucleons experience and they slowly e\'acuate this region in favour of the

regions near saturation density. The 5patially growing overlap region exits the far

sicle of the target as a slow moying. weakly bound dilate blob that is slightly attracted

to the potential weIl of the target upon exit and is thus scattered to negative angles.

Slow disassembly of the blob then takes place and we are left with a mist of nucleons

that has an average negative transverse momenta. In addition, a substantial fraction

of the slowly moving projectile nudeons become trapped in the potential well of the

target.

The situation abo\'e the balance energy is different. In this case. the increased

frequency of nucleon-nucleon collisions effectively creates an overlap density in excess

of that which occurs below the balance energy. This causes the nucleons to evacuate

This region attaining larger momenta than in the low energy case"'. \Ve find that

This extra nl0nlentunl is 5ufficienr to canse nucleons to exit at the top of the system

(top as in figure 0.1. in the reacrion pl..llle). carrying \"ith them a fraction of their

initial forward nlOml?ntum that ha....; not yet been absorbed by the target. These

nucleons escape as free particles ta positive scattering angles. Nucleons that exit

the overlap region into the target are re-scattered and eventually meld with residual

target. Thus. the transverse momentum changes from negative to positive values

as the bombarding energy ts increased. In addition. the larger incident projectile

energy allows for a fraction of the energetic projectile nucleons to punch through the

target.

The dynamics of the peripheral collision are different. Nucleon-nucleon collisions

do not play a large role here. \Ve find that for the peripheral impact parameter at

75 :YleV. the number of nucleon-nucleon collisions drops br a factor of about 5 as

-lThe potential gradient is 5teeper than in the low energy case.
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compared ta the mid-central collision. For this collision, the impact parameter is

near nla..ximal and the o\'erlap region is that of two nudear skins, both of which are

at sub-saturation leyels (c.r. figure -1.2). Thus~ the overlap produces a density that

is not far removed from that of saturation density. This results in the formation of

a bridge through which the nuclei can exchange nucleons and feel a net attractive

force towards one allother.'i. :\s the projectile nl0ves past the target, the system

partially orbits and the projectile is e\'entually released and scatters to small angles.

.-\s the projectile releases fronl the target. a few nucleons are kicked up as they try ta

decide which nucleus ta jain and are lcft behinci. streaming into vacuum. For higher

energies. the region that these nucleons are kicked up in is shifted up and to the left

(see right hand side of figure .5.1) and are thus scattered into transverse momenta

states that are more positive than in the low energy case.6 The scenario presented

here implies that the fin~ù state consists of two excited renlnants: the target and

projectile residue. This is in contrast to the nlid-central collision. In fact. we find

that for all energies studied here at large inlpact parameter, there is a projectile

renlnant which is .scat tered ta small angle.s.

Finally. we note that the nleasurement we have made here is an inclusive one.

That is ta say. except for the angular acceptance impo:5ed by the e)..llerimental setup.

aIl other variables snch as rapidity and azinluthal angle have been integrated over.

\Ve have thus potentially hid information that nlay provide us \Vith deeper insights

into the dynanucs of the colli.sion. \Ve present figure 5.4. as an example of this.

Here we see that the transverse monlenta as a function of rapidity is non-trhial.

and there are effects that are washed out if we sun1 over aU rapidity as we have

done in figure 5.3. In particular for the peripheral collision. we note that < PriA. >

5 At energies of - 5 ~ 10 ~Ie \ i A abm'e the Coulomb barrier this bridge can e.'"<ist for long times

(> 5000 fm/cl as the quasi-compound nucleus goes through severa! rotations.
6The larger angular momentum present in this system causes the orbit to be less tightly bound

than in the lower energy case. thus the projectile releases itself from the target at an earlier stage

in its trajectory.
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Figure 5.-1: ~+Sm differential fla\\' for b= 0..15 (Left panel) and b= 0.90

(right panel) at a lab bombarding energy of EkIA. = 110 ~leV. < Px/A. >

(points) is shawn for aIl nucleons. The :5oiid curves in bath figures give the

number of nucleon:5 per unity rapidity. Rapidity is shown in the lab frame

and is normalized ta the beam rapidity. The scale on the y-axis for the

rapidity CUITe only is arbitrary. The difference in scatter in the two plots

is due to statistics.
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changes sign, going froill negative at mid-rapidity to positive at near projectile­

rapidity. In facto the traditional nlethod of extracting the flow signal is ta plot

transyerse nlonlenta as a function of rapidity as Ï5 done in figure 5.4 and take the

slope at mid-rapidity[138. 139. 1-10]. However. our analysis has shawn, at least on

a qualitative level. thal OlIr model reproduces sa far the observed flow inversion as

weIl as the inlpact paranH~ter dependence of the balance energy. In chapter 6 we

address an obsen'able that has a non-trivial dependence on the azimuthal angle O,

The inyestigation in that chapter is thus a differential flo\v analysis and provides for

a finer level of resolution into the nuclear dynamics.

5.2 Nuclear Stopping in Ar+Ag Collisions

For out next conlparison. we turn towards sonle splintering results taken at the ~'IStJ­

:\SCL cyclotron[1-11}. Here. beanlS of -l0 ,-\r impinging on a 108 Ag target at laboratory

bornba.rding energies ranging from Ek /.4. = S ---.. 115 )'IeV \Vere produced.

Before we begin. it ,,"ill be instructi\'e to first consider the d:~rnamics involved

in 5uch processes. As che ener~" region probed in this analysis is similar ta that

investigated in section ·5.1. we can borro,,' froul the ideas presented there ta get an

overall picture of the physics in,"oh-ed in this situation. Since we are concerned with

mid-central impact paranlPters. \':e encounter a ~cenario sirnilar ta that encountered

in the .:"r+Snl systenl ac an inlpact parameter of b= OA.:>. However. as the system

asymnletry is smaller here. subtle differences will arise. In facto for the N+Sm system

(mid-central impact parameter) the ratio of the volunle overIap to that of the target

\'olume was about 0.1. For the Ar..Ag system studied in this section! this ratio is

about 3.7' times greater. Thus. as the nuclei have inter-penetrated one another. the

region in wmch the nuclear potential weIl depth is reduced is a sizeable fraction of

the total target volume. As pre\iously e~~lained. the super-saturated density in this

region causes nucleons to evacuate ta regions where the density is near saturation.
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As in the X+Sm case. at lowenergy. trus evacuation is slow and the overlap region

gradually inflates. spilling particles and their associated projectile-like momenta both

into vacuum as well as into the lower portion of the target. This results in a relatively

large target residue and a large loosely bound nudear matter blob released from the

target. The decay channel for the emitted blob consists of a few light dusters and

many light particles. As the energy is increased. these decay channels shift towards

lower nlasses and thus produce nl0re light particles and more light clusters with

smaller masses. Thar is. more nudeons are iiberated from the mean field, The

residual target in the case of higher energy collisions becomes populated with higher

energy refugees fronl the oyerlap region and is thus excited to higher energy states.

This results in decay channeIs sirnilar to that in the participant, However. the shift

to lower Il1asS channel.~ occurs ar higher incident energy as the majority of the initial

projectile energy is deposited inta the target outside of this (target residue) region i .

50 the o\'erall picture is that of a targe excited target residue with a few clusters

and many light particles at low energy. to a smaller excited target residue. smaller

and more numerous light dusters and more light particles at higher energies, For

lower energies. the snlall nurnber of ejected nucleons and clusters carry \Vith them

only a small portion of the initial momenta. thus the target inherits a large portion

of the initial projectile n10mentuffi. For higher energies, a large fraction of the initial

projectile momentum is carried off by the more numerous light particles ejected

fronl the interaction region as the potential weIl there is no longer deep enough to

keep particles inside. :\"ote that ::he lê1Iger kinetic energy of the target implies that

nudeons in the oyerlap region \\~ll on ë.l.\·erage ha\'e a larger kinetic energy, Thus, the

hea\iest remnant in this case inherits less momentum from the initial projectile,

To illustrate this process. we show in the left panel of figure 5.5 the total mass

nurnber bound in the residual target. other clusters and free nucleons from simula­

7The residual target is. in general. in a lower energy excitation state than that of the overlap

region.
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Figure 5.5: Distribution of lnasses from Ar+Ag collisions at incident lab

energies ranging fronl Ek/A = 30 -;. 120 YIeV. In the left panel we show the

number of nucleons present in the targest final state residue (solid circles).

the total number of nuc1L'ouS bound in clusters smaller than the largest

final state residue (:solid diamonàsl and the total number of free nucleons

(open circles). In the right pand. we show the total number of clusters

smaller than the largest remnant.

•

tians of Ar+Ag colli~iùns \\-ith d lnOmf'ntulu-independent mean field of compressibil­

ity 380 ~[e\" at an irnp.:l.Lt pararnetE'r of b= O.~O. \Ve define our dusters at the end

of the sinlulation. For each t(-'~t particle. we transformed to the centre of momentum

of its local configuration space ecU. The total energ)' (single partide potential plus

kinetic) of the particle is calculated in this frame. In this way, we define a particle

ta be free if its total energy in this frame is positÏ'\te. Otherwise. it is considered ta

be a bound particle. Xext. we need to isolate the fragnlents. In arder ta do trus.

we performed a search on the three-dimensional configuration space grid to locate

the density centroid of groups of test particles that were clustered together. Once

tbis centroid was located. we selected concentric spherical shells about this point and

calculated the shell density. where only bound test particles contribute. Once this

shell density drops belo\\' a critical value (we used plPo = 0.05. however, we found

little sensitivity ta this value for plPo < 0.15) we stop counting particles. Any bound
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test particles inside this sphere are considered to be part of the cluster.

From figure 5.5. it is cviclent that the largest (smallest) mass for the large residue

is obtained for the lowest (highest) energy as described in the previous paragraph.

In addition. the number of free nudeons increases with energy. For all others (these

are nucleons bound in clusters where the cluster Inass is smaller than the heaviest

residue). it appears as though the cluster mass increases as a function of energy.

Presentecl this way. the figure is a bit luisleading as it does not account for the

n-umber of small dusters in the fin~ù state. For this reason, we show in the right

panel of figure 5.5 the number of small clusters produced as a function of energy.

\Ve see that a.s the totai mass bonnd in clusters inCreê.lSes. sa does the number of

clusters. For Ek /.-1. = 20. :30 and -lQ :\leV. we find one snlaU cluster of approximately

7.5. 9..j and 10.5 nU1.S5 nurnber respectivdy. For higher energies. we see more clusters.

It \Vonld be incon'ect to divide the total mass of nucleons bound in clusters by the

number of clusters here. since they are not all of equal nlass. However, on average,

we see that as the number of smaIl clusters increases, the mass per cluster decreases.

This is just what we have described in the previous paragraph. 'vVe note that the

qualitative features presented in figure 5.5 do not change appreciably when we use

a soft and/or t110nlentunl-depenclent nlean field. For a discussion of the mechanisms

encountered here. the reader is directed ta the references[3-l. 35. 36], which describe

splintering behaviour fronl an experimental point of view.

\Ve now turn towards sorne recent experimental ~ISU-NSCL results from the

.-\.r+.-\g systenl(14.1I. \Ve will concem ourseh-es \Vith the semi-central impact pa­

rameters exarnined in that work. The ITleasurernent made was of the longitudinal

velocity of the heaviest final state remnant. In order ta compare \Vith our simula­

tions~ we required run tiules to extend until this observable saturated. In figure 5.6

we show the evolution of the final longitudinal velocity of the heaviest remnant as

a function of time for a momentum-independent and a momentum-dependent mean

field potential. In that figure. the initial laboratory energy was Ek/A. = 60 ~IeV
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and the impact paraIneter was b = 0.33. \Ve see that saturation is obtained at

t ~ 275 fm/co In general. this nuuIber varies with bath incident energy and impact

parameter. To test the sensiti\ity ta the mean field and in-medium cross section

of the observables investigatecl in this work. we also made several runs for both

soft ([{ =200 ~IeV and [\r =215 ~IeV for momentum-independent and momentum­

dependent mean fields respecti\·ely) and stiff (I\r =380 ~Ie\r and K =3ï3 NleV for

momentum-independent and momentunl-dependent mean fields respectively) mean

field potentials as weIl as free space and in-medium cross sections. For the latter~ we

employed the self-con:5istent method for the ul0mentum-dependent mean field and

a density-dependent reduction in equation (3.19) \Vith scaling factor ct = 0.33 as

described in chapter 3. For the experiulentaI data, inlpact parameter selection was

achie\·ed through event classification according to uleasured charged particle multi­

plicity (a relatively large (snlall) multiplicity implies a relatively small (large) impact

pararneter). This selection criterion produced an inIpact parameter of b= 0.25. In

an attempt ta bracket the data. we ran the simulations at impact parameters of

b= 0.20 and b= 0.33. In figure 5.7. we show the value of the mass of the heaviest

reUInant that we obtainec.l frOIn or simulations èompared ta the ex-perimentally mea­

sured values. vVe find 5iltîsfactory agreenlent with the data. The stopping results

from bath the data and the calculations are shown in figures 5.8 and 5.9. Note that

the larger error bars obtained \Vith the GBD-type potential for the more central im­

pact paranleter (see nlÎddle panels in figure 5.8) are due ta poor mass resolution for

the heaviest remnant. This aspect was not present ",ith the ~IDi'1-type potential.

The large error bars present in the ~ID\1 calculation are statistical in origin.

The results presented here indicate that the final longitudinal velocity of the

heaviest remnant is sensitive ta the nuclear matter compressibility only for the

momentum-independent mean field (c.L figures 5.S and 5.9). There is only a very

weak sensitivity ta the compres5Ïbility for the :\ID\1-type momentum-dependent
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Figure 5.6: Tenlporal è\"olution of the largest remuant longitudinal veloc­

ity for 5irnulated .-\.r+.-\.g at an energy of Ek /.4. = 60 yle\T and impact

paranleter of b = 0.:33. The open (solid) points are for a soft momentuID­

independent (dependent) 5irnulation. In this case. tLLm '" 2ï5 fm/co
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rnean field.~ Furthennore. \"e note that the inclusion of the (reduced) in-medium

cross section results in a reduced \·alue of the final longitudinal velocity. Tbat is

ta say. the nuclei exhibit enhanced transparency ,"vith a reduced cross section (Le.

the coupling between the projectile and target is weaker). This effect is more pro­

nounced for the Illorllentunl-dependenc in-mediunl cross section than for that of the

momentunl-independent one a.s \\"ell as for the more central impact parameter.

On the quantitative side. the 5tiff paranleterization of the momentum-independent

mean field indicates that the simulations pro\icie too much stopping for the free space

cross sections and juS! bracket the data at high energy for the in-medium cross sec­

tion. The soft momenttilll-independent mean field result brackets the data at higher

energies and just overshoots the data at lov: energies. For the GBD momentum-

8 A simple e.......t>lanation for this behmiour i:5 that the momentum-independent mean field depends

only on densiey. whereas the momentum-dependent mean field delegates the potential field ta both

the density and the local momenta.
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Figure 5.7: :\Iass of the heaviest: remnant from experiment and simula­

tions as a function of incident laboratory energy for Ar+Ag collisions. The

squares are the e~:perimental measurements[l-nl. and ail circles are the re­

sults obtained fron1 the simulations[117]. Fragment selection is as described

in the te:-..~. The solid circles are for an in1pact parameter of b= 0.20 and

the open circles are for an impact parameter of b = 0.33. The dark cir­

des are for the ~ID\1 momentun1-dependent mean field of compressibility

K = 215:\IeV and the shadeà points are for a momentum-independent

mean field of conlpres~ibility h- = :380~Ie\· .



• Cbapter 5: Observables and l\lodel Camparisons l 97

T•-'-,

50 100 0 50 100 150
E

k
/ A (MeV)

1.2

0.8

0.4

0.0
1\

~ 0.8
:>
~
:> 0.4
V

0.0

0.8

0.4

• 0.0
0

•

Figure ·j.8: Fractional Iongitudinallaboratory frame \·elocity of the heaviest

post-collision remnant as a function of laboratory bonlbarding energy. The

experinlental[141] rcsults ar~ shawn by solid squares and are the same in

every panel. The sinmlatioll results[ll7'1 are shown with open (solid) circles

for an impact pararneter of b = 0.33 (6 = 0.20). The top two panels are

for a stiff momenturn-independent S~)Tme interaction of compressibility

K = =380 :\IeV. The middLe (bottom) panels are for a soft GBD (~ID'\'l)­

type momentunl-dependent mean field of compressibility K = 215 1'IeV.

AIl Left panels are for free spaCè nucleon-nucleon cross sections and ail

right panels are for an in-mediunl cross section. The in-medium cross

section for the momentum-independent mean field is obtained through a

phenomenological density-dependent reduction with a scaling factor of Ct =

0.33. The momentum-dependent in-medium cross sections are calculated

self-consistently as described in chapter 3.
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Figure 5.9: Sanle as figure .5.S but for a soft momentum-independent mean

field of compressibility 1": = 200 ~IeV (left panel) and a stiff (I{ = 3ï3

~Ie\~) momentunl-dependent nlean field of the :\IDYI-type. AlI results are

shawn for a free space nucleon-nucleon cross section.

dependent nlean field. we note the the data are just bracketed from above (below)

for a free-space lin-nwdium} lludeon-nucleon cross section. The ).JID\l-type poten­

tial overshoots the data at 10\\" energy. The larger ilnpact parameter matches the

data at high energy. Inclusion of the in-nledium cros::; section in this case produces

results that agree fairly weIl with the data. \Ve find that the soft ~lDYl momentutn­

dependent nlean field gives slightly better agreenlent with the data than the stiff one.

In general. we find fairly goocl agreement with the data for a soft equation of state

(compressibility of I\ = ~oo :\'[eV for nlonlentunl-independent and K = 215 MeV for

momentum-dependent parameterizations of the mean field). with only subtle differ­

ences between the nlonlentum-independent and momentum-dependent mean fields.

For both momentum-dependent parameterizations howeyer, ,ve have slightly better

agreen1ent with the data when we incorporate the in-nledium cross section. Inclusion

of the in-nledium cross sfàction for the rnonlentunl-independent mean field produces

only subtle changes in the result5.

These results fayour a soft equation of state as weil as an in-medium cross sec­

tion as calculated self-consistently for the momentum.-dependent mean fields. In

passing. \ve note that a calculation similar to the one presented here has been done
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ln reference[142]. In that work. the momenturn-dependent mean field was intro­

duced by means of the Gagny-type force[78] which uses a sum of two Gaussians for

the momentum-dependent tenu. A free-space nucleon-nudeon cross section was used

in that work and thus ef!ects due to the in-nledium cross section are lacking. \Ve

find similar behaviour for the 11l0Inelltunl-independent nlean field as far as compress­

ibility is concerned. For the nlOnlentum-dependent mean field however, we find less

sensitivity to the nuclea.r nli:l.tter compressibility.
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Chapter 6

Observables and Model

Comparisons II

[n this chapter we will present the results of our model comparisons \\ith several

recent experimental obsen'ables at energies higher than those examined in the pre\-i­

ous chapter. The analysis presented here is nlore detailed than that of the pre\ious

chapter in that it is a differential analysis, "~e consider collisions of Bi+Bi and probe

the high energy (Ek/A ...... 200 -+ 1000 ~Ie\') region to inyestigate the validity of our

model.

6.1 Elliptic Flow in Bi+Bi Collisions

Recall in section 5.1 we in\'csrigated tiow in\'ersion in the X+Sm system, This was

actually an example of what is known as in-plane fiow. In that case. for the larger

impact parameter. the projectile \\'as deflected around the target to negative (posi­

tive) scattering angles belo\\> (above l the balance ener~', In addition~ the motion of

the projectile \Vas predonlinantly in-plane, That is to say. the projectile remained

for the most part in the reaction plane. The dynamics studied at those energies

do not in faet translate directly ta higher energÏes, In this case. the situation is

100
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changed as larger forces (due ta compressional energies for example) can produce

out of plane emission in addition to in-plane emission[33! 143). The term adopted in

the Literature for out-of plane emission is "squeeze-out!!, as the name suggests. The

azimuthal distribution (about the reaction plane) of emitted nucleons serves to illus­

trate this phenonlena[1-l..L 1-15. 146. 147], Typically. the quantity that is discussed is

the ratio of out-of-plane ta that of in-plane emission. From here-on! we will refer to

this ratio as the anisotropy ratio. Studies on its beha\"Îour indicate that it is greater

than unity for beam energies abo\'e '" 100 ~-[eV/A. and peaks at f'OoJ 400 NleVlA. It

remains larger than one until beam energies of f'OoJ 5 GeVlA are reached[148]. Nu­

merical simulations have shown that this turnover back to in-plane-fiow is largely

a function of the geometry of the participant region[146. 149). For a study of the

behaviour of fiow phenomena in this energy range. the reader is directed to the pa­

per by Ollitrault[150). As an a.sicle. \ve note that since higher energies (compared to

that studied in sections 5.1 and 5.2) are required to probe out-of-plane fiow! this ob­

sen'able provides a good testing bed for our momentum-dependent in-medium cross

section as the latter approaches the free-space cross section as energy is increased.

Furthermore. as the ~elf-consistent and density-dependent parameterizations differ

substantially at higher energies (c.f. figure 4.8), this energy regime is weIl suited to

study the dynamical differences Let\\'een the two paraoleterizations.

A schenlatic diagranl will be helpful in gaining a qualitative understanding of

the anisotropy we are concerned \Vith here. Figure 6.1 presents us with a picture of

(one of) the mechanisnls at work in producing squeeze-out. Recall in section 5.2!

we alluded to the density build up in the nucleus-nucleus interaction zone. In that

picture. the density buildup \Vas responsible for eventual particle emission. The same

idea holds here. except we are dealing with higher energies (200-+01000 ~IeVlA).

As this excited (overlap) region expands it encounters spectator matter which is

predominantly located in the reaction plane. Thus the in-plane a'\.1>ansion (at mid-
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Figure 6.1: Schernatic diagranl illustrating squeeze-out for the collision of

t\\"o nU1SS syrnmetric Iluclei. The plane of the figure is the Îy plane. The

beam a.xis points inta or out of the page. The shaded region is the nuclear

overlap region \\'rith a density greater than that of saturation. The arrows

indicate the direction of expansion of the excited matter.

rap-idity) is suppressed due to ··shadowing'·l. Expansion out of plane however is

not hanlpered br the presence of matter. The net effect is a preferred squeeze

out of matter out of the reaction plane. As time passes during the collision. the

spectators eventually pass by one another and the participant matter (partially de­

excited overlap region) is then free ta expand in all directions. Thus, the preferred

out of plane emission is favoured earlyon in the collision. and is thus sensitive to non­

equilibriunl etfects which \\'e present early on in the collision. In addition, nucleons

which are emitted at earrier stages in the collision should contain pre-equilibrium

signatures. The latter can manifest themselves in terms of high momenta nucleons

which have yet ta be significantly siowed by the mean field and intra-nucIear nucleon­

nucleon collisions. This results in a preferred emission of high energy nucIeons early

on in the collision:!. Thus. we e~1Ject that the squeeze-out preferably manifests

l For a. reduced in-medium cross section. we e..xpeet shadowing ta be less effective as in this case.

the nuclear matter exhibits increased tralliJ-pa.renc)" as discussed in section 5.2.
2In contrasta for late emission times. equilibrium distributions will result in fewer nucleons with

large momentum.
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Figure 6.2: j.[id-rapidity free proton azimuthal distribution obtained from

5inlulated 8i+8i e\'ents at Ek = -l00 ~IeV. The left panel is for a

nlonlentum-independent mean field and the right is for a ~ID't1-t~lpe

nlonlentum-dependl'llf rnean field. Both are for 50ft equations of state.

The distributions are plott~d in transverse momenta bins. The lower.

nliddle and upper cun-es are for :300 :\[eVjc< Pl.. <400 :\[eV/c~ 400

j.Ie\"/c< Pl. <500 :\le\/c and 500 :\IeV/c< P.l. <600 ~IeV/c respectively.

The solid lines are fits obtained by mininlizing \(2 per degree of freedom

v;ith respect to the fitting function in equation (6.1).

itself \Vith high energy nudeons at the early stages in the collision over that of low or

intermediate energy nucleons in the later stages of the collision. \Ve cao visualize this

squeeze-out phenomena further by examining the azimuthal anisotropy of emitted

nucleons. \Ve sho\v in figure 6.2 this quantity for collisions of 209Bi+Bi at 400

~[eV/.\ and b= 0.64 for three regions of trans\-erse rnomentuID. FrOID this figure.

it is evident that the anisotropy peaks for \"alues of 0 = ±90° and is minimum for

o = 00 .1800
• This is a case in which out-of-plane ernission is preferred to that of

in-plane emission. Xote that r) is the azimuthal angle out of the reaction plane.

For a quantitative picture of the anisotropy ratio, one typically fits the mid-
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rapidity azimuthal distribution with a Fourier series (15L 152] of the form

d~Y
do =...t (1 + PICOS(O) + P2cos(2o) + ...) . (6.1)

The coefficient Pl characterizes the strength of the in-plane fiow and the coefficient

P2 characterizes the strength of the anisotropy ratio. For preferred in (out) plane

emission P2 > 0 (P2 < 0) as can be inferred from figure 6.2 and equation (6.1). \Vith

this definition of P2. the anisotropy ratio is defined as R = (1-P2)/(1 +pz). As a by­

product of figure 6.2. we note that higher transverse nlomenta bins produce a larger

anisotropy ratio. This seerns ta coneur with the qualitative picture we presented in

the pre\l"Îous paragraph. [t has been 5uggested [ï6] that this increasing anisotropy

ratio with Pl. could be used ta differentiate between momentum-independent and

momentum-dependent Ulean fields. This hints at a differential analysis which we

alluded ta earlier in section 5.1. \Ve will return to this shortly.

In section 5.1. recall that we exanlined momentum-dependent mean fields only.

Section 5.2 examined the beha\'Ïaur of bath momentum-dependent as weIl as momen­

tum-independent mean fields. In that case we round tha.t the two parameterizations

of the nlean field did not give drastically different results. It turns out that the ellip­

tic fiow however. provides an excellent test bed to e),.~loit the differences which arise

from the two paranleterizations of the nlean field. For this, we sho\v in figure 6.3 the

ellipticity coefficient P2 as a function of iUlpact paranleter for collisions of 56 Fe+Fe at

Ek/A = -laD ~IeV for bath nlonlentum-independent as weU as momentum-dependent

mean fields. This figure indicates that while the two mean fields show similar be­

ha~iour at low impact paranleter the high inlpact parameter behaviour is drastically

different. In particular. P2 for the momentum-independent mean field is only weakly

dependent on the impact paranleter as compared ta the momentum-dependent mean

field. the latter decreasing with impact parameter. This result agrees with the work

in [31} for ail impact parameters. Another systernatic comparison[153] with data

from .-\u+Au events[154J agrees \\ith our result except for very high impact pa­

rameters. In that work ])-2 showed a decrease for bath momentum-independent and
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Figure 6.3: P2 values extracted from equation (6.1) for simulated Fe+Fe

events at Ek/A. = -laD }.rIeVasa. function of inlpact pararneter. The circ1es

(diamonds) are for a momentum-independent (dependent) mean field. For

the latter. we used il. ~[D\l-type parameterization. For the momentum­

independent mean field. the solid (open) points are for a stiff (soft) equation

of state. The ~ID\1 stiff mean field potential giyes sIightly larger (negative)

value of P2 than that of the soft equation of state at high impact parameter

only.
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momentunl-dependent mean fields at b~ 0.60 and higher. The observed behaviour

of P02 as a function of transverse monlE.'nta at high impact parameter will serve ta

discriminate the two mean fields under investigation in this work.

For a systenlatic cornparison with a measured elliptic flow signal~ we now turo to

a KAOS nleasurement of the proton <luisotropy r'1tios[:38]. This data set consisted

of observations of Bi+Bi collisions at Ek/A = -lOO~ ïOO and 1000 ~IeV· and impact

parameters ranging from b '" 1.6 -;. Il fm. In that work. a differential analysis was

done. as the investigation presents the anisotropy ratio as a function of transverse

momenta for severa! iInpact paranleter bins. As we are interested in peripheral

collisions. we selected meUSUrell1ents for the impact parameters b = 8.7! 8.6. 9.0

at incident energies of Ek/A = -l00. ïOO. 1000 ~Ie\' respectively. The estimated

impact parameters have an associated uncertainty of ±O.3 fm. The values of P2

extracted from our sinluiations have been caicuiated by fitting3 the mid-rapidity

proton distributions as shawn in figure 6.2. The results for 400 ~:{eV are displayed

in figure 604. Here we show. ê15 a function of transverse momenta. the anisotropy

ratios obtained for bath nlOlllPllt unL-independent and monlentum-dependent mean

fields for bath soft and ~tiff equê.lrion~ ùf state. vVe aiso show the results obtained

when using an in-mediunl cross-section (density-dependent reduction of coefficient

a =0.20 for monlentum-independent mean fields and self-consistent for momentum­

dependent mean fields). The experimental data indicate that the anisotropy ratio

steadily increases w1th Pt.

Let us first consider the results obtained with the free-space cross section (top

panel). \oVe find that both the momentum-independent and the momentum-dependent

mean fields produce anisotropy ratios that also increase with Pt! with the momentum­

dependent result increasing faster conlpared to that of the momentum-independent

result. The momentunl-independent results shovr no sensitivity ta the equation of

state while the monlentum-dependent results show a \\'eak sensitivity. producing a

3For alI fits presented in this figure. the \ 2 per degree of freedom varied from - 0.5 -+ 2.5.
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Figure 6.-1: E).,-perimental and simulated nlid-rapidity free proton

•

anisotropy ratios for Bi+Bi collisions at -100 ~[eV. The top (bottom) panel

is for free-space (in-nlediunl) nucleon-nudeon cro.5S sections as described in

the te).,t. The circle.5 are for rnonlentunl-independent mean fields. The di­

anl0nds are for ~ID\1-type mornénturu-dependent potentials and the open

boxes are for GBD-type potentials. Open (solid) points are for soft (stiff)

parameterizations of the mean field. The filled squares are the experimen­

tal results[38]. ~ote that a value of Rn. < 1 ïmplies preferred in-plane

emlsSlon.
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slightly higher anisotropy ratio for large tra.'1syerse monlenta \Vith the stiff equation

of state. This trend is in qualitative agreement with [153]. In addition, the GBD­

type nlean field also results in a larger a.nisotropy ratio than that of the MD\'l-type

mean field4 . The figure indicates that the momentum-independent mean fields fit the

observed anisotropy ratio for p..!.. < 450 ~[e\r/ c and underestimates it for P.L > 450

)..[eV/c. AU nlomentum-dependent mean fields produce anisotropy ratios that over­

shoot the data.

\'9C now tum to the results obtained \vith the in-medium cross section~ we find

that inclusion of the latter leads to dropping anisotropy ratios for all mean fields.

Thus. the agreenlent with the monlentum-independent nlean field is worse and the

agreement \Vith the IllomeIltum-dependent mean field is better than \vithout the in­

medium cross section. Abo. note that differences in the equation of state for the

monlentunl-dependent interaction are smaller with an in-medium cross section than

without (in facto there 15 only an inJîstinguishable 5tatistical difference at the high­

est transverse momenta of Pt = 650 ).[eV/c). The GBD-type momentum-dependent

mean field still gi\-es a larger allisotropy ratio than the )'ID\l-type mean field. ~ote

that the GBD-type potential is rnore repulsi\'e than the ~IID\l-typepotential at high

momenta as evidenced in figures 3.2 and 3.3. AlI mornentum-dependent mean field

results produce the S,,1111e trends as seen in the data for aH transverse momenta. Qual­

itati\·ely. the simulations slightly over-predict the anisotropy ratio for all transverse

momenta. For the momentum-independent mean field however neither the trend

nor the magnitude of the data is reproduced when medium effects are included into

the nucleon-nucleon cross section. From this figure. we find that the best agreement

with the data is pro\-ided by the )'[D\l-type mean field (either stiff or soft) with an

in-nleclium cross section. This analysis of 8i+Bi eHiptic flow data was also anal~yzed

with a transport model by Danielewicz[31]. In that work a different parameterization

of the momentum-depenclent mean field was used. The mean field used there also

4See figures regarding the optical potential for ~IDYI and (~)GBD.
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reproduces the measured nuclear optical potential as displayed in figure 3.1. Our re­

sults agree \vith the results presented in that analysis for the momentum-independent

mean field and for the nlomentunl-dependent mean field with an effective mass of

'm- lm = 0.65 at the Fenni surface.

The picture we haye presented 50 far ha.s accollIlted for the increasing mid-rapiclity

anisotropy ratio \\"ith transverse rnornenta. Ho\ye\·er. an explanation of the enhanced

squeeze-out obsen·ed for nl0nlentunl-dependent oyer tllat of momentum-independent

mean field potentials has yet to surface. Consideration of the functional dependence

on momenta that the rnonlentum-dependent potentials respect indicates that the

attracti\·e monlenturu-dependent ternI is minimum when the denominator is max­

imum. The latter corresponds ta (p - p') for )"'!D\15 • assuming a maximum (c.f.

equations (3.ï) and (3.11)). Thus. leading6 projectile and target nucleons \\-ill ex­

perience a rapid drop in the attracti\"e part of the potential just as the two nuclei

begin ta interpenetrate. Compared ta the potential experienced by a nucleon with

a momentum-independent mean field. the potential for the momentum-dependent

mean field at this point is more repulsh'e. In a.ddition. figures 3.2 and 3.3 indicate

that. for momentum-dependent potentials. the 1055 in the attractive part is stronger

for larger momenta. Thus. for mornentum-dependent potentials. higher momentum

partides are less tightly bound ta the 5urrounding nuclear medium than compared

with the momentum-independent mean field potentials. In this scenario. we thus ex­

pect high momentunl particles ta escape more etfectiyely from the former potential.

This picture was indeed found ta be the case.

Larionov [153} has also investigared the elliptic flow in tbis energy regime in con­

junction \Vith data from L9ïAu+Au collisions fronl the FOPI-L.~1>\rDcollaboration[154].

In that work, a )'ID\l-type monlenturn-dependent potential was employed using the

(Gaussian smoothed) test-particle method~ however. they have to our knowledge

5For the GBD potential. this condition is for (ff- < p' ».
6The leading nucleons are more sensitive to the non-equilibrium situation present at the begin-

ning of the collision.
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assumed a local zero teluperature nudear matter distribution for the nuclei at all

times. Thus. one nlight expect non-equilibrium effects to have a smaller effect in

that nl0del. Furthernlore. as we do observe sensitivity to saturation properties (at

densities greater than nornlal nuclear matter densities) of the momentum-dependent

mean field potential (c.f. the G BD and ~IDYl differences in the mean field as shown

in figures 3.2 and 3.3 ) this obsenrable \\'ould seem tO pro\-ide a nice test bed for

different implementations of nlonlentum-dependent pûtentials used in the literature.

We stress that the effect observed in this work is a non-equilibrium effect that is

not observed with the nl0nlentum-independent potential. In fact, the latter depends

solely on density and does not care about the local nlomentum distribution. and is

thus insensitive ta the non-equilibriunl momentum distribution of the nucleons.

Pre\iously. we had rnentioned that the self-consistent in-nledium nucleon-nucleon

cross section developed here gave substantially different predictions (for in-medium

cross sections) than that of the sinlple density-dependent parameterization. Fur­

thermore. we showed that these clifferences are more pronounced at higher energies.

Thus. we tum to measurenlents of the Bi+Bi elliptic ftow for laboratory bombarding

energies of E,jA. = 7'00 and 1000 NlevjA. As we are interested in the behaviour of

the in-mediunl cross section. we consider only the ~[D\l-type mean field of compress­

ibility [( = 210 ~IeV. In figure 6.5. we present the results we have thus obtained

\\ith the ~vlD\l-type nlomentum-dependent mean field \\ith and \vithout the self­

consistent in-mediunl cross section for energies of EklA = 200, 400, 700 and 1000

~IeV. For -tao ~leV lA. the results from figure 6.4 have been re-plotted. Our results

indicate that at 700 :vle\ï.-\. we obtain excellent agreement with the data both with

and \\ith-out the in-mediunl cross section. At 1000 ~-Ie\t/ A~ both parameterizations

of the cross section agree with the data only for p~ < 700 ~le\i1c. For transverse

momenta larger than this. our results stan to diverge from the data trend. As far as

the differences bet\veen the free space and in-mediunl cross sections are concemed~

we find as e:-"t>ected, that the effect of the self-consistent in-medium correction to the
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Figure 6.5: Sanle as figure 6.4 for the ~IDY1-type momentum-dependent

mean field with and without the self-consistent in-medium cross section.

•

\Ve have used the soft equation of state of compressibility K = 210 MeV.

~Io\"ing frOID left to right and top to bottom the laboratory bombard­

mg energies shown are 200. -l00. 700 and 1000 ~1e\'" per nucleon respec­

tively. The filled squares are as in figure 6.4. The open circles~ dark

solid circles and shaded solid circles are for a free-space ~ self-consistent

and density-dependent reduction in the in-medium nucleon-nucleon cross

section. There are no data points available at E k f.4 = 200 MeV.
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free space cross section decreases with increasing bombarding energy. That is. the

reduction of the elastic cross section due the self-consistent in-medium correction is

more pronounced at low energies.

vVe have also employed the densiry-dependent nl0dification to the in-medium

cross section as discussed in section 3.2. The results for these calculations are also

displayed in figure 6.5. Inspection of this figure indicates that this parameterization

of the in-medium cross section is more pronounced at high energies, in contrast to the

self-consistent in-medium cross section. This is as e::q)ected, since higher densities

are probed at higher energies. .-\S far as the anisotropy ratios are concerned. we find

that (for Ek/A. = -l00. :-00. and 1000 :\'1e\") the density-dependent in-medium mod­

ification differs fronl the self-consistent nl0dification for high momentum nucleons

only. However. for the lowest energy case (Ek/A. = 200 :vleV). the self-consistent

in-medium modification prodllces a considerably smaller anisotropy ratio for all nu­

cleons \Vith transverse monlenta in excess of 300 ~IeV/c. These results are consistent

with figure 3.S. In addition. these results are also consistent \Vith the spectator shad­

owing scenario preYiously rnentioned. In this case. a smaller value of the in-medium

cross section results in a larger nucleon mean free path which allows nucleons to

escape into the reaction plane through the spectator matter with greater ease.
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Chapter 7

Conclusion

The problenl presented in this work. nanlely. a solution tO the many-fermion proh­

lem for dynamical studies of collisions of hea\'y nuclei has been realized with a

momentum-dependent lattice Hanültonial1 solution of the BUU equation. This is

the first realization of this illodel as applied ta heavy ion collisions and as such

represents significant ad\"anCenlent in continuing the predictive power of the BeU

equation for low energy srudies of collisions of heavy ions.

Of the main features. we have implenlented a momentum-dependent mean field

that closely matches the experinlentally obseryed nucleon optical potential as weIl as

modern detailed microscopie calculations of the nuclear equation of state. Further­

nlore. \Ve have refined the t\Vo-body collision term by incorporating an in-medium

effect on the nucleon-nucleon cross section that consistently takes into account the

momentum-dependence of the nuclear mean field. This is the first time such an

approach has been implernented in the study of heavy ion collisions and adds con­

siderable flexibility to our mode!.

vVe have implemented our model at energies ranging from '" €f to 1000 Me\.tjA.

•-\.s pre\ious implementations of the momentum-dependent BUU model at lowen­

ergies had been plagued \Vith energy consef\ëltion issues~ the lattice Hamiltonian

solution that we have adopted here for rnomentum-dependent mean fields represents

113
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a great leap in the predictive power of the BUU Equation in this energy regime. In

particular. we ha\'e attained energy conservation far better than previous attempts

\\'1th a momentum-dependent nlean field. And as such the model developed here

represents a state-of-the-art code suitable for low energy studies.

The experinlental resllits that we ha\'e addressed in this work range from directed

ftow inversion and linear nl0nlentum transfer in the energy range of Ek/A. : 20 -1'

150 lfeV/A. ta elliptic flow in the energy range of Ek /.4. : 200 -1' 1000 ~reV/A.

\Ve have qualitatively reproduced the observed fiow inversion at low energy. For

the linear mOlllentum transfer data. comparison with our model favours a ~[Dy1­

type lllomentum-dependent nuclear mean field of compressibility [( = 215 ~[eV.

In addition. these sanle observables are in better agreelllent \\ith our model when

we incorporate the self-consistent in-medium nlodification to the nucleon-nucleon

cross section. For the higher energy elliptic flow data. we find that at Energies of

Ek/A = -100 and 700 :\IeVjA. the ~IDyl nlean field potential supplemented with the

self-consistent in-medium cross section successful1y reproduces the experimentally

observed signaIs. At the highesr energy Ek/A. = 1000 YleV. our model shows good

agreement with the data for low transverse monlenta. At high transverse momenta

and high energy we bègin ta see our nlodel breakdown.

\Ye have denlonstrated that the momentunl-dependence (along \Vith its implied

in-mediuIll modification of the nucleon-nucleon cross section) of the nuclear mean

field plays a strong raIe in the study of elliptic flow. However. for all studies presented

in trus work. the compressibility has played a nlinor role. It has been shown that

the directed flow in\'ersion at low energy is however sensitive to ail three aspects

of the nuclear many body problem considered here: compressibility. momentum­

dependence and in-medium nucleon-nucleon cross section. However! as these three

aspects combine in a higWy non-tinear fashion. it is clifficult to disentangle the raIe

each plays. Since the self-consistent in-mediunl cross section with a momentum­

dependent mean field is mos! heavily infiuenced at lo\v momenta. further low energy
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studies \Vith our nloclel should prO\'e \-aluable.

Ta summarize. we have for the first time implemented a momentum-dependent

lattice Hamiltonian soLution ta the BUU transport equation. Furthermore, we have

also for the first time coupled this equatian to a numerical solution of the self­

consistent in-medium nlodification ta the nucleon-nucleon cross section and obtained

results that show goad agreenlent \Vith experiment.
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Appendix A

TDHF and Vlasov equation

formalisms

• A.l Two-Body Density Matrix

Starting from the totally anti-symmetric nlany-body wave function for an .4 nu­

cleon system. frolu equation (2.1) written in the sîngle-particle basis (c.f. [401 for a

discussion). we ha\'e:

(.-\.1)

Let us transform the creation and annihilation operators from the general basis to

the sanle basis that the many-body wave function is \\'TItten as shawn above. This

yields

a t - )" caia!Q ..-
i

a1 - L cpjaj
j

• ad - L C5kak

k

ai - L c;lal. (A.2)
[
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First. lets examine \yhat the one-body density nlatrLx looks like. Substituting equa­

tions (--\.1) and (--\.2) into the one-body density matrLx. we get:

Pa3 <\lJla~llQI\{J>

, • ,T, 1 t -t t t t 10- L- C3jCai < 'j! C1]a Lal a"! • " . ai ••• a.-l. >
i)

, C3 c· -(-1) i -1 < \{II a ta TL a.t ... CL t-1 a t. 1 .•• a t.10>L- ) ùL - ) _ Z for ."'

1)

- L CjiC: L < wlata~'" a~IO >

(:\.3)

•

a sunl of overlaps.

~o\\". wc turn to the t\':o-body de!lsity rnarrix from equation (2.7). Performing

exactly the sanIe .5teps for the one-body cas~ we get:

- L CcuC3Jcjkc~l < \[J!al a~ ... CL!-t 10> (6jk6il - tSj1tSik )
ljlk

- L cacc;c L c3kc jk - L: Cakcjk L C3CC;c
l k k l

- P~aPJa - pJaP-,a· (A.4)

50 we see that the two-body density matrix can be factorized into a linear combina­

tion of products of one-body density matrices. The above result \Vas obtained using

the fernlion creation/annihilation cornnmtation relations from equation (2.3).

5tarting from equation (2.1DL and using equation (2.11L our aim is to show equation

(2.12). \Ve will break up the two terrns in equation (2.10) into a kinetic and potential

part and calculate thenl separately.
•

A.2 TDHF Derivation
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A.2.1 Kinetic terrn

Setting '" = 0 in oH. = t + (". equatlon (2.10) becomes:

118

(A.5)

Expanding the comnlutators in the above and using equation (2.4). we obtain:

·kif!.
Pa:3

Lsing the commutation relations fronl equation (2.3) to normal order the creation

and annihilation operators and cancelling sorne ternIS. we obtain:

•
p~:; = i~ L «alilll> PJSj - PaIl <J.Ll iI3».

JS

A.2.2 Potential terrn

(A.6)

Setting t = a in place of the (. - a fronl the last section, the TDHF equation

becomes:

(A.ï)

:':ext. insert equation (2.5) for the total potential energy operator into the above and

normal arder the creation and annihilation operators. Rearranging indices. we arrive

at the following result:

;"pot 1 1 ~
Po.3 = -:;-::) L (

Ul - Jl<TV

•
Insertion of equation (A.-l) into the above and collecting sorne terms we have the

intermediate step:
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\Ve now utilize the sillgle-particle potential energy operator introduced in equation

(2.11). Pulling out these factors from the above equation, the time derivative of the

potential part of the one-body density matrix reads:

(:\.9)

Combining the resulrs fronl equations (A.6) and (.-\.9). we arrive at the desired result

gi\'en by equation (2.12).

A.3 Time derivative of the Wigner Transform

•
In this section. we seek to reduce the potential part of the time derivative of the

\Vigner function given in equation (2.16). vVe will use the assumption in equation

(2.17). which asserts that our potential depends on position only (see footnote on

page 15). \Vith this assumption. we have:

(A.10)

•

If we assume that the potential is infinitely differentiable. we can e:-"1>and it about r
using the exponential farm for the Taylor series expansion (where D =dldx)

cc anDn
/(x + a) = L -,-/(x) = eaD J(x).

n=O n.

\Vriting

s -- ih .--_ -lp·sï"- __t"ï_ -lp·sï"-
2e - 2 \pe .

equation (--\.10) becomes:

iPot(- ~ 2 1 l! d3
lU! T,Pl = li (2r.1i)32i s

x Pr:+;'/2,r-i"12 ,
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•

•

with the caveat that Vf" acrs only on the potential u(i~. and the vp acts only on the

exponential e-Ijj·;/fl appearing in thl' above equation1 . ;\-Io\-ing the quantity in large

brackets and uer; outside the integral. \'."e then arrive at equation (2.18), the desired

result.

LAs we have suppressed any momentum-dependence appearing in u. this is obvious, however~ it

must he kept in mind that our single-particle potential u allows for momentum-dependent terms.
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Appendix B

Lattice Hamiltonian solution for

GBD

• B.l Equations of Motion

Starting from the cont inllOUS \'ersion of the GBD mean field potential energy density

fronl equation (3.10), and substituting equution (-l.ï) for the discrete form factor.

the discretized yersion of the fonller reads:

(B.1)

•

where

- Li Rf ra - 1~) Pi (B.2)
< P >(t= ') R('- _ -.) .__} ra. r]

The GBD single-partide potential can be obtained from the potential energy density

by unfolding one single-partide distribution function from the latter. This is the

equivalent of taking the functional derivative of equation (3.11)~ with respect to

J(r. fi)· After substitution of the Lattice Hamiltonian phase space form factor from

equation (-l.ï). we arri\"e at:

u~BD(Pi) = .-1 (;:) + B (~r
121
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Now solving the equations of nlotion given by equation (4.9). using equations (B.IL

(B.2) and (B.3) we get the following:

8G
at

Pi
m.

+ .Yen~lJx)J ~ R(Fa - Fi)-­Q:

x (vp, u~BD(p;) + (1 _R(f:: fi)) FQ)
_Yen~(Ox)3 X L

•
where

(B.5)

•

If we now replace the finite form factor R(Fa -rj) in equation (B.5) \Vith the delta

function fonn factor .Ye~~6(~ - rj ), and keeping in mind that for an infinitesirnal grid

< P >Q:= Pa. then the :Fa în equations (B...1) îs zero 1
• and we obtain the test-particle

equations of motion as discussl'd in section 4.2.2.

l In arder for tms ta remain true. W'e must assume that no t\Va particles have exactly the same

configuration space caardinate r.
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