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Abstract 

Charm Jets in photoproduction have been studied in electron-proton collisions with 

the ZEUS detector at HERA, using an integrated luminosity of 120 pb- 1
. Jets were 

reconstructed using the longitudinally invariant kT-clustering algorithm. The dijet 

cross section for events containing at least one Dd charmed meson was measured 

as a function of various observables sensitive to hard scattering and the structure of 

the photon. The results are compared with predictions from leading-order parton­

shower Monte Carlo simulations and with next-to-leading-order QCD calculations. 

DifferentiaI cross sections of dijets as a function of the angle between the charm 

jet and the proton-beam directions in the dijet rest frame have been measured for 

samples enriched in direct or resolved photon events. The angular distribution shows 

a steep rise for resolved photon events in the photon direction, providing a clear first 

evidence for the existence of charm originating from the photon. The shallower rise 

for direct photon events as weIl as for the resolved photon events in the proton 

direction are consistent with the quark exchange diagrams. 

The chann fragmentation function has also been measured for the first time at 

HERA. The fragmentation variable z is given by the ratio of E + Pli for the D* 

meson and that for the associated jet, where E is the energy and Pli the longitudinal 

momentum relative to the jet axis. The measured cross section was compared to 

different fragmentation models incorporated in both leading- and next-to-leading­

order frameworks and to the results from e+e- experiments. 



Résumé 

La production de jets charmés en photoproduction a été étudiée dans les collisions 

électron-proton à HERA avec le détecteur ZEUS. La luminosité intégrée était de 

120 pb- l . Les jets ont été reconstruits grâce à l'algorithme longitudinalement in­

variant de regroupement kT. La section efficace des événements à jets doubles et 

contenant au moins un méson charmé D d a été mesurée en fonction d'observables 

sensibles à la diffusion "dure" et à la structure du photon. Les résultats sont com­

parés avec les prédictions de simulations Monte-Carlo de premier ordre et de calculs 

QCD de second ordre. 

Les sections efficaces différentielles des doubles jets on été mesurées en fonction de 

l'angle entre le jet charmé et la direction du proton dans le système du centre de 

masse des jets pour des échantillons enrichis en photons directs ou résolus. Les 

distributions angulaires démontrent une croissance prononcée dans la direction du 

photon dans les cas résolus, révélant ainsi, pour la première fois, l'existence de 

charme provenant du photon. La croissance plus lente dans la direction du proton 

dans les deux cas est consistente avec les diagrammes d'échange de quarks. 

La fonction de fragmentation du charme a également été mesurée pour la première 

fois à HERA. La variable de fragmentation z est définie par le rapport des E + Pli du 

méson D* et du jet qui lui est associé, où E est l'énergie et Pli est la quantité de mou­

vement longitudinale dans la direction de l'axe du jet. La section efficace mesurée 

est comparée à différents modèles de fragmentation incorporés dans le cadre de 

prédictions de premier et second ordres, ainsi qu'aux résultats des expériences e+e-. 
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Chapter 1 

Introduction 

When around thirty years ago the charm quark was discovered [1] and consequently 

interpreted [2] as the first heavy quark, it came as a big surprise. The discovery of 

the bottom quark [3] along with the top quark [4] thereafter completed the heavy 

quark sector. Heavy quark physics subsequently provided a means for understanding 

the dynamics of the strong interactions. Quantum Chromodynamics (QCD) is the 

theory of strong interactions among the constituents of hadrons (quarks) via the 

exchange of massless gauge bosons (gluons), which themselves carry colour and 

interact with each other. Because of colour confinement, quarks and gluons cannot 

be directly observed, but give rise to sprays of particles called 'jets'. Heavy quark 

or chann initiated jets can therefore be used to study the dynamics of the hard 

scattering by providing a hard scale based on theiI' heavy mass. 

High-energy collisions at the HERA ep collider between a quasi-real photon (ra­

diated from the electron beam) and a proton provide an ide al ground to probe the 

structure of the photon. However, given the Heisenberg uncertainty principle, the 

structure of the photon arises from quantum mechanical fluctuations in which it 

can split into quark anti-quark pairs, which can then further develop a hadronic 

structure. The photon structure can thus be probed by studying the fraction of 

the photon's momentum contributing to the production of the two jets. Measuring 

the angular distribution of the outgoing jets associated with at least one charmed 

meson allows the dominant subprocess to be determined. If one of the jets is ex-

1 



CHAPTER 1. INTRODUCTION 2 

plicitly tagged as a charm jet, the sign of the dijet scattering angle can be defined. 

Although the chann quark has not been observed to be a constituent of the photon 

and, if indeed it originates from the photon, the charm jet should lie in the photon 

hemisphere. 

The nature of these charm-initiated jets thus constitutes an intuitive test of per­

turbative QCD (pQCD) and also allows to gain insight into the dynamical pro cesses 

responsible for the transition from partons to hadrons. The hard process pro duces 

the charm quark which is then bound by soft interactions to the light ones into a 

hadronic final state, resulting in the observed D*± mesons having a fraction of the 

momentum of the original c-quark. This transition from ac-quark to a charmed 

meson (or fragmentation function) can be studied by using the fraction of the jet 

energy carried by the Dd meson along the jet axis. The definition of such energy 

fraction was developed in this thesis for ep collisions, and the resulting function has 

the same features as the those studied at e+e- collisions. 

The analyses of the dijet angular distributions and charm fragmentation at HERA 

described above are presented in this thesis. First, the theOl'y of hard photoproduc­

tion is presented. Then, in chapter 3, heavy quark production as well as recent 

results from different colliders are given. In chapter 4, the HERA collider and the 

ZEUS detector are presented, emphasizing the compements used for the analyses. 

The relevant physics simulations are discussed in chapter 5. Jet production and the 

jet reconstruction algorithl11s are discussed in chapter 6, followed by the detailed 

event and kinematic reconstruction leading to the analyses presented in chapters 8 

and 9. In the first analysis (chapter 8), the dijet angular distributions in charl11 

photoproduction are presented, probing the hard scattering dynal11ics as weIl as the 

structure of the photon. The second analysis (chapter 9) provides the first l11easure­

ment of the charm fragmentation function at HERA. Chapter 10 summarises the 

results presented in this thesis. 



Chapter 2 

Theory of Hard Photoproduction 

The photon is a fascinating particle. lts concept originated in the first years of quan­

tum mechanics. The study of electromagnetic interactions with matter then played 

a prominent role throughout the history of quantum theor·y. At first, the photon was 

regarded as structureless, and the theory was very successful in predicting various 

spectral lines and their intensities and in understanding other pro cesses such as the 

atomic photoelectric effect. As the scale of available energies increased, it was found 

that through an interaction with a Coulomb field the photons could materialize as 

pairs of electrons. Although not usually thought of in these terms, this phenomenon 

was the earliest manifestation of photon structure. 

The first generation of photon-nuc!eon fixed- target scattering experiments (for a 

review refer to [5]) revealed that in these reactions, the photon behaves like a vector 

meson (e.g., p, w, cp, ... ) with the quantum numbers of the photon, spin = 1, parity 

= -1 (Fig. 2.1). The anomalous photon component shown as a blob indicates that 

many diagrams can contribute to this process. 

The lifetime1 for a given state of the photon (say p meson), for El r-v 10 CeV 

corresponds to Dt = 2EI/m~ rv 3 X 10-23 S = 9 fm, which is of the order of 

e2 1 
l The convention c = fi = 1 and - = a = -- is used. 

47T 137.04 

3 



CHAPTER 2. THEORY OF HARD PHOTOPRODUCTION 

Direct Resolved 

Î .NVVVVV\NVVV\J\ + ~ + 
anomalous VMD 

Figure 2.1: Schematic representation of the difjerent states of the photon: 
apart from the bare photon state (direct)! the photon can fluctuate into quark­
anti- quark pairs without form'ing a hadronic bmmd state (anomalmls)! or form 
a vector meson (V MD). The photon can therefore interact directly or through 
its resolved 8tate8. 

4 

magnitude of a resonance lifetime. Therefore one can expect that the interacting 

photons behave like vector mesons (or more generally like a sum of vector meson 

states). This ide a has led to a successful description of photon nu cleon interactions 

(Vector Meson Dominance VMD [6]) which are weIl satisfied in interactions with 

smaU transverse energy in the final state. 

With the increase in center-of-mass (CM) energies, sever al fixed target experiment 

at CERN and FNAL found significant deviations from the VMD model by observing 

an excess [7] of final-state hadrons with large transverse momenta. This could only 

be explained with the advent of QCD as the theory of strong interactions. In QCD 

the photon can either directly interact with quarks and gluons in the hadronic target 

(direct photon process) or could also resolve into a hadronic structure (resolved 

photon pro cess ) and the partonic constituents of the photon could participate in 

the hard scattering leading to jets in the final states. After the evidence for jet 

structure in the final state was reported [8], it led to a successful test of QCD. 

In the following section a short review of photon spectra is given, followed by an 

intuitive development of QCD as a theOI'Y and its application to photonic processes. 

2.1 Virtual Photons 

In current experiments at HERA, the photons are produced by highly energetic 

leptons, snch that the photons carry only a fraction of the energy y of the incoming 
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lepton (y = E~i/ Ee, where E, is the photon energy and Ee the initial energy of 

the electron). The photon spectra can then be understood in tenus of y and the 

negative squared four momentum transfer Q2, from the lepton. Various pro cesses 

can then be distinguished in terms of the fluctuation time, based on the 'available 

energy scales' like Q2. 

@ For a highly virtual photon (Q2 » 1 GeV2) ta be emitted from an electron with 

energy Eq, the fluctuation time is given by: 

(2.1) 

The time of fluctuation for E, = 1000 GeV, Q2 = 400 GeV2 is Dt(e -7 e~() = 

1 fm. 

@ For the emission of a quasi-real photon (Q2 ~ 0 GeV2) with no transverse 

momentum in the collinear limit (see 5.2.1), the corresponding time is 

where 

2E, 
Dt = Q2 , ' 

m2n 

(2.2) 

(2.3) 

and me is the mass of the electron. The ratio in Eq. 2.3 gives the smallest 

virtuality (Q~in ~ 10-7 Ge V2 ), of photons that are generated by the electrons. 

At photon energies E, = 1000 GeV, the fluctuation time is Dt(e -7 q') ~ 4 {lm. 

$ Fluctuations of the photon into a quark anti-quark pair qq depend on the fraction 

of energy x" carried by the quark relative to photon energy E" For quasi-real 

photons, 

2El x, (1 - x,) 
Dt = 2 2 (2.4) 

mq + Pt,q 

where mq and Pt,q are the mass and transverse momentum of the (anti-) quark. 

Assuming symmetric energy sharing (symmetric configuration) between the light 

quark Cln,~ + Pt,q ~ A~CD' see chapter 3.) and its anti-quark with small Pt,q at 

E, = 1000 GeV, the fluctuation time is Dth -7 qq) = 1000 fm. 
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Therefore, the formation of a qq pair from a virtual photon is only allowed if the time 

of the qij fluctuation lies within the lifetime of the e, state. A subsequent formation 

of a gluon from the (anti-) quark q ---+ qg has a lifetime which lS then suppressed by 

the energy fraction xI' and the quark energy fraction z, which is taken by the gluon: 

xI' . z(l - z). Using xI' = 0.5 and an asymmetric energy sharing between the quark 

and massless gluon of z = 0.1 results in a lifetime which is 20 times shorter than 

the, ---+ qq fluctuation. 

In summary, since the lifetime of the exchanged photon is long with respect to the 

characteristic time of the hard-subprocess, the electron beam can be considered as 

a source of approximately massless, collinear photons, so that RERA can effectively 

be considered as a ,p collider. This scenario is referred to as photoproduction. While 

at large Q2 » 1, defined as the Deep Inelastic Scattering (DIS) regime, the time 

L.t(r -+ qq) is therefore limited by the time L.t( e ---+ e,). 

The collisions between protons and quasi-real photons as studied in this thesis at 

RERA correspond to energies around 8 - 39 Te V in the proton rest frame2
. Therefore 

the qq fluctuations from the photon typically last "" 104 fm, whereas the fluctuation 

involving gluons is 1-2 orders of magnitude shorter. Since the Urne of the photon 

fluctuations lS large enough, both the direct and resolved photon interactions are 

possible. 

2.1.1 The Equivalent Photon Approximation 

As Cl. source of quasi-real photons can be obtained from electrons, it lS important to 

know the energy spectrum and the amount of photons which can be obtained from 

such a source. This can be obtained by calculating the electron-proton scattering in 

the equivalent photon approximation (EPA) [9]. In this approximation one considers 

a field of fast charged particles (electrons) radiating a flux of photons with energy 

distribution 'n(y) 1 where y denotes the fraction of the photon energy relative to 

2 within the fractional energy range 0.167 < Y < 0.77. 
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the electron energy. Electromagnetic electron-proton scattering can therefore be 

reduced to photon-proton interactions: 

(2.5) 

where O',p is the total photo-absorption cross section and Q2 is the virtuality of the 

photons. The first photon spectra were calculated by \i\feizsiicker and Williams [10] 

neglecting the virtuality of the photon and tenns involving the longitudinal photon 

polarization. This approximation is usually referred to as the Weizsiicker-Williams 

approximation (\i\fWA). By integrating the emission of quasi-real photons in a log­

arithmically large interval Q;nin~ Q2 ~ Q~ax « 1 Gey2 and in a small fractional 

energy bin dy, the equivalent number of photons can be obtained as: 

(2.6) 

with 

Œ [1 + (1 -y)2 Q'?nax (1 1) ] 
j~/e = - ln Q2. - 2m~y Q2. - Q2 

2n y mm mm max 
(2.7) 

Here Œ is the fine structure constant and Q;nin is the kinematic lower limit given 

by Eq. 2.3. Fig. 2.2 a) shows the energy spectrum of quasi-real photons emitted by 

electrons for Q~a:r = 0.01 Ge y2. The number of photons decreases at large photon 

energies y > 0.2 by an order of magnitude, but rises steeply towards small photon 

energies y < 0.2. 

The accuracy of the W\i\fA has been studied for many pro cesses [9]; in the case 

of photoproduction at HERA, the WWA is found to be better than 1%. For jet 

production with transverse jet energies Ei et » JCi2 and un-tagged electrons \vith 

Q2 < 4 Gey2, corrections to the VvWA modify [16] the cross section typically by 

5%. The total photon-proton cross section, (litt, as a function of 'YP center-of .. mass 

energy (VV,p) is shown in Fig. 2.2 b). At lower energies, the pro cess where the 

photon f:l.uctuates into a vector boson dominates the cross section, while at higher 

W')'p energies the YMD cannot explain the observed excess in the final state. It can 

however be explained in terms of parton-parton scattering within QCD, which will 

be discussed in the following section in more detail. It should be noted that the 
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-1 
10 

-2 a) 
10 0 0.2 

e ZEUS 1996 - 2000 

0.4 0.6 0.8 1 
Y 

160 

130 

III! ZEUS 1996 

OHll994 
. low-enel'gyexpetiments 

•.•.•. DL98 

- ZEUStït 

b) 

Figure 2.2: a) The energy spectrum of quasi-real photons emitted by elec­
tT'Ons lS shawn as a funct'ion of the scaled photon energy y = Er/ Ee, for a 
maximum virtuality of Q2 = 0.01 Ge r, the data compared is fOT dijet events 
associated with charm quarks presented 'in chapter 8, assuming the symmet­
ric configumtion between c and c, i.e. :1:r > 0.5. b) Measurement of the 
total photon-proton cross section at different center-of-mass (CM) encf'gies 
(open square: Hl [ll), full square: ZEUS [12}, filled circles: the low-energy 
data [13}). The dotted dashed curve shows the DL98 pammeterization [14} 
and the solid curve is from ZEUS fit [15}. 
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"VMD" label is synonymous with that part of resolved photon interactions where 

the quark anti-quark pair of the photon forms a bound state before the scattering 

process. 

2.2 QCD as a Theory 

QuantmIl Chromodynamics (QCD) is the theory of strong interactions, one of the 

four fundamental forces in nature. It describes the interactions between quarks 

and gluons, and in particular how they bind together to t'orm the class of particles 

called hadrons. In the 1970's QCD was developed as a field theory where the strong 



CHAPTER 2. THE ORY OF HARD PHOTOPRODUCTION 9 

interaction is mediated by a massless spin-1 boson, the gluon. The crucial difference 

between QED (Quantum Electrodynamics) and QCD is that gluons carry colour and 

hence couple to each other, whereas photons do not carry charge. This means that 

the strong coupling 'runs' in an opposite direction to the electromagnetic coupling 

and becomes very large at low moment a, ensuring that the coloured quarks and 

gluons are confined within colour singlet hadrons. The basic interactions that occur 

in almost all colliders are not between the quark themselves, rather between the 

composite hadrons, which is the basis of so called Parton Model as described below. 

2.2.1 The Quark Parton Model 

Feynman's parton model [17] assumed that the proton is composed of free point-like 

constituents, called partons. The basic idea was based upon an intuitive picture 

of inclusive high energy scattering of composite systems, where one requires a very 

large momentum transfer. Suppose, for example, that hydrogen atoms are collided 

against each other and it is required to have pairs of electrons with large momentum 

transfer in the final state. The most likely mechanism for produeing sueh an event 

is the collision of two electrons from the two incoming hydrogen atoms as shown 

in Fig. 2.3. If the transverse momenta of the eleetrons are much larger than the 

hydrogen atom binding energy, to a good approximation the cross section can be 

calculated from the elementary electron-electron scattering, applied to a beam of 

incoming free electron. The fact that a high transverse momentum is required, 

implies that the binding of the electrons to the nuclei cannot have an important 

effect, in other words electrons behave as free particles in the collision. Although 

after the two electrons collide, the remaining constituents of the original atoms (i.e 

the protons in the case of hydrogen) can also be found in the final state, thus the 

high momentum transfel' is instead needed for the reaction to take place in a very 

short transverse distance. This requirement of high momentum transfer is generally 

referred as 'hard scattering'. On the other hand, if the momentum transfer were of 

the same size as the momentum of the electron in the atom, the binding properties 

of the system could no longer be negleeted, hence the interaction would be referred 
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Figure 2.3: Scattering of two hydrogen atoms. 

to as 'soft scattering', and would depend on phenomenological "binding energy" 

models to describe the cross section. 

Assuming now that the same hydrogen atom is moving in a relativistic system, 

in which a11 the constituents have velocities of the order of c, the speed of light, 

and comparable energies, the distribution of these constituents within the system 

due to time dilation may then be considered as 'frozen' (non-interacting). The 

hard scattering cross section would then depend only on the probability of finding 

a constituent within the system. 

Deep Inelastic Scattering (DIS) : A Practical example 

Consider an incoming high energy lepton that scatters from a hadronic system 

(proton) via the exchange of a virtual gauge boson. Depending on the exchange 

boson, two major pro cesses can 0ccur. If the exchange particle does not carry any 

electrical charge h, Zn), the pro cess is called ne'utral curTent DIS, leading to the 

same lepton in the final state as in the initial state. On the other hand, if the 

exchange boson carries an electric charge (~'V±) with a different final state (such 

as a neutrino) from the initial lepton, it is then called charged curTent DIS. In the 

following, only neutral current pro cesses will be considered, although most of the 

arguments can a1so be applied to charged current events. 

Based on the assumptions made for the hydrogen atoms, we apply simple ruIes: 
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Figure 2.4: Deep inelastic scattering at HERA. 

the cross section to be considered is of the colliding partons. We then assume that 

the hadron beam is a beam of partons, with momentum distributed according to 

the Parton Distribution Functions (PDF), while neglecting the transverse momenta 

of the partons and their masses. 

As illustrated in Fig. 2.4, k and k' are the incoming and scattered lepton 4-

momenta respectively and pis the 4-momentum of the incoming proton. At a given 

center-of-mass energy (Vs), the kinematical variables of the process are described 

by two variables among the following Lorentz-invariant quantities: 

Q2 
:r--­. - 2p· q (2.8) 

p . q p . k' 1 - cos Be 
y = - = 1 - -- = (Partonic CM frame) (2.9) 
. p·k p·k 2 

where, Q2, is the negative square of the momentum transfer and specifies the virtu­

ality of the exchange boson. For Q2 » 0 the pro cess is in the DIS regime, whereas 

for Q2 rv 0, the pro cess takes place in the photoproduction regime, where a real 

photon collides v,rith the proton. The variable y in the partonic CM frame relates to 

the electron scattering angle Be and in the laboratory frame is the fractional energy 

loss of the electron. 
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In the "infinite momentum frame" of the proton, where the proton momenturn is 

large such that all the constituents move along the proton direction and all masses 

can be neglected, the conservation of 4-momentum implies: 

o ~ m 2 = (E,p + q)2 = (E,p)2 - Q2 + 2E,(p. q) ; (2.10) 
Q2 

~E, ~ --=x 
2p· q , 

(2.11) 

Therefore, the Bjorken scaling3 variable .T [18], is simply the fraction E, of the lon-

gitudinal proton momentum carried by the parton in the hard scatter. The corre­

sponding partonic process is the scattering of a charged parton4 with the lepton. 

The cross section for this process, assuming a single boson is exchanged, can be 

written as [19]: 

(2.12) 

where fg(x, Q2) is defined as the probability to find a parton of type q inside the 

proton with fractional momentum x, at the probed scale Q2, of the total proton 

momentum, the sum running over aH charged partons. The functions f~ are the 

parton distribution functions (PDF). Experimentally one measures s, y and x, with­

out imposing any conditions on the hadronic final state. The parton model from 

Eq. 2.12 makes rather remarkable predictions: 

1. It shows that DIS cross section scales with energy (8 or Q2) at fixed x and y. 

It means that if one measures a hadronic cross section at an experiment with 

a given energy, one can exactly predict the total hadron cross section at some 

other coUider with higher energies (Scaling). 

2. The functional fonn ofthe cross section depends on y, which is the characteristic 

of vector interaction with fermions and thus is the direct evidence of the fact 

that charged partons are fermions (spin - ~). 

3 Scaling rneans that if a cross section is expressed in terrns of dlrnensionless pararneters (like 

x and y). in the lirnit of high energy the cross section sc ales like the energy in the process, 

according to its canonical dimension (d~~y oc J3)' 
4 a quark or an anti-quark. 
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Usually Eq. 2.12 is rewritten using new functions FI and F2l called structure func­

tions, 

(2.13) 

which are related to the parton distribution function of the proton by 

F2 (x, Q2) = L e~xf~ (x, Q2) (2.14) 
q 

(2.15) 

This latter relation between FI and F2 is known as the CaHan-Gross relation [20]. 

A third structure function F3 for the proton must be introduced for the description 

of scattering through the exchange of heavier ZO and ~T± bosons. 

The scaling phenomena of the parton model were first observed in a DIS exp er­

iment at SLAC [21] around 1968 as shown in Fig. 2.5. Even more spectacular was 

the observation in e+e- annihilations that the total hadron production cross section 

was found to be proportional to the muon pair cross section at high energies. On the 

other hand the experimental confirmation of the CaHan-Gross relation along with 

the y dependence (existence of spin- ~ charged partons) of the cross section allowed 

the identification of Feynman's partons with Gell-Mann's quarks and the model was 

called the Quark-Parton Model (QPM). It should be mentioned that the fractional 

charge of the partons was confirmed using neutrino-nucleon scattering and the pos­

tulated number of three valence quarks in the proton and neutron obtained from 

the Gross-Llewellyn Smith (1969) sum rule5 

1 l 

/ d
2
X (F3l/P ( x) + F:,vn ( :r)) = / dx ['Uv ( x) + dv ( x )] = 3 , (2.16) 

o 0 

was experimentally confirmed to be 3.2 ± 0.6 [22]. 

5 The sum rule counts the number of valence quarks in the nudeon. 
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Figure 2.5: The scaling behaviour in terms of stTUcture function F2 (denoted 

by vlV2 ; where v = 2~I2x is the energy of the exchanged boson) is shawn as a 
function of Q2 for w = ~ = 4 as measured at SLAC. 

2.2.2 Improved Parton Model 

14 

Although the Quark-Parton Model gives a reasonable description of the experimental 

results for lepton-nucleon interactions, it cannot explain how the charged partons 

are bound together to form the proton. Also the assurnption that the proton consists 

solely of charged quarks irnplies that the surn of the momenta of the charged partons 

would be equal to that of the proton; 

1 l dx LXjJp)(x) = 1 
o q 

(2.17) 

Experimentally, this va.lue was found to be ;::::;: 0.5 [23]. This, along with the con­

firmation of the number of valence quarks (Eq. 2.16) implied that the protons not 

only consist of charged spin-~ partons (qua.rks) but also of neutral particles. Evi­

dence for the existence of these neutral particles (gluons) was found in 1979 via the 

observation of 3-jet events in e+e- annihilation at DESY [24]. 

The QPM approach, where the proton consists only of quarks was then modified 

to include gluons. This then became the foundation of QCD, where quarks interact 

via the exchange of gluons. Gluons themselves can split into quark pairs or gluons. 
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But the inclusion of gluons also creates the possibility for them to split into quark 

pairs which can have a transverse momentum component. In the case of DIS the 

gluon can even couple to longitudinally polarized photons. Thus the leading order 

prediction of Callan-Gross is violated by incorporating these radiative corrections. 

One then defines FL = F2 - 2xFl as the longitudinal structure function. The cross 

section from Eq. 2.13 can then be rewritten as 

d2 (J"ep 41ïŒ2 , ') 

dQ2dx = XQ4 [[1 + (1 - y?lF2(X) - Y-;EFL(x)] (2.18) 

Thus in case of scaling FL must vanish and as such a non-zero FL as in Fig. 2.6 a) is a 

further indication of the QCD corrections to the QPM. Fig. 2.6 b) shows the scaling 

behaviour at medium x and its violation for high and small x with increasing Q2. 

In DIS, wh en the virtual photon meets the fast moving proton at low Q2, it can 

only resolve partons that are about the size or larger than its associated wavelength6 

À. Thus the resolution of low Q2 photons is limited to the valence quark of the 

protons. With increase in Q2, the wavelength À shrinks hence additional structure 

originating from the inner radiations (gluon radiation from a quark and/or gluon 

splitting) of the protons can be resolved (made 'visible'). These partons with the 

given momentum fraction x, see their momenta reduced due to these inner radiations 

and with increase in Q2 the large number of "visible" sea quarks and gluons leads 

to a steep rise in the parton density F!}Tn. At large x, where the valence quarks 

dominate, the quark density F:;Tn falls with an increase in Q2. 

2.3 Perturbative QCD Framework 

As can be se en from the previous section (also Fig. 2.7), just by introducing gluons 

in the QPM picture, not only was the scaling violated, but also major divergen­

cies/singularities come into play. Based on the assumption that no strongly inter­

acting particles appear in the initial state, these divergences can be classified as 

Ultraviolet and Infrared, as described below. 

6 The wavelel1CTth À ex: tic = 0.197 GeV fm. 
a VQ2 lcïI 
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Figure 2.6: a) Q2 dependence of FL(x, Q2) at fi:red IP center-of-mass 
energy, liV = 276 GeV measured by Hl [25j. The curves represent various 
pammeterisations within a given theoretical calculation at next-to-lead-ing and 
next-to-next-leading orders (NLO and NNLO). b) The 7'esults [26] from ZEUS 
(solid points) and Hl (open points) for F~rn versus Q2, for six bins at fixed x, 
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2.3.1 Ultraviolet Divergencies 

16 

Consider a virtual photon, with virtuality Q2 = _q2, much larger than the typical 

hadronic scales. The cross section at oth order (Born level) of the strong coupling 

simply comes from diagram a of Fig. 2.7. The ratio of the hadronic cross section to 

the cross section for the production of say a T+T- lepton pair is given by [27]: 

a( 1* -t hadrons) C L 2 
Ro = ) = 3 eq , 

a( 1* -t T+T-
q 

(2.19) 
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Figure 2.7: Diagrams for QCD calculatian up to the arder of as. 

where q runs over the light quark specie~/, and eq is the electric charge of the 

quark of fiavour q. The factor of 3 accounts for the colours8 of each quark. The 

correction of or der as (strong coupling constant) to Ra cornes from the interferenee 

of the virtual diagram b with diagram a, plus the square of the real emission graphs 

(c + ct). After adding the diagrams with self-energy (e + f) on the fermion lines, 

the corrected value of Ra becomes 

order a S1 

d · 2 r' l b _ 33-2nf or er as 1 V\ It l 0 - 127r • 

(2.20) 

where nf is the number of light fiavours. The ultraviolet (UV) cntoff parameter 

.~1 = IL·exp(ljE) cornes from dimensional regularisation [29] in d = 4-2E dimensions. 

Henee, as é ---t 0 =} A1 ---t 00. Thus the expression for R becomes divergent. This 

is called Ultra-Violet divèrgenee. The divergence can be dealt using the principle of 

7 The formula is valid in aU cases as long as one neglects the quark masses. 
8 The quantum number colour was needed in order not to violate the Pauli princip le and thus 

could explain the formation of $1- (after its discovery [28]), made out of three strange (s), quarks 

with same flavour and spin. 
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renormalisation. By redefining as in terms of an arbitrary scale IJ'R 

lv12 

as(fJ) = as + bo log -2 a~ 
!-lR 

the result in terms of as(fJR) instead of as is then given by: 

18 

(2.21 ) 

(2.22) 

The formula for R is finite, so that any deviation from Ro can be used to evaluate 

as(/-iR). For T leptons, Eq. 2.22 at the Z mass, as(rnz) = 0.122 ± 0.006 [27] was 

found to be in remarkable agreement with the LEP1 results 0.124 ± 0.021 [30]. 

The consequence of the above procedure results in expressing the coupling con­

stant in terms of !-lR, called the renormalisation scale. The redefinition of as or the 

content of renormalisation is much deeper. It states that up to any or der in pertur­

bation theory, one can remove aU UV divergences from a physical quantity just by 

redefining the coupling constant. From Eq. 2.21 the lowest order in an expansion of 

as is given by: 

(33 - 2nf) log Q2 / A~CD' 
fJR = Q. (2.23) 

AQCD is the hadronic scale parameter that defines the value of as at large scaies. 

The parameter AQCD is only defined through the formula for as(fJR) and the formula 

has meaning only for large /-tR > AQCD . One then defines fJ~ = Q2, such that no 

large logarithms appear in the perturbative expansion (Eq. 2.22) to be performed. 

This is applicable down to AQCD , which has been experimentally determined to 

be AQCD = 0.2 ± 0.1 GeV [31]. For Q2 » A~CD' the events are referred to as 

DIS events. For the low Q2 photoproduction region, Q2 cannot be a hard scale, 

thus the transverse momentum of the jets may define a scale for the event. This 

hard scaIe allows the possibility of comparing experimental results with perturbative 

QCD calculations. There are two further important consequences of Eq. 2.23. 

1. As Q2 -t 00 -v--t as (Q2) -t 0 : means that quarks and gluons behave like quasi­

free particles when probed at high energies. This property is called 'asymptotic 

freedom'. 
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2. As Q2 ---+ AbcD "-"'+ û s ( Q2) ---+ 00 : implies that the coupling becomes stronger as 

the separation between q and q increases and the perturbation series breaks down 

at low Q2. Because of the gluon self-coupling, the exchanged gluons will attract 

each other (unlike photons) and so the colour lines of force get constrained to a 

tube-like region (called a flux tube) between the quarks. If this tube has a con­

stant energy density per unit length (K:), then the potential energy (V Cr) rv t'cT) 

of the interaction will increase with the separation, so the quarks and gluons can 

never escape the hadron. This is called "Infrared slavery", which iB believed 

to be the origin of the confinement mechanism and explains why free quarks are 

not observed [32]. 

2.3.2 Infrared Divergencies - Evolution Equations 

In the previous section it was found that the total corrections to as at a given or­

der are finite and using renormalisation the UV effects can be reabsorbed into a 

redefinition of the strong coupling constant. Now if the individual real contribu­

tions with a gluon in the final state and the virtual contributions where only the 

quark-anti-quark pair in the final state are considered (as shown in Fig. 2.8), they 

are individually infinite. The cross section for producing the extra gluon can be 

divergent in three regions: 

@ when the emitted gluon is in the direction of the outgoing quark, 

@ when the emitted gluon is in the direction of the outgoing anti-quark, 

@ when the emitted gluon is soft. 

The first two kinds of divergences are ca.lled collinear divergences, while the last 

one is called a soft divergence. AH are of infrared (IR) type, which means they 

illvoive long distances. The cross section is sensitive to long distance effects, like 

the fermion masses, the hadronisation mechanism, etc. and there is 110thing like 

renormalisation for the IR divergences. We define these as "final-state" IR effects. 
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Initial state IR effects Final state IR effects 

Figure 2.8: Initial and final state Infmred divergences. 

In the case of hadron initiated interactions, there can exist initial state soft and 

collinear singularities which contribute to the hard scattering, defined as "initial­

state IR effects" in this thesis. 

Factorisation 

In order to separate the infrared divergences within the hadrons from the hard in­

teraction which is calculable in perturbative QCD (pQCD), the soft (non-perturbative) 

pro cesses need to be isolated. The regularisation mechanism by which one can sep­

arate (factorise) the theoretical description into calculable hard and soft parts is 

called factorisation. 

As can be seen from the hydrogen atom example, the requirement of the hard­

ness of a pro cess leads to a separation between the part which can be calculable 

("perturbative" or "short distance") and the soft process ("long distance") which 

depends on the binding energy models. QCD also justifies the existence of such 

soft pro cesses where the pQCD breaks down due to infrared slavery. Thus, the 

non-calculable final-state IR divergences can either be iIlcorporated inside a certain 

model (like parton showers, see chapter 5) or can be absorbed inside the fragmen­

tation (transition from partons to hadrons). The fragmentation functions can then, 
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not only depend on a certain factorisation scale {LF (similar to I·LR) , but are also 

universal (hard pro cess independent) as is the case with PDFs (see below). 

To deal with initial-state IR effects, consider the parton density as predicted by 

the QPM. Using a similar procedure as in section 2.3.1 for the ratio R, the parton 

density from Eq. 2.14 can be modified to: 

2 2 

)-+ 
1 

L 2JdY ( ) ['( x) as (x) Q2] e -q y il 1 - - + -P - log-
q q x y y 27T qq Y ,,\2 

~ e; J ; q(y) (1+ ~; log ~: pqq(;)) ; 
q x 

x 
TI = 5(1 - -) 

y 

L e~ (q(x) + ,6.q(x, Q2)) 
q 

(2.24) 

where q(y) = fC(y) is the quark structure function, ,,\ is a lower limit on the trans­

verse momentum to regularise IR divergences which occur as the square of the 

transverse momentum tends to zero. This is known as IR cutoff. The splitting 

function Pij(z) represents the probability of a parton j emitting a parton i, and 

then having a rnomenturn fraction z = x/y. From Eq. 2.24, the IR correction term 

!::J.q(:r, Q2) can be written as: 

1 

!::J.q(x, Q2) - as log _ (y q(U)P (~) Q2 j' i 
27T ,,\2 Y qq Y 

(2.25) 

x 

The quark structure function can be calcula,ted for any Q2, given sorne reference 

value q(x, Q2 rv Q6) by considering the change in ,6.q(x, Q2) for a srnall change in 

log Q2: 
1 

dq(x, Q~) = as J dy q(y)P (~) 
d log Q2 27T Y qq Y 

(2.26) 

x 
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In general, for a given parton density function [fi (:Z:, J.L2)] = [qi(X, J.L2), g(x, fL2)] of a 

flavour i with the splitting function Pij , Eq. 2.26 be rewritten as: 

l 

O!i(X, fL) J dy ~ 
Op,2 = Y ~ Pij(x/y)fi(X/y, J.L), 

x J 

Ofi(J.L) ~ o 2 = ~ Pij!i(fL) 
J.L j 

OT (2.27) 

This is called Altarelli-Parisi equation [33]. The splitting function Pij(x/y) at any 

order can have the expansion: 
2 

P ( /) aS(J.LR)po( /) (a s (I1R)) pl( / ) ij X Y = 27f ij X Y + 27f 'ij X Y + ... (2.28) 

where Pg(z = x/y) from [34] is the leading order splitting function, as shown 

Fig. 2.9. H represents the probability of a parton j of momentum fraction y emitting 

a parton i of momentum fraction x. Hs non-vanishing tenns are: 

° ° 4 1 + Z2 
Pqq(z) = Pqq(z) ="3 1 - Z ' 

o ( ) ° 1 [ 2 2] Pqg Z = Pqg(Z) = 2" Z + (1 - z) , 

O() 0 41+(1-z)2 
Pgq Z = Pgq(z) = Pqq(l - z) = "3 z 

Pgg(z) = 6 [~+ 1 - z + z(l - Z)] . 
1 - ;c Z 

(2.29) 

The next-to-leading order Plj functions can have new tenns with PJiqj for i =1- j and 

P(7i CIi for any i and j can be found in [35]. 

In summary, while attempting to get the radiative corrections to a partonic pro­

cess, large corrections appear which depend on the unknowl1 low sc ale dynamics ),. 

However, these large corrections are then reabsorbed into a redefinition of parton 

densities. The parton density redefinition does not depelld upon the hard process 

in question and hence is universal and can allow to make predictions for one pro cess 

after measuring the PD Fs in another. The physical cross section a (p) for a pro cess 

p, can then be defined in terms of these new parton densities f (f·t): 

a(p) = f (p,) cg; â-(p, I1R), (2.30) 
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Figure 2.9: The splitting functions at lowest or-der in as. The diagram on 
the left shows the gluon radiation by a (anti)quar'k and the two diagrams on 
the right show the gluon spl'itt'ing into two partons. 

where ® is the convolution operator. Eq. 2.30 is the QCD-improved parton model 

formula. It forms the basis for the application of perturbative QCD to phenom­

ena initiated by hadrons. Now, instead of the partonic cross section in the QCD­

improved parton model, the short distance cross section (j was obtained by subtract­

ing the infrared sensitive (or long distance) part from the partonic cross section. 

Thus, the short-distance cross section gets controlled by the high momenta scale 

fL R l'V Q of the hard pro cess which can then be calculated in perturbation theory. 

On the other hand, the scaie ~L = fLF introduced in the new PDF f(fL) is called 

the factorisation scale. The considerable difference from the "naive" Parton Model 

formula is the appearance of the scale ~LF in the parton densities. The scale at which 

as is evaluated is the renormalisation scale and both are assumed in this thesis to 

be equal to the hard scaie. 

The consequence of the above procedure is that the new PDF f (fLF) contains 

uncalculable long distance effects to be measured by using Eq. 2.30 with some refer­

ence hard process, which is typically chosen to be DIS. One can thell extract f(fLF) 

at a given scale, given the fact that the 1eft hand side of Eq. 2.30 is fL independent 

and that the short-distance cross section (j is calculable in pQCD and thus aiso its 

scale dependence. This allows to compute the parton densities at any scale, once 

measured at a given initial value Qo. 
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2.3.3 DGLAP Evolution 

The integro-differential equations resulting from the parton evolution as a function 

of Q2 are called Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [33, 

36]. They consist of tenns where either a gluon is radiated from a type of parton 

or by considering a parton evolved from a gluon in a pair production process. The 

evolution of the quark density distribution in Eq. 2.26 can be modified to include 

gluon radiations as shown in Fig. 2.9. The same procedure can also be applied to the 

evolution of gluon density distribution by considering gluons resulting from quarks 

or gluons. The resulting evolution equation9 as a function of Q2 can be written as: 

1 

dg(x,Q2) Œs(Q2) J dy [""' (( 2) ( ) ( 2 (/)] ( ) dlogQ2 = 21T x y L: qi y, Q Pgq x/y) + 9 y, Q )Pgg x y 2.31 

where qi(X, Q2) is the quark density function for a given quark fiavour i and g(x, Q2) 

is the gluon density function. In terms of convolution notation @, the DGLAP 

equations take the form: 

(2.32) 

The solution of the DGLAP equation in the leading logarithm approximation (LLA) 

represents the parton distributions as a function of :1~ at any Q2, provided that their 

x dependence at an input scale Qô is knowl1. The minimum value of Q& cannot be 

presently calculated so it relies on an experimental determination. The solutions 

are based on the assumption that the 'ith emitted gluon "ladders" corresponding 

to the terms (Œs log Q2) i, are ordered in their transverse momenta kT; as shown in 

9 At leading order Pi,i = Pt unless otherwise stated. 
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Fig. 2.10 (left) 

(2.33) 

It should be noted that the terms in Eq. 2.28 are truncated to the first order (leading 

order, LO) to arrive at these evolution equations. The next to leading order (NLO 

corresponding Pi~) terms will modify these equations, which again means truncating 

the splitting function at a given or der. According to Catani [37], this truncation of 

the splitting function at a fixed perturbative order is equivalent to assuming that 

the dominant dynamical mechanism leading to scaling violations is the evolution of 

the parton cascade with strongly ordered transverse momenta. For small x -t 0 =* 

Pgg ~ ~ (from Eq. 2.29) and at large Q2 -t 00, the solution [38] of the gluon density 

function for a rung with running as at a given momentum fraction Xo is given by: 

( 
2 [(3 Xo a s ( Q2)] 

xg x, Q ) rv Goexp 2y ~ log --;-log as(Qô) (2.34) 

with Go = xg(x, Q6) rv constant and the gluon distribution grows faster than any 

power of log x: as x -t O. X < Xo defines the small-x region, whereas Q2 > Q6 is the 

large-Q2 region. Eq. 2.32 thus predicts fiatness at a medium-Q6 and a steep rise of 

gluon density g(x, Q2) at low-x. 

In simple words at sorne Q2 rv Q6, the photon starts to resolve the point-like 

valence quarks within the proton in DIS. As Q2 increases, such that Q2 » Q6, the 

resolution power increases and the quark itself (surrounded by a sea of partons) 

is "seen". Thus DGLAP basically describes this change of parton densities with 

varying spatial resolution of the probe. 

2.3.4 BFKL Evolution 

The steep behaviour of the gluon density at low x has then led to further development 

in pQCD. As can be seen from the Double Leading Logarithmic (DLL) solution 

Eq. 2.34, there exist terms like log( xo/ x) log( Q2 / Q6). Thus at small-x, but moderate 

Q2, one can have as log( Q2) « as log( ~), which needs resummation of 'large' terms 
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like as log(~) to aIl orders by keeping full Q2 dependence. This was do ne by Balitskii, 

Fadin, Kuraev and Lipatov [40] and is called BFKL evolution equations. The low-x 

terms have been taken into account by summing (as log(l/x))n gluon emission terms 

whieh are no longer ordered in transverse momentum rather: 

(2.35) 

where l:i is the fraction of the longitudinal momentum carried by the rungs in 

Fig. 2.10 (left). The solution of BFKL equation at leading order in log(~) and fixed 

as gives a very steep power law behaviour. Sueh a steep rise has been observed 



CHAPTER 2. THE ORY OF HARD PHOTOPRODUCTION 27 

experimentally [41] and is illustrated in Fig. 2.10 (right), although it is not clear 

whether this is in fact due to standard DG LAP evolution sinee it cannot exclu de 

the effects of BFKL dynamics. 

2.3.5 CCFM Evolution 

Although BFKL describes how high momentum partons in the proton are dressed 

by a cloud of gluons localised in a fixed transverse spatial region of the proton, 

it however can only be calculated at leading order. Progress has been made sinee 

then to achieve 'unified' treatment for both x and Q2 dependencies of the parton 

distribution and structure functions throughout the kinematical plane. The most 

important of which is the CCFM evolution scheme [42] (Catani, Ciafaloni, Fiorani 

and Marchesini). According to the CCFM evolution equations, the emission of 

gluons ("ladders") during the initial cascade is only allowed in an angular-ordered 

region of phase space. The maximum allowed angle 2: is defined by the hard scat­

tering quark box, producing the quark pairs (Fig. 2.10 (left)). The CCFM evolution 

with respect to the evolution variable or scale i'p can be written as [43]: 

-2~ xA(x,k~,q2) = Jd dcjJF(z,(q/z)2,ki,) JA( J k2' (-/'7')2) 
q 1-2 A (-2 Q2) Z2~ A (-2 Q2) X x, T' q ~ , ( q Us q , . 0 Il Us q, 0 

(2.36) 

where the splitting function F(z, (q/Z)2, k~) is related to the two scales q and kT. 

The introduced Sudakov form factor 6 8 (q2, Q6) is simply the probability of evolving 

from Q6 to q2 without branching. The unintegrated parton density A(x, k~, q2) 

(identical to g(x, Q2) in the collinear DGLAP picture) describes the probability 

of finding a parton carrying a longitudinal momentum fraction :r and transverse 

momentum fraction kT at the factorisation scale ~i = q. The scale q with the given 

ratio of energy fraction Zi, in the (i - 1) ---7 i branching, is related to the angle of 

the emitted gluon Çi, which satisfies the following relation: 

where, ço < 6 < 6 < ... < Çn < 2: (2.37) 
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This is called the angular ordering. In CCFM the scale q (coming from the maximum 

angle) can be related to the evolution seale in the collinear parton distributions [43] 

(2.38) 

At small-x, where A beeomes independent of Q2 and kT is limited by the kinematies, 

the integral equation for A(x, k~) (2) can be approximated by the BFKL equation. 

However, at moderate x, kT ordering is implied and the DGLAP equation for the 

integrated gluon distribution g(x, Q2) is recovered. The kT dependence as a sepa­

rated scale apart from the factorisation scale q (related to the gluon angle emission) 

in the evolution scheme is called the kT-factorisation approach [44]. The details of 

which can be found later in section 5.2.2. 

2.4 Photon Structure Function Fi 

The hadronic part of the hydrogen atOIn example (as discussed in section 2.2.1), the 

proton in DIS, is a relativistic system. One can then expect that a good fraction 

of its energy should be carried by its binding force, that is to say, by the gluons. 

Thus, the gluon PDF was found to be sizeable. But is this applicable to aU hadrons, 

especially photons, when they are considered to have a hadronic structure ? 

2.4.1 QPM's View about Photon Structure 

The splitting of a photon into a quark anti-quark pair ean be calculated in the 

same way as was done earlier for gluons. VVhen a photon splits into a qq pair, the 

quark carries an energy fraction Xi of the photon energy. As the quark and anti­

quark densities in the photon are symmetric, their fractional momenta are coupled 

m every process. Aecording to the inverse relation [45]: 

(2.39) 
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which sim ply me ans that the probability of finding a quark in the photon fqh is 

proportional to the probability of finding a photon in a quark f,/q' The functional 

form of j~/q is the same as that of J,le from Eq 2.7 (ignoring the correction term 

2m~y(1!Q~in - l!Q~ax)) scaled by the square of the quark charge eq : 

(2.40) 

Here mq is a measure of the mass of 'free' quarks. By sumrning over aH colours and 

fiavours one obtains the prediction for the photon structure function Fi in order to 

compare to the experimental results lO
. Replacing x by xl' and .tg by .tqh in Eq. 2.14 

leads to: 

Fi [Q P Nf] 

(2.41) 

The photon structure function Fi as predicted by the QPM has the following fea­

tures compared to Eq. 2.14, which are completely different from hadronic structure 

function: 

® the photon structure function directly depends on the sc ale Q2 at which it is 

probed by the virtual photon, whereas in the hadronic world Q2 only enters via 

the QCD evolution equations, 

® the quark charge eq contributes to the fourth power, while it contributes quadrat­

ically in the hadronic structure functions, 

@ the photon structure function increases with increasing energy fraction xl' of the 

quark from the photon. 

10 The measurement of the analogous QED pro cess .f /Lh resulted in a precise determination of the 

muon Il, mass [46]. 
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2.4.2 QCD Corrections to the QPM's view 

The QCD corrections to the QPM photon structure function can be calculated for 

instance from the DGLAP evolution equations. Adding the point like coupling of 

the photons to quarks, one can rewrite Eq. 2.32 to: 

dfq;h 0: O:s {~[ 1 } 
d log Q2 = 21T Pqn + 21T ~ P qiqk + Pqiilk ® fqkh + Pq;9 ® f g/'I' 

d ~~~Q2 ~ ;: P" + ~; {t iPg" + Pgq,] 0 1,,17 + P g, 0 f,h } (2.42) 

where the splitting function Pql gives the probability of the photon radiating a quark. 

The su ms run over all quark fiavours nf' The leading order (Pg from Eq. 2.29) QCD 

prediction for the quark density in the photon leads to: 

20: ( 2 )2) Q2 fqh = eq - XI + (1 - XI log ~ 
1T llQCD 

(2.43) 

The corresponding photon structure function without including any bound states 

between the quark and anti-quark is 

i ( 2) _ "\'"'"" 4 0:. [2 ( 2J Q2 F2 Xi' Q - 3 L..,; eq-xi Xi + 1 - XI) log~. 
i 1T 1I.QCD 

(2.44) 

The main difference between the photon structure function Fi and the proton struc­

ture function is due to the point-like coupling of the photons to quarks. This leads 

to a ri se in Pl towards large values of X, whereas the structure function of the pro­

ton decreases. The logarithmic evolution of Fi with Q2 shows a positive scaling for 

aH values of X, in contrast to the scaling violations observed for proton structure 

function, which exhibits positive scaling violations for low-x and negative scaling 

violation at large-x (Fig. 2.10 (right)). Also, due to the dependence of the quark 

charge, the Fi for light quarks is dominated by the contributions from ~L quarks. 

Since the strong coupling constant is at first order O:s oc (log( Q2 / A~CD)) -l, the 

photon structure function from Eq 2.44, accounting for both point-like and anoma­

lous contributions is expected to be proportional to the ratio of the electromagnetic 

and strong coupling constants: 

(2.45) 
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The photon structure function RJ can be directly measured in deep inelastic electron­

photon scattering experiments, where the photon can probe the structure of the 

virtual photon coming from an electron. The experimental results and the parame­

terisations used in this thesis, are discussed below. 

2.4.3 Parameterisations to Photon Structure Functions 

There are several parton distribution functions for photons constructed in a similar 

way to the parton distribution functions of protons. They are based on the full 

evolution equations Eq. 2.42 both for real and virtual photons in the leading and 

next-to-leading order framework. The various PDFs for the photon differ in the 

assumptions made about the starting scale Q5, as well as in the amount of data 

used in fitting their parameters. The distributions basically fall into three classes 

depending on the theoretical concepts used. The first class consists of the DG, LAC 

and WHIT parton distribution functions [47], which are pUl'ely phenomenological 

fits to the data, starting from an x-dependent ansatz. The second class of parame­

terisations base their input distribution functions {j~h(x"y, Q5), fgh(x~i' Q5)} on the 

theoretical concepts which are derived from the measured pion structure functions, 

assuming VMD and the additive quark parton model. This is done in the case of 

GRV [48, 49], GRSc [50] and AFG [51]. The third class consists of SaS [52] dis­

tributions which use the ide as of the two classes ab ove , and in addition relates the 

input distribution functions to the measured photon-proton cross section. The SaS 

distributions were only computed at leading or der with independent point-like and 

hadron-like components. The point-like component was further sub-divided into a 

state distribution which describes the PDFs within the qij distribution. Thus, these 

distributions are only useful in Monte Carlo programs when using parton showering 

(see chapter 5) and will not be further discussed. 

PDFs like GRV and AFG computed at higher orc1ers (HO) and used in this thesis 

are described below. 

1. GRV [48, 49] : Glück, Reya and Vogt (GRV) provided leading and next-to-
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leading or der parameterisations, which are evolved at very low starting scales 

Q6(LO) = 0.25 Gey2 and Q6(NLO) = 0.30 Gey2, respectively. Here the valence 

quark distributions in the photon have the same shape as in the pion structure 

functions based on YMD arguments. The gluon content is set proportional to the 

valence quark content. A proportionality factor,," is introduced to account for 

the sum of p, w and cp mesons. The functional form of the starting distribution 

is fqh = fqh = />:(47TŒ/ f;)2 fJr(x, Q6), where xfJr(x, Q6) rv xb(l - x)c. The 

parameter 1/ f; = 2.2 is taken from [53], leaving "" as the only free parameter, 

which is obtained from a fit to the data [54, 55J in the region 0.71 < Q2 < 

100 GeV2. The point-like contribution was chosen to vanish at Q2 = Q6 and is 

dynamically generated using the full evolution equations as was done in the case 

of the hadron-like component with AQCD = 0.2 GeY for massless quarks. Here 

the charm density is zero if the invariant mass of cc system is below the mass 

threshold l1 Hl2 < 4m~. The charm and bot tom quarks are treated as massless 

and are included for large lV values during the evolution. The LO and NLO 

predictions are shown in Fig. 2.11 (left) for Q2 = 0.8,1.9,15 and 100 Gey2. The 

behaviour of the LO and NLO predictions are rather different at low and at high 

values of x, due to the correction terrns in the evolution equations. 

2. AFG [51J : Aurenche, Fontannaz and Guillet (AFG) provided NLO parameteri­

sation with a more elaborate ansatz for the vector meson input at Q6 = 0.5 Ge y 2. 

The main difference between GRY-HO and AFG-HO parameterisations is the 

choice of the factorisation scheme and the additional scale factor J( in order to 

adjust the YIVID contribution. In standard AFG-HO set the parameter J( = 1, 

otherwise J( is obtained from a fit to published data [54J. The factorisation 

scheme is chosen su ch that the PDF becomes pro cess independent, i.e. univers al. 

The evolution is then performed in the massless scheme for three fiavours with 

Q2 < m~ = 2 Gey2 and the fourth fiavour with Q2 > rn~ with AQCD = 0.2 MeY. 

No PDF containing the bottom quarks were used. In Fig. 2.11 (right) the higher 

order prediction of Fi' from AFG-HO is compared to the GRY-HO prediction for 

11 At HERA vVÎp is defined ta be the iP center-af-mass energy. 
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three values of Q2 = 2,15 and 100 GeV2 . At low Q2 there are large differenees 

between the two predictions, which tend to get sm aller as Q2 increases. 
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Figure 2.11: Comparison of the higher arder struct1xre function Fi fram 
GRV and AFG. 

2.4.4 Experimental Review 

Various measurements of the photon structure function, Fi, have been performed 

sinee the first results by PLUTO [56] in 1981. Such measurements can be classified 

into two categories. Firstly, the shape of Fi is measured as a function of x at fixed 

Q2, specially at low-x. Secondly, the evolution of Fi with Q2, which from Eq. 2.42 is 

expected to be logarithmic. Fig. 2.12 (left) shows the Q2 dependence ofthe data [57] 

at large parton fradional energies between 0.0055 < x < 0.90. The structure func­

tion Fi rises with increasing Q2 at a rate almost compatible with a linear dependence 

on log Q2. At low Q2 the anomalous photon component, which is the main interest 

of this thesis, can be tested by the parton energy distribution and the scale depen­

dence as predicted by Eq. 2.44. In Fig. 2.12 (right) the measurement of Fi is shown 

for fixed average values of Q2: 1.9, 2.4, 3.8, 4.3 and 5.0 GeV2 as a function of x. 

The data is expected to show a rise in the distributions with decreasing x values as 
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expected for a dominant hadron-like component from Eq. 2.44, whereas the rise to­

l'lards high-x justifies the dominant point-like behaviour. Both the x and the scaling 

behaviour confirm the QCD prediction on the anomalous component of the photon. 
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Figure 2.12: Summary afthe measurements afthe Q2 evalutian af Fi (left). 
Fi measured at the lawest x attainable at LEP with fixed Q2 (right). 

Photon structure at HERA 

1 
X 

Although HERA is weIl known for precise determination of proton structure func­

tion over a wide range of Q2 giving rise to scaling dependence at 101'1, medium and 

high-x (Fig. 2.10) [58], it also provides a unique ground for measurement of the 

real (or quasi-real) and virtual photon structures. As the main thrust of this thesis 

is towards photoproduction, the virtual structure of the photon measured in DIS, 

where the parton from the proton probes the structure of the highly virtual photon 

(Q2 » 1 Gey2) will not be discussed. Also as can be seen from Fig. 2.12 (right), 

there is not much data from e+c- to constrain the x dependence for Q2 < 1 Gey2. 

This is the region where not only the hadron-like component is dominant, but also 

a sizeable gluon density of the photon can be expected. In hard photoproduction, 
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the proton momentum fraction x (a1so defined as X~bs for the observed experimental 

ana1ysis) carried by the parton participating in the interaction, can be expressed as: 

where .Mjj represents the invariant mass of the two outgoing partons and WI'P is 

the IP centre-of-mass energy. In the kinematic range of this thesis, i.e. for WI'P cv 

0(102
) GeV, with hadronic jets of A1jj cv 0(101

) GeV, the variable x is of the order 

of rv 10-2
. For these values, Fig. 2.13 shows that the gluon distribution function 

inside the proton is much higher than the valence and sea quarks ones [59]. 
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Figure 2.13: Q'uark and gl'uon distribution fmLction at Il = Q = 5 Ge V, 
given by the CTEQ Collaboration (CTEQ5M) {59}. The gluon distribution is 
scaled down by a factor of 15, and the (Cl - il) is 8caled up by a factor of 5. 

The first evidence of the hard scattering process in IP collisions, was the obser­

vation [60] of jets with large transverse energy. Thereafter, the pro cesses with a 

hadron-like component called resolved photon processes were observed [61], via the 

observation of large energy deposits in the rear direction consistent with a photon 

remnant. The distinction bctween the point-like coupling (direct photon pro cess ) 

and resolved photon events was made based on the photon energy fraction xl' that 

takes part in the hard interaction. These two components in the observed cross 
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section were estimated by using Monte Carlo simulations. Fig. 2.14 [62] shows the 

observed spectrum. The agreement in shape between data and MC is good except 

below x~bs = 0.3 even when a Mu1tiparton Interaction (MPI) model [63] is included. 
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Figure 2.14: The X~bs distT'ibution (62} in dijet events foT' data (black dots) 
compaT'ed with HERWIG with and without MPI (solid and dotted line), and 
PYTHIA (dashed line) simulations. The shaded aT'ea repT'esents the diT'ect 
photon component only pT'edicted by HERWIG and the veT'tical line is the 
expeT'imental cut to sepamte diT'ect and T'esolved wbplOcesses. 

Aftel' the observation of the existence of resolved photon events in the inclusive 

sample, the dijet angular distribution, which is sensitive to nature of the propaga­

tor, was measured [64]. A basic prediction of QCD is that the angular distribution 

of the outgoing partons in resolved pro cesses will be enhanced at a high scattering 

angle Icos 8* 1 with respect to the direct photon pro cesses. This property is expected 

to be preserved in the next-to-leading order (NLO) calculations. In addition to the 

dependence upon the incoming flux of partons, this prediction is a1so sensitive to 

the relative colour factors for each subprocess and to the spins of the quark and the 
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gluon propagators. Already measurements of dijet angular distribution in pp events 

have shown good agreement with the perturbative QCD predictions [65] in fermionic 

and bosonic exchange processes [66]. The dijet scattering angle Icos e* 1 calculated 

from the rapidity difference between the two jets, was measured in the photopro­

duction regime by ZEUS [64]. Direct and resolved pro cesses were distinguished by 

the experimental observable determining photons frac:tional energy x~bs. Fig. 2.15 

shows the distribution for samples with direct and resolved photon processes. Both 

of these distributions were normalised to one at Icos e* 1 = O. The me as ure ment 

shows a much steeper rise in the resolved iP angular distribution than in the direct 

iP processes. In the same Fig. 2.1,5 a), the data are c:ompared with analytical LO 

and partial NLO calculations [67]. Both calculations are compatible with the data. 

In summary, the basic QCD prediction, that different sub-processes have different 

angular distributions of the parton scattering angle, was confirmed by the dijet data. 

Similar results have been recently reported in photon-photon collisions [68]. 

The above results are for inclusive dijet production, i.e there is no requirement 

of any heavy quark involvement. As the analysis in this thesis is towards the charm 
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jets, measuring the angular distribution of the outgoing jets will allow the dominant 

subprocesses to be determined and to verify the QCD predictions. If indeed most 

of the resolved-photon chann dijet events are produced from the photon, a gluon­

exchange contribution, as will be seen in Fig. 8.15 a)-b), should dominate. This 

results in a steep rise of the cross section towards high 1 cos ()* 1 values. The other 

diagrams of Fig. 8.15 c )-e) involve quark exchange and thus should not show such a 

sharp rise. If one of the jets is explicitly tagged as a chann jet, the sign of cos ()* can 

be defined. If the chann originates from the photon, the charm jet generally lies in 

the photon hemisphere. 

The phenomenology of heavy quarks, especially of charm, will be discussed and 

is the subject of the next chapter. The results shown here, however, provide an 

interesting baseline for comparison with future results as the effects of chann should 

be observed. 



Chapter 3 

Heavy Quark Production 

Heavy quarks such as chanu provide the opportunity to study perturbative QCD 

with an additional hard scale besides the transverse energy of the associated jets: 

the charm mass. For the quark to be "heavy", its mass has to be larger than the 

QCD scale Â QCD "-' 200 - 300 MeV. The quarks of the standard model faH naturally 

into two classes: 11" d and sare light quarks, whereas c, band tare heavy quarks. 

For heavy quarks, the effective coupling constant 0:8 (mQ) is small implying that 

on length scales comparable to the Compton wavelength ÀQ rv l/mQ the strong 

interactions are perturbative and much like the electromagnetic interactions. In 

the next section, the perturbative formalism of the heavy quarks in high energy 

photon-proton collisions is presented, followed by a review of experimental results. 

The importance of the charm jets in understanding both the perturbative and non­

perturbative parts of QCD is discussed. 

3.1 A Perturbative Formalism 

In the perturbative formalism of heavy quark photoproduction at leading order (LO), 

there are two types of pro cesses responsible for the photoproduction of charm: direct 

and resolved processes. 

39 



CHAPTER 3. HEAVY QUARK PRODUCTION 40 

In direct processes, the photon acts as a point-like object interacting with a parton 

from the proton. In these pro cesses the photon participates in the hard scatter via 

either boson-gluon fusion (BGF) shown in Fig. 3.1 a), or QCD Compton scattering. 

In the QCD Compton process, the photon couples to a chann quark within the 

proton, which then radiates a gluon before hadronisation. In BGF the photon 

couples to the charm quark coming from a gluon of the proton, which split into a 

cc pair. Due to the large gluon density in the studied kinematic range (discussed in 

section 2.4.4), BGF is the dominant direct photon process. 

In resolved photon processes, the photon acts as a source of incoming partons 

(quarks or gluons) and only a fraction of its momentum participates in the hard 

scatter. Examples of resolved photon diagrams at LO are shown in Fig. 3.1 b)-c). 

In gluon-gluon fusion (Fig. 3.1 b), a gluon from the photon interacts with a gluon 

from the proton. However, in Fig.3.1 c) a charm quark from the photon can also 

interact with a gluon from the proton. In the final state two chaIm jets or a gluon 

and a chann jet can be produced. 

e y y 

C C C 

c ë 9 

p p p 
(a) (b) (c) 

Figure 3.1: Lead'ing arder d'irect a) and b)-c) resolved photon processes. 

In a generalised form, these LO direct and resolved photon pro cesses can be 

represented as shown in Fig. 3.2. The dotted line shows the cut-offs between the hard 

and soft non-perturbative parton distribution functions. The factorisation scales ftp 

and ~l, for the proton and the photon are generally both taken equal to J p~ + m~, 
where me is the charm mass and PT is the mean transverse momentum of the two 
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outgoing charm quarks. As the hard pro cess is independent of the factorisation 

scale, a variation of scaie should only affect the parton distribution functions. 

The cross section for the production of the LÜ direct and resolved subprocess can 

be written as: 

(3.1) 

The second part is derived from Eq. 2.30. The (j represents the perturbatively 

calculable 2 --7 2 scattering matrix elements and F! and F? are the parton density 

functions of the proton and photon respectively. At next-to-leading order (NLÜ) 

there exists contributions from 2 --7 3 parton scattering, which are dependent on 

the factorisation scale. The two components are usually written as [69]: 

which is the sum of the point-like and hadronic components. Here f..LR and li~ are 

the renormalisation scales, Itp and f..L~ are the factorisation scaies for collinear sin­

gularities from the strong interactions, and IL'Y is the factorisation scaie for collinear 

singularities arising from the electron vertex. 

Figure 3.2: Generic representation for leading arder di'rect and resolved 
photon pmcesses. 
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In order to extend Eq. 3.2 to even higher orders, one a1so needs to include an 

explicit dependence of the structure functions upon the renormalisation scale. The 

renormalization scale in the structure function is usually kept equal to the factor­

ization scale. The hadronic and photonic parton densities obey the usuai Altarelli­

Parisi evolution equations in the scale f.1F( = f.1p) as described in the previous chapter. 

For a given partonic centre-of-mass energy, y1S, the short distance cross section 

which depends on both the scales for the order O(Oé~) [70] is given by, 

~ Oés({L'h)f ( 2/ 2) 
fJ'ij = 2 'ij p, f.1 me' 

rne 
(3.3) 

where the parameter p = 4m~/8, and for simplicity f.1 = {iF = jiR. The dimensionless 

function fij has the following perturbative expansion [70]: 

fij (P, f.12 /m~) = fijü\P) + g2(p?) [fg) (p) + .nI
) (p) 10g({l2 /m~)] + O(l) (3.4) 

Details of the lowest and higher order functions fLü) and hjI) are given therein. These 

higher order correction terms are the coefficients of 10g(f.12 /m~), and are determined 

by renormalisation group arguments. They use the explicit form of the Altarelli­

Parisi splitting functions. 

In addition, the photonic parton densities a1so have an inhomogeneous evolution 

in {l.op which at leading order, is given by the first part of Eq. 2.42. There the scale Q2 

can be replaced by f.1;. Thus, by varying the scale {L-y the amount of 2 -t 3 pro cesses 

at NLO and the amount which are in fact sim ply LO pro cesses varies. As can be 

seen from the p.~,. dependellce in Eq. 3.2, the separation of the point-like and hadronic 

components lS not unambiguously defined beyond the LO in perturbation theor·y. 

On the other hand, the point-like and hadronic components are each constant with 

respect to the variation of an the other mass scales that enter Eq. 3.2. 

From Eq. 3.4, the perturbative expansion contains a dependence on the charm 

mass (me > AQCD ), hence the faster convergence of the perturbative expansion 

which leads to more reliable cross section predictions. Two difI'erent schemes and 

their eombinations exist that predict the charm production at next-to-leading order. 

In the following, the massive-quark or fixed or der seheme and the massless-quark 

schemes are discussed. 
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3.1.1 Fixed Order Scheme 

In the massive-quark or fixed order next-to-leading order scheme1 [71] (FO NLO), 

the heavy quark is on mass-shell and it only appears in the final state, but not 

as an active parton inside the incoming photon or proton. Thus, only the gluons 

and light quarks (1L, d, s) are assumed to be the active partons contributing to the 

structure functions of the photon and proton. The predicted cross section factorises 

(separates) into a partonic hard scattering cross section convoluted with light quark 

and gluon densities. The charm quark is dynamically produced and follows, at LO, 

the two hadronic channels: 

99 -+ cc, qij -+ cc. (3.5) 

The former process is expected to dominate over the latter by significant factors 

depending on the parameterisations used [72]. The NLO calculations [69] for photo­

production are heavily based on the hadroproduction calculations. The calculations 

are implemented in the form of a "parton" event generator, \vhich was used in this 

thesis to compute the distributions accurate to next-to-leading order in the strong 

coupling constant. This approach has the advantage that not only distributions like 

rapidity or transverse momentum can be predicted, but also the total cross section. 

Depending on whether there is an exchange of hard or soft gluons, the short 

distance cross section depends on an arbitrary renormalisation scale, /-L, which sep­

arates the regions of short- and long-distance physics. If /-L is chosen such that 

AQCD « p « me, the effective coupling constant in the region between 11 and me 

is sma11 , and perturbative theory can be used to compute the short-distance cor­

rections. These corrections have to be added to the matrix elements, which only 

contain the long-distance physics below the scaie It. The non-vanishing chann mass 

allows the definition of the open-charm cross section, whereas for light quarks, the 

short-distance cross section must be convoluted with the fragmentation functions, 

in order to cancel final-state collinear divergences. 

On the other hand, the presence of mass makes the calculation of the matrix 

1 The FO NLO is referred as NLO throughout this thesis. 
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elements more involved, thus only wh en the coefficient of the coupling constant is 

small can the results be l'eliable. The major limitation comes when the PT in the 

log(p~/m~) terms becomes large, which causes the perturbative series (see Eq. 3.4) 

to diverge as PT »me. The same is true for higher partonic centre-of-mass energy, 

where the log(s/m2
) terrn becomes divergent. However, for those kinematic regions 

which are not affected by these large logs, the charm mass sets the hard scaie. 

3.1.2 Massless Scheme 

In the massless-quark or zero-mass Variable-Flavour-Number Scheme (VFNS) [73], 

the heavy quark is treated as massless at large PT and appears as an active parton 

in the incoming proton or photon parton density functions. The mass singularities 

of the form log(p~/m~) can then be absorbed into the structure and fragmentation 

functions in the same way as for the light u, d, s quarks. As a result of this method 

the hadronic component also includes pro cesses like: 

gc --Jo ge, qc --Jo qc. (3.6) 

which are often termed as "charm excitation" from the photon or proton. Such 

pro cesses are also included in the FO NLO calculations, but only as higher order 

corrections to the point-lil<~e component. 

At large values of PT » me, the results of such a calculation, in the structure fune­

tion language, are expected to be more reliable as it sums the large 10gs, log(p~/m~) 

as opposed to calculating the contribution of 2 --Jo 3 subprocesses in the fixed or der 

of perturbation theory. However, limitations arise when PT cv me and the total cross 

section for this region cannot be calculated. 

An attempt made to combine the results from FO NLO to suitably subtracted 

VFNS with Perturbative Fragmentation Functions (PFFs), l'esulted in the fixed 

or der next-to-leading logarithm (FONLL) Beheme [74]. As the FONLL seheme in­

terpolates between the FO NLO and VFNS with PFFs, it is expected to give more 

l'eliable predictions for heavy quark production. 
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3.2 Charm Production at HERA 

The ep collider HERA offers new opportunities to study the production mecha­

ni sm of heavy quarks and to test the perturbative QCD predictions. The dominant 

contributions are from photoproduction events, where the electron is scattered at 

a small angle, producing photons of almost zero virtuality Q2 c:::: 0 GeV2 . In this 

case, as outlined in the previous chapter, the electron can be considered to be equiv­

aIent to a beam of on-shell photons, who se distribution in energy is given by the 

Weizsacker-Williams approximation. The low virtuality regime has been extensively 

studied in fixed-target experiments, which will be discussed in the next sections. At 

HERA, the available centre-of-mass energy is about one order of magnitude larger 

than at fixed-target experiments (300 GeV versus rv 30 GeV). This energy regime 

is totally unexplored in photoproduction and several new features are expected to 

arise. In the following section, the charm quark identification methods at HERA 

are discussed, followed by new experimental results, which are then compared with 

the theoretical calculations discussed previously. 

3.2.1 Identification of Charm at HE RA 

The reconstruction of charmed mesons in the HERA experiments Hl and ZEUS 

is based on either mass or lifetime tags. The former is generally do ne using the 

invariant mass of the tracks identified with a specific decay channel, predominantly 

producing D mesons. Only a small fraction of charm quarks fragment into baryons 

e.g Ac, Sc, De, etc. In the fragmentation process (see Fig. 3.3) for D meson pro­

duction, the coloured chanu quark gets associated with either a u or a d quark to 

form a D°(J5°) or D± meson either in the ground state or a short lived excited state 

such as Dd . The charged decay products of the charmed mesons, such as D d can 

be observed in the central tracking detector (CTD). As the branching ratio of these 

mes ons are relatively small, a high statistics sam pIe is needed to have a clean signal. 
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The D* mesons2 studied in this thesis were reconstructed using the following decay 

channel: 

(3.7) 

where the charge conjugate pro cess is also implied. The branching ratio, 13, of the 

c 

d 

Figure 3.3: Schematic diagram of the D*+ meson decay. The fiavour content 
of the meson and its decay products ar-e also shawn. 

decay chain [75]: 

The probability for a charm quark to fragment into D*+ mesons [76] was obtained 

by combining together four different measurements from ZO decays performed in 

e+ e- annihilation at LEP: 

f(c ~ D*+ X) = 23.5 ± 0.7 ± 0.7%. (3.9) 

The mass difference !:lN! between the D* and DO mesons is slightly above the thresh­

old of the pion mass rn 7C and was hence, used as a tag: 

Al(D*) = 2010.0 ± 0.5 MeV and NI(DO) = 1864.5 ± 0.5 MeV. 

2 Dd is referrecl to as D* for the rest of this thesis. 
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This mass difference 111\l1 =:: 1\II(D*) - Jl1(DO) = 145.42 ± 0.05 MeV [77] yields a 

low momentum pion ("soft pion" , 7f s) from the D* decay and prominent signaIs (see 

Fig. 7.17) just above the threshold of fd (K 7f7f s) - 1\11 (K 7f) distributions, where the 

phase space contribution is highly suppressed [78]. Alternatively, in the presence of a 

vertex detector (Hl experiment), background for producing the charmed hadrons can 

be reduced by identifying [79] the secondary vertices from the primary interaction 

point. 

Recent results on the production of the D* meson [80, 81] have allowed an ex­

tensive comparison with the massive, the massless and the new improved FONLL 

schemes in the photoproduction regime. These preliminary results from both HERA 

experiments have superseded the previous measurements [82], in which comparisons 

were also made with massive and massless calculations. The cross section for inclu­

sive Dd mesons in photoproduction was recently measured by Hl Collaboration [81] 

in the kinematic region Q2 < 0.01 GeV2, iP centre-of-mass 171 < ~VI'P < 256 GeV, 

PT(D*) > 2.5 GeV and 17](D*)1 < 1.5 as a function of the transverse momentum 

Pt(D*), pseudorapidity 7](D*) and liV~/p. 

In the "3-fiavour massive" scheme [71], the Peterson parameterisation was used 

to model the charm fragmentation with E = 0.035 [83]. The renormalisation and 

the factorisation scaies have been set to 21lR = IlF = 2Jm~ + p~, with the parton 

densities CTEQ5D [59] and GRV-G HO [84] for the proton and photon, respec­

tiveIy. The chann mass was taken to be me = 1.5 GeV and the fraction of c-quark 

hadronising to the D*+ meson was set to f(c ---> D*+) = 0.235 [76]. To estimate the 

uncertainty of the calculation, the renormalisation scaIe has been varied by a factor 

0.5(2.0) as an upper (lower) limit. The "4-fiavour massless" scheme uses the BKK 

scheme [85] for fragmentation and the scaies fJ'R = ILF = 2Jm~ + p~ for the central 

prediction. CTEQ6M [86] and AFG [51] were used for the parton densities for the 

proton and photon. On the other hand FONLL predictions, using the Kartvelishvili 

ansatz [87] following a fit (unpublished), were also compared to the data. 

Fig. 3.4 a)-b) compares the measured differential cross section da / dPT, of an three 

NLO schemes to the data [81]. The massive prediction lies below the data in the 
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low PT regime, whereas the FONLL prediction is closer to the data and the massless 

prediction is in good agreement with the data. The rI distributions for massive and 

massless schemes are shown in Fig. 3.4 c). Neither calculatioll can describe the 

shape of the measured cross section, which shows an enhancement compared with 

the theOl'y in the forward direction (see [81] ). Both NLO predictions for deJ/dW in 

Fig. 3.4 d) can describe the shape of the data. 

Inclusive photoproduction of D* mesons has been measured [80] with the ZEUS 

detector in almost the same kinematic region: Q2 < 1 Ge y2, "IP centre-of-mass 
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energies 130 < Hf,p < 280 GeV, 1.9 < PT(D*) < 20 GeV and ITJ(D*)I < 1.6 using 

an integrated luminosity of 79 pb- l . The measured differential cross sections were 

compared with FO NLO, VFNS and FONLL QCD predictions. In Fig. 3.5 the dif­

ferential cross sections as a function of a) PT(D*), b) TJ(D*), c) liV(D*) and d) z(D*) 

are compared with the FO NLO and VFNS QCD calculations, where z(D*) is the 

fraction of the photon energy carried by the charrned meson in the proton l'est frame. 

The precision of the data is enormously better than the theoretical uncertainties. 
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The uncertainties for VFNS are larger than for the FO NLO calculation: these were 

obtained by varying the charm mass and the renormalisation scaies simultaneously. 

The central FO NLO predictions are below the data, especially in the proton direc­

tion (r; > 0) and the low z region. The VFNS prediction is doser to the data, in 

particular it is better than FO NLO for dCJ / dz and for positive pseudorapidity. The 

direct photon pro cesses alone in VFNS cannot describe the data distribution and 

hence a significant resolved contribution is required. As expected, the VFNS scheme 

shows sensitivity to the variation in the photon structure function parameterisation. 
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Civen the precision of the ZEUS data, the difl:'erential cross sections for different 

PT(D*) regions as a function of r7(D*) are compared to the FO NLO and FONLL 

predictions in Fig. 3.6. These along with the above mentioned comparisons allow 

to identify the region of phase space where the discrepancy between the data and 

the calculations can be localized. The data is close to the upper limit of the uncer­

tainties of the predictions and is significantly above both the FO NLO and FONLL 

predictions at medium PT and positive Tf. As expected, due to the inherited proper­

ties from FO NLO, the FONLL is close to the former at low PT, but is surprisingly 

below FO NLO at large PT. 

3.3 Charm Production at Other Experiments 

Chann production has been extensively studied at a number of fixed target exp er­

iments with both hadron and photon beams, with a centre-of-mass energy around 

10 - 40 CeV. A review of hadroproduction can be found in [88]. In the case of 

photoproduction, the theoretical uncertainties are expected to be sm aller and the 

pQCD predictions should be more reliable. Single inclusive distributions have been 

measured at CERN by the WA92 collaboration [89], using a 1[- beam, and also at 

FNAL by E769 collaborations [90] with pion, proton and kaon beams of 250 CeV. 

Fig. 3.7 show the comparison between the single-inclusive p~ distributions measured 

by the \iVA92 and E769 collaborations in 1[ N collisions and the FO NLO QCD pre­

dictions. The solid curves represent the partonic cross sections predicted by the 

NLO calculation for chann, without any non-perturbative input (such as fragmen­

tation function). The effect of non-perturbative phenomena coupled to pQCD was 

then studied by introducing an intrinsic transverse momentum for the incoming 

partons ("kT kick") and by convoluting the partonic cross section with a Peterson 

fragmentation function (see section 5.4.3.2) with E = 0.06. The fragmentation pro­

cess degrades the parent charm-quark momentum, and softens the pi. distribution. 

The arbitrary non-perturbative kT kick on the bare quarks results in a hardening 

of the p~ spectrum, overshooting the data. On the other hand, the combination of 



CHAPTER 3. HEAVY QUARK PRODUCTION 52 

the kT kick with the fragmentation function yields a better description of the data 

by the theoretical calculation although it is better suited with a large charm mass 

me = 1.8 GeV. 
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Figure 3.7: The p~ distribut'ion for charmed hadrons measured by WA92 (89] 
(left) and E769 (90] (r-ight), compared to the NLO QCD predictions, with and 
without the inclusion of non-perturbative effects. 

The results from the two-photon analysis at LEP2 on the other hand appear 

to be reproduced within errors by the NLO calculation. An inspection of the PT 

spectrum [91 J reveals that data lie rather at the upper side of the uncertainty of the 

theoretical prediction, in particular for small transverse momenta. 

Recent measurements on charm production at TEVATRON II were made by 

CDF with an upgraded trigger system. The charm production cross-section was 

measured with a subset of the Run II dataset. The results [92J are shown in Fig. 3.8 

in comparison with resummed QCD calculations in the FO:t'ÇLL scheme. The data 

tends to be above the central prediction, but roughly follows the behaviour of the 

upper theoretica.l scale uncertainty. 

In summary, the results from fixed target experiments yield more questions than 

they answer, mainly due to the limited kinematic ranges and the differences between 

experiments. The adhoc use of kT kick along with fragmentation do es not neces­

sarily contribute to the justification of the universality of t.he charm fragmentation 
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function. Although the LEP results give reasonable agreement with the theoretical 

predictions, both the HERA and CDF results show inconsistencies at lower PT of the 

produced charmed mesons but are in general close to the upper theoretical limits. 

The elements of chanu production have been measured but do not reveal a con­

sistent picture. The issue of the massive or massless treatment of the charm quark 

has also not been clarified, as the NLO QCD prediction in different schemes fail in 

various regions of the phase space. These points will be discussed and sorne of them 

answered in the forthcoming chapters. 

3.4 Charm Jets 

The study of charm jets should not only provide a thorough test of pQCD but 

could also answer sever al of the questions discussed above. The advantage of charm 
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jets over other inclusive measurements is that the transverse momentum of jets 

initiated by a chann quark can provide the scale, whereby the large terms of the 

form log(p}lm~)) due to the collinear gluon emission, can be included in the jet. 

Also, non-perturbative issues like the fragmentation function can be studied from 

the jet energy fraction taken by the charmed meson. In Fig. 3.9, the distribution of 

D* mesons relative to the charm from the hard scatter (zchann) is compared to that 
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from D* associated hadronic jet (zjet). The definition of z is defined in section 7.1.2. 

Clearly a very good correlation between the two can be observed. The Lü QCD 

comparison suggests that indeed aU chanu quarks produced from the hard scattering 

do represent the D* associated hadronic jet. Due to additional parton showering in 

PYTHIA, a slight deviation in the correlation is expected, but the strong correlation 

between zchann and zjet suggests that the chanu quark is well contained in the jet 

associated with the D* meson. 

Detailed measurements sensitive to perturbative and non-perturbative (fragmen­

tation) aspects of QCD, using charm jets are presented in the analyses in chapters 8 

and 9. 



Chapter 4 

Experimental aspects 

In this chapter a brief overview of the HERA accelerator complex and the ZEUS 

detector is given. Emphasis is placed on those detector components important for 

the analyses in this thesis. A thorough description of the ZEUS detector can be 

found elsewhere [93]. 

4.1 The HERA Collider 

HERA (Hadron Elektron Ring Anlage) [94] is the world's first lepton-proton col­

lider and is located at DESY in Hamburg, Germany. Tt consists of two separate 

accelerators, one eaeh for the lepton and proton beams. It is designed to collide 

electrons or positrons, aecelerated up to 27.5 GeV with protons of 820 or 920 GeV 

energy, yielding a centre-of-mass energy of Vs ~ J4EeEp r-v 300 GeV. Compared to 

previous fixed target experiments which have probed nucleon structure, the centre­

of-mass energy at HERA is an or der of magnitude higher and therefore a new kine­

matie region is accessible: for example, an incident electron beam up to rv 48 Te V 

would be required, in or der to reach the same eentre-of-mass energy in a fixed target 

experiment, where Vs ~ J2Ee'mp. 

The HERA tunnel is 6.3 km in cireumference and is situated 15-25 m under 

56 
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blow-up on the left. 
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ground level. It consists of four segments, each 360 m long, joined by four arcs with 

a radius of 779 m (see Fig. 4.1). Electrons ("electron" is used generically to refer to 

both electrons and positrons for the rest of this thesis) and protons are accelerated in 

two different rings, using conventional and superconducting magnets, respectively. 

There are four experiments along the HERA ring. The multipurpose detectors 

Hl and ZEUS (located in the North and South Hall, respectively) measure e±p 

interactions with beams colliding every 96 ns at zero crossing angle. A review of the 

physics studied using the Hl and ZEUS experiments can be fOlllld elsewhere [95]. 

The HERMES experiment (located in the East Hall) uses polarized electrons in 

collision with an internaI polarized gas target (hydrogen, deuterium or Hé) in or der 

to investigate the nucleon spin structure. The HERA-B experiment (located in the 

\iVest Hall) was designed to use collisions of the proton beam halo with wire targets, 

to study CP Violation in the B-meson system. 

4.1.1 Operational Details 

Fig. 4.1 shows a schematic layout of the HERA facility and its pre-accelerator sys­

tem. The proton acceleration chain starts with negative hydrogen ions (H-) which 
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are accelerated to 50 MeV in a LINAC. The electrons are then stripped off the R­

ions to yield protons which are injected into the proton synchrotron DESY III where 

they are accelerated up to 7.5 GeV in 11 bunches with the same 96 ns buneh spac­

ing as in the HERA ring. They are further accelerated in PETRA up to 40 Ge V 

and then injected into the HERA proton storage ring. This pro cess continues until 

RERA is filled with 210 bunches, which are then accelerated using conventional 

radio frequency cavities to reach the final energy of 820 Ge V or 920 Ge V. 

The electron pre-acceleration chain starts in the LIN AC II, where the lepton beam 

is accelerated up to 450 MeY. The electrons are then injected into DESY II and, once 

accelerated up to 7.5 GeV, into PETRA II, where they reach an energy of 14 GeV. 

They are then transferred into the HERA lepton ring and further accelerated to 

their final energy of 27.5 GeV. 

Electrons and protons are grouped in bunches of 0(1010 ) particles. During nor­

mal operation, sorne of the 210 positions are left empty ('pilot bunches'), in order to 

study the background conditions. Non-colliding bunches, where either the electron 

or the proton bunch is empty, en able the measurement of beam related backgrounds. 

Empty pilot bunches, where neither of the two is filled, allow the study of back­

grounds from cosmie ray muons. The buneh erossing interval of 96 ns results in a 

nominal interaction rate of around 10 l\I1Hz. 

The analyses in this thesis were performed using data colleeted with the ZEUS 

deteetor at HERA during 1996 - 2000. In this period, HERA eollided eleetrons 

with energy Ee = 27.5 GeV and protons with Ep = 820 GeV (1996 - 1997) or 

Ep = 920 GeV (1998 - 2000), corresponding to integrated luminosities of 38.6 ± 0.6 

pb-1 and 81.9 ± 1.8 pb-1 and to centre-of-mass energies y's = 300 GeV and y's = 

318 GeV, respectively. 

4.2 The ZEUS Detector 

The ZEUS detector is a multipurpose magnetie detector designed to study ep scat­

tering at HERA. It eovers most of the 47r solid angle, except for small regions around 
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the beam pipe. ZEUS was eommissioned in the Spring of 1992 and sinee then it has 

undergone sever al detector upgrades (essentially adding new components) driven 

by the physics and technical understanding gained during the first years of data 

taking. 

y 
The ZEUS eoordinate system (see 

Fig. 4.2) is a right-handed Cartesian 

system, with the origin at the nomi­

nal interaction point (IP), the Z-axis 

pointing in the proton beam direc­

tion (referred to as the "forward di­

rection"), and the X -axis pointing 

towards the centre of HERA. The po­

lar angle, 8, is measured with respect 

Figure 4.2: The ZEUS cooTdinate system. 
to the proton beam direction, where 

the forward direction corresponds to 

e = 0 and the electron beam direction at 8 = 1r. The azimuthal angle, cP, is measured 

with respect to the X -axis. The Y-axis points up. 

The centre of mass at HERA is boosted in the for ward direction with respect 

to that of the two incoming beams due to the asymmetric energies. Thus the final 

state variables can be defined in terms of quantities such that they transform simply 

under longitudinal boosts. One such quantity is the rapidity y, 

Il (E+Pz) y = - n 
2 E - Pz ' ( 4.1) 

which is additive under the restricted class of Lorentz transformations corresponding 

to a boost along the Z-axis. Rapidity differenees are boost invariant. Experimen­

tally, sinee the angle e from the beam direction is measured directly in the deteetor, 

the rapidity can be replaeed by the pseudorapidity variable 'ri, 

'ri = -ln tan(8j2), ( 4.2) 

which coincides with the rapidity in the mass m -----+ 0 limit. 
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The longitudinal and transverse cross-sectional views of the ZEUS detector in the 

Z - y and X - Y planes are shown in Fig. 4.3 and Fig 4.4, respectively. As can be 

seen, the detector layout is longitudinally asymmetric with respect to the IP: this 

is due to the large momentum imbalance between the electron and proton beams. 

A brief outline of the major detector components is given below. The main compo­

nents used in the analyses will be described in some detail in the following sections. 

Starting from the interaction point and moving radially outwards in Fig. 4.3, one 

2m 

-2 

1 1 

JO m 

Overview of Ihe ZEUS Deleclor 
( long il udinal cul ) 

, 

o 1 

-5 m 

Figure 4.3: Longitudinal cross-sectionat view of the ZEUS detectoT along 
the beam direction. 

can find the vertex detector (VXD), the innermost component in the ZEUS exp er­

iment. However, the VXD was removed during the 1995/1996 shutdown. Recently 

a new silicon mÏcrovertex detector (MVD) [96J was installed in the Spring of 2001. 

Therefore, in the 1996 - 2000 configuration, the central tracking detector (CTD) is 

the nearest component to the IP. It is complemented by forward and rear tracking 

detectors (FTD, RTD). For charge and momentum determination, the tracking sys­

tem is surrounded by a super-conducting solenoid providing a central magnetic field 

of 1.43 T. 
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The ZEUS calorimeter is located outside the superconducting magnet. It is a 

compensating (see section 4.2.2) high resolution uranium-scintillator calorimeter and 

it is divided into forward, barrel and rear sections (FCAL, BCAL and RCAL). To 

improve the discrimination between electromagnetic and hadronic showers for the 

low energy particles « 5 Ge V), silicon diodes have been added in the FCAL and 

Overview of Ihe lEUS Delector 
( cross sec 1 ion) 

Figure 4.4: Transverse cross-sectional view of the ZEUS detector along the 
beam direction. 

RCAL at the electromagnetic shower maximum (and form what is called the hadron­

electron separator, RES). The whole uranium calorimeter is enclosed by an iron yoke, 

which provides the return path for the solenoid magnetic field flux and serves as an 

absorber for the backing calorimeter (BAC). The BAC measures energy leakage from 

the main calorimeter. Limited streamer tube chambers for muon identification are 

located inside (FMUI, BMUI, RMUI) and outside (FIVIUON, BMUON, RMUON) 

the yoke. 

A small angle rear tracking detector (SRTD) is situated between the RTD and the 

ReAL, covering a radius of cv 34 cm around the beam pipe. To measure electrons 

with an even sm aller scattering angle, a small electromagnetic beam pipe calorimeter 
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(BPC) was installed in 1995 in the "beam pipe hole" of the RCAL. In 1997 the 

position resolution of the BPC was improved by the installation of a silicon tracker 

in front of the BPC, the beam pipe tracker (BPT). In 1998 a small forward plug 

calorimeter (FPC) was installed in the FCAL pipe "hole" to extend the calorimetrie 

coverage by one unit in pseudorapidity. 

Additional detectors are located outside the main detector along the beam pipe: 

at distances of about 24 - 90 m from the interaction point, the leading proton 

spectrometer (LPS) is installed inside the proton beam pipe. It consists of 6 sil­

icon strip detector stations which measure protons scattered at small angles. At 

Z = 105.6 In, a lead-scintillator calorimeter (FNC) is installed to measure the 

forward neutrons coming from protons. In the rear direction, at Z = -7.3 m a scin­

tillator hodoscope with iron wall (VETO) are used to reject proton beam related 

background. The luminosity (LUMI) detectors consist of two smalllead-scintillator 

calorimeters (LUl\H-e, LUMI-Î), installed at Z = -34 m, and Z = -104 m, in 

order to detect bremsstrahlung events for the luminosity measurements. The LU MI 

detectors are also used to identify the scattered electrons and the radiative photons 

for the photoproduction and DIS events, respectively. 

4.2.1 The Central Tracking Detector (CTD) 

The CTD [97] is a cylindrical drift chamber designed to measure the momentum and 

direction of charged particles with a high precision and as such is essential for the 

complete reconstruction of the hadronic decay products of charmed mesons. The 

chamber is 205 cm long and has inner and outer radii of 18.2 cm and 79.4 cm, 

respectiveIy. The resulting angular coverage is 15° < () < 164°. The CTD consists 

of 72 radiallayers of sense wires which are arranged into ni ne superlayers (SL). A 

group of eight wires in the r - cp plane of each superlayer defines a cell. One octant 

of the CTD is shown in Fig. 4.5. The five odd superlayers have wires parallel to 

the chamber axis and are called axial superlayers. The remaining four even layers 
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Figure 4.5: X- y cross section through one octant of the CTD. The wires 
of the even n'umbered superlayers aTe slightly tilted with respect ta the beam 
axis (stereo supeTlayers). The values of this angle are displayed below the 
corresponding superlayer. 
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are stereo superlayers, which have wires at a small angle (±50)1 with respect to 

the beam, thereby providing good Z position measurement (rv 1.4 mm resolution). 

The first three axial Iayers (SL1, SL3, SL5) are also equipped with a z-by-timing 

system in which the arrivaI times (t l , t 2 ) of a pulse at the two opposite ends of a wire 

are measured and the Z position is determined from the tirne difference Itl - t 2 1. 

This provides fast information about the Z position of a track which is then used 

for the trigger purposes. The drift chamber is filled with a gas mixture of argon 

(Ar), carbon dioxide (C02 ) and ethane (C2H6 ) in the ratio 83:05:12. The gas is 

bubbled through ethanol. This mixture has been chosen on the grounds of safety 

and protection against whisker growth, although an argon-ethane mixture (50:50) 

would provide a better resolution and less noise. 

When a eharged particle traverses the CTD, it ionises the gas, ereating eleetron­

ion pairs aiong its trajectory. Under the action of an electric field (1.82 kV lem) 

and radial magnetie field (1.43 T), the freed eleetrons drifts towards the positive 

sense wires (with an approxirnately constant velo city of 50 j.lml ns), whereas the 

positive ions are accelerated towards the negative field wires. In the field of these 

l The stereo angle chosen (5°) is such that the angular resolution in polar and azimuthal angles 

are roughly equal. 
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sense wires, avalanche-like multiplication of the electrons occurs, with a factor of 

about 104
. The produced sizable pulse is then read out and digitised by 8-bit flash 

analogue to digital convertors (ADCs). The path of the charged particles can then 

be reconstructed using the hit pattern and the known drift times. The measurement 

of the curvature of the tracks in the magnetic field of the solenoid can be used to 

determine the transverse moment a, PT, of the particles, which along with the polar 

angle measurement allows the full determination of the particle momenta. The 

relative transverse momentum resolution of the CTD, obtained from parameterising 

the detector simulation (tuned with data) on the generated tracks coming from the 

Dd --'t D°Jr~ --'t K::rJr±Jr~ channel, is given by2 [97]: 

a(PT) = 0.0058pT 
PT 

0.0014 
0.0065 E9 , (PT in CeV) 

PT 
( 4.3) 

where the first term corresponds to the resolution of the hit positions, the second 

term to smearing from multiple scattering within the CTD and the last tenu to 

multiple scattering before the particle enters into the CTD. 

4.2.1.1 Track Reconstruction 

A detailed description of track reconstruction can be found in [98], but is here briefiy 

described. In the track finding algorithm, each track candidate begins as a "seed" 

of 3 hits in an outer axial superlayer, which is extrapolated towards the vertex. 

The pattern recognition procedure first reconstructs the longest tracks, which are 

successfully continued from 8L9 all the way down to 8L1. 8horter tracks, whose 

track seed was found in 8L 7, are then reconstructed and the process continues until 

the inner 8Ls are reached. Tracks with too many shared hits are removed from the 

algorithm. Each track candidate is then fitted to a 5 parameter helix model, by 

evolving the trajectory through the magnetic field. From the helix model fit, the 

tracks are then classified as either not coming from the primary vertex (VCTRHL) 

or tracks from the primary vertex (VCTPAR). The resolution of the ZEU8 tracking 

2 Here Œ stands for addition in quadrature. 
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Figure 4.6: The PT d'istTibut'ion of tracks in the CTD faT ,jet events associated 
with D* mcsons. The Monte Carlos aTe nonnaliscd ta the data. 
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during the 1996 - 2000 data taking period, in the absence of MVD, was not sufficient 

to en able the identification of secondary vertices ar'ising from charmed (D*) mesons. 

Thus, in order to select the D* candidates coming from the primary interaction 

vertex, only VCTPAR tracks were used for the analyses. 

Fig. 4.6 shows the PT distribution of VCTPAR tracks for data and Monte Carlo 

events with an identified jet-associated D* meson. There is a reasonable agreement 

between data and Monte Carlo, which quantifies the correctness of both the detector 

simulation and the underlying distribution. 

4.2.2 Uranium-Scintillator Calorimeter (UCAL) 

In order to reconstruct jets, essential for the analyses in this thesis, the measurement 

of the energy of aH particles is needed, including both charged and neutral particles. 

The full reconstruction of jets is performed using either the calorimeter cells alone, or 

a combination of tracks and calorimeter cells, where a cell is the smallest subdivision 

of the calorimeter. 

The ZEUS caJorimeter [99] (UCAL) is a high resolution uranium-scintillator 
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calorimeter. It completely surrounds the solenoid and the tracking detectors, as 

shown in Fig. 4.7. It consists of alternating layers of 3.3 mm thick depleted uranium 

(98.1% U238
, 1.7 % Nb, 0.2 % U235

) plates, which act as absorbers, and 2.6 mm thick 

organic scintillators (SCSN-38 polystyrene) as active material for readout pur·poses. 

The thickness of the plates has been specifically chosen such that the calorimeter 

has equal response to electrons and hadrons of the same energy (e/h = 1.00 ± 0.02). 

This property of the calorimeter makes it a "compensating" calorimeter. In this way 

optimum accuracy for the absolute value and the resolution of hadronic energies lS 

achieved. The main features of the ZEUS calorimeter are: 

@ hermeticity over a large solid angle (coverage of 99.7% of the solid angle); 

@ energy resolution for hadrons of O'(E)/ E = 35%/ JE5 2%; 

@ energy resolution for electrons of O'(E)/ E = 18%/JE5 2%; 

@ calibration of the absolute energy scale to 1% [100]; 
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Part of the U CAL Polar angle Pseudorapidity 

FCAL (forward) 2.2° < e < 36.7° 4.0 >1] > 1.1 

BCAL (barrel) 36.7° < () < 129.1° 1.1 > Tl > -0.74 

RCAL (rear) 129.1° < e < 176.2° -0.74> Tl > -3.4 

Table 4.1: CAL sections and the angular' ranges covered by them. The polar 
angle and the pseudorapidity ranges are calculated with respect to the nominal 
interaction point. 

® precise angular resolution for particles (::;0.1 mrad); 

® short signal-processing time at the nano-second level. 
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The UCAL consists of three parts: the forward (FCAL), the barrel (BCAL) and the 

rear (RCAL) calorimeters. Table 4.1 shows the angular coverage by them. Each of 

the calorimeter parts is subdivided into modules, which in turn are segmented into 

tO\vers. Each tower is longitudinally divided into an inner electromagnetic (EMC) 

and two (one in RCAL) outer hadronic (HAC) sections. The EMC sections consist 

of four (two in RCAL) ceUs with transverse dimensions of 5 x 20 cm2 (10 x 20 cm2 in 

RCAL), whereas each HAC section consists of one 20 x 20 cm2 cell. As an example, 

a module of the FCAL is shown in Fig. 4.8, where the readout mechanism is also 

illustrated: when an incident particle deposits energy, the generated scintillator 

light of each cell is read out on opposite sides, via a coupling to wavelength shifters 

guiding the light to the photomultiplier tubes (PMT's). Comparison of the two PMT 

signals allows the determination of the horizontal impact position. The calorimeter 

also provides accurate timing information at the nana second level. The timing 

resolution for each calorimeter cell is O't = 1.5/ v'E 0.5 ns, where E (in GeV) is 

the energy deposited in the ceIl [99]. The time t = 0 is defined to be the time at 

which the particles originating from ep collisions at the interaction point arrive at 

the calorimeter. The timing information from the calorimeter is use fuI to remove 

both beam-gas and cosmic-ray backgrounds. When particles from proton beam-gas 
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Figure 4.8: Layout of a FeAL module. 

interactions, which may occur behind the RCAL and deposit energy in the RCAL, 

this time is negative. Therefore, a cut on the RCAL time can remove a very large 

number of beam-gas events. The" up-down" time difference, defined as the difference 

between the time at which energy is deposited in cells at the top and at the bottom 

of the ECAL, should be zero for deposits related to an ep collision. However, for 

co smic rays, this time difference is greater than 10 ns. Therefore, cosmic-ray events 

can also be removed with the calorimeter timing information. 

The calibration of the calorimeter is performed using sever al tools [101]. The 

main calibration source is the use of the natural uranium radioactivity, the so-called 

uranium noise (UNO), which pro duces a low background current in the photomulti­

plier. This current is statistically very stable and the deviations from the expected 

value allow problems encountered during the operation of the photomultipliers to 

be detected. To calibrate the electronic readout system, charge in je ct OIS are used to 
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simulate the signal coming from the photomultiplier. Since the quantity of charge is 

known, the returned value given by the complete readout system is used to calibrate 

the effects of the electronics, after subtraction of the noise contribution. These tools, 

together with beam tests, cosmic ray tests and laser calibration, provide a stable 

diagnostic mechanism for monitoring and calibration of the calorimeter. 

4.2.3 Luminosity Measurement 

The luminosity measurement is essential for any cross section calculation and is 

measured at ZEUS from the rate of bremsstrahlung processes; 

e + p ---+ e' +1 + P ( 4.4) 

Integrating over scattering angles, the cross section can be obtained semi-classically 

by the Bethe-Heitler formula [102], 

dCY = 4ar2 ~ (Ee + E~ _ ~) (ln 4Ep Ee E~ _ ~) (4.5) 
dE-y C E-y Ee E~ Ee 3 JIll rn E-y 2' 

where Ky lS the photon energy, Ee and E~ are the energies of the initial and final 

electrons, Ep is the proton energy, lH (m) is the proton (electron) mass, a is the 

fine structure constant and rc is the classical electron radius. 

The radiative corrections to this pro cess have been calculated and found to be 

quite smaU (-0.3%) within the measurable area of phase space. The ZEUS lumi­

nosity monitor [103] consists of electron (LUMI-e) and photon (LUMI-1) sampling 

lead-scintillator calorimeters as shown in Fig. 4.9. The LUMI-e detector is situated 

at Z = -34 m and the LUMI-1 is situated at Z = -104 m. Electrons with scat­

tering angle Be' :::; 6 mrad and energy 0.2Ee :::; Ee' :::; 0.9Ee are deftected out of the 

beam orbit by the HERA magnetic field from the bending dipoles (BH in the figure) 

and are aUowed to leave the beam pipe by a window at Z = - 27 m. This is then 

measured at LUMI-e with a resolution of 18%j.JE (E in GeV). 

The LUMI-1 calorirneter detects photons radiated within a cone of 0.5 mrad 

around the bearn axis. These photons leave the bearn pipe via a window at Z = 
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Figure 4.9: The luminosity monitor (see te:r:t). 

-92 m. For photons with energy greater than 5 Ge Y the acceptance is 98 %. The 

resolution of the LUMI-, is similar to the LUMI-e, although for protection from 

synchrotron radiation it is shielded by a lead filter, effectively reducing the resolution 

to 25%/VE (E in GeY). In addition, the LUMI-e can be used to tag electrons at low 

scattered angles with 10-7 < Q2 < 2 . 10-2 Ge y 2 1,0 provide additional information 

about the event kinematics. 

Once the observed ep-bremsstrahlung rate, Rep , is measured, the luminosity is 

given by L = Rep/(Jobs; where (Jobs is the ep-bremsstrahlung cross section corrected 

for the detector inefficiencies and acceptances. The luminosity measurement can 

suffer from a number of background processes, the most problematic being the beam 

gas bremsstrahlung where the electron interacts with a nucleus (N); 

e + J\j - e' +, + N, ( 4.6) 

which has a similar signature to the process, as Eq. 4.4. The contribution of these 

background pro cesses to the total measured rate by the luminosity monitor can be 

estimated by making use of the pilot electron bunch. For a total counting rate of 

the luminosity detector, Rtot, and pilot-bunch rate, Rpilotl if the total current in 

the electron ring is Itot, and Ipilot is the current in the pilot bunches, the actual 

ep-bremsstrahlung rate for the luminosity can be estimated as: 

Itot 
Rep = Rtot - Rpilot . -1 - . 

pilot 
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This relationship can then be used inside the Bethe-Heitler expression with corrected 

acceptances to determine the final luminosity. 

4.2.4 Trigger and Data Acquisition System 

As mentioned previously a bunch crossing occurs every 96 ns at HERA, which is 

equivalent to a nominal crossing rate of r--.; 10 MHz. However, the total interaction 

rate is dominated by the interaction of the proton beam with residual gas in the 

beam pipe at large negative Z. This provides a rate of the order of 10-100 kHz, while 

the rate of ep physics events in the detector is of the order of 5-8 Hz. The VETO 

Wall (outlined previously, see also Fig. 4.3, right side), shields the detector partially 

from particles originating in these beam gas interactions and reduces the rate by 

one order of magnitude. In addition, other background sources such as electron­

gas collisions, halo muons and co smic rays are also present. Suppression of such 

backgrounds is achieved by a sophisticated ZEUS three level trigger system [104], 

where each successive level has more time available to take more complicated trigger 

decisions. A schematic diagram of the ZEUS trigger and data acquisition systems 

is given in Fig. 4.10. 

4.2.4.1 The First Level Trigger 

The First level trigger (FLT) is a hardware trigger, designed to reduce the event 

rate to rv 1 kHz. Each component of the ZEUS detector has its own FLT, which 

stores the data in an electronic pipeline and makes a trigger decision within 2 ILS 

after the buneh crossing. The FLT operates only on a small subset of detector data, 

calculating erude event observables like regional energy sums, number of tracks and 

timing information. Eaeh component completes its internal trigger calculations and 

passes the information for a particular buneh crossing on to the Global First Level 

Trigger (GFLT). Once the decisions from all the FLT parts are collected by the 

GFLT, it decides whether to accept or reject the event, and returns this decision to 
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the readouts of the different components within 4.6 ps, corresponding to 46 bunch 

crossings out of a maximum of 52 for the pipeline. At the FLT, most of the beam-gas 

and beam-halo events are rejected. 
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4.2.4.2 Second and Third Level Triggers 

Following acceptance by the GFLT, the data is then transferred to the Second 

Level 'Ihgger (SLT). This is software-based and runs on a network of transputers. 

It is designed to reduce the rate below 100 Hz, where a decision typically takes 

30 ps, within a given de ad time of about cv 3%. As in the case of FLT each sub­

component has its own local SLT pro cess (objects like track moment a, the event 

vertex and calorimeter clusters are reconstructed), passing information to the Global 

Second Level Trigger (GSLT). If the event is accepted by the GSLT, aU the detector 

components send their data to the Event Builder, which collects the information to 

reconstruct a complete event. The event is then passed to the Third Level Trigger 

(TLT), which runs a part of the omine reconstruction on a computer farm of PCs 

with Intel CPUs. On the TLT level, detailed tracking as weIl as jet and electron 

finding are performed. After the final TLT decision, the rate is reduced to 5-10 Hz. 

Events accepted by the TLT have a typical data size of rv 100 kB and are written to 

disk at the DESY computing centre via a fiber-link (FLINK) connection. From then 

onwards the events are available for the full omine reconstruction and data analysis. 

4.2.5 Offiine and Detector Simulations 

The data previously stored on tape is reconstructed with the ZEPHYR package. 

During the reconstruction, a preselection logic based on very soft, pro cess oriented 

requirements is performed. The results of this preselection are coded as Data Sum­

mary Tape (DST) bits, which are stored in the header of the event file. Only the 

header is read for events which do not fulfill the required DST bit logic. This speeds 

up the selection of events needed to reconstruct jets and charmed mesons for the 

analyses, over a large volume of data (see section 7.2). 

During the reconstruction procedure, the information of the different components 

is re-analysed by applying corrections given by the data quality monitoring and 

by the calibration of the different channels on each component. Since the whole 
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Figure 4.11: Diagram of the ZEUS reconstTuction scheme. 

detector information (like the calibration constants, bad channels, etc.) is available 

during this stage, the reconstruction procedure makes use of this information. Once 

reconstructed, the data is then written to disk and is available for the final physics 

analysis [105]. 

As can be seen from the complexity of the ZEUS detector, it is quite important 

to understand the detail detector effects, which ean influence the observation of the 

final state processes. This is done using the Monte Carlo (MC) techniques, in which a 

detailed detector simulation is performed with the Monte Carlo for Zeus Analysis, 

Reconstruction and Trigger (MOZART) program (based on GEANT 3.13 [106]). 

Its kernel is based on the current understanding of each specifie component and the 

detector as a whole, including the material they are made of, their exact geometry 

and position. The program tracks particles through the whole detector, taking into 

account physics pro cesses such as energy loss, multiple scattering, particle decays 

in flight, etc. MOZART contains subprograms for the simulation of the trigger 

(ZGAj\:A, acting on simulated signais from the different detector components), and 

for the omine reconstruction (ZEPHYR). Fig. 4.11 shows a schematic diagram of 

the ZEUS reconstruction seheme for data and MC. 



Chapter 5 

Physics Simulation 

The simulation of physics events in ZEUS is do ne in two main steps. In the first step, 

the underlying dynamics of ep scattering is simulated by means of so-called 'event 

generators'. In an event generator, the leading or der hard subprocess and the effects 

of the leading logarithmic parton showers are simulated by using the principles of 

pQCD. In addition, aspects of soft, non-perturbative physics such as hadronisation 

and initial state parton density functions are included by using phenomenological 

models and parameterisations. In the second step, a simulation of the detector and 

trigger response to the collection of outgoing particles is performed. The output of 

this simulation, as discussed in section 4.2.5, has the same format as the real data 

recorded by the detector and can therefore be passed through the same event recon­

struction and physics analysis chain. The combination of these two steps involving 

event generation and event simulation (detector simulation) is called a _Mante Carlo 

(lVI C) simulation. 

In this chapter, a description of the important aspects of the event generation is 

presented. The event generators used for the analyses are CASCADE 1.00/09 [107], 

HER\iVIG 6.301 [108] and PYTHIA 6.156 [109]. To calculate the acceptances and 

to estimate hadronisation effects, HERvVIG and PYTHIA are used, whereas CAS­

CADE along with HERWIG and PYTHIA were compared to the measured cross 
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sections to try and validate the underlying physics in each of the models. 

5.1 Overview 

e 

p 

Hard Scattering Parton Showers Hadronisation 

Figure 5.1: Schematic representation of the different steps in the generation 
of ep events. The hard scattering is followed by the parton shower (PS) and 
the hadronisation. 
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For any given ep scattering process, the generation of simulated events relies on 

phenomenological approaches which occur at allieveis apart from calculation of the 

matrix elements. This is not done in one step, but rather by "factorising" the prob­

lem into a number of stages (see Fig. 5.1), such as hard scattering, parton showers, 

and hadronisation, as described below. The theoretical justification for dividing the 

overall structure into various steps is based on the factorisation theorem [110]= 

1. hard sub-process: a pair of incorning beam particles or their constituents in­

teract to produce one or more primary outgoing particles. This can be calculated 
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to the lowest or der in perturbation theory. The hard momentum transfer scale, 

together with the colour flow of the subprocess, set the boundary conditions for 

the initial- and final- state parton showers. 

2. parton shower: the partons resulting from the hard scattering undergo suc­

cessive branchings, until their virtuality is sm aller than a fixed cut-off scale, 

typically around 1 Ge V. 

3. hadronisation (fragmentation): the pro cess by which primarily produced 

coloured partons transform into colour singlet hadrons. This is a non-perturbative 

process. Tt will be addressed in detail in this thesis, both in terms of experimental 

measurements and phenomenological models. 

4. beam remnant fragmentation: in the scattering process, the algorithm for 

initial-state radiation is applied to each particle beam. The shower is then ini­

tiated by backward evolution from the hard sub-process. This shower initiator 

takes only sorne fraction of the total beam energy, leaving behind a beam rem­

nant to carry the l'est. If the shower initiator is coloured, so is the remnant. Being 

colour-connected to the hard interaction, the beam remnant is part of the same 

fragmenting system and needs to be reconstructed and connected to the l'est of 

the event. In addition, in collisions where the two incoming beam particles have 

a composite nature (e.g. hadron-hadron interaction, resolved photoproduction) 

there is the additional possibility that several parton pairs undergo separate hard 

or semi-hard scattering known as 'multiple interactions' [111] (See Fig. 5.2). 

5.2 Multiparton Production 

The description of the hadronic final state at high energy requires the calculation of 

multiple-parton emissions in QCD. Phenomenologically, this is done by reducing the 

hard hadron-hadron interactions to parton-parton interactions. The hard pro cess 

is then expressed as the convolution of the parton distributions in the colliding 

hadrons with the cross section of the elementary sub-process given by the square 
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Figure 5.2: Schematic representation of multiple internctions in "'(p collision. 
The pt blob represents the add'itional scattering fram initial-state radiations, 
whereas the f!1d shows the hard scattering initiated by the lIactive" partons 
fTOm the photon i, and proton p. 
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of the matrix element, calculated in perturbative QCD. Sueh an approaeh ean be 

justified in the Leading Logarithmic Approximation (LLA) in LO, or any order in 

QCD. In the following subseetion two different approaehes are presented, whieh were 

used to study the hard scattering dynamics in this work. 

5.2.1 Collinear Approach 

The most popular and technieally simplest approaeh lS the so-called QCD eollinear 

approximation. In this model aIl ineoming (before the hard scatter) and outgoing 

(after the hard scatter) particles are assumed to be on the mass shell, m 2 > 0; (m 2 = 

E2 - p2). They only have the longitudinal components of momenta; the transverse 

momenta of these incident partons are neglected in the QCD matrix elements in di­

rect analogy with the \iVeizsacker-Williams approximation in QED. The virtualities, 

q2, of the initial partons are taken into aceount only through their densities (referred 

to as the structure functions). These densities are then calculated in the LLA using 

the DGLAP evo1ution equation1 and a1so fitted to the available experimental data. 

1 Essentially corresponds to the summation of the contributions of the type (as ln q2)n. 
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Here the partons are essentially considered to be "frozen" inside the hadrons. The 

cross section in the collinear approach for heavy quark production in ,p interactions 

can be written in the following factorised form [110): 

da(!p -7 cc) = ~ / dXidxjgl!i(Xi, ItF )Fp/j(xj, !LF )dâ-(ij -7 cc), (5.1) 
7J 

where Fr!i(Xi,ftF) and Fp!j(Xj,ftF) are the structure functions of partons i and j 

in the colliding hadrons, and p, ftF is the factorisation scale and dâ-(ij -7 cc) lS 

the partonic subprocess calculated in perturbative QCD. Here the virtuality of the 

parton entering the hard scattering matrix element is neglected, or considered as 

collinear with the incoming hadron. The main uncertainties are the consequences of 

unknown scales2
, ftF and ftR and the charm quark mass, me. Both the factorisation 

and renormalisation sc ales (usually assumed to be equal) are generally set to be equal 

to the "hardness" of the treated process. However, which value should be taken: 

me or mT = Jm~ + p~, remains to be determined. In this thesis, the maximum 

uncertainties for the NLO calculations were estimated by simultaneous variation of 

me between 1.3 and 1.7 GeV and /tR between mT/2 and 2mT. 

This approach is somewhat successful in describing the experimental data on the 

total cross sections as well as one-particle distributions for heavy quarks, however it 

cannot reproduce, for example, the azimuthal correlations [112, 113] of two heavy 

quarks, as well as the distributions over the total transverse momentum of heavy 

quark pairs [88], which are determined by the transverse momenta of the incident 

partons. 

5.2.2 Serni-hard or kT-Factorisation Approach 

Another method that accounts for the incident parton transverse moment a is re­

ferred to as the kr-factorisation [44] or the theory of semi-hard interactions [114]. 

this approach one considers pro cesses occurring at very small values of x êV mT/VS, 

2 !-lR, defined as the renormalisation scale, enters into the cross section calculation, dêJ(ij -+ cc). 
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which pertains directly to heavy quark production at high energies. At these ener­

gies (VS -+ large =} x -+ smaU) the scale of the hard pro cess is set by the heavy 

quark mass, me) and is larger than the QCD scale, AQCD (which is of the order of 

200-300 MeV). Thus, the logarithmic terms corresponding to ln (~) in the evolution 

equations can no longer be ignored, as was done in the collinear approach. The 

rapid growth of the parton density for x -+ 0 causes the parton-parton interactions 

to become more significant. Thus in order to describe this region, the contributions 

not only of order (as ln q2)n, but also [as ln q2 1n l]n and [as ln l]n must be summed. 
x x 

This is done using so called unintegrated parton distributions. 

Consider the cross section for heavy quark photoproduction via photon-gluon 

fusion at a centre-of-mass energy VS much greater than me. In order to use the 

kT -factorisation theorem, which allows the resummation of leading logarithms, one 

has to consider the elementary subprocess Î9 -+ cc in which not only the photon 

momentum, q, but also the incoming gluon momentum, k = kn , is off-shell. For 

m~ « s, k and q get only a sm aU fraction of the proton and electron momenta 

respectively, thus these momentum fractions can be written as k c:::: xPP + kT and 

q :::::::: YPe + qt; q2 = _Q2 :::::::: -q;, where qt, kT and x, y, are the two transverse and the 

two longitudinal components of the incident partons, respectively. According to the 

results in [44, 114], the heavy fiavour cross section for m~ « s is then expressed as: 

(5.2) 

The cross section, êr) is a generaiised subprocess cross section for the off-shell photon 

and gluon to produce the charm-anticharm pair with the squared centre-of-mass 

energy s. The equation is made such that if k goes on-shell (k; -+ 0), the usual 

on-shell expression (Eq. 5.1) can be obtained. 

The function F(x, kT) is a generalised proton structure function giving the prob­

ability (per unit ln x) of finding a gluon at longitudinal momentum fraction x and 

transverse momentum kT. When integrated over transverse 1l10mentull1 up to some 

limit 11 (set by the factorisation scaIe)) the generaiised structure function becomes 

the usuai structure function, F(x, fL2), given the gluon momentum fraction distribu-
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Figure 5.3: Photoproduction of heavy quark anti-quark pair. 

tion at scale M2 , 

1-'2 

J d2kT x:F(x, k~, {(2) = xF(x, {(2) (5.3) 

o 
The transverse momentum kT arises from the emission of gluons in the course of 

the evolution of the structure function from the typical hadronic scale up to the 

sc ale M as shown in Fig. 5.3. Based on the approximations used (in Eq .. (5.3)), the 

unintegrated parton distributions can be classified as follows: 

i) xQ(x, k~) describes the DGLAP type. 

ii) x:F(x, k~) is used for the pure BFKL type. 

iii) XA(l;, k~) stands for a CCFM type. 

However, based on the above classifications, many parameterisations [115] exist in 

order to calculate the unintegrated gluon distributions. For example, in the case of 

charm jets, a direct comparison between three different representations, one com­

ing from a leading-order perturbative solution of the BFKL equations, the second 

derived from numerical solutions of the CCFM equations and the third from the 

solutions of a combination of BFKL and DGLAP equations, can be found in [116]. 
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Figure 5.4: Diagrammatic representat'ion of LO, NLO and resolved pho­
ton processes in the collinear approach (top ro1.1l) and compared to the kT -

factorisation approach. 
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In contrast with the collinear approximation, the kT-factorisation approach takes 

into account the gluon transverse motion kT. On average, the gluon transverse 

momentum decreases from the hard interaction box towards the proton hne (from 

top to bottom of the diagram in Fig. 5.4). The kT of these gluons which are not 

included in the hard interaction block (Fig. 5.4 a)) is then determined exclusively 

by the properties of the evolution equation. Thus, the radiated gluon close to the 

quark box can have even larger transverse momentum than any of the two quarks 

involved in the hard subprocess [117], which in the collinear approach (Fig. 5.4 b)) 

requires a full 0(0:;) matrix element for 2 -+ 3 to be calculated (NLO). The next 

aspect is that, in any analysis the kT of the incoming gluons can only be restricted 

by the kinematics and therefore, the virtuality of either the second or third parton 
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in the ladder (Fig. 5.4 c)) can be higher than the first. This feature in the collinear 

approach can give rise to resolved photon processes. 

Fig. 5.4 summarises the basic ideas of the different factorisation approaches. In 

the following chapters the comparison of the experimental data to these approaches 

will be shown. At this stage it can be said, that not only does the kT-factorisation 

include at least some of the NLO diagrams [118], but it also includes diagrams of 

the resolved photon type, with the transition from real to virtual photons [119, 120]. 

The uncertainties in this approach are estimated not only by the variation of me 

between 1.3 and 1.7 CeV, but also by varying the maximum allowed angle for the 

quark box, (as shown in Fig. 5.4) to twice or half of its nominal value. 

5.3 Initial- and Final-state Radiation 

A fast moving hadron may be viewed as a cloud of quasi-real partons. At each in­

stant, an individual parton before or after the hard scattering can initiate a cascade, 

branching into a number of partons. The partons produced before and after the hard 

scattering are called initial state and final state radiation, respectively. These par­

tons may not have enough energy to be on mass-shell, and thus they only live for a 

finite time before recombining. In a hard interaction between two incoming hadrons, 

when two partons scatter at high Pt, the other partons in the two related cascades 

are also provided with the necessary energy to be long-lived. Starting from a basic 

2 ---'r 2 procesé3, these other parton related cascades will generate large corrections 

to the final state topologies (2 ---'r 3, 2 ---'r 4, and so on). 

Traditionally two approaches exist to model these perturbative corrections. One 

is the matrix element method, in which Feynman diagrams are calculated, order by 

order. In principle, this is the correct approach, where the transfer of energy is given 

by the varions 2 ---7' N hard scattering matrix elements, where N is the final parton 

3 The first 2 stands for the two initiatol"s of the cascades, the second stands for the final state 

partons aftel" the hard scatter. 



CHAPTER 5. PHYSICS SIMULATION 

7 

p 

Figure 5.5: Schemaiic representation of space-like shower evolution, with 
hard scattering partons 1 and 2 and emitted time-like partons 4, 6 and 8. 
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multiplicity. This approach takes into account the exact kinematics and the full 

interference between the outgoing partons. In practice, matrix elements can only be 

calculated for small values of N. The calculation becomes increasingly difficult for 

higher values of N, in particular for the loop diagrams. Only in exceptional cases 

have more than one loop corrections been calculated in full, and that too without 

any Ioop corrections. On the other hand, there is indirect but strong evidence that 

multiple soft gluon emission plays a significant role in building up the event struc­

ture, e.g at LEP, and this sets a limit to the applicability of matrix elements. Since 

the phase space available for gluon emission increases with the available energy, the 

matrix-element approach becomes less relevant for the full structure of events at 

higher energies. However, it should be noted that the matrix-element approach, due 

to its predictive power should be used for the specialised studies like as determina­

tion, angular distribution of jets, triple-gluon vertex, etc., and hence is important 

for this thesis. 

The second possible approach is the parton shower one. Here an arbitrary number 

of branchings of one parton into two (or more) may be combined, with no upper 

limit on the number of partons involved. However it is convenient to imagine that 

the partons on the two branches which led from the two initiators to the hard 
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scattering (7 - 3 - 1 and 5 - 2 in Fig. 5.5) have increasing space-like virtualities, 

Q2 = -m2 > 0; rn2 = E 2 - p2, adjusted such that the partons on aIl other branches 

(8, 4 and 6 in Fig. 5.5) may have rn2 2: 0; these latter partons are referred to as 

the time-like ones. Then the momentum transfer given by the central 2 - 2 hard 

scattering subprocess is enough to ensure that aH partons may end up on mass 

she11. Except for the two hard scatterers, the partons continue essentially along 

the direction of the respective hadron (l' p) they belonged to, although occasionally 

they may have large transverse momenta and give rise to separately visible jets of 

their own. Other cascades within the two inter acting hadrons remain unaffeeted, i.e 

do not receive any energy transfers, and then disappear unnoticed into the low-pt 

beam remnant. 

Thus, the two approaehes are complementary and both are used to compare the 

underlying physics dynamics in this thesis. The matrix element approach has been 

used within the fixed order NLO seheme, whereas the parton-shower approaeh was 

used in aIl MCs presented below. 

5.4 Hadronisation 

After the parton shower, the final state consists of quarks and gluons with virtuali­

ties (momentum transfer) of the order of the cut-ofl" scale /-lO' At this low momentum 

transfer (long-distance) QCD becomes strongly inter acting and perturbation theory 

breaks clown. In this confinement regime the eoloured partons are transformed into 

colour singlet hadrons, a proeess whieh is ealled either hadronisation or fragmen­

tation. Here one addresses the issue of how the final state partons produce final 

state hadrons, whieh however has nothing to do with the initial state. There are 

several phenomenologie al models to simulate the fragmentation of hadrons from 

partons. The three main models are the String or Lund fragmentation, the Cluster 

fragmentation and the Independent fragmentation models and are deseribed below. 
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5.4.1 String Fragmentation 

In this semi-classical model [121], as the two coloured quarks q and q move apart 

from their common production vertex, the chromo-field between theIn does not 

spread through space in the same way as does the electric field between two charges; 

rather, it is confined to a flux tube about 1 fm across. A simple application of Gauss's 

theorem shows that as the colour charges separate and the flux tube stretches, the 

energy stored in the field increases: about 1 Ge V for each fm of fllDc-tube length. As 

this flux tube stretches, the energy in it grows at the expense of the kinetic enel'gy of 

the quark, until it far exceeds the mass energy of the lightest hadrons. It therefore 

l'eadily materialises as hadrons each carrying a fraction of the original momentum. 

of the quark. 

This colour field between the quarks is modelled by a uniform string in the Lund 

model, with an energy pl'oportional to theil' distance 

E(r)=K,·r, (5.4) 

where K is a string constant estimated to be 1'0 ~ 1.0 GeV /fm. At a typical distance of 

2 - 5 fm, the string breaks by forming a new (q', q')-pair, leaving two colour singlets 

(q, q/), (q, q/). If the invariant mass of either of these string pieces is large enough, 

further break-ups may occm'. A Lund string break-up pro cess is schematically shown 

in Fig. 5.6. It is important to note the following assumptions: 

i) There is no field between a qq-pair produced at the "initial" vertex. 

ii) A string force field is al ways confining because it has a fixed energy pel' unit 

length (K, is constant) and the force field vanishes at the end-point charges. 

iii) AU hadrons must have positive momenta. There is no defined "first" vertex; 

they are all equal. In the Lund model, the slowest particles are always produced 

first in any frame. 

iv) Even if the energy of the original pair increases without limit, the multiplicities 

of production vertices will stay finite. 
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Figure 5.6: A typical Lund String break-up in space and tirne coordinates. 

The probability for a string break-up based on the above mentioned assumptions 

can be given by the following probability distribution function. 

_p' m 2 

f(z) oc z-l(1- Z)Œexp ( .t) 
Z 

(5.5) 

where f(z) is the probability for producing a hadron with a mass, m.t, taking a 

fraction z of the remaining light-cone (E + Pz or E - pz) momentum. The free 

parameters Q and pare related to the behaviour for z close to 0 and 1 and are 

determined from fits to experimental data. The behaviour as z ---+ 0 is regulated 

by the factor (ljz)exp(-pm}jz), which peaks at z = pmi for pmi < 1, while the 

behaviour for z ---+ 1 is determined by the factor (1 - z) Cl: • 

For a (q, g, fj) system, the gluons are considered as the internaI excitation of the 

string carrying localized energy and momentUln, thus the string is stretched from 

the quark end via the gluon to the anti-quark. The string then fragments into two qfj 

string segments which are boosted with respect to the overall centre-of-mass frame of 

the initial (q, g, fj) system and then the rest is treated as described before. Now if we 

generalize this to a system of TL partons, which is the case after the parton shower, 

the produced partons are arranged in a planar configuration, where each parton 

has an equal and opposite colour to that of its neighbours, from a quark end via a 

number of intermediate gluons to an anti-quark end (see 1eft side of Fig. 5.7). At 

each stage, the string iteratively fragments into smaller segments and the transverse 

momentum, Pt, for each qfj-pair created is generated using a Gaussian distribution 

in Px and py separately. When the energy of individual strings is too small to enable 

the partons to separate further l final state hadrons are formed. 
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Figure 5.7: Schemat'ic picture showing a parton shower followed by Lund 
string fragmentation (left) and Cluster hadronisation (right). 
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It should be noted that, as there is no unique prescription that the iterative 

procedure should start from a quark to the anti-quark end or vice versa, hence 

the results of the choice for the fragmentation function gives a unique "left-right" 

symmetry. Rence it is often termed as "Lund symmetric fragmentation function". 

5.4.2 Cluster Fragmentation 

In the cluster fragmentation model [122], all the outgoing gluons are first split into 

quark anti-quark or diquark anti-diquark pairs. Then, quarks are combined with 

their nearest neighbouring (in the colour field) anti-quark or diquark to form colour 

singlet clusters. These clusters have mass and spatial distributions peaked at 1'e1-

atively low values. For large cluster mass, the q-distributions faH rapidly and are 

asymptotically independent of the hard sub-process scale. The dusters thus formed 

are fragmented into hadrons (see Fig. 5.7, right plot). If a cluster is too light to 

decay into two hadrons, it is allowed to become the lightest hadron of the relevant 

fiavour, adjusting its mass to the appropriate value by momentum exchange with a 

neighbouring cluster. Massive clusters, below a certain fission threshold, 1\;1f , decay 
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isotropic:ally into pairs of hadrons. U nstable hadrons formed in this way are then 

allowed to deeay. Some clusters are too heavy for isotropie two-body deeay and 

therefore are first allowed to fragment into lighter clusters using an iterative fission 

model, until the masses of the fission produets faH below "~1f and subsequently deeay 

into hadrons. The fission threshold 1\:lf is defined aeeording to the formula [123]: 

(5.6) 

where ml and m2 are the quark masses of a given flavour forming a cluster and 

CLPOvV, CLNIAX are input parameters, tuned in order to reproduce experimental 

data. 

5.4.3 Independent Fragmentation 

The simple st seheme, as given by Field and Feynman [124], suggests that generating 

distributions of hadrons from partons, ean be obtained if eaeh parton is allowed 

to fragment independently. Since then many independent fragmentation sc:hemes 

have evolved. As the complete list of these independent fragmentation functions is 

relatively large, only those later used in this thesis are presented below. 

5.4.3.1 Bowler's Modifications to Lund 

\iVithin the framework of the Artru-Mennessier model [125], Bowler showed that 

a massive endpoint quark of mass mQ, leads to modifications of the symmetric 

fragmentation function. As the production of heavy quarks with a certain mass 

and transverse momentum in a colour field of quarks is treated as a tunneling phe­

nomenon in the Lund model, the probability to pro duce a cc pair becomes extremely 

small (rv 10-11 ). This implies that the string area swept out gets reduced for massive 

endpoint quarks compared to massless quarks, hence the symmetric scheme for the 

fragmentation of heavy fiavours cannot be applied. The modification to the Lund 
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symmetric model for heavy quarks is given by [126]: 

1 (-b.m2
) f(z) ex l b 2 (1 - z)aexp 1- . 

Z +rQ TnQ Z 
(5.7) 

In principle the prediction for the modified term 1/ (zl+rqbTnb) is rQ = l, but one 

can extrapolate smoothly between this and the original Lund symmetric fundion 

with rQ in the range from 0 to 1. 

5.4.3.2 Peterson Fragmentation 

H 

Q 

Figure 5.8: The fragmentation of a heavy quark Q, into a rneson H(Qq). 

The Peterson or SLAC fragmentation function [127] for heavy quarks was devel­

oped using the quantum mechanical parton model [128]. The fragmentation function 

was calculated from transition amplitudes, assuming that when a anti-light quark q, 

gets attached to a fast moving heavy quark Q (or a diquark qq for baryon produc­

tion), it decelerates slightly the heavy quark in the fragmentation process. Then, 

the amplitude for the fast moving heavy quark Q having energy EQ and fragmenting 

into a hadron H = (Qq) with energy EH, and a light quark q with energy Eq, is 

given by: 

amplitude(Q -+ H + q) ex DE- 1 (5.8) 

For simplicity mH c::::: mQ and 

DE = EH + Eq - EQ 

= (rn~ + Z2 p2)1/2 + (m~ + (1 _ Z)2 p2)1/2 - (m~ + p2)1/2 (5.9) 

ex 1- (l/z) - (e/l - z) 
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where ;?; is the fraction of the heavy-quark momentum P taken by the hadron H. 

The parameter E rv m~/mb, is the effective ratio of the light to the heavy-quark 

masses. The fragmentation function DZ (z), is then given by: 

N 

DZ (z) = z[l _ (1/ z) - E/(l - z)j2 (5.10) 

where the normalization N, is fixed by summing over aIl hadrons containing Q, 

L J dzDZCz) = 1 (5.11) 

The fragmentation function in Eq. 5.10 is then expected to be peaked at z c:::::: 1 - 2E 

with a width r-v E. However which value of E for charm production should be used 

in a given model, is a matter of debate. This not only depends on the heavy quark 

momentum as P -7 00, but also on the model in which this function should be used. 

Parameterisations exist for the Peterson E, using fits to e+ e- data in LO and NLO 

framework [83], and also within LO+PS (PYTHIA) [129]. However the techniques 

used to obtain the values are not unique. 

In the following subsequent chapters, a detailed analysis is do ne in both collinear 

(LO, LO+PS, NLO) and semi-hard frame work (LO+PS) in order to obtain the 

Peterson E, for the chanu production at HERA. These fits and the values obtained 

in this thesis, are done for the first time in a hadron collider. 

5.4.3.3 Kartvelishvili Function 

Kartvelishvili, Likhoded and Petrov [87], while trying to find the possible explana­

tion of di muon production in neutrino induced reactions using charm production, 

came up with a unique kind of fragmentation function. It was obtained using the 

following assumptions: 

i) The fragmentation of charm quarks into charmed hadrons is assumed to be equal 

to that of any light quark into usual hadrons. 

(5.12) 
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where Dt! is the probability for the c-quark fragmentation into the hadron H, 

which carries the fraction z of the quark momentum and K is the proportionality 

constant. 

ii) The validity of the "reciprocity relation" [130] at z rv 1 : 

D: (z) = fh(z), (5.13) 

where fh(z) is the q-type quark density in the hadron H. 

iii) Using the fact that charm quarks are relatively heavy and the assumption on the 

universality of the quark anti-quark sea, the above mentioned functional form 

using the Kuti-Weisskopf model [131] can be modified to obtain: 

(5.14) 

where a = 3 for the c-quark and 9 for the b-quark, from calculation predictions. 

However, a is a tunable parameter and can be determined using fits to the exp er­

imental data for a given model. The Kartvelishvili a in case of charm production 

was determined in this thesis for the first time within fixed-order LO and NLO 

frameworks. 

5.5 Bearn Drag Effects 

With a leading eharmed meson defined as having a light quark pair in common 

with the ineoming beam, an asymmetry exists between the leading and non-leading 

eharmed mesons. This favours the leading particle in the beam fragmentation re­

gion [132]. In a string fragmentation framework due to the colour flow in an event, 

the produced charm quarks are normally eolour-connected to the beam remnants of 

the incoming particles. This results in the possibility for the charmed meson to gain 

energy and momentum from the beam remnant in the fragmentation process and 

thus be produced at a larger rapidity than the initial chann quark (see Fig. 5.9). 
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Fig. 5.10 shows the MC distribution of charmed quarks and charmed hadrons sepa­

rated in direct and resolved processes. For direct photons the hadrons are found to 

be shifted (Fig. 5.10 a) in true rapidity, y: 

y = ~ ln E + Pz 
2 E - Pz 

(5.15) 

in the proton direction, since the chanu quarks are colour-connected to the proton 

beam remnant. In resolved photon pro cesses the photon also has a "beam" remnant, 

so the charmed hadron is shifted (Fig. 5.10 b) towards the remnant it is connected 

to. 

As a charm initiated jet represents the overall property of the charm quark pro­

duced in the hard scattering, there can be a drag effect between the colour connected 

D* charmed meson and the beam remnant. For the samples enriched in direct pho­

ton events, the photon interacts as a whole, the shift in rapidity is expected to 

be only in one direction (connected to the proton beam remnant), whereas in the 

resolved enriched sample, the charmed hadron will be shifted towards the beam 

remnant to which it is connected (both proton and photon). This assumption of 

the colour connection to the remnant was verified and it was found to be negligibly 

small [133] for the analyses presented in this work. 
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Figure 5.10: Distr'ibution of charmed hadT'Ons and quarks in rapidity for: 
(a) direct and (b) resolved photons pT'Ocesses [132]. 

5.6 Event Generators for Charm Jets in PHP 

In this section the main event generators that are used for the simulation of charmed 

mesons along with the jets are presented below. These generators incorporate dif­

ferent kinds of hard scattering approaches and fragmentation as discussed above. 

They were used in this thesis both in their default mode and by changing many 

parameters such as the initial/final state radiation or the fragmentation in order to 

compare the underlying physics dynamics with the experimental measurements. 

5.6.1 CASCADE Monte Carlo 

The MC event generator CASCADE 1.00/09 [107] simulates heavy-quark photopro­

duction in the framework of the semi-hard or kT-factorisation approach [ll4]. The 

matrix element used in CASCADE is the off-shell LO PGF process. Important par­

tial contributions, which are of NLO and even next-to-next-to-leading-order nature 

in the collinear (on-shell) approach, are consistently included in kT-factorisation due 

to the off-shellness of the gluons entering the PGF process [ll8]. 

The CASCADE initial-state radiation is based on CCFM evolution [42], which 

includes, in the perturbative expansion, the In( ~) terms in addition to the ln Q2 
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terms used in the DGLAP evolution. To simulate final-state radiation, CASCADE 

uses PYTHIA 6.1 and the fragmentation into hadrons is simulated with the Lund 

string model. The cross section is calculated by convoluting the off-shell PGF matrix 

elements with the unintegrated gluon density of the proton obtained from the CCFM 

fit to the HERA F2 data [107]. A charm quark mass of rTI,c = 1.5 GeV was used 

in this thesis. Although the CASCADE matrix elements correspond to the off-shell 

PGF direct photon process only, resolved photon pro cesses are reproduced by the 

CC FM initial-state radiation [119, 120]. 

5.6.2 HERWIG and PYTHIA Monte Carlos 

The MC simulation prograrns PYTHIA 6.156 [109] and HERWIG 6.301 [108] are 

general purpose generators, which are used to model the final states. The PYTHIA 

and HERWIG simulations use on-she11 Lü matrix elements for charm photoproduc­

tion pro cesses. Higher-order QCD effects are simulated in the leading-logarithmic 

approximation with initial- and final-state radiation obeying the DGLAP evolu­

tion [36, 134]. Coherence effects from soft-gluon interference are included. The par­

ton density functions (PDF) CTEQ5L [59] for the proton and GRV-G Lü [49] for 

the photon were used. The Lü direct and resolved photon pro cesses were generated 

proportionally to their predicted MC cross sections, using charm- and beauty-quark 

masses of m,c = 1.5 GeV and rTI'b = 4.75 GeV, respectively. HER\VIG uses the 

equivalent photon approximations (see section 2.1.1) to generate the spectrum of 

photons radiated from the incoming electrons. The factorisation sc ale 1--,,2 used for 

the hard sub-process is given by: 

2.siü 
2 

M = ~') A 2 A2' 
s~ + t + 'U 

(5.16) 

where 5, i, and ü are the Mandelstam variables. PYTHIA on the other hand uses the 

Weizsacker-vVilliams Approximation (see section 2.1.1) to generate the spectrum of 

radiated photons. The factorisation scale used is the transverse mass of the outgoing 
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partons m}, given by: 

(5.17) 

Fragmentation into hadrons is simulated in HERWIC with a cluster algorithm [135] 

and in PYTHIA with the Lund string model [121]. 

For all Monte Carlo simulations used in this thesis, the samples corresponding to 

different data taking conditions were generated in proportion to their luminosities. 

For PYTHIA and HERWIC, in addition to the D* decay chain used for the analyses, 

Decay chain Il Minimum Pt (CeV) 

D* ---> DO(---t K1T)1TS 1.25 

D* ---> DO( ---t K~1T1T)1TS 1.35 

D* ---> DO(---t K1T1T1T)1TS 2.3 

DO ---> K 1T 2.6 

D s ---> cf; ( ---t K K)1T 1. 7 

D+ ---> cf; ( ---t K+ K- )1T+ + C.c 1.7 

D+ ---> (K+1T-)1T+ + c.c 2.8 

At ---> (K-P+)1T+ + c.c 2.8 

Table 5.1: List of generated charm hadrons in PYTHIA and HERWIG 
Monte Carlo simulations. 

background events that arise from other D d decay modes or similar decay modes 

of other charm mesons as given in table 5.1, were also simulated. The minimum Pt, 

used in the generated sample is based on the lowest transverse momentum one can 

measure with one of these decay channels in the ZEUS detector at the reconstructed 

level. 

The comparison of physical quantities betweell data and Monte Carlo is 1eft for 

the respective analyses chapters. 



Chapter 6 

Jet Production 

In QCD, when an incoming parton from one hadron scatters off an incoming parton 

from the other hadron, they produce two high-transverse-momentum coloured par­

tons which, due to the confinement of colour charge, cannot be directly observed. 

These eoloured partons from the hard seatter evolve via soft quark and gluon radi­

ation and eventually hadronise to fmm a "spray" of roughly eollinear colour singlet 

hadrons ealled jets. The nature of these soft radiations, as shown in Fig 6.1 a) is 

sueh that the radiated partons and subsequently the fmmed hadrons will remain 

eollirnated around the original parton direction. Thus the reconstructed final state 

jets can be related to the original partons emerging from the hard interaction. As 

the quarks and gluons cannot be directly observed, the resulting quark/gluon initi­

ated jet lS a kinematical signature of the underlying dynamics. The first observation 

of such hadronic jets [136] in e+ e- collisions provided a striking confirmation of this 

picture. 

The jet definition used in the observation mentioned above was very intuitive and 

qualitative (i.e. a large amount of hadronic energy in a small angular region). In 

order to rnake a quantitative comparison between theory and experirnent, a precise 

algorithrn which can be unarnbiguously used both in theoretical calculations and 

experimental rneasurernents needs to be used to define a jet. It should be mentioned 

97 
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that in the jet definition discussions, the word 'particle' is used for any set of four­

momenta, which can essentially mean partons for theoretical calculations, hadrons 

in the MC models or energy deposits detected in a calorimeter. 

6.1 Jet Physics and Aigorithms 

.: ..... 6' 

b) 

Figure 6.1: a) Schematic representation of a jet pTOduction initiated by the 
outgoing parton b) Sterman- Weinberg jets. 

The first attempt to define a jet cross section which is calculable and finite in per­

turbation theor'y was made by Sterman and Weinberg [137] for e+ e- annihilations. 

It was the first time the language of quarks and gluons was used for reinterpreting 

these partons in terms of hadronic jets. which also means the parton to hadron 

corrections were intrinsically assumed to be negligible. An event contributes to the 

Sterman-Weinberg jet cross section if one can define two cones of opening angle 0 

that contain aH the energy of the event, exclu ding at most a fraction E « 1 of the 

total, as shown in Fig 6.1 b). 

The Sterman-\Veinberg cross section () sw, for the pro cess e+ e- -+ qqg, assuming 

zero quark masses, can have contributions from three distinct kinds of final state. 
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At the order of a;, contribution of soft quarks and anti-quarks outside the jets were 

not considered, nor with both quarks and anti-quarks in the same jet. 

1. One jet may consist of a quark or anti-quark plus hard gluon (energy » cE). 

2. There may be a quark in one jet, an anti-quark in the other and a soft gluon of 

energy « cE which may or may not be in one of the jets. 

3. There may be just a quark and an anti-quark, one in each jet. 

The total jet cross section from the above three contributions is given by [137] : 

(6.1) 

where (To is the Born cross section for e+ e- -7 qq. The above Eq. 6.1 is finite, as 

long as E and cS are finite. Furthermore, as long as c and cS are not too small, one 

can see from Eq. 6.1, that the fraction of events with two Sterman-Weinberg jets 

is 100%, up to a correction of order as. At high energy, most events have a large 

fraction of the energy contained in opposite cones, i.e. events are two-jet events. As 

the energy becomes lar'ger, as becomes sma11er, therefore smaller values of c and cS 

can be used to define jets; in other words higher energetic jets become thinner. 

In summary, although the pQCD expansion was done for quarks and gluons, one 

can start representing them as hadronic final state jets. However there are many 

difficulties in using such a definition for a jet algorithm. 

The main problem is the difference in the event structure studied in hadron 

(lepton)-hadron and e+ e- annihilations. Although the basic hard scattering process 

is same, the initial state is purely electromagnetic in the case of e+ e- and thus, 

the entire final state arises from short distance interaction of the virtual photons 

(or ZO) leading to qq pairs. On the other hand in case of hadronic collisions, there 

are a large number of initial state partons, from which only "active partons" from 

the incident hadron participate in the hard scattering. Thus only a fraction of 

the hadrons in the final state gets associated with the hard scattering process. The 
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remaining partons correspond to the soft interactions leading to remnant jets which. 

in first approximation, can be treated as uncorrelated with the hard process. These 

remnant jets are sprays of particles with small transverse momenta, but possibly 

very large moment a along the beam axis. Moreover, the active partons also produce 

addition al initial state QCD radiation, which is not present in e+ e- events. These 

differences in the event structure then led to differences in the jet definition and 

corresponding algorithm. 

However, in order to have a generalised jet algorithm, one needs to have the 

following conditions satisfied : 

i) Infrared (i.e. insensitive to "soft" radiation) and collinear safety. 

ii) Low sensitivity to hadronisation. A small hadronisation correction implies closer 

correspondence between the final state partons and the final state hadrons. 

iii) Stability at the boundary regions. 

iv) Order independence (same jets at parton, hadron and detector level). 

v) Identical implementation in experimental observables and in the corresponding 

calculations at aH orders of perturbation theory with partonic final states. 

vi) Detector independence, invariance under boosts, stability with respect to lumi­

nosity and minimisation of resolution smearing or angular bias. 

vii) Iviaximal reconstruction efficiency and ease of calibration. 

At present there are two kinds of jet algorithms in use: the cane-type algorithm 

initiated by Sternman-Weinberg [137] and the cluster-type algorithm first introduced 

by the JADE collaboration [138] as described below. 

6.1.1 The Cone Algorithm 

The cone algorithm define jets using fixed geometrical structures, which are posi­

tioned in the angular space occupied by the particles, such that the energy or the 
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transverse energy (based on the Snowmass Accord [139]) is maximised. To use such 

an algorithm, the main requirements are the geometrical definition of the 'cone' 

(which is usually a circle in the angular space with a given radius) and sorne cri­

teria sueh that the 'remnant jets' (in hadron collisions) and the overlapping of the 

cones can be avoided. Here the particles are combined in the pseudo-rapidity ''7, and 

azimuthal angle cjJ, phase space. AH particles within a cone of radius R, 

are combined into a jet of transverse energy ET 

(6.3) 

where i mns over aH particles in the cone. The value of Ra is typically around 

0.7 5cRo 5c1. Moreover, both the Ra and the resulting ET threshold do not only 

depend on the criteria needed to avoid overlapping cones and remnant jets but also 

on detector resolutions. The jet axis is then defined by: 

1 
T/Jet Ji) 2.: ETiT/i (6.4) 

T . 
! 

1 
CPJet - ET 2.: ETi CPi (6.5) 

7, 

The procedure is first applied on a pair of particles and is then repeated for a certain 

number of iterations until ET, T/Jet, CPJet are stable with the jet co ne remaining 

fixed. The main advantage of the cone algorithm is that it can easily be applied to 

calorimetrie measurements where energy deposits in calorimeter ceUs are treated as 

single particles. 

6.1.2 The Cluster Algorithm 

The original cluster algorithm as introduced by the JADE collaboration [138] follows 

a different approach: instead of globally finding a jet axis direction, it starts by 

finding pairs of particles that are 'nearby' in phase space and merge them together 
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to form new 'pseudoparticles'. For each pair of particles (or clusters) i and J' with 

an angle, eij , between them and energies Ei and Ej respectively, the quantity 

(6.6) 

where mij is the invariant mass of the objects and Ecm is the centre-of-mass energy 

of the interaction. If Yij is sm aller than a predefined resolution parameter Ycut the 

objects are combined. The procedure continues iteratively until the event consists of 

a few well-separated pseudoparticles, whÎch are the output jets. As can be seen, no 

requirement on the ET of the jets is applied and the jet multiplicity only depends on 

the Ycut parameter. The algorithm was later modified by replacing the reference scale 

VV2 by Q2 for deep inelastic scattering. However as there was no unique definition 

of 'closeness' in phase-space, several algorithms using different definitions have been 

developed, leading to the one used in this thesis. 

kT algorithm : 

The kT algorithm developed by Catani, Dokshitzer and Webber [140] uses the 

relative transverse momentum of the two particles, rather than their invariant mass 

that is used for clustering particles. It uses a two-step process. In the first step, it 

performs the pre-clustering of particles into a class of final state jets which originates 

from the hard ("macro jets") and soft ("remnant jets") interactions. The second 

step aims at resolving jets within the macro jets. 

During the pre-clustering stage, two particles or at a later stage two clusters i 

and j are merged if the transverse moment.um kTij of the least energetic of the t.wo 

objects is sma11er than a predefined transverse resolution scale k~.cnt) 

(6.7) 

where eij is the angle between the moment a vectors and Ei and Ej t.he corresponding 

energies. In addit.ion, a similar parameter kYiR related to the distance of particle i 

to the remnant.-jet, is calculated according to 

(6.8) 
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where BiR is the angle between i and the incoming beam direction. After this 

separation a scale ET is introduced and the procedure is iterated until the smallest 

of all {kyij , kTiR } is greater than ET' If this is not the case, the two particles having 

the smallest values are combined into a new cluster and a new iteration is performed. 

Any particle combined with the beam remnant (smallest kTiR ) is considered as the 

spectator jet and is not included in the next iteration. If the two particles combined 

are "real", then a recombination scheme has to be introduced to define the four­

momentum of the new cluster, which is then considered in the next iterations. 

In the second step, all particles which were not assigned to the spectator jets are 

considered. The process is similar to that used in the first step, with the exception 

of the selected scale which is chosen such that it can resolve more jets within the 

macro jets. This parameter sets the scale to resolve the jets, whereas the first one 

(ET) is the scale that separates the hard and soft processes. Due to this distinctive 

separation of pro cesses initiating the jets, the kT-algorithm is expected to be the 

least affected by hadronisation effects [l41]. 

The longitudinally invariant kT-cluster algorithm : 

The original kT-algorithm was then modified by Ellis and Soper [142] by incorpo­

rating the longitudinally invariant variables (ET, rI and cP) necessary for the boosted 

hadron collision environment. Tt also satisfies many conditions outlined in the pre­

vious section 6.1, and hence has been used to define jets for both analyses presented 

in this thesis. As shown in Fig. 6.2, the algorithm starts with a list of particles (e.g. 

partons, hadrons or calorimeter ceUs) called protojets which are characterized by 

their transverse energy ET,il pseudorapidity TJi and azimuthal angle cPi. 

The algorithm shown in Fig. 6.2 proceeds according to the following steps: 

1. For each protojet, define di = Ef"i and for each pair of protojets define: 

i . (d d) (Tli - TU)2 + (cPi - cPj )2 . (1 d) tiR;j 
(ij = mm i, j J(2 = mm ( i, j J(2' (6.9) 

The parameter J( r-v 1 is an adjustable parameter of the algorithm which plays 

the role of a jet radius in the CT), cP) plane. Theoretically, the value J( = 1 
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is strong1y preferred, as it treats initial and final-state radiation on an equal 

footing [142]. 

2. In the Emit of small opening angles !::"eiR with respect to the beam remnant, 

(6.10) 

the expression reduces to the square of the transverse momentum kT,iR of the 

particle i with respect to the beam remnant direction. 

3. find the smallest element dmin = min {dij , di,R} 

4. if dmin = dij , particles i and j are merged together into a new pseudoparticle k 

in accord with the Snowmass convention [139]: 

ET,k ET,i + ET,j (6.11) 

'f7k [ET,i'f7i + ET,j'f7j]1 Br,k (6.12) 

rPk [ET,irPi + ET,jrPj]1 ET,k (6.13) 

5. if dmin = dm the protojet i is complete and is added to the output list. 

The procedure is repeated till no remaining cluster is 1eft and a11 the particles have 

been assigned to protojets. During each iteration, one particle is removed, so that 

the number of iterations is always equal to the number of original final state particles. 

Now from the sample of the protojets, the final jets are selected by imposing a cut 

on ET which sets the scale to distinguish the hard and soft processes. As can be 

seen from Fig. 6.2, the produced jets are phenomenologically not very dissimilar to 

those defined by the cone-type algorithm. However the longitudinally invariant kT -

cluster algorithm is less infiuenced by the soft particles than the cone-type algorithm 

resulting in sm aller hadronisation and detector corrections for the "active parton" 

initiated jets used for the analyses. Qualitatively, the invariant kT-cluster algorithm 

concentrates on the core of the jets and only merges neighbouring particles if they 

are close enough, whereas the cone algorithm, in or der to maximize the jet energy, 

pulls in as much neighbouring energy as possible. 
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<Pk= [P .<p. + P .<p. ]/ET k "4',1 1 ~,J J , 

Move i to list of jets 

Figure 6.2: Schematic representation of the longit'udinal invariant kT -

algorithm and its comparison with the cone approach. 

6.2 Jet Reconstruction 

105 

In this thesis, the reconstruction of jets as "clusters" of hadronic energy deposited in 

the calorimeter cells was done in two ways. In the first way, the energy deposits in the 

calorimeter cens were directly used as an input to the jet algorithm. In the second 
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way, the tracks measured in the tracking detector were "matched" to these energy 

deposits in the calorimeter and defined as "objects". Based on the best available 

resolution and detector acceptance, these matched abjects are then used as an input 

to the jet finding. For aIl presented analyses the KTCLUS algorithm [140] in the 

longitudinal invariant inclusive mode [142] is used for the jet finding. Although the 

hadrons are massive, the algorithm in a specific mode sc ales up their three-momenta 

in order to make the mass equal to zero. This procedure leads to a steep dependence 

of the cross section on the transverse energy of the jets. 

As will be described in the next chapter, two analyses are presented in this the­

sis. In the analysis of dijet events associated with D d mesons, the information 

using calorimeter cells aIone is used, whereas for the charm fragmentation analysis, 

the matched objects called EFOs (Energy Flow Objects) are used. Both the jet 

reconstruction methods along with the correction procedures are discussed below. 

In the following subsection the MC simulated jets, reconstructed from the incoming 

generated particles without having passed through the detailed detector simulation 

(as discussed in section 4.2.5), are referred to as hadr'OrL level jets, whereas the jets 

reconstructed using the calorimeter cens or the EFOs are referred to as detector level 

jets. 

6.2.1 Jet Reconstruction Using Calorimeter Cells 

In the dijet angular distribution analysis, dijets are reconstructed from the en er­

gies measured in the calorimeter cells. Before the jet algorithm is applied, the 

calorimeter data needs to be corrected and optimised. Various optimal cuts and 

correction procedures, as outlined in section. 7.2 were applied. After these correc­

tions, the jet algorithm is used to obtain the set of longitudinally invariant variables 

{E?:~al' TJ~~i, q)~~n which contains aH the information about the reconstructed jets. 

In order to estimate the amount of energy loss due to the dead material in front 

of the calorimeter, ta the calorimeter resolution and ta the effects of the magnetic 

field on the trajectory of low energy charged partic1es, it is necessary ta estimate to a 
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high degree of precision the correlation between the reconstructed jet and the energy 

of the incoming particles. Once this correlation is established the energies can be 

corrected to take the detector effects into account. For this purpose, the Monte 

Carlo sinmlations of events from c-quark production in PYTHIA and HER\J\TIG are 

used. The selection of the event sam pie and the association between hadron and 

detector level jets is given below . 

• Jets are selected in the data and at detector level MC with E~~!al > 3 GeV, 

separately for two different data taking periods: 1996-1997 and 1998-2000. Jets 

at the hadron level are selected with a slightly higher transverse energy cut 

E~~~ad > 4 GeV. The difference in these cuts accounts for energy lost due to the 

inactive material located between the interaction point and the calorimeter. 

• The calorimeter and the hadron jets in the MC are then matched for each event 

in the Tl - 4Y space. A pair of jets is considered to be matched when, 

Ll.,,, = (jet _ jet)2 + (,j,jet _ ,j,jet )2 < 1 
'/'1' Tlcal Tlhad 'PceJ.! 'Phad - (6.14) 

and is the minimum. The procedure is repeated until no jet is 1eft or the distance 

between the remaining pairs is larger than 1. 

Fig. 6.3 a) -d) and m) -p) shows such correlation of the matched calorimeter with 

hadron level jets for ~et and Tl
jet respectively. The <pet resolution distributions 

Fig. 6.3 e) -1) shows that the difference in calorimeter to the hadron level matched 

jets purely refiects the detector resolution in the azimuthal direction and does not 

need any correction. On the other hand the same quantity as a function of r,jet in 

Fig. 6.3 q) -t) indicates some deviations from the nominal values. The variation in 

LlrJjet = rl~:JI - rl~~d' as a function of Tl~~~, in Fig. 6.3 u) -x) justifies the need for 

corrections in the bins of rl~~fs corresponding to the different angular regions of the 

calorimeter. The distributions for Ll~et and LlrJjet have been fitted to a Gaussian 

function and the resulting values for the means are t'V 0.5% and rv -0.55% whereas 

for the width the values are rv 0.10 and rv 0.074, respectively. 
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Figure 6.3: Hadron ta calorimetrie correlation in q;et and its resolution 
a) -1) in radians. The corresponding quantities for r;jet m) -x), shawn sep­
arately for direct and rcsolved photon processes for two separate data taking 
periods: 1996-97 and 1998-2000. 

Fig. 6.4 a) -d) for E?jt distribution clearly shows a spread due to differences in 

calorimetrie to the hadronic measured jets. The resolutions Fig. 6.4 e) -h), fitted 
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Figure 6.4: Jet resolutions as a function of Efet in Ge V. Direct and re­
solved photon processes are shown sepamtelYJ for the two sepamte data taking 
periods: 1996-97 and 1998-2000. 

to a Gaussian distribution gives a negative mean of about rv -27% and a width 

of rv 16%. This large negative mean value indicates that the jets measured in the 

calorimeter have a sm aller transverse energy than the hadron jets. The value of 

Ef~~al from Fig. 6.4 i) -1) is at most 30% lower than as expected from the hadronic 

E~et distribution. 

In Figs. 6.3 and 6.4, direct and resolved pro cesses are shown separately for aU 

jet parameters, and show good agreement with each other. This shows that the 

energy corrections are purely due to the detector related inefficiencies and do not 

have a physics origin. This fact can also be concluded from the same distributions 

when using HER'yVIG rather than PYTHIA. These results are consistent with the 

previous dijet analysis where the presence of charm was not required; for example, 

see [143]. 
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6.2.1.1 Jet Energy Corrections 

Considering the differences observed, a correction is needed as function of 'I]~~f and 

Ef~~al to the reconstructed jet topology. This correction was do ne in the laboratory 

frame as the detector effects in this frame can easily be localised, given that the r;jet 

dependence corresponds to the position, rather than any kinematics bias. 

There are various ways one can do these jet energy corrections; the two main 

methods [144] and [145] used within ZEUS were analysed. It was found that the 

method [144], based on correlations with reconstructed variables, is good for high 

E~ets events, while it underestimates the correction needed for low Efets. On the 

other hand [145], based on ratios of reconstructed variables, does a fairly good job 

for low Efets, but can overcorrect the high E~ets, due to the restrictive form of the 

function used. The jet energy correction in this thesis was done in a slightly different 

way than the above mentioned methods and the procedure used is briefty described 

below: 

® The sample of matched hadron and calorimetric simulated jets in the laboratory 

frame, is divided into 10 different pseudorapidity r;jet, bins: [-2.4,-1.2], [-1.2,-0.8], 

[-0.8,-0.4], [-0.4,0.0], [0.0,0.4], [0.4,0.8], [0.8,1.2], [1.2,1.6], [1.6,2.0] and [2.0,2.4]. 

These bin boundaries can only be made based on the "good" r,jet resolution 

shown previously in Fig. 6.3. 

® The correction of the jet energy is thcn derived from the correlation between 

the calorimetric and the matched hadronic simulated jets. This correlation is 

parameterized with a linear function by fitting the distribution of the E?~~al as 

a function of E~\J!ad separately for each r;jet bin as shown in Fig. 6.5. For a bin 

i in r;~~f, the fitted function has the for111: 

E jet (Ejet jet) E jet (Ejet jet) 
T,cal,i = m T,i' r;i . T,had,i + C T,i' r;i (6.15) 

where the slope m and the intercept C are a function of the jet transverse energy 

and the pseudorapidity for that bin. 
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® For a given calorimetrie simulated jet the corrected energy is then obtained by 

inverting this function: 
. Ert 

- C 
EJet _ T,cal 

T,corT - m (6.16) 
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Figure 6.5: Co'rrelation of E~~~al as a function of E~~twd in Ge V, using 
maiched samples of jets in PYTHIA for 1996-97 and 1998-2000 shown sep­
arately. The bin numbers correspond to the bin boundaries discussed in sec­
tion 6.2.1.1, while the lin es sho'w the result of the fits. The breaks in the fitted 
lin es correspond to transitions between BGAL and RGAL (or FGAL). 

As the parameters for each bin of ryjet also depend on the transverse energy of the 

jets, the parameterisations are performed by fitting functions of the above mentioned 

form in several regions of the transverse energy if a global parameterisation was not 

able to describe the hadron-calorimeter correlation for the who le E~et range. 

These parameters are then applied back to the simulated and the measured (data) 

calorimetrie jet quantities exactly in the same way. The obtained corrected E~~~orr' 

Tl~~;r and 1Yc~~r spectrum after an additional E~ei > 5 Ge Veut can now be compared 

on an equal footing with the hadron level jet variable with E1;~ad > 5 GeV. Fig. 6.6 

shows the effeet of such correction procedure for the MC simulated jet variables 

both for PYTHIA and HERWIG eombined for whole 1996-2000 data taking period. 
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The 6. cp j et distribution remained almost the same before and after correction, except 

for a slight improvement in the mean wh en fitted to a Gaussian distribution. 6.TJ
j et 

and 6.E~et / E~~;wd give a significant improvement in their mean, while keeping the 

resolution roughly the same after as before correction. 
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Figure 6.6: Result on the jetresalutians, after applying the jet energy 
cOTrections, shawn bath fOT PYTHIA and HERWIG for cornbined 1996-2000 
data taking period. The distributions are fitted to a Gaussian with the rnean 
and the widths shown in the plots. 
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6.2.1.2 Jet Energy Scale Uncertainties 

The uncertainty in the calorimeter energy scale within the jet corrections is then 

estimated using the charged particle tracks associated with these jets and then 

balancing the jet in the central region (with the known uncertainty from the tracks) 

with the one in the forward region. In the central rapidity region where l1]jet l < 1, 

the multiplicity distribution and the PT spectrum of charged particles associated 

with the calorimetrie jets are first compared to the data and MC event samples 

using the reconstructed tracks. The tracks are required to be in the l1]track l < 1.5 

and pif,ack > 150 Me V regions, where pfJack is the transverse momentum of the 

track with respect to the beam axis and 1]tTack is the track pseudorapidity. Tracks 

are then associated with a calorimetrie jet when the extrapolated track trajectory 

reached the calorimeter within a cone of one unit radius in the 1] - cp plane concentric 

with the calorimetric jet axis. In this 1]j et region, the momenta of the tracks in the 

calorimetric jets are used to determine the total transverse energy carried by the 

h "d "t' l Ejet Tl . R - Ejet jEjet ,th l 1· t d c arge par lC es T,tracks' le ratlO tTacks = T,tracks T,COTT Vias en ca cu a e . 

The mean value of the distribution in Rtracks was determined in three bin; 

(-1.0, -0.5), (-0.5,0.5), (0.5 - 1.0) 

as a function of T/jet for data « Rtracks >data) and MC events « Rtracks >MC). 

Differences between data and MC simulation were observed to be about 2% by 

examining the quantity (MC - DATA)jMC _1-« Riracks >data)j« Rtracks >Mc) 

as shown in Fig. 6.7. 

In the forward region 1 < 1]j et < 2, where there is no acceptance of the tracks 

from the central tracking detector, the energy sc ale of the jets was studied using 

the transverse-energy imbalance in dijet events with one jet required to be in the 

central region (whose uncertainty is calculated from tracks mentioned ab ove ) and one 

in the forward region. The ratio, Rdijet - E~:~orr (forward jet) j Et~orr (central jet), 

distributions in data and the MC samples are measured. Differences between data 

and MC simulation arefound to be around 2%, as shown in Fig. 6.7 (dijet region). 

The widths of the distributions for R tracks and Rdijet are reasonably well described 
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by the PYTHIA MC simulation. The use of HERWIG instead of PYTHIA gives 

similar results, though HER\VIG shifts the scale uncertainty for Rdijet in the negative 

direction. Using the combined results from the differences of data to HERWIG and 

PYTHIA for all regions of 7ljet , within the largest errOI given by the extremity of 

the error bars shown in Fig. 6.7, a scale uncertainty of 3% was then applied to the 

final measured cross sections. 
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Figure 6.7: The distrib1dion for differences in data and MC using Rtracks and 
Rdijet is shawn with a vertical dotted line sepamting the two regions (see text). 
The full and open dots correspond to the difference obtained using PYTHIA 
and HERWIG MC simulations, respectively. The shaded region displays the 
band of ±3% scale uncertainty. 
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6.2.2 Jet Reconstruction Using EFOs 

Hadronic energy consists of both charged and neutral particle components. Both 

of these are measured in the calorimeter, however a large fraction of the charged 

particles such as the decay products for hadrons like Dü relevant for the thesis, led 

to tracks (K, 7r, 7rs ) that are measured in the central tracking detector (CTD). The 

accuracy with which the energy of the charged particles can be measured, specially 

the low energy ones, is often better wh en using the tracking information. This is 

specially true in the situation where the charged particles traverse dead material 

al' ter the tracking detector, for instance the solenoid coil between CTD and the 

calorimeter. Combining tracking and calorimeter information significantly improves 

the reconstruction of the hadronic final state jets. Following is the procedure used in 

order to combine energy deposited in calorimeter clusters with the tracks measured 

by the CTD. 

First of aH, using the angular information of the calorimeter, adjacent cells in 

each of the EMC, HAC1 and HAC2 sections are further clustered into cell islands 

as shown in Fig. 6.8 [146]. The resulting ceU islands become 3-dimensional objects 

when they are clustered into cone islands based on the following: 

® using iterative combinat ions of ceUs with their highest energy neighbours, local 

islands are defined in the E1VIC, HAC1 and HAC2 sections of the calorimeter. 

® the obtained islands are then considered in (17, cp) space starting from the HAC2 

islands and going inwards towards the center of the detector. 

Secondly, only tracks originating from the interaction vertex are used 1. These tracks 

are then required to have traversed at least 3 superlayers of the CTD and to have a 

transverse momenturn between 0.12 < p1:[:ack.s < 30 CeV. The basic strategy adopted 

to combine the tracks and the cone island is as follows: 

1 These are the tracks which can be unambiguously identified as particles produced in the primary 

interaction. 
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Figure 6.8: The schematic picture shaws faur EMC ceU island and ane 
HAC cell island. EMC cell island 2 and 3 aTe jained with HAC cell island 1 
ta farm a cane island. In the next step the cane islands aTe matched ta the 
tracks . 
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• for charged particles within the acceptance of the tracking deteetor and with low 

or intermediate transverse momentum in the above range, the tracking detector 

information should be used. 

® for neutral particles, particles outside the tracking acceptance or particles with 

very high momenta, the energy measured by the calorimeter should be used. 

Although this ensures quite rehable results, there are cases where neutral and 

eharged particles overlap in the calorimeter. In those cases, the tracking and 

calorimeter information needs to be combined or "matched" based on a certain set 

of rules sueh that double counting is avoided. A track is considered to be matched 

to a cone island if the distance of the closest approaeh between the track and the 

island is less than 20 cm or less than the radius of the island. More than one traek 

can be matched to one cone island and vice versa. The momenta of tracks that 

are not matched to an island or the energy of an island not matched to a track are 
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retained. VVhen tracks and islands are matched, the track momentum will be used, 

if: 

1. O"(PtTacks)/Ptracks < O"(Ecal )/ Ecal ; the resolution of the track momentum is bet­

ter than that of the island energy, where the track momentum resolution is 

given in Eq. 4.3 O"(Ptracks)/Ptracks = j(0.0058PT)2 + (0.0065)2 + (0.0014/PT)2 

and the calorimeter resolution from section 4.2.2: O"(Ecaz ) / Eco.! = 18%/ v'E (f} 2% 

(O"(Ecaz )/ Ecal = 35%/v'E EB 2%) for electromagnetic (hadronic) islands. 

2. Eca1/Ptracks < 0.8+0"(Eca.z/PtTaCks) ; this ratio of the energies avoids throwing away 

the sizeable amounts of neutral energy that overlap with the energy deposited 

by a charged particle2 . 
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Figure 6.9: The hadr'OrL'le jet energy fmetion determined fTOm Calorimeter 
cells and EFOs as afunet'ion of a) E?~1Fos) b) 7l};~os' The Monte CaTlo gives 
a reasonable agTeement to the data. . 

When these requirements are not fulfilled, the island energy is used. The final 

output is a set of objects known as Energy Flow Objects (EFOs). These objects 

are then used as an input to the jet algorithm. The resulting jets obtained from 
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the jet algorithm are then defined as the EFO jets. These jets, after an additional 

requirement of being associated to at least a D*± meson3 , naturally consist of a large 

fraction of energy essentially coming from the tracking information. Fig. 6.9 a),b) 

show such ratio distribution for ET,cells/ ET,EFOs of the EFO jets as a function of 

ET,EFOs and 'l]EFOs' Reasonable agreement between data and Monte Carlo is observed 

without any jet energy corrections. More than 50% of the energy in jets comes 

from the tracking at low ET, the tracking part decreases with increase in energy. 

Fig. 6.9 b) on the other hand shows that about 80% of the energy comes from 

tracking in the backward 'l]jet region, this fraction is stable (50%) in the central 

CTD acceptance region. For higher 'l]jet values, as there is no CTD acceptance, the 

major energy information comes from calorimeter cells. Thus no further jet energy 

corrections were done at the detector level. The 10ss of energy due to the calorimetrie 

measured part of the jets is small and gets corrected using the acceptance correction 

procedure from the Monte Carlos presented in the specifie analysis chapters. 

3 The Dd mesons are selected purely from the CTD tracks. 



Chapter 7 

Kinematics and Event 

Reconstruction 

The primary goal of this thesis is to probe the structure of the photon in terms 

of its charm content, next to study the hard scattering dynamics and finally, to 

measure the charm fragmentation function. Any visible cross section at HERA can 

be written as the following convolution: 

(J = PDF Hard Scatter ® Fragmentation (7.1) 

where the parton density function, PDF = PDFI'® PDFp . As previously mentioned 

it is impossible to measure these three components independently as they are related 

to each other via the convolution noted as ®. Thus measurements are performed on 

such observables which give a maximum sensitivity towards each or a combinat ion of 

two of these components so that the true picture of charm dynamics can be revealed, 

or in other words, so that the uncertainty due to one or the other component can 

be constrained. 

The first analysis defined as 'Analysis 1: Dijet angular distributions in photopro­

duction of chann' is presented in Chapter 8. The studied observables are mainly 

sensitive to the PDF l' ® Hard Scatter. The former specifica11y deals with the multi­

scale issues (charm, due to its heavy mass, can provide an additional scale, besides 

119 



CHAPTER 7. KINEJvIATICS AND EVENT RECONSTRUCTION 120 

the transverse energy ofthe jets), from whieh once the hard seattering is understood, 

the sensitivity towards eharm originating from the photon ean be probed. Chapter 9, 

referred to as 'Analysis II', on the other hand eoneentrates on the measurement of 

the eharm fragmentation function, sueh that aftel' a parameterisation within a given 

framework based on the measul'ement, the uneertainty due to fragmentation ean 

completely be removed for aU charrn based analyses. 

The analyses were performed using data collected with the ZEUS detector at 

HERA during 1996 - 2000. In this period, HERA collided electrons or positrons 

with energy Ee = 27.5 GeV and protons with energy Ep = 820 GeV (1996 -

1997) or Ep = 920 GeV (1998 - 2000), corresponding to integrated luminosities 

of 38.6 ± 0.6 and 81.9 ± 1.8 pb-1 and to centl'e-of-mass enel'gies yS = 300 GeV 

and yS = 318 GeV, respectively. In this chapter, the complete description of the 

kinematics and event reconstruction for both analyses is presented, as weIl as the 

requirements for event selection in data and simulated events. The definition of the 

cross section is presented at the end of this chapter. 

7.1 Kinematic Reconstruction 

In order to perform the analyses on the observables that are sensitive to various 

aspects of QCD, the reconstruction of the kinematic variables must be properly 

defined. Sorne of these variables may not be directly measurable and must be con­

structed from quantities which are experimentally measurable. 

The energy fraction y transferred to the photon and virtuality Q2 are relevant 

variables for both of the analyses and are determined as follows, using the particle 

momenta as illustrated in Fig. 7.1. 
q.p E' 

Y = -- é:::::: 1 - _e (1 - cosB ) 
k. P 2Ee e 

(7.2) 

Q2 = _q2 = -(k - k')2 é:::::: 2EeE~(1 + cos Be) (7.3) 

where Be, is the polar angle of the scattered electron. In photoproduction events 

the photon virtuality, Q2, is very small, the electron is scattered to a very low angle 
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.. 

Figure 7.1: Schematic diagmm of a sub-process with particle four-momenta 
labeled on the plot. 

and will remain undetected in the detector. This property of rejecting the events 

with tagged scattered electrons or by requiring that it is lost in the beam pipe (anti­

tagging) are used as a signature for photoproduction events. In the limit of low 

virtuality Q2 -t 0 GeV2 , q -t yk, the photon and the scattered lepton are collinear 

(7.4) 

Given the condition of anti-tagging, the above equation for y and Q2 cannot be used, 

thus they are reconstructed using the Jacquet-Blondel [147] method. This method 

relies entirely on the hadronic system in order to reconstruct the photon. The YJB 

and Q2 can then be written as: 

(7.5) 

(7.6) 

where the sum is over all hadronic final state objects: calorimeter cells or EFOs (see 

section 6.2.2). 
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7.1.1 Kinematics for Analysis 1 

At leading order, the fractional momentum of the incoming partons from the photon 

and proton can be reconstructed from the two outgoing partons from the hard 

scatter, which within the collinear approximation (K( ;::::j yEe) is: 

'\" E I} 
LO Dpartons Te-

x = --~--------
1 2yEe ' 

LO 2:partons ETe'/] 
x = --'---------

p 2Ep' 

(7.7) 

(7.8) 

where ET and TI are the parton transverse energy and pseudorapidity. Thus, the 

photoproduction events in which the photon acts as a point like particle (direct 

photon processes) will have x~o = 1, whereas for the resolved photon events will 

occur at low x~o. As jets are the experimental signatures of quarks and gluons, the 

analogous experimental variables x~bs (:r~bS) are defined [148] as the fraction of the 

photon (proton) energy contributing to the production of two highest ET jets. It can 

be recanstructed at the parton, hadron and detectar levels and is unambiguously 

defined ta aH orders in pQCD: 

"'. (Ejets _'/].i
et

) 
ÛJets T e 

xobs = __ -'-____ -'-
1 2yEe 

(7.9) 

"'. (Ej.et '/]i
et

) ûJets T e 
xobs = ___ --'--__ -'-

Ji 2Ep 
(7.10) 

where yEe is the initial photon energy and the sum is over the two jets with the 

highest E;pt. Direct photon pro cesses as defined at leading order have high x~bs, 

since aH the photon energy participates in the production of the hard jets, while 

resolved pro cesses as defined at leading order have low values of X~bs, sinee part of 

the photon energy goes into the photon remnant. Thus the selection of x~bs > 0.75 

and x~bs < 0.75 yields samples enriched in direct and resolved photon processes, 

respectively. 

Kinematic effect due to low ET jets 

In order to minimise the current uncertainties for both theory and experiment, 

the production of dijets originating from charm are considered, which are nearly 
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back-to-back, have relatively high ET and lie in the central rapidity region. The 

dijet centre-of-mass scattering angle, ()*, and the invariant mass Aljj, of such jets 

are reconstructed using: 

. (r;ietl 
_ r;iet2

) cos ()'" = tanh 2 (7.11 ) 

(7.12) 

A dijet sample with ET > 5 GeV and Ir;jetl < 2.4 produced in association with 

a charmed meson is selected. The comparison between the invariant mass NIjj 

from Eq. 7.12, and the dijet invariant mass at leading order l\;fjrO with 2 -+ 2 

scattering is shown in Fig. 7.2 a). It can be seen that the lv~To = J4EeEpyx~Ox~O, 
agrees quite well with lVIjj after the addition of parton shower modeled in HERWIG, 

PYTHIA and CASCADE. In CASCADE the multi-gluon emission leads to higher 

jet multiplicities, the invariant mass is lower than, expected from 1'v~ro. 

In the simple case in which two jets are back-to-back in the transverse plane 

and have equal transverse energies, the dijet invariant mass is given by lVIjj = 

2E~t / J1 - 1 cos ()* 12 . Therefore, for a given lvIjj, events with high values of 1 cos ()* 1 

have a lower E~t. Fig. 7.2 b) shows the l\;fjj -lcos()*1 plane with ET > 5 GeV and 

Ir;jetl < 2.4. The dense part in the plot corresponds to low ET jets, which tend to 

pro duce a high scattering angle Icos()*I-+ 1. Therefore in order to study the 1 cos()*1 

distribution up to 1 cos ()* 1 = 0.83 without bias from this Ef;t cut, lVIjj was required 

to be above 18 GeV. 

Effects due to forward boosts and D* pseudorapidity 

At HERA, due to the asymmetric beam energies, the two-partol1 centre-of-mass 

is typically boosted in the forward direction. For resolved photon processes, this 

effect is larger because only a fraction of the photon's momentum participates in 

the hard scatter. To remove this bias, the average pseudorapidity fj of the two jets: 

(7.13) 
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Figure 7.2: a) DiffeTential cmss section as a function of lVljj compaTed 
with 2 ---+ 2 LO dijet invaTiant mass fol' HERWIG, PYTHIA and CASCADE 
pTedictions. b) The scatteTing angle and invariant mass Nljj - Icos 8* 1 plane 
fol' events with two high ET jets. The hOTizontal and veTticallines -in b) shows 
the cuts with Aijj = 18 Ge V and Icos 8*1 = 0.83, while the CUTve TepTesents 

theiT functional Telationslrip l\/[jj = 2E~t / JI - 1 cos 8* 12 . 

was approximated to be the measure of the boost of the dijet scattering system in 

the HERA frame, given by: 

1 (EpXp) 
r;boost = "2 ln E,x, (7.14) 

where xp and x, are the momentum fractions of the incoming partons in the proton 

and photon respectively, and Ep is the incoming proton energy. Fig.7.3 a) shows the 

comparison between fi and the longitudinal boost Tlboost for HERWIG, PYTHIA and 

CASCADE. It can be seen that, irrespective of the different model assumptions, the 

three MCs show that the variable fI can be used as a me as ure of the longitudinal 

boost. 

In an inclusive dijet analysis, the variable fi can be chosen to be less than 1.2, in 

or der to study dijets with ET > 5 GeV, Ir;jetl < 2.4, Nljj > 18 GeV and scattering 

angles Icos8*1 < 0.83. This cut on fi is based on the relation obtained using Eq. 7.11 
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Figure 7.3: a) Differential cross section as a function of il compared with the 
cross section as a function of longitudinal boost r;boost, for HERWIG, PYTHIA 
and CASCADE. b) Correlation between the two pseudompidities of the jets 
with IcosB*1 :::; 0.83 (solid line) and lill :::; 1.2 (dotted line). The shaded area 
in a) and dashed-line in b) shows lill < 0.7. The dark and light points are 
from PYTHIA and HERWIG simulations, respectively. 

and Eq. 7.13, within the boundary conditions of the two jet pseudorapidities being 

less than 2.4. Fig. 7.3 b) shows the correlation between the two jet pseudorapidities, 

with Icos B* 1 < 0.83. The correlation is plotted with lill < 1.2. The population of 

events towards higher il clearly indicates the effect due to the boost. 

In this analysis, the additional requirement of an associated D* meson, restricted 

within CTD acceptance range of 1r;(D*)1 < 1.5, can be a potential bias in the jets 7], 

which in tum can affect the Icos B* 1 distribution. Fig. 7.4 shows the effect of the eut, 

due to backward r;(D*) < 0 and forward r;(D*) > 0 D* mesons. The only possible 

unbiased region in the Icos B* 1 distribution can then be obtailled by constraining 

lill < 0.1. Thus in [120] in order to study the dijet angular distribution for the 

forward and backward going D* meson, the average pseudorapidity was chosen to 

be lill < 0.1. 

Although in theoretical simulations such a reduced eut on the longitudinal boost 
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Figure 7.4: Correlation between the two pseudorapidities of the jets with 
Icose*1 :::; 0.83 in backward (TJ(D*) < 0) and TJ(D*) > 0 forward (ry(D*) > 0) 
directions. The two lines show the unbiased region with lill < 0.1. 

il is possible, in data analysis due to limited statistics, sorne other measures need to 

be taken, to reduce this bias. One of the important aspects in this analysis is that 

these jets can be tagged or associated to a D* meson in order to study the dynamics 

of the charm initiated jets. The two jets are then distinguished by associating the D" 

meson to the close st jet in TJ - <p space (see the section 7.1.3 below). The associated 

jet is defined to be the jet with the smallest Ri = J (TJjet,i - TJD*)2 + (~et,i - <pD*)2 

for U = 1, 2) and with R < 1, where ~et (<pD") is the azimuthal angle of the jet 

(D*) in the laboratory frame. Calling this "D* jet" jet 1 in Eq. 7.11, the differential 

distribution as a function of cos 8* can be studied separately for the photon and 

proton directions. 

The effect of the bias due to the restricted pseudorapidity range given by the 

D* meson, was then estimated using a pure BGF physics channel,g ~ cc in the 

MC simulations. In this channel the two outgoing charm quarks hadronise to form 

D* mesons, which will give rise to a symmetric dijet angular distribution due to 

a q-exchange as a function of cos 8* in the photon and proton directions. Any 

asymmetry in the distribution in the forward (cos 8* > 0) and backward (cos e* < 0) 
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Figure 7.5: Ratios offorward (cosB* > 0) to backward (cosB* < 0) scattering 
angle) as a function of jet pseudorapidity 'r/ are shawn for a) lill < 1.2 and b) 
lill < 0.7. 

direction can be attributed to the bias due to the longitudinal boost il. The ratio 

of forward (cos B* > 0) to backward (cos B* < 0) scattering angles, as a function of 

jet pseudorapidity 'r/ was studied for lill < 1.2 as shown in Fig. 7.5 a) for PYTHIA 

and CASCADE simulations. Because of the bias due to the cut on 'r/(D*) and the 

boost, the events in the forward scattering region should be less numerous, than 

in the backward direction and hence the deviation from unity. It should be noted 

that this deviation starts after 'r/jet > 1.5. Thus il was varied in the input parameter 

space, yielding a value for 'FJ, such that the forward to the backward distribution of 

the scattering angles can be symmetric. The ratio with lill < 0.7 in Fig. 7.5 a) show 

this symmetry. PYTHIA and CASCADE with BGF only agree with each other. 

The slight deviation between them and from unit y can be attributed to tagging 

inefficiencies as weIl as effects from the parton shower. 

Therefore, a cut on the average longitudinal boost, il = ('r/jetl + 'r/jet2)/2 < 0.7 

was applied. This selection limits r,jet to l'r/jetl < 1.9 and removes the bias caused by 

the explicit cuts on ~et. It also reduces the bias caused by the cut on IrJDI < 1.5 

while retaining a sufficiently large number of events. The residual distortion due to 

the l'r/D * 1 eut was then studied in detail. In Fig. 7.6 the dijet angular distribution 
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Figure '7.6: Dijet angular distributions as afunction of a) Icos8*1 and b) 
unfolded cos 0* obiained using PYTHIA sirn'ulaiions, for events enriched in 
resolved (')';~bs < 0.75) and direct (x~bS > 0.75) enriched sarnples. The default 
eut on 11](D*)1 < 1.5 (open points) are cornpared to 1](D*) < 2 and 3 units. 
(histograrns) after applying the eut on average pSe'udorapidity lill < 0.7. 

as a function of Icos 8* 1 and cos e* with the default cut 1](D*) < 1.5 were compared 

with the distributions for 1](D*) < 2.0 and 1](D*) < 3.0 using PYTHIA. The residual 

distortion due to the I1]D* 1 cut is small and confined to the extreme bins of the cos 8* 

distribution. 

In order to eonfirm that the different behaviour of the direct and resolved photon 

events as shown in Fig. 7.6 a) is not due to a bias frOIn different shapes of the Mjj 

distribution (see section 8.2.3) for both samples [149], the MC leos 8* i distribution for 

direct events (dashed histogram) is shown in Fig. 7.7 in addition to the direct events, 

reweighted using the ratio of resolved to direct values from the !vljj distribution (open 

dots). In this plot, the direct and resolved correspond to the true Lü subprocesses 

from the MC, rather than by employing the J;~bS eut. Clearly, this reweighting does 

not change the shape of the distribution, which is signifieantly different than that 

for the resolved sample, even when both JIIljj distributions are identical. A similar 

conclusion is obtained when the resolved distribution (full histogram) is compared 

with that after reweighting with the ratio of direct to resolved values from the Mjj 
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Figure 7.7: D'ifferential distributions dNjdlcostJ*1 fOT MC with the tTue LO 
definition of directjresolved. Direct(resolved) events are given by the dashed 
(full) histogram. Open (full) dots are the d'irect (resolved) events reweighted 
to refiect the NIjj distributions of Tesolved (direct) photon events. All distri­
butions are nOTmalised to the resolved photon events in the lowest 4 bins. 

distribution (full dots). 

These cuts ensure that all features seen in the measured distributions can be 

attributed to the dynamics of the hard scattering processes. 

7.1.2 Kinematics for Analysis II 

For the study of charm fragmenting into a D* meson, the fragmentation variable z is 

defined as the energy fraction of the meson containing the heavy quark, z ED * j Ec. 

In e+ e- collisions, it is approximated by the fraction of the available centre-of-mass 

energy carried by the D* meson. However, at hadron colliders like HERA, due 

to the large number of initial-state partons, the centre-of-mass cannot be uniquely 
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determined. It can only be assessed from the ';active partons" in the incident hadron 

which participate in the hard scattering. Furthermore only a fraction of these "active 

partons" contributes to the production of charm quarks. On the other hand, charm 

quarks produced from these active partons form final-state jets of which the meson 

is a constituent. In such a case the meson should be uniquely associated with the 

jet. 
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Figure 7.8: Ratio of varwus energy or momentum fractions of the D* meson 
with respect to the assoC'iated jei. 

AH possible combinat ions of energy or momentum fractions of the meson relative 

to the corresponding jet were considered. Several studies are made here to measure 

this energy fraction. Fig. 7.8 a summary of the relevant variables is shown. 

Although a similarity in shape is found, these variables are conceptually different. 

However fragmentation describes how the final state partons produce final state 
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hadrons, which has nothing to do with the initial state. Thus, in studies involving 

jets, the z-axis should be along the jet direction. That is why the variables with 

z-axis in the laboratory frame such as z = ED* / E jet , and (E + pJD* / (E + pz)jet 

can be discarded. Although studies using z = (P Il)/(P)jet, with Pli being the 

momentum component of the hadron along the axis of a jet with momentum Pyet, 
were made, the results are still not conclusive [150]. Therefore the definition z = 

(E + I11) D* / (E + Pli) jet was considered for this analysis, in accordance to the one 

from Bowler for heavy quarks [126]. 

In principle, the variable z can also be defined as the ED* / Ebeam ratio, where the 

'beam energy' lS defined to be the centre-of-mass energy of the two incoming beams 

(/ and g) producing the D* meson in that frame. This definition is much closer to 

the e+e- definition, but due to the forward boosted centre-of-mass energy at HERA, 

and the presence of remnants, the meson energy can have a bias in the /-parton 

or parton-parton frame. The fragmentation variable, irrespective of the definitions 

should satisfy the following conditions: 

@ The energy fraction within the range ED * / Ec < z < 1 should be studied. 

@ In the case of jets approximated by the outgoing charm quarks called 'chann 

jets' (see Fig. 3.9), the D* meson should be uniquely associated with the jet. 

The second item will be discussed in detail in the next subsection. Because of the 

finite acceptance and resolution of the detector, a lower limit on the first item can 

not be avoided. In practice the lower cut on ED*' more specifically on 'PT of the D* 

meson, is intrinsically set during the D* reconstruction pro cess (see section. 7.2.4). 

The upper Emit on the other hand depends on how the high ET of the charm jets 

can be studied, with reasonable data statistics. In this analysis the D* were selected 

with the lowest possible cut PT(D*) > 2 GeV, whereas the charm jets are required 

to have ET > 9 GeV. 

As the hadrons in a jet have small transverse momenta and the sum of their 

longitudinal momenta roughly gives the parton momentum, events with z > 1 are 
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possible. The condition of z < 1, is only valid in the case of purely partonic c-jets, 

where the heavy quark c alone can be identified as a jet. Events with z > 1 can 

arise due to the limitations from the detector resolution. The fraction of events with 

z> 1 are found to be about 0.6% ofthe event sample for z = (E+P11)D*/(E+lll)jet, 

with PT(D*) > 2 CeV and jet ET > 9 GeV jets. These events are included in the 

systematic studies. 

In order to study the possible bias due to the above cuts on the z distribution, 

the PYTHIA simulations were used a without transverse momentum cut on the D* 

meson as shown in Fig. 7.9. A clear correlation between the fragmentation variable z 

and the PT(D*) can be seen. A cut on PT(D*) > 2 GeV can introduce a mi Id bias up 

to z::; 0.25. Although the kinematic region accessible by z = (E+lll)D*/(E+P11)jet, 

can span the range 0.16 < z < 1, this small bias between 0.16 < z < 0.25, in the 

first bin was specifically checked, sucll that it does not produce any effect on the 
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parameterisations to be extracted within a given theoretical framework. The lower 

limit of z is explained by the kinematics (Fig. 7.8). These cuts ensure that the 

events lie in a well understood acceptance region of the detector. 

7.1.3 Tagging of Charm Initiated Jets 

Jets can be associated or matehed to a specifie meson or parton (at parton level) 

using several methods. The most commonly employed method) used in almost 

all experiments) is based on the 71 - cP space. The second method) of associating 

particles to a jet developed in this thesis, was called kT-association. The name is 

a derivative from the kT-cluster jet algorithm used to select the jets. These two 

matehing methods are diseussed below. 

Matching in the 71 - cP space: 

This method of associating one or a group of particles to a jet is based on a fixed 

geometrical structure, which is positioned in an angular space around the jet axis. 

The particles within that conical space are considered to be part of the jet. The 

main assumption here is that the jet is considered to be a spray of particles, to 

whieh the particle to be matched belongs) if it lies within a certain angular range. 

This angular region is based on the distance in the (71, cP) plane between the particle 

and the jet, I::..R = )(1::..71)2 + (l::..cP)2, whieh is usually required to be taken less than 

a fixed value (e.g. 1.0). Here 1::..17 (l::..cP) is the difference between the particle and 

the jet pseudorapidities (azimuthal angles). For example, consider the matching of 

a D* meson to a jet in an event consisting of a set of D* mesons and jets. For each 

D* meson, I::..R is calculated by looping over an jets. If the minimum of aH the ê:.R 

values in that loop, is less than a pre-defined constant, then the eharmed meson is 

considered to be part of that jet. One of the advantages of this method is that there 

is no assumption made on the type of jet algorithm to be used. The question arises: 

what happens to the D*, from which the jet is made of, when it is not in the 17 - cP 

cone? 
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Figure 7.10: Schematic diagmm of a s'ub-process involving charm, leading 
ta jets in the final state. 

kT-association: 

To address such issues, the kT-association method was developed in this thesis. 

As most analyses use the kT-cluster algorithm to define a jet either with partons or 

hadrons or with calorimeter ceUs, defining a co ne on top of the kT-algorithm in order 

to associate a D* meson essentially leads to a difference in the definition in the final 

algorithm. Fig. 7.10 shows the formation of two jets out of partons from the hard 

scattering. Based on the complexity in configuration of partons or hadrons involved 

in jet formation, it is necessary to have unique association between the partons or 

hadrons to the jet. 

In order to perform such an association, one needs to follow the pattern of jet 

formation in the algorithm. The following steps were used to associate the D* meson 

to a jet in the cluster algorithm. 

® A tag/reference to the D* meson was initially set before it was sent as input to 

the kT-cluster algorithm. 
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@ This tag was traced until the final formation of the jets, including the user- and 

algorithm-defined ET ordering. 

@ Based on this tag and the list of the particles, which the jet is made of, given by 

the cluster algorithm, the D* was then associated to the jet. 

The main advantage of this method is that in all cases, the tagged jet is formed out 

of the charmed meson. Henee, it can be used for the fragmentation studies. Fig. 7.11 

shows the 6R distribution obtained using the r; - cp spaee and kT-association meth­

ods. The number of events at low 6R value for a kT-associated jet to the D* meson 

is higher than by simply using the cone method. In or der to use this treatment, the 

hadronic final state (see section 9.1.3) has to be properly defined. In the fragmen­

tation function analysis the D* mes on was considered to be the hadronic final state 

(not its decay products), which is compatible with the NLO QCD calculations for 

heavy quarks, which do use D* as the final state particle. 

7.2 Event Selection 

The first step of the analysis consists in selecting the events which are under study 

out of an enormous amount of "background events" (containing other physics aspects 

and colliding beam properties). The initial sample consists of events taken with 

the detector when the trigger was fired based on a predefined selection of cuts or 

requirements, roughly directed towards a certain class of physics events. Depending 

on the kind of analysis, the final selection ofcourse requires different event properties. 

In the case of the analyses described here, similar selection criteria for photopro­

duction events on the CTD tracks were required to select the charmed meson Dd. 

Thus the global properties of the events described in next subsections are almost 

the same in aU cases. After the event selection, the jet reconstruction is performed, 

followed by the identification of the charmed meson. The final selection and tagging 

of the charmed 111eson to a jet is different based on the physics properties un der 

study and will be described towards the end of this section. 
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Figure 7.11: Differential distrib~Ltion as a function of!:iR for jets associated 
to a D* mesan using kT-association and cone method. 

7.2.1 The Online Event Selection 

As previously mentioned in section 4.2.4, the ZEUS data is selected using a com­

plicated trigger system. It is then necessary to require the needed fired triggers not 

only satisfying the needed physics criteria but also remained unchanged throughout 

the 1996 - 2000 data taking period. In this way, it is possible to correct the trigger 

inefficiencies by applying the same trigger chain to the data and MC samples. In 

the presented analyses the following is two hardware (FLT and SLT) and a software 

(TLT) trigger chain used (see section 4.2.4 for the ZEUS trigger description). 

First Level Trigger: [FLT42 (1996-1997), FLT42. OR. FLT59 (1998-2000) ] 

The FLT selection criteria are based on global and regional energy sums in the 
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calorimeter1 together with simple tracking requirement from the CTD FLT and 

vetoes from addition al subcomponents. The FLT42 requires: 

@ large energy deposit in the calorimeter: 

EFLT > 14.968 or E~tlc > 10.068 or Ek~1:;[C > 2.032 or E~fuIlc > 3.404 

where the energies are in GeV. 

@ timing information from the vetowall, SRTD and the C5 counter to veto events 

having a beam gas and non physics event timing. 

@ at least one track found by the CTD-FLT coming from the nominal interaction 

vertex region -50 cm < Zvtx < 80 cm. 

Although the FLT59 slot was present during the 1996-1997 data taking period, it 

suffered from a tighter CTD-FLT requirement TRKclass=62 rather than TRKgood96 

used in FLT42. This was cured during 1998-2000 and hence was used in for the 

aforesaid period. 

Second Level Trigger: [HPP01 (1996-1997), HFL01(1998-2000)] 

At the SLT, the following cuts are required to select the hard photoproduction 

events with high transverse energy (whence the name): 

@ a reconstructed vertex with -60 cm < Zvertex < 60 cm. 

@ E - Pz > 8 Ge V, where E and Pz are the energy and the longitudinal momentum 

of the event measured in the calorimeter. 

@ Erone> 8 GeV, where E:pne is the sum of transverse energy in aIl calorimeter 

cells outside a cone of 10° around the forward beam pipe. 

l The total calorimetrie energies in FLT are ealculated by excluding the 3 inner rings arouncl the 

FCAL and the i11ner ring around the RCAL beam pipe. 
2 These are the events with relatively high ratio of primary vertex tracks to total number of tracks. 
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® E - Pz > 12 GeV or pz/ E <0.953
. 

® Events are vetoed according to the timing information from different calorimeter 

sections. 

t down - t up > 10 ns or tFeAL - tReAL > 8 ns or ItReALI > 8 ns or ItFeALI > 8 ns 

where tdown and t up are the timing of the lower and upper haif of the BCAL 

described in section 4.2.2. 

HPP01 (or HFL01) is a heavy fiavour trigger designed for heavy quarks and was 

the only SLT trigger used for the D*± meson at the TLT stage. It suffered the 

same problem from the tighter CTD-FLT requirement as mentioned for FLT59. It 

became fully operational sinee 1998-2000, hence was used. 

Third level trigger: [HFL10/DST27] 

At the TLT stage, more decision time is available during the data taking, and 

hence sophisticated algorithms can be used for a detailed discrimination of events. 

After the TLT decision, events go through a complete omine reconstruction and pass 

through additional omine filters. The two reconstructed-level filters relevant for the 

analyses are: 

® DST27 - The D* -7 K rrrr tracking trigger: This directly corresponds to the 

HFL10 slot of the TLT trigger and is based on events coming from the tracks 

produced by the inclusive charmed mesons in the tracking detector. It uses the 

full omine tracking VCTLT code with an online tracks originating from the pri­

mary vertex and VCTPAR to reconstruct the D* mesons. The reconstruction 

method will be described in the following section. Tracks from an 9 CTD super­

layers are used, which allows an improvement in the quality of the online tracks. 

These were however not as good as the omine tracks due to limitation of the 

processing time. 

3 Proton beam gas events get enormously boosted in the forward direction and are therefore 

characterized by Pz rv E. 
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@ DST77 - HPP dijet fiIter: This dijet filter corresponds to the online TLT bit 

HPP14. At the TLT, this filter uses a much relaxed cone-based EUCELL jet 

algorithm EUTLT, rnodified to run over cells in the calorimeter. After the jet 

finding, the events with at least two jets require E~et > 4 GeV and l17jet l < 2.5. 

Additional cuts are: IZvtxl < 60 cm, 5 GeV < E - Pz < 75 GeV, pz/ E < 1.0 and 

ET (10°cone) > 5 GeV. 

The DST77 trigger is obviously useful for dijet measurements, but the threshold for 

this trigger was raised to Efet > 4.5 GeV in order to reduce the event rate during the 

years 1999-2000, hence is used only as a cross check for dijet with D* analysis. For 

an analyses presented, the DST slot 27 was used at the TLT /reconstruction stage. 

Trigger efficiencies and threshold effects on the measured observables are discussed 

in their respective analyses chapters. 

7.2.2 The amine Event Selection 

The event sample obtained after the online trigger selections still contains contami­

nation from non ep-physics and from non-photoproduction interactions, which must 

be rejected. This contamination not only consists of background from noise origi­

nating from the electronics and the radioactive decay from the Uranium Calorimeter 

(UCAL), but also from Neutral Current DIS events. Following are the procedures to 

reduce these contaminations. AIl requirements/cuts presented in this section corre­

spond to identical selection criteria for both the analyses. In order to avoid repetition 

only plots from Analysis lare presented, excluding the cut on the observable which 

is plotted. 

i) Calorimeter noise and 'sparks': 

Noisy cells correspond to either the uranium noise contamination or the imbalance 

between the 1eft and right photomultiplier tubes (PMT) of the calorimeter cel1. 

The noise pel' calorimeter cell due to uranium radioactivity has approximately a 

Gaussian shape, centered around zero with a standard deviation of cv 18 MeV and 



CHAPTER 7. KINElVIATICS AND EVENT RECONSTRUCTION 140 

rv 27 MeV in the EMC and HAC sections respeetively. A noise suppression eut 

of 60 MeV and 110 MeV for EMC and HAC cells respectively is therefore applied 

to eaeh ealorimeter cells at the offiine level. A eut on the relative cell imbalanee 

I imb = (El - Er)/ Ecell > 0.49 + 0.03/ Ecell (where El, Er are the signals measured by 

the two PMTs on the opposite sides of a ceIl) is also applied. 

The pre-flagged cells, having significantly higher me an energy or 'firing' frequeney 

eompared to aU other cells for each year are not included if their energy is less than 

three standard deviations above the noise level. To further reduce the noise level, a 

cut of 100 (150) MeV is applied to isolated EMC (HAC) cells. This imbalance and 

isolation cuts are predominantly used to suppress the contribution of cells due to 

'sparks' in the PMTs and noise due to possible electronie malfunetions. 

ii) Energy calibration in calorimeter cells: 

The energy calibration (energy scale) for the data was then determined by eom­

paring the PT balance between the hadronic system and the scattered eleetrons in 

DIS to the corresponding simulated events with incorporated effects of the dead 

materials. From this comparison, it was concluded that the EMC energies were 

underestimated by cv 4%, whereas the HAG energies were overestimated by rv 5% 

in FCAL [151]. Similar procedures for BCAL and RCAL led to the following cali­

bration corrections, thereafter applied only to the data. 

1 EMC(96-97) 1 HAC(96-97) 1 EMC(1998-2000) 1 HAC(1998-2000) 1 

FCAL +4.0% -5.0% +2.4% -5.9% 

BCAL +4.3% +8.0% +5.3% +9.6 

RCAL per ceIl +2.5% for an yeaTs 

Table 7.1: Calibration corrections fol' each section of the CaloTimeter corTe­
sponding to diffeTent data taking periods, with change in pTOton beam energy. 
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Hi) Proton beam gasjcosmic shower: 

The simplest way to removeevents coming from proton beam-gas interactions 

and/ or from cosmic showers is the requirement of a primary vertex. For this rea-

son the Zvertex was required to be within 1 Zvertex 1 ::; 50 cm from the interaction 

point, along with associated Nf~:c~ :::: 2. The variable Nf~:c~ corresponds to the num­

ber of tracks fitted to the primary vertex traversing at least three superlayers and 

having the transverse moment a ptyack > 0.12 GeV. Fig. 7.12 a) shows such vertex 

distribution after the cuts for dijet events associated at least with a charmed me­

son. PYTHIA and HERWIG simulations can well describe the distribution without 

having any proton beam gasjcosmic shower background within the analysis phase 

space. 

iv) Non-,p background - Using scattered lepton: 

Photoproduction events are defined through the requirement that the scattered 

lepton is not detected in the DCAL and is lost in the beam pipe. If the scattered 

lepton (lepton in this thesis corresponds to both electron and positron used during 

the different data taking periods) is detected then the event should be rejected 

(anti-tagging). The experimental signature of a lepton hitting the calorimeter is 

a deposit of energy in the electromagnetic calorimeter with little energy leaking 

lnto the hadronic section. The determination of the shower profile, i.e its width 

and depth, allows a distinction to be made between energy deposits originating 

from a lepton and those from other hadronic sources. Because the shower profile 

measurement depends in a complicated way on the position of incidence in the 

calorimeter, a specialised neural network (SINISTRA 95 [152]), which was trained 

on Monte Carlo events, was used to translate the profile measurement into a 'lepton 

probability' Pelee and lepton energy E~lee' If the scattered lepton is detected with 

higher probability Pelee, its energy E~lee and scattering angle (J~lee can be used to 

determine Yelee, using 

1 E~lee (1 (JI) 
Yelee = - -E - cos elee' 

2 e 
(7.15) 

where Ee lS the incident lepton energy. As can be seen from Eq. 7.15, for a small 

angle scattered lepton corresponding to a photoproduction event the Yelee has a 
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higher value, whereas the reverse is true for Ne DIS events. Thus, the event is 

rejected if a lepton candidate is found with a higher probability Pelee> 0.9, energy 

E~lee > 5 GeV and lower Yelee < 0.7. Fig. 7.12 b) shows the effect of these cuts, 

restricting the photon virtuality towards lower values of Q2. 
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Figure 7.12: a) NOTmalised distTibution of ZveTtex compaTed to event sim­
ulations. The ZveTtex mnge is given by the shaded aTea. b) Effects of cuts 
to Temove NG DIS candidates on the genemted Q2 distTibutions. Ymin and 
Ymax aTe the minimum and maximum limits obtained ajteT imposing the cut 
130 < W < 280 CeV. 

v) Non-1P background - Using YJB: The value of YJB was calculated using 

the Jacquet-Blondel method described earlier in section 7.1. The hadronic final 

state consists of the energy sum over cells or EFOs (see section 6.2.2) separately for 

both data taking periods. The sums clearly deviate from the true values Ytrue, as 

shown in Fig. 7.13 a)-h) and Fig. 7.14 a)-h) obtained using PYTHIA and HERWIG 

simulations respectively. The true value is obtained using Eq. 7.2 at the hadron 

level. The systematic deviations of YJB from YtT1J.e, are due to the energy losses 

as particles passing through the dead material in front of the calorimeter or are 

lost down the rear bearn-pipe. The resulting mean for YJB is shifted by about 10% 

for the reconstructed events using ceUs and 4% using EFOs. This dependence 

was corrected by parameterising the correlation with a linear function (shown in 
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Fig. 7.13 i)-l) and Fig. 7.14 i)-l) for PYTHIA and HERyVIG respectively) by fitting 

the distribution of the 'ljm as a function of YtTue' The fitted function has the form: 

Ym = m . Ytrue + C (7.16) 
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where the slope, 111, and the intercept, c, are determined from the fit. This fit was 

done for both PYTHIA and HER\VIG simulations and was found to give identical 
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results. The correction was then applied by inverting the function in Eq. 7.16 

YCOTT = (YJB - c)/m. (7.17) 

The result of this correction is shown in Fig. 7.15. The mean of the distribution 
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afler the correction is found to be well centered with an improvement in the reso­

lut ion obtained by a Gaussian fit to the corrected distribution. The me an < > and 

standard deviation IJ, are indicated on the respective plots. The two independent 

MC simulations after the correction provide similar results. 

From here onwards the ,p centre-of-mass energy W, obtained using the Jacquet­

Blondel [147] estimator W JB = V4Ycorr,JBEeEp will be used, after the above men­

tioned corrections for cells or EFOs. The cut on 130 < TiV < 280 GeV imposes 

further eut on Ycorr as illustrated in Fig. 7.15 i)-l). The lower "\IV cut rejects events 

from a region where the acceptance is small because of the trigger requirements. 

The upper cut rejects possible background from DIS events, in which the scattered 

electron has not been identified. This cut and the no-scattered electron require­

ment given in section 7.2.2 iv) restricts the virtuality Q2 to be below ~ 1 GeV2 

as illustrated in Fig. 7.12 b) using PYTHIA and HERWIG simulations. The corre­

sponding median Q2 in this photoproduction sample, estimated from MC calculation 

is ~ 3.28.10-4 GeV2 . 

vi) Non ,p background - Missing transverse momentum: 

The missing transverse momentum, llT, arises due to the lepton conversion into 

an undetected neutrino of the same type in the DIS events, with the W± bosons, 

taking part in the hard interaction. These charged current (CC) DIS events have 

characteristic similar to the ,p in terms of non detected scattered leptons. To remove 

CC-DIS events, a cut [153] was applied on missing transverse momenturn, which was 

scaled with the inverse root of the deposited energy to account for the calorirneter 

resolution. Small fraction of events are rejected when I/T/,fEi. < 1.5VGeV , where 

ET is the total transverse energy rneasured in the calorirneter ceUs. These quantities 

are computed as follows: 

[~ Ei sin ei cos cjJi]2 + [I: Ei sin ei sin cjJi]2 
celts cells 

(7.18) 

and Br I: Ei sinei . (7.19) 
cells 
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AIl the above mentioned cuts are applied to the detector level simulated events 

in the same way as for the data. The selection requirements which only need to be 

applied to the data but not to simulated events are the noise suppression cuts and 

the cell energy calibrations outlined in i) and ii) of this subsection. 

7.2.3 Jet Selection 

Jets were reconstructed with the kT-cluster algorithm [140] in its longitudinally 

invariant inclusive mode [142]. The events for Analysis l, using calorimeter cells were 

required to have at least two jets with pseudorapidity 17]jet l < 2.4 and transverse 

energy E~t > 5 GeV. The measured jet energies were corrected as outlined in 

section. 6.2.1. The comparison between data and MC simulations, of the corrected4 

ET and 7] j et distributions with at least one charmed meson D* is later discussed in 

Fig. 7.18. For Analysis II, jets with ET > 9 GeV and 17]jei l < 2.4 were selected using 

the kT cluster algorithm on EFOs (see section 6.2.2). 

7.2.4 Charm Reconstruction 

The D* mesons were reconstructed using the mass-difference technique applied to 

the decay chain5 D*± -+ D°7r~ -+ K'f'7r±7r~, where the7rs is the low momentum 

(slow) pion. As the decay length (31CT, with CT rv 120p,m of the DO meson is smaller 

than the vertex resolution from the CTD, aH tracks used in the D* reconstruction 

are required to be associated with the primary vertex. Tracks in the CTD with 

opposite charges and transverse moment a PT > 0.5 GeV were combined in pairs 

to form DO candidates. Each of the two tracks is alternatively assumed to be a 

kaon or a pion, Le. no particle identification being employed. Then an additional 

slow track with opposite charge to that of the kaon is assumed to be the slow pion 

from the D* decay and is combined with the two tracks of the DO meson to form 

4 The comparison between uncorrected DATA and MC distribution can be found at [154]. 
5 Throughout this document, DO refers to both DO and DO. 
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a D* candidate. Events with a mass difference !:::.f'vl = 111! (K 7r7r s) - M (K 7r) in 

the range 0.1435 < !:::.lvI < 0.1475 CeV around the nominal value [75] and the 

range 1.81 < lvl(K7r) < 1.92 CeV (1.83 < lvI(K7r) < 1.90 CeV) around the DO 

mass in Analysis l (Analysis II) are called D* candidates. In order to reduce the 

combinatorial background and to study only the relative cross section in Analysis 

II a narrower mass window for the DO meson was selected. 

The reconstructed D* mesons were required to have pseudorapidity in the range 

I1]D ï < 1.5, P~* > 3 CeV in Analysis l and P~* > 2 CeV in Analysis II respec­

tively. The following is the summary of the cuts applied on the (K, 7r, 7r s) system 

for Analysis I: 

@ PT(D*) > 3 CeV and pseudorapidity in the range 11](D*)1 < 1.5. 

@ 0.1435 < !:::.M < 0.1475 CeV and DO mass between 1.81 < Jvl(K7r) < 1.92 CeV. 

@ PT(K,7r) > 0.5 CeV and PT(7rS) > 0.15 CeV. 

@ to suppress combinatorial background, a cut p~* / E!7l0° > 0.15 was applied [82], 

where E!710° is the transverse energy measured in the CAL outside a cone of 

f) = 10° in the fOl 'ward direction. 

and for Analysis II: 

@ PT(D*) > 2 CeV and 11](D*)1 < 1.5. 

@ 0.1435 < !:::.Al < 0.1475 CeV and DO mass between 1.83 < f'vl(K7r) < 1.90 CeV 

@ PT (1<, 7r) > 0.5 CeV and PT(7rS) > 0.12 CeV. 

@ the eut on p~' / E~>lO° > 0.1 was imposed, where E!7l0° is the transverse energy 

measured using the EFOs outside a cone of 10° in the forward direction. 

The tracks used in the D* mes on reconstruction are required to be contained within 

the CTD i.e. only tracks that reach at least the third superlayer (8L3) of the 
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CTD were considered. This implicitly restricts the minimum transverse momentum 

pt}ack ;?: 0.12 GeV and pseudorapidity l7]tracksl ::; 1.75. As the event selection for 

Analysis l requires two high transverse energy jets, a higher eut on the transverse 

momentum of D* meson was applied to reduce the combinatorial background. The 

lower cut on Pt(D*) for Analysis II, was chosen because of the physics reasons ex­

plained in section 7.1.2. To keep the background at a reasonable level, a tighter cut 

PT(K,1f) > 0.5 GeV than the track pt}ack > 0.12 GeV was applied in both analyses. 

As the slow pion 1fs shown in Fig. 7.16 is highly correlated with the PT(D*) of the 

D* meson, a differenee in cut on PT(1fS) for the two analyses was considered. For 

Analysis I, PT(1fS) > 0.15 GeV is sufficient at the edge of the correlation and hence 

was applied. For Analysis II, due to the low PT(D*) requirement, the range of values 

for the transverse momentum of the 1f S should avoid the lower corner region. On the 

other hand, 1f s is a low momentum particle, and sinee the cuts cannot be lowered 

below the CTD threshold values, the PT (1fs) > 0.12 GeV eut was acceptable. The 

eut on pseudorapidity ensures anyway that aU tracks are within the range of good 

reconstruction in the CTD. 

The D* meson sample obtained using the method mentioned above is not a pure 

sample. A significant amount of combinatorial background can still be present, 

which needs to be statistically estimated and subtracted. Two different methods 

called 'wrong-charge' (WC) and 'control-region' (CR) were used to estimate the 

backgrounds. In the wrong-charge method, the charged track combinations which 

cannot form the genuine D* mesons are selected in the signal region6
, whereas the 

sign of the slow pion was kept same as of the parent D* meson. For example, the 

charge combinat ion (I{-, 1f- ,1ft) for D*+ and (I{+, 1f+ ,1fs) for the D*- are consid­

ered as the wrong charges in the (J(, 1f, 1f) system. In addition to the wrong charge 

combinations, the background contributions can be estimated by using the control 

region. In that case, the events in the range 0.15 < 1:1111 < 0.165 GeV lie outside, 

but remain close to the signal region. The combinatorial phase space is approxi-

6 The signal region corresponds to the 6.A1 and A1(DO) mass window, e.g for Analysis l this 

corresponds to 0.1435 < 6.M < 0.1475 GeV and 1.81 < M(DO) < 1.92 GeV. 
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mately equal for both right and wrong charge combinations. Thus the control region 

consists of a much larger sample of combination for background estimation, which 

allows the statistical uncertainty in the measurement to be significantly reduced. 

In the presented analyses, the control region between 0.15 < b.!vI < 0.165 GeV 

was therefore used (see Fig 7.17 a)). The exact normalisation of the wrong charge 

background in the signal region, was estimated using the ratio of the right to wrong 

charge combination in that region. 

The mass difference 6.Jvf and the invariant mass J\,;1 (K 7r) distributions for Analy­

sis l, after an corrections and selection cuts including those from jet and D* selection 

as described above are shown in Fig. 7.17. Clear signais can be seen. The excess of 

events with respect to the wrong charge distribution below the DO region originates 

mostly from DO decays involving neutral pions [155]. As the combinatorial back­

ground also passes the applied cuts, the overall Gaussian distribution for the signais 
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are superimposed on a background of the form: 

for the mass difference b..ltf distribution and of the form: 

dNjdAl(K,7r) = exp(A + M(K, 7r) . B) 

for the A.J(K, 7r) invariant mass distribution. The paraIneters A and B (where m'if is 

the pion mass) are determined from the fits. The Humber of D* mesons reconstructed 

in the signal region from the fit Îs found to be 1084 ± 58, with the following values 

for the masses: 

Al(D*) - M~(DO) = 145.6 ± 0.03 MeV and 1vJ(DO) = 1863.0 ± 1.04 MeV, 

which are found to be very good agreement with the PDG values of l\1(D*) -

M(DO) = 145.436 ± 0.016 MeV and M(DO) = 1864.5 ± 0.5 MeV respectively [75J. 
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For this statistical method if Nrc (7VWC ) and Nrc (NWC) are the right (wrong) , sr" sr cr cr 

charge in the signal and control region for each bin of a given observable respectively, 

the number of reconstructed D* mesons Nrec in that bin, is given by 

IV N T'C i\TWC (NrcjNwc ) r'ee = sr - j v sr' cr cr 

with the error on N rec estimated as: 

VNre + (NwC Nrcj(Nwe)2) . (Nrc + l'Twc + Nwc i\Trcj 7\TWC) sr sr' cr cr cr J v sr sr . J V cr J v cr 

The total number of reconstructed D* mesons for the above mentioned sam pIe is 

given by 1092 ± 43, which is similar to one obtained using the fit, but with a smaller 

error. In order to verify the method, the data was compared to MC, for both 

D* and dijet observables, with the background subtraction done using bin-by-bin 

subtraction. This comparison is shown in Fig. 7.18. The MC samples from PYTHIA 

and HERWIG are in reasonable agreement with the data. 

The D* (PT(D*), fI(D*)) and kinematic variable l;V are weIl reproduced by the MC 

simulations, although the underlying physics dynamics associated with the resolved 

photon pro cesses shows a similar behaviour. The b quarks decaying to charm quarks 

subsequently forming a D* meson, can also get reconstructed within the sampie. 

These beauty component are also shown to provide about 10% contribution to this 

sample. The ET and 17Jet distribution of the corrected transverse energy of the jets 

show a rapid faH off with increasing ET with a turnover at low values arising due 

to a cut on its invariant mass IVIjj > 18 CeV (see section 7.1.1). The distribution 

in pseudorapidity of the jets is peaked in the central region, as a consequence of 

the cut on the pseudorapidity of the D*. The confinement of flJet within 1.9 units 

of pseudorapidity is mainly due to the cut on average pseudorapidity il, which is a 

consequence of the D* pseudorapidity cut !fI( D*)! < 1.5. The vertical lines in the 

distributions show the confinement region for the jet pseudorapidity. 



CHAPTER 7. KINEl'vIATICS AND EVENT RECONSTRUCTION 153 

ZEUS ZEUS 

CI> ., 
0 
~ 
E 

J' 10 10 
Cl .... 
0 

] 10 10 
E 
'" z 

1 1 

5 10 15 -1 0 1 5 10 15 20 25 5 10 15 20 25 

PT(D*)(GeV) 
jeU jet2 

TI (D*) ET (GeV) ET (GeV) 

400 PYTHIA 6.156 

l400 400 
300 

.. ZEUS 1996·2000 
200 HERWIG 6.301 200 200 

100 

0 
150 200 250 

0 0 
-2 ·1 0 1 2 ·2 ·1 0 1 2 

W(GeV) Tji"l Tji.,2 

a) b) 

Figure 7.18: Differential data distrib'ution (black dots) compared ta results 
of PYTHIA (solid line) and HERWIG (dotted-dashed line) MC simulation. 
The distribution for D* in a) and jet observables in b) are considered. The 
background is subtracted by performing a bin-by-bin wrong-charge background 
subtraction method. 

7.3 Definition of Cross Sections 

Events with at least one charmed meson D d , together with high ET jets in the 

pro cesses ep -+ D*± + jets + X were considered. U sing these events, the cross 

section for the two analyses were measured in the photoproduction regime. 

7,3.1 Analysis 1 

In this analysis, the dijet cross section associated with at least one D* meson was 

measured in a region of phase space, where the theoretical uncertainties are expected 

to be relatively small, and the effect of the photon structure is visible. The differ­

ential cross sections sensitive to the hard scattering and the photon structure are 



CHAPTER 7. KINEMATICS AND EVENT RECONSTRUCTION 

defined as: 

d(J o < xobs < 1 
dxobs ' 'Y 

'Y 

d(J o < X~bs < 0.044 
dX~bs ' 

d(J 
-- , 18 < Mjj < 50 
dA1 JJ 

d(J 

dfj' 
-0.7 < fj < 0.7 

d(J(x~bs < 0.75). o < :I:~bs < 0.044 
dxobs , 

p 

d(J(x~bs > 0.75). o < X~bs < 0.044 
dxobs , 

p 

d(J(x~bs < 0.75). 
0< Icose*1 < 0.83 

dicos e* 1 
, 

d(J(xobs > 0.75) 
0< Icose*1 < 0.83 'Y • 

dicos e* 1 
, 

d(J(x~bs < 0.75). 
-0.83 < cos B* < 0.83 

dcos e* 
, 

d(J(x~bs > 0.75) . 
-0.83 < cos B* < 0.83 

dcosB* 
, 

This was do ne in the kinematic region defined by the following: 

130 < HI < 280 GeY, Q2 < 1 Gey2; 

E?etl,jet2 > 5 GeY, l7Jjetl,jet21 < 2.4; 

Aljj> 18 GeY, Ifll < 0.7, Icose*1 < 0.83; 

PT(D*) > 3 GeY; 17J(D*)1 < 1.5. 

7.3.2 Analysis II 
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(7.20) 

(7.21) 

(7.22) 

(7.23) 

(7.24) 

(7.25) 

(7.26) 

(7.27) 

(7.28) 

(7.29) 

(7.30) 

The Analysis II of charm fragmentation function was studied in the kinematic regime 

Q2 < 1 Gey2 and 130 < HI < 280 GeY. The D* meson was required to be in the 

pseudorapidity region 17J(D*)1 < 1.5 with transverse momentum PT(D*) > 2 GeV. 
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At least one jet was required in the event with transverse energy E~et > 9 Ge V in 

the pseudorapidity region Ir7jet
l < 2.4. The D* meson was included in the jet-finding 

procedure and was thereby uniquely associated with one jet only. The differential 

cross section as a function of the fragmentation variable z = (E +PII) D* / (E +PII )jei = 

(E + PII)Dj(2E)jet can be defined as da/dz for 0.16 < z < 1, where Pli is the 

longitudinal momentum of the D* meson relative to the axis of the associated jet of 

energy Ejet. 



Chapter 8 

Analysis 1 : Dijet Angular 

Distributions in Photoproduction 

of Charm 

In this chapter, the experimental results obtained for the first of the two analyses 

are presented. Before the results are given, sever al studies using the Monte Carlo 

samples used to correct the detector effects are described. The measurement of 

the corrected observables are compared with predictions from leading-order parton­

shower Monte Carlo models and with the llext-to-leading-order QCD calculations. 

8.1 Description of the Measurements 

The aim of this analysis is to st.udy the dynamics of the hard scattering and to 

probe the structure of the photon, especially its charm content. Photoproduc­

tion events were selected with the three-level trigger [93, 104] as described in sec­

tion 7.2.1. The inclusive photoproduction sample was defined by requiring a re­

constructed vertex and no scattered electron (or positron) found in the calorimeter 

156 
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(CAL), thus restricting the photon virtuality Q2 to be below 1 Ge y2, with median 

Q2 ~ 3. 10-4 Gey2. The photon-proton centre-of-mass energy }V was restricted 

to the range 130 < vil < 280 GeY. The latter was measured using the Jacquet­

Blondel [147] estimator vVJB = J4YJBEeEp , where YJB = 'Ei(Ei - PZ,i)/2Ee, the 

sum runs over aIl CAL cells and PZ,i is the Z component of the momentum vector 

assigned to each ceIl of energy Ei' Jets were reconstructed with the kT-cluster al­

gorithm [140] in its longitudinally invariant inclusive mode [142]. The events were 

required to have at least two jets l with pseudorapidity l7]iet l < 2.4 and transverse 

energy E~t > 5 GeY. The measured jet energies as well as W JB were corrected for 

energy losses in the inactive material in front of the CAL using the MC simulation 

described earlier in section 6.2.1.1. 

After the initial event selection mentioned ab ove , the D* mesons were recon­

structed using the mass-difference technique applied to the decay chain D*± ---+ 

DOnt ---+ KTn±nt. Following is a summary of the cuts that were applied to the 

final event topology (see section 7.2.3 and 7.2.4). 

® Photoproduction events with the photon-proton centre-of-mass energy lV be­

tween 130 < 1iV < 280 GeY. 

® Dijets with E~t > 5 GeY and l7]jet l < 2.4. 

® At least one reconstructed D* meson with P~* > 3 GeY, 17]D* 1 < 1.5 within the 

mass window 0.1435 < 6.lvl < 0.1475 GeY obtained using the (K, n, ns) system 

with: 

PT(K, n) > 0.5 GeY, 

PT(ns) > 0.15 GeY, 

1.81 < 1\II(Kn) < 1.92 GeY 

l The fraction of evellts with more than two jets are found to be 11 % in the data, 5.5% in PYTHIA, 

9% in HERWIG and 18% in CASCADE. 
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® To suppress combinatorial background, a cut p~* / EflOO > 0.15 was applied [82], 

where EflO° is the transverse energy measured in the CAL outside a cone of 

e = 10° in the forward direction. 

@ A1jj > 18 Ge V is applied in order to study the 1 cos e* 1 < 0.83 without any bias 

from the EJ;t cut. 

@ The cut on lill < 0.7, removes the bias due to cut on T7jet and further reduces the 

eflects due to IrJDï < 1.5. 

The total number of dijet events with at least one associated D* meson after an 

specified cuts, is found to be 1092 ± 43 over a background of 328 events from 

wrong charge combinations, normalised to the right charge in the control region 

0.15 < !:lM < 0.165 GeY. Fig. 7.17 shows the !:lN! distribution after the final event 

selection. The signal has similar characteristics as that in the previous ZEUS pub­

lication [82] except that the signal to background ratio has improved by a factor of 

three due to the tighter cuts on A1jj and il. 

8.1.1 Efficiency of Trigger Chain 

The efficiency of the trigger chain needs to be checked before one can compare the 

data and the Monte Carlo predictions. It is needed in order to ensure that the 

final events are not affected by any trigger threshold boundaries. This was done 

by choosing an independent "100ser" trigger which subsequently was fed into the 

l'est of the trigger chain instead of the one under study. In the following studies 

are done for FLT and TLT slots; the SLT slot used was checked in a previous dijet 

analysis [82]. The SLT slot remained unchanged during the whole course of the data 

taking period and hence was not considered he1'e. 

Efficiency of the FLT42 Trigger 

The FLT42 slot was studied by choosing an independent slot FLT59 which was 

subsequently fed into the SLT and TLT as described. The FLT59 was chosen such 
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that, after the requirement of the observed scattered lepton in the L UMI detector 

with some low energy calorimeter threshold, it could be directly comparable to 

FLT42. The efficiency of this slot can then be given by 

number of events passing FLT42 AND FLT 59 
f= ------------------------------------

number of events passing FL T59 

Table 8.1 shows the overall efficiencies for the data compared to the Monte Carlo 

simulations. It was found thaL although the data events represent a higher fraction 

than the PYTHIA and HERWIG expectations, the ratios are consistent within the 

given statistical uncertainties (see also Fig. 8.1). 

In or der to further understand this slot, a detailed study on the efficiency was 

performed as a function of the kinematic variables. Fig. 8.1 shows the ratio of 

the efficiencies for data and Monte Carlo simulations as a function of D* and jet 

variables. As can be seen for aIl the plotted variables, the efficiencies measured 

in data and the two Monte Carlo simulations PYTHIA and HER\VIG agree quite 

weIl within the given statistical error represented by the shaded and hatched bands 

respectively. 

Efficiency of DST27 

The DST slot 27 was extensively studied by considering an independent sample of 

events which have passed the inclusive dijet trigger DST77. As the two triggers are 

largely independent, the majority of events passing the DST77 with two high ET jets 

will in fact not be due to charm events, thus can provide a largely unbiased sam pIe. 

Table 8.1 gives the overall measured efficiency in comparison to the expectations 

from PYTHIA and HERWIG. The overall efficiency for the DST slot 27 was found 

to be 93%, for Efet > 5 GeV. The Monte Carlo models describe the efficiency 

weIl. The DST slot 27 based on track requirements can have a bias due to the 

reconstructed D* candidates contained within the CTD acceptanC8. The correlation 

between the jet and track directions will then effectively give rise to an implicit cut 

on the pseudorapidity on one of the jets. However this effect is taken care of via the 

cut on il and is hence acceptable. 

It should be mentioned that the kT-algorithm used for the jet finding has an 
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Figure 8.1: The efficiency of the PLT sZot 42 as a function of jet and 
D* variables compared ta PYTHIA and HERWIG sim·ulations. The shaded 
region shows the statistical er'('Or on the ratio of data over PYTHIA, whereas 
the hatched region is the same for HERWIG. 

effective cone radius which is sm aller than cone-algorithm used at TLT for DST77. 

This me ans that the ET'S of the jets using the DST bit 77 are on average higher 

than those found offiine with the kT-algorithm. Renee, due to this pre-requisite 

demand on the jets at the TLT level the tracks leading to D* candidates can get 

pre-associated with one or the other jet. Therefore, DST77 although quite effective 
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Trigger Slot (Event frac.) data PYTHIA HERWIG 

(FLT42.AND.FLT59)/FLT59 96.18 ± 6.48% 93.72 ± 3.03% 95.35 ± 3.32% 

(DST27.AND.DST77)/DST77 93.47 ± 5.57% 93.38 ± 2.62% 94.15 ± 2.92% 

Table 8.1: Overall efficiency of the trigger slots FLT42 and DST 27 for 
data, compared ta the PYTHIA and HERWIG simulations. 

for the dijet studies was only considered for the efficiency checks. Fig. 8.2 shows the 

efficiency of DST27 as a function of D* and jet observables. The Monte Carlo simu­

lations agree well compared with the data, within the given statistical uncertainties. 

8.1.2 Comparison between the Data and Monte Carlo Pre­

dictions 

After the efficiency checks, kinematic cuts and various corrections (as described 

in the previous chapter), the next step is the comparison between the data and 

detector-level Monte Carlo predictions. The background was determined from the 

,6.11/1 distribution (see section 7.2.4) for the wrong charge combinat ions , where the 

tracks forming the DO candidates had the same charge and the 7rs had the opposite 

charge. The number of events in each bin of the measured variables was determined 

by performing a bin-by-bin wrong-charge background subtraction as outlined in sec­

tion. 7.2.4. The comparison is then do ne after the background subtraction for aH 

global variables, including the D* and jet variables. The quantities compared can 

be seen in Figs. 8.3 and 8.4, where a number of jet variables are plotted for data 

and Monte Carlo simulations. The MC samples are normalised to the number of 

events in the data distribution and hence only a shape comparison is made. The 

light and dark shaded region corresponds to LO-resolved and beauty contributions 

in PYTHIA respectively. The fraction of chann dijet events that originates from 

beauty production is predicted to be ~ 10% by PYTHIA and ~ 6% by HERWIG. 
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Figure 8.2: The efficiency ratio of data over MC of the DST bit 27 as a 
function of jet and D* variables compared to PYTHIA and HERWIG simula­
tions. The shaded region shows the statistical eiTai on the ratio of data over 
PYTHIA J whereas the hatched region is the same fol' HERWIG. 

The shape of the beauty component is similar to that of the overall distribution. AH 

quantities are in reasonable agreement between data and Monte Carlo simulations. 

Fig. 8.5 shows the differential distribution as a function of 1 cos ()* 1 separately for the 

resolved-enriched (x~bS < 0.75) and direct-enriched (x~bs > 0.75) samples compared 

to PYTHIA expectations. The data points are given separately for direct-enriched 
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Figure 8.3: Differential data distributions (black dots) compared to results of 
the PYTHIA (soUd line) and HERWIG (dotted-dashed line) MC simulation. 
a) E!;t, b) Tl jet , c) Mjj and d) fj. The light and dark shaded regions cOTTespond 
to LO-resolved and beauty contribution in PYTHIA Tespectively. The MC 
samples are normalised to the number of events in the data distributions. 

(open dots) and for resolved-enriched (black dots) events. The direct-enriched sam­

pIe is normalised to the resolved-enriched sam pIe in the lowest 4 bins. The dashed 

(full) histogram is the PYTHIA distribution for the direct (resolved) enriched MC 

events, normalised to the data points. 

The two jets are then distinguished into a charm-initiated jet (D* jet), and the 

other jet in TI-CP space (.6.R i - J(CPjeti - CPD*)2 + (Tljeti - 7]D* )2); with D* jet having 
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Figure 8.4: Differ-ential data distributions (black dots) cornpared to results of 
the PYTHIA (solid Zine) and HERWIG (dotted-dashed Zine) MC simulation. 
(a) :r;~bs, (b) X~bs) (c) x~bs with X~bs < 0.75 and (d) X~bs with X~bs > 0.75. The 
light and dark shaded regions correspond to LO-resolvcd and beauty contr-ibu­
tion in PYTHIA respectively. The MC samples are normalised to the number 
of events in the data distributions. 

the smallest i::J.Ri (1=1,2) < 1.0. Thus the sign of the unfolded cos e* distribution is 

given by the direction of the D* meson i.e. positive for the proton direction and 

negative for the photon direction. Fig. 8.6 shows the differential distribution as a 

function of cos e* for the resolved- and direct-enriched samples. The direct-enriched 
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Figure 8.5: Differential data distributions after wrong charge background 
subtraction (dots) and of the PYTHIA MC simulations (lines). Res'ults 
are given separately for the direct-enriched (open dots/dashed lin es) and for 
resolved-enriched (black dots/fnll histogram) events. All the distribntions are 
normalised to the resol'ved data distribntion in the lowest 4- bins. 

sample is nonnalised to central 8 bins of the resolved-enriched data sample. The full 

(dashed) histograms in PYTHIA (HERWIG) are normalised to the data points for 

the respective directjresolved enriched contributions. Events that did not satisfy 

the requirement R < 1 for at least one of the two jets (8.7% for x~bs < 0.75 and 

l.1% for ::r~bs > 0.75) were not included in these cosB* distributions. Clearly a 

good agreement between data and PYTHIA MC simulations is found except for 

the last bin (see plots in section 8.2.5), hence PYTHIA is used for the detector to 

hadron correction. HERWIG, on the other hand, gives an adequate description of 

the data, although the l'ise in the diff'erential distribution at low x~bs is st ronger in 

data, hence it is used only ta study the systematic uncertainty on the detector ta 

hadron correction. 
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Figure 8.6: Differential data distributions after wrong chaTge background 
subtraction (dots) and of the PYTHIA (full) and HERWIG (dashed lines) 
MC simulations. Results aTe given separately for the dir'ect-enTiched (open 
dots) and for resolved-enriched (black dots) events. All the distTibutions aTe 
nOTmalised ta the Tesolved data distTibution in the middle 8 bins. 

8.1.3 Studies Using Monte Carlo Samples 

As the Monte Carlo simulated events give a reasonable description of the data at 

the detector level, one can then expect that the underlying physics dynamics at 

the hadron level (which were passed through the detector simulation to obtain the 

detector level events) will have the sirnilar feature as those observed in the data. 

Bence it is appropriate to correct ('unfold') the data for various detector effects, 

such as geometrical acceptances, detector resolution and efficiency, particle decays, 

interactions with inactive material and the effects related to the trigger and event 

selections. Before these corrections are implemented, a proper binning of the data 

is considered. 
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Binning the data 

For a given observable, it is necessary to choose appropriate bin widths such that 

the effect of event migrations in and out of the bins can be reduced. The bins in 

this analysis are initially chosen to be at least twice the resolution, (J, of the relevant 

variable estimated using the MC simulation. The resolution for an variables under 

study is shown in Fig. 8.7 both for PYTHIA and HERWIG simulations. The mean 

< > and the corresponding standard deviation (J for each of the variables is shown on 

the respective plots. The remarkable agreement between these values for PYTHIA 

and HERWIG, shows that the detector resolutions are well modelled. 

Certain bins are combined either based on the limitation of the data statistics 

in and around the bill boundaries or due to known large migrations of events from 

parton to hadron transitions. 

Correction from Detector to Hadron Level 

Once the bin widths are appropriately defined, then the observables were cor­

rected ('unfolded') for various detector related effects, in order to compare them 

with the theoretical predictions or with results from other experiments. A bin-by­

bin unfolding procedure was performed using PYTHIA in order to avoid long-range 

migrations. The efficiency é, purity p and the multiplicative correction factor C) for 

each bin i, of a given observable odet at detector level (e,g X~,bs, X~bs) 1 COS 11* 1) etc.) 

and ohad at the hadron level are defined by: 

é(i) 
Ohad(i) n Odet('i) 

(8.1) 
Ohad(i) 

p(i) 
Ohad(i) n OdetCi) 

(8.2) 
Odet(i) 

CCi) 
p(i) ohad(i) 

(8.3) -
éU) 

- Odet ( i) ) 

where ohad (i) n odet Ci) is the number of events that pass the hadronic criteria and 

are then reconstructed such that they pass the data selection cuts in the given bin 

i. The statistical .errors associated with the efficiency L::..é(i) and purity L::..p( i) are 
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given by the binomial expression: 

~c(i) 
./[1 - c(i)]· c(i) 
V Ohad 

(8.4) 

~p(i) 
[1 - p(i)] . p(i) 

Odet 
(8.5) 

The error 6.C(i) on the correction factor, taking into account the correlations be-
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tween Ohad(i) and Odet(i), can be written as: 

t6.C(i) = 
Ohad(i) 
Odet(i)3 [Ohad(i) + Odet(i) - 20had (i) n Odct(i)] (8.6) 

The efficiency c( i) can be regarded as the fraction of the hadron level events in a 

given bin which are aiso reconstructed in that bin, whereas the purity as the fraction 

of events reconstructed in a given bin which are also generated in that bin. 

Fig. 8.8 and Fig. 8.9 show the efficiency, purity and correction factor as a function 

of observables that are of interest to this analysis. Although the efficiency is rea­

sonably fiat, the purity rises with the increasing dominance of direct photon events. 

These direct photon dijet events with the D* requirements are harder than the re­

solved photon ones, where one of the jets is expected to be initiated via a gluon. This 

leads to lllore calorimetrie reconstructed jets for high x~bs above a certain threshold 

that are aiso above the same hadronic threshold. Thus, for the resolved dominated 

samples x~bs < 0.75, Fig. 8.8 d) and Fig. 8.9 c) and e), the purity is found to be 

slightIy lower. Tt shouid be noted that there is a slight decrease in efficiency for 

Fig. 8.9 b), c), d) and e) at the extreme bins. This cau be accounted for by 

the "edge effects" due to the hard cuts introduced on the cos ()* distribution. The 

correction factor calculated for each bin, on the other hand shows a reasonably fiat 

distribution for aIl variables under interest. 

To obtain differential cross sections, each observable was multiplied by the cor­

responding correction factor proportional to the ratio of generated to reconstructed 

events from the PYTHIA MC simulation. Although to a good approximation these 

correction factors should be independent of the event generators used, a residual in­

fiuence can remain. Therefore, even if PYTHIA was used to compute the correction 

factor in the unfolding process, HERWIG computed corrections was later on used 

into the estimation of the total systematic error on the final measurements. The 

differential cross section 0"( i), for a given observable x( i) with the number of events 

passing the selection cuts after background subtraction N (i) in a given bin i, can 

be given by: 
dO" ( i) 
dx(i) 

N(i) . C(i) 
J dtJ:.. . [Bin width] . BR 

(8.7) 
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procedure as a function of a) x~bs, b) l;~bs, c) x~bS with X~bS > 0.75, d) X~bs 

with x~bs < 0.75 and e) 1I1jj. 

where f dtE is the integrated luminosity for a given data taking period and BR is 

the branching ratio of the process D d ----+ D°7r~ ----+ K+7r±7r~. The measured cross 

sections are the luminosity-weighted average of the cross sections at the centre-of­

mass energies Vs = 300 GeV and Vs = 318 GeV. 

8.1.4 Study of the Systematic U ncertaÎnties 

In arder ta estimate the sensitivity of the measured cros;:.; section ta potential sources 

of systematic error, several checks have been performed. rv10st of these uncertainties 

come from the incomplete knowledge of detector effects, definitions used and meth­

ods used ta analyse the data. The following are four major classes of uncertainty 

that were considered and are assumed to be approximately independent: 
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Uncertainty arising from kinematic cuts: These have been investigated by 

varying the cuts given in section 8.1 on the reconstructed variables in the data and 

PYTHIA simulations. 

@ the cuts on the iP centre-of-mass energy were varied by approximately +10- of 

its resolution i.e 138 < -VV < 264 GeV and 122 < < 296 GeV. 

@ the cuts on ET of the jet were lowered to ET > 4 Ge V, and raised to ET > 6 Ge V. 

@ the eut on the dijet invariant mass of the dijet, Mjj, was varied by ±20%, which 

is the difference between the hadron ta the detector level PYTHIA estimation. 

@ the cuts on average pseudorapidity if were lowered to -0.65 < if < 0.75 and 

raised to -0.75 < if < 0.65. 
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® similar variation on the jet pseudorapidity rJ jet , between -2.3 < rJ jet < 2.5 and 

between -2.5 < rJ jet < 2.3. 

Uncertainties associated with the Monte Carlo dependence: 

® the HERWIG Monte Carlo was used for the unfolding procedure. 

® the resolved photon fraction was increased from 35% up to 55% of the PYTHIA 

estimation. 

Uncertainty due to the calorimeter energy scale: 

The calorimetric measured quantities like transverse jet energy ET and iP center­

of-mass energy W were varied (only in the Monte Carlo samples) by ±3% according 

to the estimated uncertainty on the calorimeter energy scaIe as outlined in sec­

tion 6.2.1.2. 

U ncertainties arising from D* cuts and background subtraction: 

® the cut on PT(TtS) was lowered to PT(TtS) > 0.125 GeV and raised to PT(TtS) > 

0.175 GeV. 

® the cut onpT(K, Tt) was lowered to PT(K, Tt) > 0.475 GeV and raised to PT(K, Tt) > 

0.525 GeV. 

® ptT / Ef>lO° eut was varied ±la of its resolutiol1. 

@ a softer cut on DO and wider D.N! mass window with 1.80 < A1(DO) < 1.93 GeV 

and 0.143 < D.1\1 < 0.148 GeV was used to check the effect on the increase in 

the background, which must be subtracted from the peak. 

® the control region (CR) for the track combination was varied between 0.152 < 

CR < 0.165 GeV and between 0.15 < CR < 0.163 GeV. This check was used to 

see the stability of the normalisation used for the wrong charge background to 

be subtracted from the signal. 
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For each of the changes outlined ab ove , the analysis was repeated and the observed 

difference in the cross section was then considered as the systematic uncertainty 

coming from the corresponding aspect of the variation. Figs. B.1-B.10 show the 

effect of the systematic uncertainties associated with each of the above mentioned 

variations for the observable under study. To obtain the total systematic uncertainty, 

all the systematic uncertainties are added in quadrature for each bin. The total 

experimental uncertainties which are the sum of the contribution from statistical 

and systematic uncertainties added in quadrature, are shown in corresponding cross 

section distributions as the outer error bars, whereas the inner error bars correspond 

to the statisticai uncertainty. 

It should be mentioned that the uncertainties due to the knowledge of the CAL 

energy scaie (±3%) are highly correlated between bins and are therefore shown sep­

arately as two dashed-dotted Hnes. The variation of the jet energy sc ale is less than 

Il % for aH analysis bins. The dominant sources of the systematic uncertainty on the 

cross sections are due to the variation of the NIjj cut based on its resolution, cuts 

on W and the difference between the correction factors evaluated using HERWIG 

rather than PYTHIA. Statistical uncertainties dominate over systematic uncertain­

ties in most bins. The measured cross sections and their uncertainties are given 

im Tables A.1-A.7. An overall normalisation uncertainty of 1.6%, arising from the 

luminosity determination, is not included. 

8.2 Cross section Measurements 

After having studied the issues of the various systematic uncertainties, the results 

with combined systematic errors are shown for each observable in the following sub­

sections. As mentioned previously, the following measurements are done in or der to 

not only study the various aspects of hard scattering but also to probe the structure 

of the photon, especially its charm content. In the following, each aspect of the 

hard scattering will be addressed, based on the measurements and the comparison 

ta specifie theoretical models. Conclusions related to either data alone or to the 
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model-initiated issues will be drawn. 

8.2.1 Measurement of x~bs 

The variable X~.bs is related to the momentum fraction of the parton from the photon, 
1 

which according to Eq. 7.9 is defined as the fraction of the photon's energy partici-

pating in the production of the two highest transverse energy jets. The differential 

cross section as a function of x~bs is shown in Fig. 8.10. The inner error bars show 

the statistical uncertainty, while the outer ones show the statistical and systematical 

uncertainties added in quadrature. The jet energy scale uncertainty is given by the 

two dashed-dotted lines. The data has not only a significant cross section at high 
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Figure 8.10: Differential cross section dO" / dx~bs for the data (dots) compared 
with a) vario'Lls MC simulations (histograms); b) CASCADE predictions (full 
l'ine)" with Va7"ious CASCADE Telated systematics (also see text) as indicated 
on the plot. The inner error bars show the statist-ical uncertaintYJ while the 
outer ones show the statistical and systematical uncertainties added in quadra­
ture. The jet energy scale uncertainty is gÙJen by the two dashed-dotted lines. 

fraction of X~bs, but there is also a substantial tail at low x~bs which, from Fig. 8.10 a), 

requires a LO-resolved component to describe the data. The sizeable contribution 
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of the LO-resolved photon component is found to be 35.19 ± 0.93% in PYTHIA 

and 22.25 ± 0.88% in HERWIG. The contribution of events which are not due to 

'charm excitation' in the photon2 is found to be less than ±1 % both in PYTHIA 

and HER\iVIG. Fitting the MC distribution to the data and allowing the resolved 

and direct contribution to vary independently result in a resolved contribution of 

46.25 ± 3.66% for PYTHIA and 29.43 ± 3.04% for HERWIG. 

The shape of the distribution is weIl reproduced by PYTHIA and HERWIG with 

an absolute normalisation factor of 1.2 and 2.1, respectively needed to describe 

the data. It should be noted that the LO-resolved photon contribution not only 

dominates at low X~bs region, but extends up to the high X~bS. Based on these 

dominant regions for LO-resolved and LO-direct a cut on X~bs with X~bs < 0.75 

defined as resolved-enriched and X~bs > 0.75 as direct-enriched were considered. 

The x~bs distribution of CASCADE, normalised to the data, with the normalisation 

factor shown in the parentheses within the figures, gives a lar'ger contribution at 

high x~bs and a sm aller contribution at low x~bs. 

Since there is a hope [156] that higher-order corrections to krfactorised calcula­

tions might be sm aller than those to LO parton-shower calculations using DGLAP 

evolution, the absolute predictions from CASCADE for the differential cross section 

is shown in Fig. 8.10 b). As can be seen, CASCADE gives a very good description 

for the low X~bs tail, but is too high for the 'collinearly'-defined direct photon region. 

Thus it can be concluded that the semi-hard or kT-factorization approach in CAS­

CADE with the CCFM unintegrated gluon density obtained by fitting to the HERA 

data [107], effectively simulates heavy quark excitation and indeed the hardest Pt 

emission frequently comes from a gluon in the initial state gluon cascade. The GRV 

derivative3 and KMS [158] unintegrated gluon densities within CASCADE on the 

other hand give distribution similar to the 'collinearly'-defined direct photon region 

and hence cannot describe the data. The largest uncertainty on the CASCADE 

predicted differential cross section is found to be a maximum of ±71 % (shown by 

2 These are the events whel'e the parton from the photon is not a charmed parton. 

3 The GRV derivative is taken from a standard integrated gluon density [157]. 
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shaded region in Fig. 8.10 b)), due to the variation on the maximum allowed angle 

Tlmax , for any gluon emission, twiee and half of its nominal value in comparison to a 

maximum of ±11 % obtained by changing the charm l'nasS me between 1.3 CeV and 

1.7 CeV. 

It should be noted that there is a significant reduction in the resolved enriched 

photon events in comparison to [148], due to the hard cuts introduced on lvljj and 

'/]. 

8.2.2 Measurement of x~bs 

The differential cross section as a function of X~bs is shown in Fig. 8 .11. x~bs (from 

Eq. 7.10) in its functional form is complementary to X~bS and is defined as the fraction 

of the proton momentum contributing to the production of the two highest ET jets. 

The data shown in Fig. 8.11 a) show a rise in distribution with decreasing x~bs, 

with a slight faU in the first bin. The slight faH of for x~bs < 0.011 is a result of the 

kinematic cuts, mainly on l-'V. The X~bs range of the data is coneentrated in the region 

0.0055 < x~bs < 0.044, where the proton PDFs are well constrainedjdetermined. 

PYTHIA and HERvVIC give a good description of the shape. Although the hatched 

region indicating the LO-resolved PYTHIA contribution is dominant at the higher 

;r~bs region, it is however similar in shape to the 'rest' of the contribution. Henee, 

X~bS cannot be used to separate the above mentioned subprocesses. CASCADE, as 

shown in Fig. 8.11 b) compared to the data, a1so gives a good description of the 

shape, but is too high for the low X~bS region while consistent within errors for the 

high X~bs in normalisation. The unintegrated gluon densities, CRV derivative and 

KMS within CASCADE are Inadequate for describing the data both in shape and 

normalisation. 

As the distinctive nature of the X~bs distribution allows to separate the gluon and 

the heavy jlight quark from the proton, an attempt has been made to separate the 

::D~bs distributions for both resolved enriched and direct enriched photon processes. 

Fig. 8.12 shows su eh distributions for samp1es with x~bs < 0.75 and X~bs > 0.75 as 
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Figure 8.11: Differential cross section dO' / dX~bS for the data (dots) compared 
with a) vari01tS MC simulations (histograms); b) CASCADE predictions (full 
Zine), with various CASCADE related systematics as indicated on the plot. 
The inner error bars show the stati.stical uncertainty, while the outer ones 
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a function of X~bs. The shapes of data distribution for these two samples shown 

in Fig. 8.12 a),b) are slightly different. PYTHIA and HERWIC can reproduce 

the shape reasonably weIl. The individual shapes for Lü-direct and Lü-resolved 

subprocesses in the residual part of the X~bs separated regions, are shown as the 

light shaded region (Lü direct) in x~bs > 0.75 Fig. 8.12 a) and dark shaded (Lü­

resolvecl) regions in x~bs < 0.75 Fig. 8.12 b) respectively. 

The CASCADE results shown in Fig. 8.12 c) give a very good description for 

the low x~bs region as a function of X~bs. The largest uncertainty on the prediction 

is due to the variation of T/max is found to be a maximum of ±83%, whereas the 

uncertainty due to the chann mass variations is ±14%. This indicates that the 

higher or der corrections in the kT-factorisation approach can be large, especially at 

resolved-enriched Iow X~bS region. The CRV derivative and KlVIS parton densities can 

neither describe the shape nor the normalisation of the distribution. For x~bs > 0.75 

shown in Fig. 8.12 d) CASCADE overestimates the data by an average factor of 
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p 

~ 1.6 in aH regions of x~bs, aithough it can describe the shape relatively weIl. The 

uncertainty due to r]max variation (±24%) and charm mass variation (±7%) are found 

to be sm aller than at Iow X~bs region. The GRV derivative and KlvlS parton densities 

can roughly describe this region of the data both in shape and normalisation, 

8.2.3 Measurement of Mjj 

In hadronic interactions, the distribution of the dijet mass Aljj provides a test of 

QCD. At high lV[jj values, the theoreticai uncertainties due to hadronisation, multi­

partonic interactions and the limited knowledge of the photon and parton densities 

are expected to be reduced. Hence, the main influence on the distribution shouid 

directly come from the dynamics of the hard scattering. This should permit a pre-
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cise test of the description of the dynamics of dijet photoproduction associated with 

at least one charmed D* meson, to a sm aller distance than ever previously studied 

with chanu. The cross section do- / dlv!jj measured in the Itljj range between 18 and 

50 Ge V is presented in Fig. 8.13. The data points are located at the mean of each 

Mjj bin. The measured do- / dlv!jj distribution exhibits a steep faH-off over 2 orders 

of magnitude in the Mjj range considered. 

PYTHIA and HER\N"IG can describe the shape of the measured do- / d.Mjj well, 

as shown in Fig. 8.13 a) over the entire range of Aljj. The shape of the Lü-resolved 

photon contribution, shown by the shaded region in Fig. 8.13 a), exhibits a much 

steeper faIl than the data. As Jtljj increases the jets become harder, which leads to 

the high X~bs values along with a decrease in parton-parton interactions, at the end 

the entire contribution mainly arises from the photon-parton interactions, where 

the photon acts as a point like particle. Hence the high llJjj region is mainly dom­

inated by the Lü-direct photon processes. PYTHIA shows a more steeply falling 
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distribution than the HERWIC predictions. 

CASCADE with off-sheH matrix elements for the hard scattering overestimates 

the data distribution (see Fig. 8.13 b)) but gives a reasonable description of the 

shape. CASCADE with the CRV derivative and KMS unintegrated gluon densities 

can describe the shape relatively well, except at low 1\IIjj values. The CASCADE 

predictions using KMS gluon density are below the data for aH bins whereas the 

predictions with CRV are consistent at high A1jj and are lower than data at low 

Aljj region. The uncertainty due to 'l7max and charm rnass variation ofthe CASCADE 

prediction are less than ±36% and ±10% respectively. 

8.2.4 Measurement of fj 

The cross section as a function of Yj = ('17jet1 + 'l7 jet2 ) /2 has maximal sensitivity to 

the parton distributions in both the photon and proton [159]. With the constraint 

that the direct photon pro cesses are dominated via PCF, the photon and proton 

PDF dependence on the resolved photon pro cesses can then be studied using this 

observable. Fig. 8.14 shows the differential cross section as a function of fj. The 

cross section rises from around 0.06 nb per unit of pseudorapidity at fj = -0.6 to 

around 0.8 nb per unit of pseudorapidity for fj >:::::: 0.7. The PYTHIA and HERWIC 

MC predictions can describe the shape of the data as shown in Fig. 8.14 a). The 

LO-resolved photon pro cess increases with increase in the average pseudorapidity fj. 

The comparison with CASCADE shown in Fig 8.14 b) on the other hand is found 

to be higher in almost aH the measured regions, except at the extreme bins, where 

is agrees with the data within the given uncertainties. The unintegrated gluon 

densities CRV derivative and KMS within CASCADE are consistent for fj < 0 and 

are found to be below the data for "1 > 0, where the 'collinearly'-defined resolved 

photon pro cesses dominate. It should be noted that this is the same region from 

Fig. 8.10, where CASCADE agrees quite weIl with the data as a function of X~bS. 

The uncertainties related to CASCADE are quite large forf] > 0, corresponding to 
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the high sensitivity towards the photon PDF. The uncertainties due to variation of 

1Jma.T to half and twice its value, are found to be less than ±31%, whereas are less 

than ±8% for the variation in charm mass between 1.3 to 1.7 GeV. In general, data 

shows a rise in distribution towards higher average pseudorapidity. 

8.2.5 Dijet Angular Distributions in D*± Photoproduction 

Further studies were made to probe more directly the production mechanism. The 

angular distribution of outgoing partons in a hard partonic process was considered 

to study the parton dynamics of the underlying sub-processes. In leading order 

(LÜ) qCD these underlying sub-processes (Fig. 8.15) can be divided into either 

direct photon or resolved photon processes. In direct photon pro cesses the photon 

participates in the hard scat ter predominantly via the boson-gluon fusion pro cess. 
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This pro cess has a quark as the propagator in the hard interaction (Fig. 8.15 (e)). In 

resolved photon processes the photon acts as a source of incoming partons (quarks 

and gluons) and only a fraction of its momentum participates in the hard scatter. 

In this case both quark and gluon propagators are possible (Fig. 8.15 a)-d)). 

In or der to probe the charm dynamics in these sub-processes and in particular 

to study the charm content of the photon, the differential cross section dCJ / dicos g* l , 
(Fig. 8.16 a)-b)) as a function of Icos g* 1 was measured, where g* lS the angle between 

the jet-jet axis and the beam direction in the dijet rest frame. The distribution 

was measured for direct-enriched (x~bs > 0.75) and resolved-enriched (:E~bs < 0.75) 

samples. The cross section for the sample enriched in resolved photons exhibits a 

more rapid rise towards high values of Icos e* 1 than do es the cross section for the 

sample enriched in direct photon. The measured differential cross section for both of 

these samples in comparison to the Lü partonic matrix elements reflects the different 

spins of the dominant diagrams with quark and gluon propagators. Consequently 

the subprocess gg -> cc (8.15 d)) cannot be the dominant resolved photon process 
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Figure 8.16: Differential cross section dajdlcosB*1 for the data (dots) are 
compared to leading-order 2 -+ 2 matrix element with at least a chaTm in the 
final state in a)-b) and to the inclusive dijet data sample (64J c)-d), which did 
not requiTe the pTesence of charm. Results are given separately in a),c) for 
samples enTiched in Tesolved photon events and in b)) d) fol' samples enriched 
in direct photon events. In a), b) the inneT eTroT baTS show the statistical 
unceTtainty, while the outer on es show the statistical and systematical uncer­
tainties added in quadrature. The jet eneTgy scale uncerlainty is given by the 
shaded band. Fol' c)) d) the analysis was Tepeated in the phase space repoTted 
in (64J, only statistical eTTOTS are shawn. 

for eharm dijet events. The pm'tonie matrix element distributions are normalised at 

the first bin, in order to perform a shape comparison as shown in Fig. 8.16 a)-b). 

In order to compare the cross section to the previously reported measurement on 

inclusive dijet angular distributions, which did not require the presence of charm, the 

analysis was repeated in the phase spa.ce given by [64]. The comparison between the 

two data samples for resolved and direct-enriched regions is shown in Fig. 8.16 c)­

d). Only the statistical errors are shown for the charm dijet events. The two 

measured cross sections agree quite weIl in shape. Although PYTHIA agrees weIl 

with the chann data, there is a slight decrease in cross section in the extreme bin 

for x~bs > 0.75 in comparison to the inclusive dijet sample. This is due to the cut 
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on the pseudorapidity 7,D* < 1.5 of D*, which reduces the T,jet range. 

Independent of any model assumption, according to the Rutherford scattering 

for a q-exchange diagram, the cross section (do) dl cos 8* 1 ;:::::; (1 -1 cos 8* 1) -1) should 

show a mild rise, whereas for a g-exchange diagram a steep rise (dO" / dl cos 8* 1 ;:::::; 

(1 - 1 cos 8* 1)-2) is expected. To quantify this rise, the measured cross section for 

both direct and resolved enriched samples were fitted to a function 1/ (1-1 cos 8* 1)";. 

The resultant values of K, are: 

f\:(X~bs < 0.75) = 1.74 ± 0.18 (stat) =g:~i (syst.); 

K,(X~bs > 0.75) = 0.74 ± 0.11 (stat) =g:g~ (syst.) 

The statistical errors were evaluated by varying the X2 by 1 unit, and the systematic 

errors by refitting the distribution for each systematic change and then taking the 

difference to the central value, added in quadrature. Given the fact that the shapes 

are expected to be distorted due to the additional parton shower and hadronisation 

corrections, the results are consistent with the Rutherford scattering expectations, 

for a dominant gluon and quark exchange diagrams for the resolved-enriched and 

direct-enriched samples, respectively. This indicates that the dominant mechanism 

for direct photon-like events proceeds via q-exchange, while resolved photon-like 

events are dominated by g-exchange. 

The shapes of the Icos8*1 distributions shown in Fig. 8.17 a)-b) are well repro­

duced by PYTHIA. The HERWIG predictions give an adequate description of the 

shape in the data, although the rise in the cross sections for low x~bs is stronger in 

the data. The comparison to the CASCADE predictions in Fig. 8.17 c)-d), shows 

an excellent agreement with the data for low X~bs < 0.75 region, with a large uncer­

tainties less than ±61 % for the 7Jmax variation and ±17% for the variation in charm 

mass. The GRV derivatives and K!'vIS unintegrated gluon densities cannot describe 

the low x~bS region neither in shape nor in normalisation. In the high x~bS > 0.75 

region, the central CASCADE prediction is higher than the data, although it can 

reproduce the shape relatively well. The GRV derivative and KlVIS gluon densities 

are consistent with data both in shape and normalisation for this region, although 
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Figure 8.17: Différential cross sections as afunct'ion oflc088*1 (dots) com­
pared with a)-b) PYTHIA and HERWIG MC simulat'ions (histograms); c)-d) 
CASCADE predictions (fullline)) with various CASCADE related systemat­
ics as mdicated on the plot. Results are given separately in a)Jc) for samples 
enriched in resolved photon events and in b), d) for samples enriched in direct 
photon events. The inner ermr bars show the statistical uncertaintYJ while the 
outer ones show the statistical and systematica.l uncertainties added in quadra­
ture. The jet energy scale uncertainty is given by the two dashed-dotted lines. 
In a-b), each MC distribution is normalised to the data, as indicated in the 
pa'rentheses. 

the KMS is slightly lower than the data. The uncertainties due to the charm mass 

and scale Tlmax are found to be les8 than ±10% and ±19% respective1y, for the high 

:r:~bs region. 

In all previous analyses on dijet angu1ar distributions, on1y the absolute value 

of cos 8* were determined. In the present study, the two jets were distinguished 

by associating the D* meson to the closest jet in Tl - cp space. Calling the jet 

closest to the D* meson a "D* jet", the rise of da / dcos 8* was studied separately 

for each jEit. The sign of the unfo1ded cos 8* is thus given by the direction of the 

D* meson (positive for the proton direction). Fig. 8.18 a)-b) shows the differentia1 

cross sections as a function of cos 8* for the resolved- and direct-enriched samples. 

The PYTHIA estimation of the contribution of the direct process to the reso1ved-
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enriched sample, x~bs < 0.75, and the resolved pro cess to the direct-enriched sample, 

X~bS > 0.75, are also indicated. 

Direct photon events originating from the dominant q-exchange pro cess ,g -+ cc 
(Fig.8.l5 e)) should have a distribution symmetric in cos (1*. The angular distribution 

of direct-enriched events (X~bS > 0.75) exhibits a slight asymmetry, which can be 

explained by the feedthrough from resolved photon pro cesses near cos (1* = -1, as 

predicted by PYTHIA (Fig. 8.18 b)). 

The sample enriched in resolved photons (Fig. 8.18 a)) exhibits a mild rise in 

the proton hemisphere towards cos (1* = 1, consistent with expectations from quark 

exchange. In contrast, they have a strong rise towards cos (1* = -1, i.e. in the 

photon direction, consistent with a dominant contribution from gluon exchange. For 

the latter case, the charm quark emerges in the photon hemisphere (Fig. 8.15 a)­

b)). Gluon-exchange diagrams with this topology can only come, at LO, from the 

pro cesses c' gP -+ cg and c' qP -+ cq, where the superscripts refer to an origin in either 

the photon or proton. The partonic cross sections for these 2 -+ 2 subprocesses are 

highly asymmetric in cos (1* and show a steep rise towards the photon direction (see 

Fig. 8.18), while the subprocess gg -+ cc (Fig. 8.15 d)) is symmetric in cos (1*. This 

observation suggests that the source of the LO gluon-exchange contribution as seen 

in Figs. 8.17 a) and c) is charm originating from the photon. This is consistent with 

the MC prediction [82] that most of the resolved photon contribution to chann dijet 

events at HERA is due to chann originating from the photon. The feedthrough 

from direct photon events in the low x~bs < 0.75 region is expected and found to be 

symmetric as shown by the PYTHIA predictions (shaded histogram) in Fig. 8.18 a). 

The shapes of aIl data distributions are well reproduced by PYTHIA and HERWIG, 

although the rise in the cross section as a function of cos (1* at low X~bs is st ronger in 

data, particularly in the photon direction in comparison to the HERWIG predictions. 

To quantify the above mentioned behaviour, the measured cross sections for 

direct- and resolved-enriched samples were fitted separately in the photon and pro-



ANALYSIS I: DIJET ANGULAR DISTRIBUTIONS ... 

ton directions to a function 1/ (1 - (cos 8*)) Ird. The resulting values for K, are: 

K,(X~bs < 0.75)PllOton direction = 6.69 ± 0.86 (stat) ~g:~~ (syst.); 

/'l,(x~bs < 0.75)Proton direction = 0.97 ± 0.27 (stat) ~g:îg (syst.); 

/'l,(x~bs > 0.75)PllOton direction = 2.71 ± 0.46 (stat) ~g:~~ (syst.); 

K,(:D~bs > 0.75)Proton direction = 0.39 ± 0.15 (stat) ~g:g~ (syst.) 
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The angular distribution in Fig 8.18 c) for low x~bs region is well described by 

CASCADE predictions, within a large theoretical uncertainty less than ±67% on 

the scale 1]max and ±13% on the choice of charm mass. CASCADE underestimates 

the data in the proton direction. The unintegrated gluon densities CRV derivative 

and KMS on the other hand dearly show a distribution symmetric in cos 8*, which 

can only be accounted as the feedthrough from the 'collinearly'-defined direct photon 

events due to the X~bs cuts. This confirms that these parton densities do not have 

any diagrams which can simulate the charm originating from the photon. 

For x~bs > 0.75, the CASCADE prediction (Fig 8.18 d)) overestimates the data 

in all regions of cos 8*, although the shape is described reasonably well. The CRV 

derivative can describe the shape and the normalisation within CASCADE in the 

photon direction but is above the data is the proton direction. KMS, on the other 

hand, can reproduce the data distribution for this region in the proton direction and 

is below the data for the photon hemisphere. The scale uncertainties are found to 

be less than ±28% and ±12% on the choice of 1]max and charm mass, respectively. 

It should be noted that the theoretical uncertainties on CASCADE arise mainly in 

the photon direction for aU presented cos 8* distributions. 

8.3 Comparison with NLO QCD Calculations 

The results presented in the previous section are now compared to the NLO QCD 

calculations. The Monte Carlo models considered earlier only contain the first order 

contribution in the perturbative expansion and include the effects of higher order 
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The jet energy scale unceriainty is given by the two dashed-dotted lines. In 
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theses. Also shown as shaded areas in a) and b) are the contribution of the 
direct photon process in PYTHIA to the resolved-enriched sample and the 
contrzbution of the resolved photon process to the diTect-enriched sample) re­
spectively. 

only in an approximate way. The NLO QCD calculations are computed to the 

second order in as and hence have more predictive power. Calculations for the 

photoproduction of charm events in the HERA kinematic region are available [71] 

in the fixed-order (FO) scheme. 

In this collinear FO approach, only light quarks are active fiavours in proton and 

photon. There is no explicit chann excitation component: the charm (and bottom) 

are only produced dynamically. Therefore, if there is really any charm originating 

from the photon, it should be refiected by the deficiencies in this seheme to describe 
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the measured cross section4 . The calculations were performed separately for the 

point-like and hadronic components. The differential distributions are obtained 

by integrating over the full photon beam energy spectrum, rather than at a fixed 

value of photon energy. The kT-cluster algorithm and the selection cuts are then 

applied to the simulated partons in the final state in the same way it was applied 

to the data and the hadron-level simulated events. The jets obtained from the 

kT-cluster algorithm are partonic jets, which are then corrected to hadron level 

using the hadronisation corrections described later in subsection 8.3.2. The PDF 

parameterisations used were CTEQ5-M1 [59] for the proton and AFG-HO [161] 

for the photon. The factorisation scales of the photon and proton PDFs, {lF, and 

the renormalisation scale, {lR, used for the calculation were set to {tF = {lR = 

mT = Jm~ + \P~), where \P~) was set to the average p~ of the charm quark and 

anti-quark. The charm fragmentation into D* was performed using the Peterson 

fragmentation function [127] with an E parameter of 0.035 [162]. 

In aIl cases, the fraction of c quarks fragmenting into a D* was assumed to be 

0.235 [76] and a charm quark mass of me = 1.5 GeV was used. 

8.3.1 Estimation of the Theoretical Uncertainties 

To draw quantitative conclusions, the uncertainties related to the theoretical predic­

tions must be evaluated. These uncertainties due to the truncation of the splitting 

function at a fixed order can indicate the missing amount of the higher order radia­

tive corrections. In the present study, the following contribution to the theoretical 

uncertainties were considered: 

® Higher order dependence: The higher order missing term dependence or the 

convergence of the perturbative expansion after being truncated at a fixed order, 

4 The NLO comparison with the inclusive dijet cross section reported earlier [160] gave a very 

good agreement bet\veen the data and the calculations. 
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was estimated by simultaneously varying the renormalisation scale P R and the 

factorisation scale PF between mT/2 and 2mT. 

® U ncertainty on the charm mass: The uncertainty on the charm mass me, 

was estimated by changing the mass between 1.3 and 1.7 CeV. 

® The PDF parameterisations for the photon: The parton densities are 

obtained from fits to the experimental data. The uncertainty mainly arises from 

the data used to fit the PDFs and the assumption involved into the fits. Thus the 

estimation of this uncertainty can be done either by sim ply using two different 

parameterisations of the PD Fs or by considering the actual uncertainties on 

the data used in the fits and propagating them to the results. Furthermore the 

uncertainty due to the assumptions in the fit procedure can then be estimated by 

using different PDFs in which modifications of these assumptions are available. 

At the time of this thesis, the former seemed reasonable due to unavailability 

of PDFs where the modification in the fits assumptions are possible. Thus the 

uncertainties on the photon PDF are estimated by using CRY-HO [84] instead 

of AFC-HO. 

® The PDF parameterisations for the proton: Using the same arguments 

as ab ove , the uncertainty due to the parameterisation for the proton PDFs are 

obtained using MRSC [163] instead of CTEQ5-M1. 

® Factorisation scale choice for the photon and proton: The factorisation 

scale for the proton PFp' is needed to remove the colline al' singularities arising 

from the strong interactions. On the other hand the factorisation scale for the 

photon f-l Po, addresses the singularities al'ising from the electromagnetic vertex. , 

In order to incorporate the higher order effects, one should include an explicit 

dependence of the structure functions up on the renormalisation scale. At fixed 

order this effect was estimated by keeping the renormalisation scale to be equal 

to mT, while changing the sc ales PFp and f-lF"I to mT/2 or 2mT' 

• Uncertainty due to hadronisation corrections: As the correction from 

partons to hadrons cannot be calculated in QCD, the uncertainty was estimated 
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by taking the half the difference between the predictions of the Lund and Cluster 

hadronisation models. 

To incorporate the total uncertainties in the QCD prediction. the simultaneous 

variation of me between 1.3 and 1.7 GeV and MR = MF = IlT between mT/2 and 

2mT was considered. This sim ply means that the uncertainties arising from the 

mass variation and the scale choice are added linearly. 

8.3.2 Parton to Hadron Corrections 

The differential cross sections predicted by the FO NLO calculation are for jets 

at parton level associated with hadronic D* mesons. These partonic jets are then 

corrected for the hadronisation effects using the Monte Carlo hadronisation models. 

The hadron level jets associated with at least one D* mes on were generated using 

the procedure that was previously described. For the partonic level distribution the 

kT-cluster algorithm was used after the parton shower and before the hadronisation 

stage. Once the jet samples are obtained, the final state partons are allowed to 

undergo the hadronisation phase in order to obtain the D* meson. Thus the ratio 

of the two jet distributions incorporates the hadronisation correction needed for the 

jets. 

PYTHIA and HERWIG with Lund and Cluster hadronisation models, respec­

tively were used to estil1late the correction factor needed to transform the partonic 

into hadronic jets. For each bin, the partonic cross section obtained using FO NLO, 

was l1lultiplied by t.he hadronisation correction factor, Chad = (J~fé!rons / (J~;gons, which 

is the ratio of the MC cross sections after and before the hadronisation process. The 

value of Chad was taken as the mean of the ratios obtained using HERWIG and 

PYTHIA. Half the spread between the two 1\1[ Cs was added in quadrature to the un­

certainty in the NLO calculation. The deviation of Chad from unit y is typically below 

20% as shown in Fig. C.l and Fig. C.2 in the Appendix (See also Tables A.I-A.7). 

The cOl1lparison between the differential cross sections obtained using PYTHIA and 
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HERWIG to the partonic ones from the same simulations as a function x~bs shown 

in Fig. C.1 a), reflects large migration of events concentrated at high X~bs region. 

To minimise the migration effects at x~bs > 0.75 due to hadronisation, a wider bin 

than that of Fig. 8.10 was used. The deviation of Chad from unit y is bclow 20%, 

except for the second-to-highest x~bs bin. 

The hadronisation corrections for X~bs in Fig. C.1 b) ,c) ,d) are typically below 

24 %) whereas the largest correction was found to be below 11 % and 42% localised 

at the first bin for Mjj (Fig. C.2 a)) and il (Fig. C.2 b)) distributions respectively. 

The highest 1 cos8*1 (Fig. C.2 e) and lowest cos 8* (Fig. C.2 f)) bins of the sample 

enriched in direct photons, have corrections below 30% and for the sample enriched 

in resolved photons (Fig. C.2 c),d)) the corrections were 40 - 60%, in the two highest 

cos 8* bins. 

8.3.3 Comparison with Theoretical Predictions 

Fig. 8.19 shows a comparison for the differential cross section as a function of X~bs. 

The LO Born part ofthe calculation, shown as the dashed lines in Fig. 8.19 a), cannot 

describe the X~bS distribution and is found to be negligibly small for the hadronic part 

(low X~bs). The correction to the Born part, NLO (without hadronisation correction), 

overestimates the data for the high x~bs region and underestimates for the hadronic 

part (see section 3.1.1). The cross section can have a low x~bS contribution at NLO 

due to three-parton final states in which one of the partons is treated as a photon 

remnant. The NLO correction to LO for the point-like part is found to be 31%, 

whereas the hadronic part lS about 89%. The dominant uncertainty in the NLO 

predictions is due to the simultaneous variation of me = 1.3 Ge V and /-la = mT /2 
and found to be 92% in the 3rd bin of Fig. 8.19 a). The rest of the uncertainties 

on the NLO prediction are found to be typically below 20%. Fig. 8.19 b) shows the 

NLO cross section before and after hadronisation correction. The low ::D~bS tail of 

the NLO cross section is below the data, whereas for J;~bS > 0.75 the data are well 

described by the NLO predictions with hadronisation correction. 
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GRV-HO instead of AFG-HO are quite smalt and is shown as the dot-dashed 
lines. The dark shaded band corresponds to the variation of the factorisation 
scale, /l'FI from mT/2 to 2mT. b) NLO predictions ajter hadronisation correc­
tion (full Zines) and at parton level (dashed lines). The inner error bars show 
the statisticaZ uncertainty, while the outer ones show the statistical and sys­
tematic uncertainties added in quadrature. The jet-energy-scale uncertainty 
is given by the two dashed-dotted lines. Also shown in b) the uncer'tainty of 
the NLO prediction after hadronisation correction (shaded). 

The differential cross section as a function of l;~bs is compared in Fig. 8.20 with LO 

and FO NLO calculations. The LO Born part is below the data for an bins. The NLO 

prediction is in reasonable agreement \vith the data within a maximum uncertainty 

of 47%) due to the variation of the chann mass and of the scaie {lo = mT/2. The 

remaining uncertainties are typically below 10%, except for a maximum of 20% due 

to choice of MRSG as the proton PDF. 

As expected from the X~bS comparison, the NLO prediction for the resolved­

enriched x~bs distribution shown in Fig. 8.21 a),c) is below the data in almost aH 

bins, but the shape is weIl reproduced. The LO prediction cannot match the data 

description. The maximum uncertainties associated with a variation of the charm 
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Figure 8.20: Differential cross section d(J/dx~bs for the data (dots) cornpared 
with: a) FO LO and NLO predictions with various theoretical uncertainties 
indicated on the plot) b) NLO predictions after hadronisation correction (full 
lines) and at parton level (dashed Zines). The inner erT'Or bars show the sta­
tistical uncertainty, white the outer ones show the statistical and systernatic 
uncertainties added in quadmture. The jet-eneTgy-scale uncertainty is given 
by the two dashed-dotted lines. Also shown in b) the uncertainty of the NLO 
pTeâiction after hadronisation cOTrection (shaded). 

mass and the scaie 110 = 'n"LT /2, is less than 77% for the resolved enriched sample, 

whereas less than 45% for the direct enriched sample shown in Fig. 8.21 b),d). The 

data lS weIl described by the NLO prediction for the X~bs > 0.75 as a function of 

x~bs both in shape and normalisation. 

Fig. 8.22 shows the differential cross section as a function of Nljj compared to 

the LO and NLO predictions. Clearly the LO in Fig. 8.22 a) is below the data in 

all bins. The NLO agrees quite weIl for high 1\;ljj , but is below the data in the low 

lvljj region. The NLO QCD calculation can in general describe the shape within 

the maximal uncertainty: less than 69% (next to last bin) on the variation of charm 

mass and the scaie 110 = mT /2. 
In Fig. 8.23 the differential cross section as a function of the average pseudora­

pi dit y lS compared to the LO and NLO predictions. Again the LO part of the QCD 



ANALYSIS I: DIJET ANGULAR DISTRIBUTIONS ... 19.5 

30 

20 

10 b) 

00 0.01 

ZEUS ZEUS 

NI.O QCD (AFG HO ® CTIlQ SMI) 

NLO QCD (GRV HO ® CTEQ5MI) 

NLO QCD (AfG HO ® MRSG) 

0.02 

jet t"nerg)' sC".lIe 

uncertaint.Y 

x'ts > 0.75 

0.03 0.04 
xobs 

p 

30 

20 

10 d) 

0 0 0.01 0.02 

@ ZEUS 19%·2000 

NLOQCD®HAD 

N\.OQCD 

X~bS > 0.75 

Jet energy Sl:ale 

uncertaint)" 

0.03 0.04 

Figure 8.21: Differential cross section da) dx~bs for the data (dots) compared 
with: a)-b) FO LO and NLO predictions with various theoretical uncertainties 
indicated on the plot, c)-d) NLO predictions after hadronisation correction 
(full lines) and at parton leveZ (dashed lines). Results are shawn separately in 
a), c) for samples enriched in resolved photon events and in b), d) for samples 
enriched in direct photon events. 

is well below the data distribution. The NLO in Fig. 8.23 a) is above the data in the 

first bin, and is below the data for 'ry > O. The high fj region, dominated by the re­

solved photon events, has large systematic uncertainties on the missing higher order 

terms of about 53% (next to last bin) due to the variation of the scaie Po = rnT /2 
and the charm mass. The other uncertainties due to PDF and {lF variations are 

typically below 20%. The NLO distribution in Fig. 8.23 b), after the hadronisation 

correction, improves the data description for low 'ry, but is significantly below the 

data in the high average pseudorapidity region. 

Fig. 8.24 compares the charm dijet angular distribution as a function of Icos 8*1 to 

the LO and NLO calculations. For high X~bs > 0.75 (Fig 8.24 b) and d)), the NLO 

prediction gives a good description of the data. The description is greatly improved 

ailer the hadronisation correction. The LO prediction is slightly below the data but 

can describe the shape relatively well. The uncertainties associated with NLO are 
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Figure 8.23: Differentiai cross section dO' / d-ry for the data (dots) compared 
with: a) FO LO and NLO predictions with various theoretical uncertainties 
indicated on the plot, b) NLO predictions oJteT hadronisation correction (full 
lines) and at parton leveZ (dashed Zines). 
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Figure 8.24: Differential cross section do) dicos e* 1 for the data (dots) 
compared with: a)-b) FO LO and NLO predictions with various theoretical 
uncertainties indicated on the plot, c)-d) NLO predictions ajter hadronisation 
correction (full lines) and at parton level (da8hed lines). Results are 8hown 
sepamtely in a), c) for 8ample8 enriched in resolved photon event8 and in b), d) 
for sample8 enriched in direct photon events. 

small in comparison with the low x~bs region shown in Fig. 8.24 a),c). The data 

is significantly higher than the NLO predictions in almost aH bins for this low X~bS 

region. This justifies the need for the higher order corrections to describe the data. 

The NLO can describe the shape of the low x~bs region, thanks to the presence of 

the gluon as the propagator in the three-partonic system. 

The differential cross section as a function of cos B* is compared in Fig. 8.25 

with the NLO FO calculations. The resolved- (Fig. 8.25 a),c)) and direct-enriched 

(Fig. 8.25 b) ,d)) regions are shown separately. The high X~bs region is well described 

by the calculation particularly after the hadronisation correction both in the photon 

and proton directions. The NLO underestimates significantly the low x~bs region 

both in proton and photon directions. The largest NLO uncertainties are found to 

be less than 134% in the proton direction and 93% in the photon direction mainly 

due to the scale variation J-Lo = ffiT /2. 
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Figure 8.25: Differential cross section d(J / dcos (j* for the data (dots) com­
pared with: a)-b) FO LO and NLO predictions with vario1LS theoretical un­
certainties indicated on the plot, c)-d) NLO predictions after hadronisation 
correction (full lines) and at parton level (dashed lines). Results are shown 
separately in a),c) for samples enriched in resolved photon events and in b),d) 
for samples enriched in direct photon events. 

The huge uncertainties in the proton and photon directions dominant at low 

X~bs region arise from the collinear emission of gluons by the charm quark at large 

transverse momentum or from almost collinear branching of gluons or photons into 

the cc pairs. These tenus are not expected to affect the total production rates [164], 

but they rather spoil the convergence of the perturbative expansions and cause large 

scale dependences on the NLO results. The proper procedure is to absorb the terms 

into the chann distribution functions of the incoming photon and proton and into 

the fragmentation of c quarks into charrned hadrons. Of course, to do this absorption 

one needs a chann contribution in the structure function in the first place. The NLO 

calculations used in this thesis have no explicit charm contribution in the structure 

functions and the quark is considered as massive, This strongly indicates the need 

of charm originating from the photon to describe the measured cross section. 

An alternative way of making predictions at large P..L is to treat the charm quarks 
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as massless partons when compared with their transverse momentum. The mass 

singularities of the form 10g(pJ.)m2
) can then be absorbed into structure and frag­

mentation functions in the same way as for the light quarks 'U, d and s. It is expected 

that the massless approach [73] could be better suited for the description of the dif­

ferential cross section up to NLO in the region with P.l »m. At the time of this 

thesis such calculations for heavy quarks dijet events are not available. 

8.4 Conclusions 

The differential cross sections as a function of various observables for charm dijet 

photoproduction events (median Q2 ~ 3.10-4 GeV2) have been measured in the 

kinematic range 130 < W < 280 GeV, Q2 < 1 GeV2 , p~* > 3 GeV, I17Dï < 1.5, 

E~t > 5 GeV and 1 17jet 
1 < 2.4. The cuts on the dijet invariant mass, ~j > 18 GeV, 

and on the average jet pseudorapidity, lill < 0.7, select an Aljj and lill region where 

the biases from other kinematic cuts are minimised. The distributions have been 

measured separately for samples of events enriched in resolved (X~bS < 0.75) and 

direct (x~bs > 0.75) photon processes. The angular dependence for the two sam­

pIes is significantly different, refiecting the different spins of the quark and gluon 

propagators. The cross section rises faster with increasing 1 cos ()* 1 for resolved pho­

toproduction, where pro cesses involving spin-l gluon exchange dominate, than for 

direct photoproduction, where pro cesses involving spin-l/2 quark exchange domi­

nate. 

The shapes of the measured differential cross sections are well reproduced by 

PYTHIA. Except for the angular distributions at low X~bS, HER\VIG a1so gives an 

adequate description of these shapes. The predictions of CASCADE describe the 

data at low X~bs in both shape and normalisation. For high X~bs, the predictions 

significantly overestimate the data, but still give a reasonable description of the 

shapes. 

The comparison of measured differential cross sections as a function 'ry with CAS-
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CADE shows clear deficiencies in describing t.he region dominat.ed by t.he collinearly 

defined resolved phot.on event.s. This indicat.es t.hat. not all the properties of t.he 

resolved phot.on event.s can be described using the kT-factorizat.ion approach. The 

FO NLO calculation also cannot. describe t.he high fj region neither in shape nor 

in normalisation. The large uncert.ainties associated with CASCADE and FO NLO 

indicate strong deficiencies in the photon PDF. 

The shapes of the measured angular distributions are approximately reproduced 

by the FO NLO predictions. The absolute cross sections predicted by the NLO FO 

calculation reproduce the data for the sam pIe enriched in direct. phot.ons and high 

Mjj region, but. are below the dat.a for the sam pIe enriched in resolved photons. 

Associating t.he D* meson with one of the jet.s allows the sign of cos e* to be de­

fined. In aH cases, the cos (r distributions show a mi Id rise towards 1 cos e* 1 = 1, as 

expected from quark exchange, except for the resolved-enriched sample, in which t.he 

cross section rises steeply in the photon direction (cos B* = -1), as expected from 

gluon exchange. This observation indicates that most of the resolved phot.on cont.ri­

bution in LO QCD charm production is due to charm originating from the photon, 

rather than to the competing resolved photon pro cess 99 -7 cc. This demonstrates 

that chanu originating from the photon is the dominant component in the resolved 

photoproduction of dijet events with chann. 



Chapter 9 

Analysis II: Charm Fragmentation 

Function 

The perturbative aspects of QCD studied in the last chapter mainly focus on the 

first two terms of the convolution (PDF Q9 hard scatter Q9 fragmentation). The 

measurements presented there are less sensitive to uncertainties in the fragmenta­

tion. However) the data comparison to the theoretical predictions in an hadronic 

colliders is done based on the assumption of the universality of charm fragmentation. 

This assumption, due to the lack of proper fragmentation measurements in hadronic 

collisions, entails the use of parameterisations of fragmentation functions obtained 

in e+ e- annihilations for the calculation of charm production in ep or pp scatter­

ing. In order to test this assumption of universality in chanu fragmentation and to 

provide exact parameterisations to the available functions, the charm fragmentation 

function was studied for the first time at HERA and is presented in detail in this 

chapter. In the following sections the complete description of the experimental re­

sults is given. The structure is similar to the analysis presented in the last chapter 

and hence some of those details will not be repeated. 

201 
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9.1 Description of the Measurements 

The aim of this analysis is to measure the non perturbative aspect of QCD, narnely 

the charm fragmentation function in the transition from a charm quark to a D* 

meson. The data collected during the 1996 to 2000 running periods corresponding 

to an integrated luminosity of 120 pb-1 was used for this analysis. The three-Ievel 

trigger system outlined in section. 7.2.1 was used to select online events. 

Kinematic variables and jets were reconstructed using a combination of track 

and calorimeter information referred as the Energy Flow Objects (EFOs) which are 

described in section. 6.2.2. Jets were reconstructed from these EFOs using the kT -

cluster algorithm in its longitudinally invariant inclusive mode, with at least one 

D* meson (see below) associated to a jet which was required to have E~et > 9 GeV 

and l17 jet l < 2.4. The measured iP centre-of-mass energy H'JE was corrected for 

energy losses in inactive material in front of the calorimeter as described earlier in 

section 7.2.2. 

In these events, D* mesons, decaying into D°7r s ----+ K 7r7rs, were reconstructed 

using the mass-difference technique, following the method and with the cuts given 

in section 7.2.4. A summary of cuts which were applied to the final event sample is 

as follows: 

® Photoproduction events with the photon-proton centre-of-mass energy liV-yp be­

tween, 130 < H'-yp < 280 GeV. 

® Jets with E~et > 9 GeV and pseudorapidity l17 jet l < 2.4. 

® Reconstructed D* meson with p?* > 2 GeV and ITIDj < 1.5 within the mass 

window 0.1435 < 6.1Vf < 0.1475 GeV obtained using the (K, 7r, 7rs ) system with: 

PT(K,7r) > 0.5 GeV, 

PT (7rS) > 0.12 GeV, 

1.83 < A1(K7r) < 1.90 GeV. 
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fil The combinatorial background was suppressed using p!{ / Efl0
0 > 0.1, where 

EflOO is the transverse energy measured using EFOs outside a cone of e = 10° 

in the forward direction. 

fil The D* meson was associated with ajet at the reconstructed level1 by considering 

the closest jet in 1]-cP space, and requiring 6.R = J (1] j et - 1]D*)2 + (cPJet - cPD*)2 < 

0.6. 

Fig. 9.1 shows a 6.R distribution after the background subtractions compared to 

PYTHIA simulations. The number of events above 6.R = 0.6 is close to zero and 

hence justifies the validation of cut used. PYTHIA gives a good description of the 

data distribution. 

411 ZEUS 1996 • 2000 

o PYTHIA 6.156 

200 

0.6 0.8 1 
AR 

Figure 9.1: 6.R distribution for the D* associated with one of the outgoing 
jet. This distance 'in (1], cP) plane, is found to be les8 than 0.6, which is well 
reproduced by the PYTHIA simulations. 

Aftel' satisfying aU the selection criteria outlined above, a clear 6.NI and l\1(DO) 

mass peak above a relatively sma.ll background are observed, as shown in Fig. 9.2. 

1 The correction to this cone-based tagging between the jet and D* meson was later done using 

kT-association. 
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The overall shape is described by a Gaussian distribution for the signal imposed 

on a background of the form A (.6.1\11 - m n ) B for the .6.1\11 distribution and of the 

form elA+B.M(Knl] for the !\I[(K1r) invariant mass distribution, where A and B are 

determined from the fit and mn is the pion mass. The number of D* mesons recon­

structed in the signal region from the fit is found to be 1308 ± 62, with the following 

values for the mass difference and DO mass: 

A1(D*) - 1I1(DO) = 145.45 ± 0.03 j\lIeV and lvl(Do) = 1863.1 ± 1.06 MeV, 

respectively, in good agreement with the PDG values ( [75] or see section 7.2.4). 
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Figure 9.2: Distrib'ution in a) .6.11,1 and b) A1(K,Ti), showing the r-ight­
charge combination (points) and wrong-charge combinations (dashed his­
togram). The shaded area shows the signal region 0.1435 < .6.1\11 < 0.1475. 
The solid Zine 'is a fit to a Gau8sian function plus A( .6.111 - mn)B in a) and 
exp( A + B . 1\11 (K Ti)) in b) to describe the background, where A and B are 
constants. The excess of events with respect to the wrong charge distrib1.l­
tion below the DO region originates mostly from DO decays invoZving neutral 
pions [155]. 

After the background subtraction, estimated using wrong-charge pairs, a total of 

1305 53 D* mesons were obtained, which is slightly lower than obtained using the 

fit, but also has a sm aller error. The background subtraction was thus done using 

bin-by-bin subtraction for all subsequent distributions. 
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9,1.1 Comparison between the Data and Monte Carlo 

In order to use the Monte Carlo samples to unfold the detector effects, the data 

should be reasonably described throughout a large region of its parameter space. 

This simply insures the proper modelling of the kinematic variables inside a given 

simulation, such that any systematic bias during the extraction of the cross section 

can be avoided. Before the comparisons between the data and the MC samples were 

made, the efficiency of the trigger slot wa..q checked. The trigger slot FLT42, was 

studied using the similar procedure as outlined in the case of dijet angular distribu­

tion analysis (section 8.l.1). Table 9.1 represents the overall measured efficiency for 

the slot 42 in the analysis phase space, compared with the PYTHIA and HERWIG 

simulations. In general a very good agreement between the two is found, justifying 

the fact that the efficiencies are purely detector related effects and do not have any 

physics origin. 

1 Trigger Slot (Event fraction) data PYTHIA 1 HERWIG 1 

1 (FLT42.AND.FLT59)/FLT59 9l.9 ± 6.2% 91.7 ± 2.9% 1 9l.2 ± 2.8% 1 

Table 9.1: Overall efficiency of the tTiggeT slot FLT42 compaTed with the 
PYTHIA and HERWIG expectations. 

Both PYTHIA and HER\iVIG simulations were then subjected to the selection 

procedure described in section 7.3.2. The two Monte Carlo simulations which were 

used to compare and to correct the data: PYTHIA has the option of various frag­

mentation schemes, the default of which is the Lund string model [121]; and the 

HERVVIG MC, uses the Cluster model for the fragmentation [13.5]. These MCs are 

n0I111alised to and compared with the data for both the D* and the jet variables as 

shown in Fig. 9.3. There is very good agreement between data and the PYTHIA 

simulation. HERWIG gives a reasonable description of the data. 

The next step is the comparison of the uncorrected distributions of the frag­

mentation sensitive variables. The Monte Carlo distributions are normalised to the 
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Figure 9.3: Comparison between data and Monte Carlo simulation for a) 
PT(D*), b) TI(D*), c) E~et and d) 'rjjet. The MC distributions are normalised 
to the data events. The component of beauty production as predicted by the 
PYTHIA simulation is shawn as the shaded histogram. 

data. Fig. 9.4 shows the data comparison as a function of PT l and z, where the 

PT l is the transverse momentum of the D* meson relative to the jet axis and z is 

defined to be z = (E + Pli) D' / ( (E + Pli )jet). Also shown is the prediction of PYTHIA 

for the production of beauty quarks subsequelltly producing a D* meson. The frac­

tion of beauty component predicted by PYTHIA and HERvVIG are 8.85 ± 0.62% 

and 4.75 ± 0.46% respectively. The z distribution is reasonably well described by 

the PYTHIA MC prediction with the default Lund string fragmentation, whereas 

the HERWIG prediction is significantly harder than the data. Hence, the cluster 

fragmentation implemented in HERWIG should be used with caution for the charm 

fragmentation to a D* meson. 
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Figure 9.4: Number of events verses a) PTl and b) z for data and MC 
simulations. The data, shown as points, œre compared with PYTHIA (solid 
histogram) and HERWIG simulations (dashed histogram). The component of 
beauty production as predicted by the PYTHIA simulations is shawn by the 
shaded histogram. 

9.1.2 Studies Using Monte Carlo Samples 

z 

After the data and Monte Carlo comparisons, the z resolution was studied. In this 

case tracks from K, 7T and 7T s were identified which originated from D* -t K 7T7T S 

in the detector level Monte Carlo. The D* mes ons were associated with the jet 

at the reconstructed level in the Tl - cf; space. At the hadron level, D* mesons 

were considered to be part of the hadronic final state (see below), and were uniquely 

associated to jets using the kT-association method (see section 7.1.3). The difference 

between the hadron level and reconstructed z are histogrammed in a large number of 

bins. The resolution is obtained assuming a Gaussian distribution for this observable 

and the standard deviation is extracted from a fit to a Gaussian. Fig. 9.5 shows the 

resolution obtained using the PYTHIA and HERWIG simulations. The resolutions 

of z obtained using D* as the hadronic final state and the reconstructed z with the 

three- track final state are in good agreement between the two M Cs. The overall 

resolution is rv 6% and the bin width was chosen to be at least twice the resolution 
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mz. 

After these preliminary studies, the PYTHIA Monte Carlo sample which gives the 

best description of the data was used to study the detector effects on the variables 

to be measured. The estimation of the cross section using a bin-by-bin unfold­

ing method, relies on the correct simulation of the purity and acceptance in the 

kinematic region under study. Events migrating both into and out of the kinematic 

region have to be correctly modelled, as have migrations within the kinematic region 

itself. 

A detailed study of the efficiency and purity was performed. As shown in Fig. 9.6, 

the purity of the sample is 60 - 80%, whereas the efficiency is reasonably fiat of 

around 30%. Consequently, the form of the correction factor is dictated mostly by 

the purity. The correction factor shows a slight rise at low and high z values. This 

is due to the fact that eventti can only migrate into the bins at either end of the 

distribution due to the range of the kinematic cuts. As such the purity would be 
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Figure 9.6: Efficiency, purity and correction factors shown for the unfolding 
procedure as a function of z using PYTHIA simulations. 

1 

z 

expected to be higher in these regions, although this depends on the net flux of 

events which in turn depends on the form of the distribution itself. 

9.1.3 Definition of the Hadronic Final State 

As the main goal is the study of the fragmentation of c quarks into D* mesons, the 

definition of the hadronic final state needs to be unambiguously specified. Based on 

the lifetime T, an known particles can be divided into four groups: a) Stable (e±, p, 

lJ, Î), b) T> 10-10 s (fJo±, n, 7r±, K±), c) 10- 11 < T < 10-10 s (K~, }\O, 0-, 3°) and 

cl) T < 10-12 s (7r0 , DO, D+, Ac, B+) etc. As an example, if a charmed meson D*+ 

is produced and decays as follows: 

The decay products K-, 7r+ and 7r; get included in the reconstruction of the 

hadronic final state. Thus a jet can include any combination of the three. Un­

less a11 three particles are includecl in the same jet defined as a "charm jet" , there is 

a high probability that either one or two of the other decay products get included 

into the "other" jet. This not only can cause misidentification of the jets, but also 
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the energy of the parent D* can get shared between two or more jets. Moreover, 

all theoretical calculations consider D* as the hadronic final state, not its decay 

products. Thus, in order not only to be consistent with the calculations but also 

to avoid the mistagging probabilities, the specifie decay products in each Event at 

the hadron level were removed and replaced by the parent D* meson. Thereafter 

the stable partieles ineluding the parent D* meson were used as input to the jet 

algorithm. This way the D* meson gets uniquely associated with a given jet using 

the kT-association method. 

The correction due to I::iR < 0.6 for the D*-jet matching (at the reconstructed 

level) to the jet uniquely assoeiated with a final state D* meson (at the hadron level) 

is induded in the Evaluation of the correction factor. The data was then corrected for 

these and the detector effects using a bin-by-bin method with the PYTHIA simula­

tion used as the central MC and the HERWIG simulation as a systematie check. The 

differential cross sections were obtained as a function of the fragmentation variable 

z using Eq. 8.7. The measured cross sections are the luminosity-weighted averages 

of the cross section at centre-of-mass energies Vs = 300 GeV (1996 - 1997) and 

Vs = 318 GeV (1998 - 2000). As the choice of the fragmentation variable is sen­

sitive to the shape of the fragmentation function, the normalised cross section was 

measured. The normalised cross section has the advantage that the Experimental 

and theoretieal uncertainties are reduced, while allowing a precise test of the shape 

of various fragmentation functions in the calculations. The effect of b quarks was 

subtracted, such that the cross section in z is for pro cesses where only a charm quark 

hadronises into a D* meSOIl. Due to the uncertain production rate of b quarks, the 

b fraction was varied by a factor two and the correction factors re-evaluated. 

9.1.4 Study of the Systematic Uncertainties 

The observable under study corresponds to a similar event topology (jets and D*) 

as in the case of the dijet angular distribution analysis (chapter 8). The estimation 

of the systematic uncertainty was therefore performed in a similar way on both D* 
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and jet related kinematic quantities. The sensitivity of the measured cross section 

to potential sources of systematic uncertainty was studied in detail, where each 

contribution was computed independently. The following sources of uncertainty 

have been considered. 

® the jet transverse energy ET threshold, was lowered to ET > 8 Ge V and raised 

to ET > 10 GeV, based on approximately ±lcr of its resolution. 

® variation on the jet pseudorapiditYTJjet , between -2.3 < TJ jet < 2.5 and between 

-2.5 < TJ jet < 2.3. 

® the cut on the IP centre-of-mass energy was reduced and widened by approxi­

mately ±lcr of its resolution i.e 124 < TITI < 267 GeV and 136 < W < 293 GeV. 

® there is an uncertainty in the knowledge of the CAL energy scale between data 

and Monte Carlo which was estimated to be at most ±3% from section 6.2.1.2. 

To take this in account, only the calorimeter related informations on the EFOs 

was scaled by ±3% in Monte Carlo. The energy seale related variation is less 

than 11% for aH analysis bins. 

® the effeet of the cuts on D* quantities was estimated by increasing pf,* > 

2.02 GeV, and the pseudorapidity between -1.503 < TJD* < 1.497 and -1.503 < 
D* TJ < 1.497. 

® the control region (CR) for the traek combination was varied between 0.152 < 

CR < 0.165 GeV and between 0.15 < CR < 0.163 GeV. Also the pf' / Ep"l0° 

eut was raised to pf,' / Ep"l0° > 0.12 and lowered to pI{ / Ep"l0° > 0.08. 

® the events for z > 1 were included. 

The uneertainties due to the ehoice of HERWIG and subtraetion of the b-eomponent 

were the largest contributions to the total systematic uncertainty. Other major 

eontributors arose from varying the requirement on the jet transverse energy, in 

aecordance with the resolution and the knowledge of the absolute jet energy scale. 
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The effects of uncertainty in the simulation of the trigger were negligible. The effect 

of all the above systematic uncertainties is shown in Fig. B.II and also given in 

table A.8. 

To obtain the complete experimental uncertainty, the systematic and statistical 

uncertainties, including those re1ated to the jet energy scale were added in quadra­

ture. 

9.1.5 Measurement of the Charm Fragmentation Function 

Fig. 9.7 shows the measured relative cross section as a function of z compared to 

rYTHIA and CASCADE Monte Carlo predictions with different settings in the 

Lund string fragmentation model. The default setting for charm fragmentation 

function both in PYTHIA and CASCADE is the symmetric Lund fragmentation 

with Bowler's modification for the heavy quarks (See section 5.4.3.1). 

The predicted value in the function of Eq. 5.7 is TQ 1, but it is 1eft as a 

free parameter so that a smooth transition to the original symmetric Lund form 

is possible (T Q - 0). The parameters a and b in Eq. 5.7 were set to theiI' defau1t 

values a = 0.3, b = 0.58 GeV2. Three predictions for different values of TQ are 

shown compared to data for both PYTHIA and CASCADE. The prediction with 

TQ = 1 gives a reasonab1e description of the data. As TQ decreases, the prediction 

deviates more and more from the data. The maximum scaie uncertainty due to the 

variation on the maximum allowed angle for any gluon emission 'r/maXl twice and 

half of its nominal value in the relative cross section prediction by CASCADE with 

the default TQ = 1 was found to be rv 39% in the first bin, all other bins have 

uncertainties less than 9%. It should be mentioned that, although both CASCADE 

and PYTHIA use the default Lund fragmentation, the observed difference in shape 

of the fragmentation function is attributed to the difference of initial state CCFM 

evolution in CASCADE and the DGLAP evolution in PYTHIA. 

A parameterisation often used to describe the fragmentation of heavy quarks is 
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Figure 9.7: Relative cross section l/Œ(dŒ/dz), for the data (point) com­
pared with a) PYTHIA and b) CASCADE Monte Carlo predictions for the 
Bowler)s modified symmetric Lund fragmentation with rQ = 1 (solid line), 
rQ = 0.5 (dashed line) and the original symmetric Lund seheme - (rQ = 0). 
The shaded area in b) represents the maximum scale uncertainty f!max in CAS­
CADE as outline in section 5.2.2. 
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the Peterson function as described in section 5.4.3.2. The fOrIn of the Peterson func­

tion in Eq. 5.10 has E as a free parameter. The value of E was varied for charm inside 

PYTHIA and CASCADE in the range 0.01 to 0.1, with the Lund string fragmenta­

tion model used for lighter flavours. For each value in the MC simulations, the full 

event record was generated and the kinematic requirements given in section 7.3.2 

applied, allowing a direct comparison with the data. The IVICs were fit to the data 

via a x2-minimisation procedure as shown in Fig 9.8 to determine the best value for 

The prediction shows a strong sensitivity toward the change in the Peterson frag­

mentation parameter E. The result of varying E is shown in Fig. 9.9. It can be seen 

that values as low as E = 0.02 are disfavoured, producing a much harder spectrum 

than the data, while values as high as E = 0.1 (E = 0.12) in PYTHIA (CASCADE) 

results in a too soft spectrum and are, therefore, also disfavoured. The results of 

the fit in PYTHIA and CASCADE are E = 0.061 ± 0.007 (stat.)~g:gi6 (syst.) and 
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f = 0.053+0.007 (stat.r:g:g6~ (syst.), respectively. The statistical uncertainties were 

obtained by varying the X2 by one unit and the systematic errors by re-evaluating 

the x2-minimisation for each systematic change following which the difference to the 
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central values were added in quadrature. 

These two values were then input into the respective MCs and the result is com­

pared in Fig. 9.9. The data is well described. As mentioned earlier, the difference 

in the E obtained using PYTHIA and CASCADE is due to the effect of initial state 

radiation obtained using CCFM evolution and DGLAP respectively. The scale un­

certainties due to the Tlmax variation, on the relative cross section with the optimal 

E in CASCADE are found to be maximum of 25% in the first bin, while the rest 

are below 10%. It should be mentioned that, due to known large scaie uncertain­

ties in the LO DGLAP corrections to PYTHIA, no scale uncertainties are shown in 

Fig. 9.9 a), and hence only the relative cross sections are compared. Also the main 

goal of this study being the non-perturbative fragmentation function, the difference 

in hard scattering dynamics and the PDF universality will not be further discussed. 

9.2 Fragmentation in Theoretical Calculations 

The phenomenologie al fragmentation models of Peterson et al. [127] and Kartvel­

ishvili et al. [87] are considered in the framework of both leading-order and next­

to-leading order QCD calculations. The calculation of the theoretical predictions 

is performed in a similar way as the hadron level of the Monte Carlo generated 

events in order to obtain the cross section separately for the point-like and hadronic 

component. The partonic jets obtained using the kT-cluster algorithm are then as­

sociated with the D* from a specifie fragmentation model using kT-association in 

the calculation. These partonic jets are then corrected to hadron level using the 

hadronisation corrections, described later in section 9.2.1. The differential cross sec­

tions are obtained by integrating over the full photon beam spectrum. The PDF, 

choice of the scale, and the uncertainties in the calculations are similar to the ones 

used for the angular distribution analysis (section 8.3.1). For each QCD calculation, 

the fl'ee parameters E and a in the Peterson and Kartvelishvili function were varied, 

and the full cross section was generated with the kinematic requirements given in 

section 7.3.2. In an cases, the fraction of c quarks fragmenting into a D* meson was 
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assumed to be 0.235 [76] and a charm quark mass of me = 1.5 was used. 

9.2.1 Parton to Hadron Corrections 

As mentioned in the last chapter, the differential cross sections predicted by the 

theoretical calculations are for partonic jets with a D* meson. These partonic jets 

are corrected for the hadronisation effects using the PYTHIA and HERWIG simu­

lations, which incorporate two different hadronisation models as described earlier in 

section 5.6.2. Large MC samples, about 200 times the data statistics, were gener­

ated for the hadronisation corrections. The hadron level jets with kT-associated D* 

mesons were obtained using the procedure that was described ab ove. The parton 

level jets, were computed by using the jet algorithm on the partons after the parton 

shower. Care has been taken in order to ensure that the input to the jet algorithm is 

constituted of partons, just before the cluster or string formation in HERWIG or in 

PYTHIA. Thereafter, the final state partons were allowed to undergo hadronisation 

in order to obtain D* mesons. Specifie pointers to the parents of the D* meson be­

fore hadronisation were implemented, such that a unique association of the partonic 

jet consisting of parents of the D* meson to the final state channed meson is made. 

Thus, the partonic jets associated with the D* meson, containing the parents of the 

D* meson and satisfying both the D* and the jet kinematic cuts, were obtained. 

The ratio of the hadron level to the parton level distributions for the fragmentation 

variable z incorporates the hadronisation correction needed only for the jets. 

For each bin, the cross section obtained using the theoretical calculations, was 

multiplied by the hadronisation correction factor Chad = o-Rfélrons / o-~fgons, which is 

the ratio of the cross sections as a function of z, afler and before the hadronisation 

process. The value of Chad, as before, was taken as the mean of the ratios obtained 

using HERWIG and PYTHIA. Half the spread between the two Mes is considered 

as the errOIS on the theoretical calculation. The deviation of Chad from unit y is 

typically below 19%, except the first and second bins where the correction is about 

70% and 42% respectively. The values for Chad are given in Table A.8 along with 
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the distribution (Fig. C.3) in the Appendix. 

9.2.2 Parameterisations to the Theoretical Calculations 

The parameterisations to leading-order (LÜ) QCD calculations were obtained by 

varying the Peterson fragmentation parameter é in the range of 0.01 to 0.4. The 

obtained cross section was fitted to the data via x2-minimisation to determine the 

best value for é. Fig. 9.10 shows the distribution for X2 as a function of Peterson E 

before and after the hadronisation correction. 

The distributions in Fig. 9.10 show a faster convergence of E especially after the 

correction from partons to hadrons. The best fits were obtained within the leading­

order framework. These values were used as an inputs to the leading-order calcu­

lations to obtain the relative cross sections as shown in Fig. 9.11, separately both 

before and after the hadronisation corrections. The extreme values with E = 0.01 

and é = 0.4, shown for comparison, can be ruled out. The result of the fit before 

and after hadronisation corrections are é = 0.183 ± 0.019 (stat}t:g:g~~ (syst.) and 

E = 0.13 ± 0.012 (stat.)=g:g~~ (syst.) respectively. The best fitted value after the 

hadronisation correction is about 2.5 times higher then the one obtained by Nason 

and üleari using the leading logarithmic approach [162J. The large negative system­

atic uncertainty on the fitted é after the aforesaid corrections is due to uncertainty 

in the beauty contribution taken to be about twice the PYTHIA expectation. 

The Kartvelishvili fragmentation function was used in a similar way, within the 

leading-order framework, with the free parameter Œ varied in the range of 0.2 to 4.0. 

Fig. 9.12 shows the X2 distribution, obtained using the x 2-minimisation procedure as 

discussed above. The X2 convergence as a functiol1 of Kartvelishvili Œ is much better 

than the one obtained using the Peterson é. The best fitted values of Œ within the 

leading-order framework, before and after the hadronisation corrections are found 

to be ex = 1.71 ±O.13 (stat.)=g:~~ (syst.) and Œ = 2.06±O.12 (stat.)=g:~~ (syst.), 

respectively. Again, the dominant negative uncertainty on the best fitted Œ value is 

due to the uncertainty in the beauty component. These values were used as inputs 
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to the leading-order QCD calculation in order to obtain the relative differential 

cross section as shown in Fig. 9.13. The QCD ca1culations with the best fitted 

Kartvelishvili a are in much better agreement with the data than with the Peterson 

function. The uncertainties due to the renormalisation scale variation on the relative 

cross sections are found to be less than 1 % except the first bin where it is about 5%. 
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a 

Similarly, in the next-to-leading or der (NLO) framework, the values for Peterson E 

and Kartvelishvili a were varied between 0.01 to 0.2 and 0.2 to 4.0, respectively. The 

minimum X2 was obtained by scanning through the input parameter space, yielding 

a set of parameters which give the best description of the measured relative cross 

section with the fragmentation model in question, both before and after the hadro­

nisation corrections. Fig. 9.14 and Fig. 9.16 show the X2 distribution as a function 

of Peterson E and Kartvelishvili a varied between the ranged mentioned above. In 

general, Kart.velishvili function shows a much better convergence than the Peterson 

parameterisation in the next-to-leading framework both before and after the hadro­

nisation correction. The best fitted values of Peterson E and Kartvelishvili a before 
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Figure 9.13: Relative cross section l/O'(dO'/dz)) for the data (po'ints) com­
pared with leading-order QCD calculation with Kartvelishvili function, a) be­
fore and b) after the hadronisat'ion corrections. The values for the pammeter 
Œ = 4.0 (dashed line) and Œ = 0.2 (dotted line) are also shown. The best fit 
values, before and after hadronisation correction are shown as the solid lines. 
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the hadrünisation correction are found to be E = 0.0986 ± O.Oll (stat.)~g:gî~ (syst.) 

and Œ = 2.43 ± 0.17 (stat.)~g:~~ (syst.), respectively. The same parameters obtained 

after the hadronisation correction are E = 0.074 ± 0.008 (stat.)~g:g~8 (syst.) and 

Œ = 2.89 0.16 (stat.)~gj~ (syst.), respectively. As before, the dominant nega­

tive uncertainty on the fitted parameters is due to the uncertainty in the beauty 

component. 

In Fig. 9.15 and Fig. 9.17, the measured relative cross sections are compared 

to the next-to-leading order calculations both before and after the hadronisation 

correction, with the best fitted E and Œ for each fragmentation model. The fitted 

parameters within the given framework give a reasonable description of the data. 

The NLO uncertainties due to the charm mass and to the scale choice on the relative 

cross section are less than 20%. 

The best fitted value of the Peterson E obtained within the next-to-leading order 

calculation is much sm aller than that obtained within the leading or der framework 
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Figure 9.14: x2-minimisation as a function of Petenwn E for next-to­
leading arder QCD calculation a) before and and b) after the hadronisation 
corrections. The insets shows the blowup of the fitted region. 
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Figure 9.15: Relative cross section 1/0'(dO'/d.z)) for the data (points) com­
pared with next-to-leading order QCD calculation wdh Peterson function) a) 
before and b) after the hadronisation correction. The values for the pammeter 
E = 0.2 (dashed line) and E = 0.02 (dotted line) are also shown. The best fit 
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and hence confirms the expectation from [165]. The Peterson E obtained after the 

hadronisation correction is about two times larger than the one used world wide [162] 
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Figure 9.16: x2-minimisation as a function of Kartvelishvili 0: for next-to­
leading order QCD calculation a) before and and b) after the hadronisation 
correction. The insets shows the blowup of the fitted region. 

for charm fragmentation. In should be mentioned that the world wide used value, 

obtained using the fits in [162] was done by excluding the first three bins of the 

OPAL experimental data, along with a negative cross section in certain regions of 

the relative cross section. 

Table 9.2 lists the results of comparison between various fragmentation models 

within leading and next-to-leading order frameworks. The Kartvelishvili function 

in the NLO framework before and after the hadronisation correction with 0: = 2.43 

and 0: = 2.89 respedively gives the better description of the data in comparison to 

the Peterson fUIlctioIl. 

The parameters obtained after the hadronisatioll correction both in LO and NLO 

frameworks can directly be used as an input in the respective calculations in order 

to constrain the non-perturbative effects of the QCD calculatioll e.g. inclusive D* 

production at RERA or TEVATRON. The values given before the hadronisation 

correction should only be used in the case of parton level jets, with D* in the final 

state, e.g. charm contribution to unknown final state partonic jets at LRC. 
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Figure 9.17: Relative cross section l/J(dJ/dz), for the data (points) com­
pared with next-to-leading order QCD calculation with Kartvelishvili function, 
a) before and b) after' the hadrorâsation corrections. The values for the pa­
mmeter a = 4.0 (dashed line) and a = 0.2 (dotted line) are a,lso shown. The 
best fit values, before and after hadronisation correction are shown as the solid 
lines. 
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9.3 Universality of Charm Fragmentation Func-

tion 

In order to test the universality of the charm fragmentation function the data was 

compared to the measurements from e+ e- annihilations. In e+ e- collisions, the 

two produced charm quarks each carry haU of the available centre-of-mass energy 

Vs. The fragmentation variable of a D* meson can therefore be trivially related to 

one of the two produced jets. In ep collisions, the definition of the fragmentation 

variable is not as simple, as described earlier in section 7.1.2. However, charm quarks 

produced in the hard scatter form final-state jets of which the meson is a constituent. 

Therefore, the fragmentation variable z defined to be z = (E + Pil )D* / (( E + Pli )jet) == 

(E + PII)D* /2Ej et, where the Pli is the longitudinal momentllm of the D* meson 

relative to the axis of the kT-associated jet of energy Ejet. The equivalence of 

(E + Pli )jet and 2Ejet arises because the jets were reconstructed as massless ob jects. 
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Model 1 Parameters 

Lund + PYTHIA a = 0.3, b = 0.58, TQ = 1 11.81 

Lund + CASCADE a = 0.3, b = 0.58, TQ = 1 14.47 

Peterson + PYTHIA é = 0.061 ±0.007 +0.012 5.05 -0.010 

Peterson + CASCADE é = 0.053 ±0.007 +0.012 3.09 -0.008 

Before Hadronisation correction 

Peterson + LÜ QCD é = 0.183 ±0.019 +0.024 29.40 -0.036 

Peterson + FÜ NLÜ é = 0.0986 ±0.01l +0.014 17.06 -0.016 

Kartvelishvili + LÜ QCD Œ = 1.71 ±0.13 +0.25 1.00 -0.29 

Kartvelishvili + FÜ NLÜ Œ = 2.43 ±0.17 +0.33 1.71 -0.42 

After Hadronisation correction 

Peterson + LÜ QCD é = 0.13 ±0.012 +0.007 12.55 -0.042 

Peterson + FÜ NLÜ é = 0.074 ±0.008 +0.008 8.89 -0.020 

Kartvelishvili + LÜ QCD Œ = 2.06 ±0.12 +0.21 6.15 -0.36 

Kartvelishvili + FÜ NLÜ Œ = 2.89 ±O.16 +0.27 8.52 -0.39 

Table 9.2: Minimal X2 and cOTTesponding parameters of the function fOT 
the compaT'ison of the measuTed z distTibution wdh difJeTent fragmentation 
models. The vaz'ues within LO and NLO fmmeworks before and ajter the 
hadronisation corrections are also given. The errors quoted are the statistical 
and systemat'ic erTOrs. The X2 values aTe always fOT the 5 a'uailable degrees 
offreedom. 

In Fig. 9.18, the data is shown compared with measurements from the AR­

GUS [166] and OPAL [167] collaborations in e+e- collisions at two different centre­

of-mass energies. Although using a different definition for z, the general features of 

the data presented in this analysis are the same as those at e+ e- experiments. The 

data presented here have a similar accuracy to that of both the ARGUS and OPAL 

collaborations. The excess at low z from the OPAL collaboration arises from a sig-
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Figure 9.18: Fragmentation funct'ion 'versus z for this analysis data (solid 
points) compared to measurement8 of the OPAL (open circle) and ARGUS 
(open squares) collaborations in e+ e- collisions. For shape comparison the 
data sets were normalised to l/(bin w'idth) for z > 0.3; thus avoiding the first 
three bins from OPAL) which have a large glllon-splitting component. 

nificant gluon-splitting component. This is Ilot seen in either ARGUS or in this data 

due to much lower energies. From a qualitative point of view, this comparison of the 

charm fragmentation function data to the e+ e- data confirms the assumption of the 

universality of charm fragmentation. A more quantitative picture couid emerge by 

simultaneously fitting the data within a given framework, sueh as the Kartvelishvili 

fragmentation within the FO NLO QCD calculations in both hadronic and leptonic 

colliders, 
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9.4 Conclusions 

The fragmentation function for Dü mesons has been measured for the first tirne 

at HERA. The relative cross section as a function of the fragmentation variable z 

was obtained by requiring a jet with E~et > 9 and l7]jet l < 2.4 to be associated with 

the D* meson, with pf' > 2 GeY and I7]D i < 1.5 in the photoproduction regime 

Q2 < 1 Gey2, within the kinematic range 130 < W < 280 GeY. The distributions 

show a strong sensitivity to the different fragmentation models in the leading order, 

leading order with parton shower, and next-to-leading order calculations. 

The Lund string fragmentation model implemented within PYTHIA and CAS­

CADE gives a reasonable description of the data. The parameterisation to the 

Peterson function as determined from the fit to the data within PYTHIA and 

CASCADE is given by t = 0.061 ± 0.007 (stat. )~g:gi6 (syst.) and t = 0.053 ± 

0.007 (stat.)~g:g6~ (syst.), respectively. 

Fits of the Peterson and Kartvelishvili fragmentation functions within leading­

or der and next-to-order QCD calculation by varying the free parameters é and Oô 

respectively, have been done through x2-minimisation. The optimised values of é 

for the Peterson function in the NLO framework, before and after the hadronisa­

tion correction, were found to be é = 0.0986 ± 0.011 (stat.)~g:gii (syst.) and f = 

0.074 ± 0.008 (stat.)~g:gg~ (syst.), respectively. Similar optimisation to the Kartvel­

ishvili function within NLO framework, results in Oô = 2.43±0.17 (stat.)~g:l~ (syst.) 

and Oô = 2.89±0.16 (stat.)~gj~ (syst.), before and after the parton to hadron correc­

tions, respectively. Comparing the measured z spectrum to different fragmentation 

funcHons in NLO, the Kartvelishvili function with the parameter given above is 

favoured. These values for the Kartvelishvili function in the leading and next-to­

leading QCD calculations are obtained for the first time, whereas the values for the 

Peterson function are given for the first time in a hadronic collider. 

The measured fragmentation functions agree with those obtained for charm pro­

duction in e+ e- annihilations, thus confirming the universality of charm fragmenta­

tion. 
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The results presented here have improved the CUITent knowledge of the fragmen­

tation of a charm quark hadronising into a D* meson, an important non-perturbative 

ingredient in theoretical calculations of chann production cross sections. Using the 

obtained parameters within the same framework will therefore reduce a significant 

part of the uncertainty of the theoretical ca1culations and could explain differences 

observed recently in charm production between theory and experiments [92J. 



Chapter 10 

Summary and Conclusions 

In this document, the description and results of two different analyses sensitive 

to the parton dynamics and fragmentation are presented in chanu photoproduc­

tion. The measurements of both of these aspects sensitive to perturbative and 

non-perturbative parts of QCD provide a clear picture and are essential to the un­

derstanding of the production mechanism of heavy quarks such as charm. These 

measurements have been performed for the first time at HERA. 

10.1 Dijet Angular Distributions in Photoproduc-

tion of Charm 

In the dijet angular distribution analysis, measurements related to hard scattering 

dynamics, more specifically to the charm content of the photon, have been made. 

The nature of the hard scattering was probed by studying the fraction of the photon 

momentum (x~bs) contributing to the production of two highest transverse energy 

jets. The fraction of events in the low x~bs region then provided the evidence for the 

existence of large resolved photon pro cesses (:::::; 40%). The nature of this resolved 

photon structure was then investigated by studying the dijet angular distribution 

228 
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as a function IcosB*I, where B* is the scattering angle of the jet with respect to the 

proton direction. The distribution is sensitive to the propagator in the hard scatter 

and thereby sensitive to the nature of the sub-process. The angular distribution 

as a function of 1 cos B* l, shows a steep rise for events enriched in resolved photon 

pro cesses (x~bs < 0.75), in comparison to a mild rise for the events enriched with 

direct photon pro cesses (x~bs > 0.75). The steep rise in the resolved enriched sample 

indicates the exchange of a gluon propagator in the hard-subprocess, while the mi Id 

rise is consistent with the expectation of the quark propagator. The nature of 

this rise is similar to classical scattering experiments and in particular done by 

Rutherford one hundred years ago. 

In order to study the behaviour of this rise in the Icos B* 1 distribution, in particular 

in the direction from which the parton arises by exchanging a gluon in the hard­

subprocess, a D* meson originating from a charm quark was tagged with one of 

the jets. The angular distribution was then studied as a function of cos B*, where 

the sign of the unfolded cos B* is given by the direction of the D* meson. The 

angular distribution enriched in the direct photon pro cesses exhibits a symmetric 

distribution with a shallow rise to high values of cos B*. This is indicative of the 

exchange of a quark in the hard scattering with the chann produced via the boson­

gluon fusion process. At low x~bs, where the sample is enriched in resolved photon 

processes, the data are highly asymmetric, exhibiting a rapid rise to negative cos B*. 

This demonstrates that the charm cornes from the photon and exchanges a gluon 

in the hard process. The measurements are then compared to the best available 

theoretical calculations, NLO QCD including heavy quarks, which does not explicitly 

include the charm quark in the structure of the photon. The prediction of NLO, 

in which charm is only produced dynamically and is not an active fiavour in the 

photon structure, lies clearly below the data. The description of the data could be 

improved by including a charm component in the photon structure function. 

This measurement has therefore extended our knowledge of the constituents of 

light. Although it has been known for some time that the constituent of light, 

photons, themselves have constituents, it has now been revealed that the chann 
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quark is one of them. This can be of great value to future colliders using beams of 

photons. 

10.2 Charm Fragmentation Function 

A non-perturbative aspect of QCD, namely the charm fragmentation function was 

measured. The pro cess of transforming coloured partons into colour singlet hadrons 

is typically characterized by a fragmentation function. The fragmentation variable 

?: was defined as the fraction of jet energy carried by the D* meson z = (E + 
PII)D* /(E + PII)iet

, where the Pli is the longitudinal momentum of the D* meson 

relative to the axis of the associated jet. The D* meson was uniquely associated 

to a jet using the kT-association method, such that it can be assumed to carry aIl 

characteristics of the final state charm quark. This assumption was verified using 

both Monte Carlo models and theoretical calculations. The fragmentation variable 

should then be comparable in definition to the energy fraction of charmed meson 

with respect to the beam energy used in e+ e- annihilations. 

In or der to verify the assumption on universality of charm fragmentation and to 

provide an exact parameterisation especially suit able for the hadronic collisions, the 

relative cross section as a function of z was measured. The distribution shows a 

strong sensitivity towards changes in the parameter values used in specifie fragmen­

tation models like Peterson and Kartvelishvili, implemented within leading or der 

and next-to-leading order calculations. Using a x2-minimisation method, the pa­

rameters which gave the best description of the data were extracted. Within the 

next-to-leading or der framework, the best optimised value for the free parameters 

in the Peterson and Kartvelishvili functions, before and after the parton to hadron 

corrections to the jet, are given below: 

ENLO = 0.0986 ± 0.011 (stat.)~g:gici (syst.) 

O!NLO = 2.43±0.17 (stat.)~g:~~ (syst.) 

ENLO@HAD = 0.074 ± 0.008 (stat.)~g:gg~ (syst.) 

O!KLO@HAD = 2.89 ± 0.16 (stat.)~g:~0 (syst.). 

(10.1) 

(10.2) 

(10.3) 

(10.4) 



10.1 DIJET ANGULAR DISTRIBUTIONS ... 231 

The extracted non-perturbative parameters should only be used together with a 

perturbative description of the same kind (leading, next-to-Ieading, etc) as the one 

it has been determined with. These parameters can then be implemented into a given 

QCD calculation to improve the precision of future calculations to be compared with 

chann production in ep and pp collisions. As every so often in experimental physics 

today's new results can become tomorrow's background. The above mentioned 

values can also be useful to estimate the charm contribution to the physics to be 

studied in future measurements at LRe. 

Finally the assumption of the universality of charm fragmentation was verified by 

comparing the data to the measurements from e+ e- collisions. Although there are 

independent ways of measuring the fragmentation function, the OPAL and ARGUS 

results having a different z definition are similar in shape, with precision of the 

RERA data competitive with the LEP data. This indicates that the formation of a 

D* meson from a charm quark has the same characteristic, irrespective of collider, 

hence that the charm fragmentation is univers al. 

The results related to the meas'U,rement of the dijet angular distributions in photo­

production of charm, providing the evidence of charm originating from the photon, 

have been presented by the author in the Photon 2001 conference in Ascona, Switzer­

land Sept. 2001 [168} and in the DIS 2002 conference in Cmcow, May 2002 [169]. 

Purthermore, the paper desc7'ibing the results have recently been published in [170} 

and previo'usly as a contributed paper to the International Conferences on High En­

ergy Physics EPS HEP 01, Budapest, Hungary (July 2001) [154} and ICHEP 02, 

Amsterdam, The Netherlands (July 2002) [171]. Results related to the meaS1.Lrement 

of the charm fmgmentation function have been p'ublished as a contributed paper to 

the same ICHEP 02, Amsterdam, The Netherlands (July 2002) [172}, along with 

the recent review by the author during the Ringbery Workshop on "New Trends in 

HERA Physics" Ringberg, Germany (Sept. 2003) [173]. 



Appendix A 

Tables of Cross Sections 

xobs bin r dO" /dX~bs L:l.stat L:l.syst L:l.ES (nb) Chad 

0.250, 0.375 0.115 ±0.029 +0.037 +0.004 0.941 ± 0.040 -0.017 -0.001 

0.375, 0.500 0.196 ±0.055 +0.064 +0.022 0.950 ± 0.004 -0.034 -0.005 

0.500, 0.625 0.407 ±0.082 +0.101 +0.032 1.006 ± 0.008 -0.086 -0.029 

0.625, 0.750 1.011 ±0.102 +0.073 +0.093 1.285 ± 0.050 -0.169 -0.112 

0.750, 0.875 2.000 ±0.147 +0.159 +0.150 
-0.105 -0.159 

0.875, 1.000 1.727 ±0.122 +0.243 +0.052 
-0.080 -0.089 

0.750, 1.000 1.864 ±0.096 +0.145 +0.101 0.851 ± 0.041 -0.066 -0.124 

Table A.l: Meas'ured cross sections as a functian of :r~bs. The statistical, 
systematic and jet energy scale (ES) 1mcertainties aTe shown separately. The 
multiplicative hadronisation correction applied to the NLO prediction is shawn 
in the last column. The uncertainty shawn for the hadronisation correction is 
half the spread between the values obtained using the HERWIG and PYTHIA 
models. These values were used in section 8.2 and 8.3. 

232 
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xobs bin p do- / dx~bs D.stat .6.syst .6. ES (nb) Chad 

0.0055, 0.0110 23.28 ±2.47 +2.70 +0.62 0.799 ± 0.040 -2.58 -0.95 

0.0110, 0.0165 36.90 ±2.96 +1.95 +2.53 0.910 ± 0.031 -2.74 -3.05 

0.0165, 0.0220 30.72 ±2.57 +2.91 +1.90 0.953 ± 0.027 -2.08 -2.20 

0.0220, 0.0275 18.55 ±2.05 +0.97 +1.61 0.985 ± 0.017 -1.18 -1.49 

0.0275, 0.0330 7.84 ±1.50 +0.33 +0.58 0.984 ± 0.019 -1.88 -0.37 

0.0330, 0.0385 3.21 ±0.77 +0.56 +0.02 1.020 ± 0.047 -0.39 -0.41 

0.0385, 0.0440 2.37 ±0.69 +0.55 +0.41 1.022 ± 0.012 -0.31 -0.02 

Table A.2: MeasuTed CTOSS sections as a function of x~bs. FOT fUTtheT 
details, see the caption to Table A.J. 
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xobs bin 
p dCJ /dx~bs .6.stat .6.syst .6.ES (nb) Chad 

X~bS < 0.75 

0.0055, 0.0110 3.65 ±0.94 +1.15 +0.24 1.21 ± 0.063 -1.76 -0.19 

0.0110, 0.0165 11.59 ±1.73 +1.91 +1.95 1.11 ± 0.013 -1.00 -1.05 

0.0165, 0.0220 12.39 ±1.85 +0.77 +0.55 1.09 ± 0.012 -2.65 -0.87 

0.0220, 0.0275 7.36 ±1.62 +1.31 +0.78 1.08 ± 0.037 -1.04 -0.46 

0.0275, 0.0330 3.02 ±0.85 +0.32 +0.20 1.07 ± 0.012 -0.93 -0.18 

0.0330, 0.0385 1.52 ±0.68 +0.25 +0.48 1.13 ± 0.052 ~1.22 -0.55 

0.0385, 0.0440 0.89 ±0.45 +1.06 +0.15 1.11 ± 0.074 -0.18 -0.08 

X~bS > 0.75 

0.0055, 0.0110 19.49 ±2.28 +2.16 +0.39 0.76 ± 0.044 -1.87 -0.75 

0.0110, 0.0165 25.20 ±2.40 +1.65 +0.85 0.86 ± 0.040 -4.98 -2.04 

0.0165, 0.0220 18.55 ±1.87 +2.37 +1.29 0.90 ± 0.040 -0.55 -1.34 

0.0220, 0.0275 11.23 ±1.44 +0.71 +0.95 0.95 ± 0.038 -0.68 -0.97 

0.0275, 0.0330 4.91 ±1.21 +0.52 +0.40 0.95 ± 0.030 -1.07 -0.20 

0.0330, 0.0385 2.06 ±0.59 +0.81 +0.09 0.98 ± 0.078 -0.18 -0.22 

0.0385, 0.0440 1.12 ±0.67 +0.34 +0.20 0.998 ± 0.004 -0.30 -0.04 

Table A.3: Measured cross sections as a function of X~bs faT X~bs < 0.75 
and X~bs > 0.75. For further details, see the caption ta Table A.l. 
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111· bin JJ da / d/l;fjj 6 stat 6 syst 6 ES (nb) Chad 
1 

18.0, 22.0 0.0787 ±0.0052 +0.0109 +0.0050 0.89 ± 0.027 -0.0047 -0.0040 

22.0, 26.0 0.0487 ±0.0039 +0.0013 +0.0012 0.91 ± 0.030 -0.0029 -0.0041 

26.0, 30.0 0.0224 ±0.0024 +0.0032 +0.0024 0.93 ± 0.037 -0.0014 -0.0015 

30.0, 34.0 0.0091 ±0.0017 +0.0013 +0.0008 0.93 ± 0.038 -0.0013 -0.0008 

34.0, 38.0 0.0045 ±0.00l4 +0.0009 +0.0002 0.95 ± 0.021 -0.0017 -0.0005 

38.0, 42.0 0.0042 ±0.00l0 +0.0009 +0.0003 0.96 ± 0.044 -0.0007 -0.0009 

42.0,46.0 0.0013 ±0.0009 +0.0012 +0.0001 0.96 ± 0.063 -0.0004 -0.0002 

46.0,50.0 0.0010 ±0.0004 +0.0005 +0.0003 0.94 ± 0.032 -0.0002 -0.0001 

Table A.4: Meas1lred cross sections as a function of }l,1jj. For further 
details, see the caption ta Table A .1. 

fj bin 1 da/dfj 6 ES (nb) Il 

-0.700, -0.525 0.061 ±0.0378 +0.0586 +0.0030 0.58 ± 0.071 -0.0441 -0.0046 

-0.525, -0.350 0.232 ±0.0417 +0.0208 +0.0027 0.76 ± 0.052 -0.0229 -0.0051 

-0.350, -0.175 0.382 ±0.0479 +0.0464 +0.0266 0.86 ± 0.032 -0.0387 -0.0200 

-0.175, 0.000 0.399 ±0.0672 +0.0492 +0.0224 0.90 ± 0.032 -0.0471 -0.0358 

0.000, 0.175 0.593 ±0.0647 +0.0855 +0.0229 0.93 ± 0.023 -0.0598 -0.0538 

0.175, 0.350 0.657 ±0.0665 +0.0562 +0.0422 0.95 ± 0.027 -0.0289 -0.0550 

0.350, 0.525 0.732 ±0.0766 +0.0622 +0.0607 0.96 + 0.026 -0.0373 -0.0436 

0.525, 0.700 0.835 ±0.0742 +0.1407 +0.0541 0.99 ± 0.019 -0.0597 -0.0498 

Table A.5: Measured cross sections as a function of fj. For further details, 
ree the caption ta Table A .1. 
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1 cose*1 bin da/dl cose*1 Llstat Llsyst LlES (nb) Chad 

obs 075 x-y < . 

0.00000, 0.10375 0.056 ±0.034 +0.022 +0.014 1.007 ± 0.014 -0.022 -0.005 

0.10375, 0.20750 0.040 ±0.027 +0.028 +0.011 1.099 ± 0.003 -0.010 -0.003 

0.20750, 0.31125 0.126 ±0.041 +0.022 +0.011 1.072 ± 0.026 -0.026 -0.014 

0.31125, 0.41500 0.114 ±0.032 +0.032 +0.cn5 1.099 ± 0.048 -0.025 -0.005 

0.41500, 0.51875 0.280 ±0.062 +0.055 +0.027 1.107 ± 0.041 -0.051 -0.021 

0.51875, 0.62250 0.300 ±0.069 +0.095 +0.009 1.101 ± 0.029 -0.059 -0.050 

0.62250, 0.72625 0.536 ±0.088 +0.031 +0.005 1.145 ± 0.014 -0.138 -0.045 

0.72625, 0.83000 0.732 ±0.108 +0.087 +0.053 1.115 ± 0.018 -0.155 -0.036 

x~bs > 0.75 

0.00000, 0.10375 0.277 ±0.055 +0.049 +0.012 0.923 ± 0.069 -0.038 -0.030 

0.10375, 0.20750 0.401 ±0.065 +0.037 +0.044 0.919 ± 0.044 -0.064 -0.030 

0.20750, 0.31125 0.471 ±0.063 +0.045 +0.020 0.910 ± 0.052 -0.080 -0.039 

0.31125, 0.41500 0.390 ±0.070 +0.055 +0.023 0.906 ± 0.068 -0.036 -0.028 

0.41500, 0.51875 0.584 ±0.082 +0.048 +0.024 0.876 ± 0.056 -0.047 -0.034 

0.51875, 0.62250 0.636 ±0.089 +0.044 +0.017 0.863 ± 0.061 -0.040 -0.030 

0.62250, 0.72625 0.810 ±0.098 +0.094 +0.059 0.832 0.036 -0.026 -0.041 

0.72625, 0.83000 0.922 ±0.126 +0.105 +0.026 0.756 ± 0.013 -0.090 -0.046 

Table A.6: Measured cross sections as afv:nction oflcosB*1 forx~bs < 0.75 
and X~bs > 0.75. For further details, see the caption to Table A.l. 
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cos ()* bin do) d cos ()* LJ.stat LJ.syst LJ.ES (nb) Chad 

x~bs < 0.75 

-0.830, -0.664 0.471 ±0.072 +0.065 +0.034 1.063 ± 0.008 -0.077 -0.023 

-0.664, -0.498 0.198 ±0.036 +0.043 +0.006 1.065 ± 0.023 -0.025 -0.018 

-0.498, -0.332 0.111 ±0.028 +0.028 +0.012 1.084 ± 0.029 -0.014 -0.007 

-0.332, 0.000 0.032 ±0.011 +0.009 +0.006 1.056 ± 0.0004 -0.010 -0.003 

0.000, 0.332 0.043 ±0.015 +0.009 +0.006 1.105 ± 0.061 -0.007 -0.004 

0.332, 0.498 0.079 ±0.024 +0.015 +0.020 1.178 ± 0.140 -0.021 -0.003 

0.498, 0.664 0.064 ±0.035 +0.050 +0.001 1.374 ± 0.215 -0.028 -0.013 

0.664, 0.830 0.148 ±0.039 +0.014 +0.001 1.608 ± 0.248 -0.038 -0.014 

x~bs > 0.75 

-0.830, -0.664 0.557 ±0.066 +0.069 +0.027 0.7-58 ± 0.014 -0.054 -0.017 

-0.664, -0.498 0.371 ±0.048 +0.024 +0.018 0.842 ± 0.041 -0.021 -0.016 

-0.498, -0.332 0.258 ±0.046 +0.034 +0.017 0.880 ± 0.053 -0.028 -0.02:3 

-0.332, 0.000 0.183 ±0.024 +0.022 +0.009 0.914 ± 0.048 -0.024 -0.017 

0.000, 0.332 0.198 ±0.024 +0.018 +0.013 0.922 ± 0.062 -0.018 -0.017 

0.332, 0.498 0.212 ±0.035 +0.029 +0.013 0.892 ± 0.065 -0.008 -0.008 

0.498, 0.664 0.313 ±0.053 +0.024 +0.001 0.885 ± 0.076 -0.043 -0.023 

0.664, 0.830 0.308 ±0.068 +0.031 +0.014 0.831 ± 0.071 -0.023 -0.019 

Table A.7: M easured cross sect'ions as a junction oj cos e* jar X~bs < 0.75 
and x~bS > 0.75. FaT jurther details, see the caption ta Table A .1. 
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z bin 1 1/0"(dO-jdZ) 6.sta.t 6.syst Il Chad 

0.16,0.30 0.391 ±0.159 +0.356 1.701 ± 0.148 -0.228 

0.30, 0.44 1.300 ±0.141 +0.109 1.421 ± 0.283 -0.186 

0.44,0.58 1.627 ±0.130 +0.110 1.178 ± 0.180 -0.061 

0.58,0.72 1.753 ±0.120 +0.223 1.054 ± 0.092 -0.151 

0.72,0.86 1.480 ±0.111 +0.110 0.966 ± 0.040 -0.208 

0.86, 1.00 0.592 ±0.076 +0.084 1.195 ± 0.009 -0.085 

Table A.8: Measured relative cross sections as a function of z. The sta­
tistical and systematic uncertainties are shown sepamtely. The systematics 
unceTtainties includes jet energy scale uncenainties. The multiplicative hadTO­
nisation correction applied to the NLO non-relative prediction is shown in the 
last col'umn. The unceTtainty shown for the hadTOnisation correction is haZf 
the spread between the values obtained using the HERWIG and PYTHIA mod­
els. These values were used in section 9.1.5, 9.2 and 9.8. 
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Figure B.l: Systematic uncertainties on each bin of the cross section as a 
function of x~bs. The shaded band shows the statistical errors on the central 
ratio 1Jalues. The systematics shawn in Figs. B.l-lO we're used in sections 8.2. 
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Figure B.4: Systematic uncertainties on each bin of the cross section as a 
function of X~bs for x~bs > 0.75. The shaded band shows the statistical eTTors 
on the centml mtio values. Fol' fUTther detaûs, see Fig. B.l. 
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Figure B.B: Systematic uncertainties on each bin of the cross section as 
a function of fi. The shaded band shows the statistical errors on the central 
ratio values. For further deiails, see Fig. B.1. 
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Figure C.3: Differential cross section as a function of z, predicted by 
PYTHIA (full dots) and HERWIG (open dots), compared to the cross sec­
tion obtained u.sing the parton leveZ jets. The insets are the hadronisation 
corrections obtained using PYTHIA (solid Zine) and HERWIG (dashed Zine) 
respectively used in section 9.2.1. The full dots on the insets represents the 
mean of the ratio obtained u.sing PYTHIA and HERWIG, whereas the errors 
on them are half the spread between the two Mes. 



Glossary 

AFG ................ Aurenche, Fontannaz and Guillet, a photon density pararn­

eterisation, named after their authors. 

ARGUS .... ,........ A complete particle detector, upgraded with a microvertex 

drift chamber for B-meson physics, at DESY DORIS-II. 

BCAL 

BFKL 

BGF 

Barrel Calorimeter. 

Balitskii, Fadin, Kuraev, and Lipatov, the evolution equa­

tions, named after their authors. 

A leading order subprocess involving boson gluon fusion. 

CAL ................. Calorimeter. 

CASCADE .......... Full hadron level Monte Carlo generator for ep and pp scat­

tering at small x according to the CCFM evolution equa­

tions. 

CCFM ............... Catani, Ciafaloni, Fiorani and Marchesini, the evolution 

equations, named after their authors. 

CTD ................ Central Tracking Detector. 

CTEQ The Coordinated Theoretical-Experimental Project on QCD. 

DESY ............... Deutsches Elektronen-Synchrotron. 
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DGLAP ............. Dokshitzer, Gribov, Lipatov, Altarelli and Parisi, the evo­

lution equations, named after their authors. 

DIS .................. Deep Inelastic Scattering. 

DST 

EFO 

Data Summary Tape, the basic data output format. 

Energy Flow Objects, reconstructed detector objects using 

tracking and calorimeter information. 

EMC ................ The electromagnetic section of the calorimeter. 

FCAL 

FLT 

Forward Calorimeter. 

First Level Trigger. 

FO .................. Fixed Order. 

FONLL .............. Program to calculate heavy quark transverse momentum 

and rapidity distributions in hadron-hadron and photon­

hadron collisions, matching Fixed Order next-to-leading or­

der terms and Next-to-Leading-Log large-PT resummation. 

GRV ................ Gluck, Reya and Vogt, a photon density parameterisation, 

named after their authors. 

HAC ................ Hadronic section of the calorimeter. 

HERA ............... Hadron Electron Ring Anlage 

HERWIG ............ An event generator for hadron emission reactions with in­

terfering gluons. 

IR ................... A kind of divergence, Infra Red in the QCD calculations. 

JB ................... A method based on the hadronic system to reconstruct the 

photon parameter used at HERA named after their authors, 

Jacquet and Blondel. 



KMS ................ Unified approach towards DGLAP-BFKL evolution equa­

tion, named after their authors Kwiecinski, Martin and Stasto. 

LEP Large Electron and Positron collider at CERN. 

LO .................. Leading Order, first term in a series expansion for the cal­

culation of a cross section. 

LUMI Luminosity detector. 

MC .................. Monte Carlo. 

NLO .,.............. Next-to-leading order QCD calculation. 

OPAL 

PDF 

PGF 

OPAL, a detector at LEP. 

Parton Distribution Function. 

Photon Gluon Fusion. 

PYTHIA .... ' ... ,... A program for the generation of high-energy physics events, 

Le. for the description of collisions at high energies between 

elementary particles. 

QCD Quantum Chromodynamics 

QPM Quark parton model. 

RCAL Rear calorimeter. 

SLT ................. Second Level Trigger. 

TLT Third Level Trigger. 

uv .................. A kind of divergence, Ultra Violet in the QCD calculations. 

VFNS Variable Flavour Number Scheme. 

VMD ................ Vector meson dominance model. 

WWA ............... Weizsacker-Williams approximation. 
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