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Abstract 

The optimized Schwarz methods were recently introduced to enhance the convergence 

of the classical Schwarz iteration, by replacing the Dirichlet transmission conditions 

with different conditions obtained through an optimization of the convergence rate. 

This is formulated as a min-max problem. These new methods are well-studied for 

elliptic second order symmetric equations. The purpose of this work is to compute 

optimized Robin transmission conditions for the advection-diffusion equation in two 

dimensions, by finding the solution of the min-max problem. The asymptotic expan­

sion, for small mesh size h, of the resulting convergence rate is found: it shows a weak 

dependence on h, if the overlap is 0(h) or no overlap is used. Numerical experiments 

illustrate the improved convergence of these optimized methods compared to other 

Schwarz methods, and also justify the continuous Fourier analysis performed on a 

simple model problem only. The theoretical asymptotic performance is also verified 

numerically. 
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I l l 

Resume 

Les methodes de Schwarz optimisees ont ete introduites recemment pour accelerer la 

convergence de l'iteration classique de Schwarz. Ce but est atteint en remplagant les 

conditions de transmissions de type Dirichlet par des conditions differentes, obtenues a 

l'aide d'une optimisation du taux de convergence. Ceci est formule avec un probleme 

min-max. Ces nouvelles methodes ont ete bien etudiees pour les operateurs ellip-

tiques et symetriques de second degre. Le propos de ce travail est de calculer des 

conditions de Robin optimisees pour l'equation d'advection-diffusion en deux dimen­

sions, en trouvant la solution du probleme min-max. L'expansion asymptotique du 

taux de convergence, pour un petit pas de maillage h, est derivee: elle montre une 

faible dependance sur h, pour un recouvrement de largeur 0(h), ou sans recouvre-

ment des sous-domaines. Des calculs numeriques illustrent la convergence amelioree 

des methodes optimisees, compare a d'autres methodes de Schwarz. Les resultats 

justifient egalement l'analyse de Fourier continue, performee sur un probleme modele 

simple. La performance asymptotique theorique est aussi verifiee numeriquement. 
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Introduction 

Can the idea of domain decomposition, which originated from the 19th century, be 

made into state-of-the-art, lightning fast numerical solvers for partial differential equa­

tions? Current research efforts are directed toward answering positively to this ques­

tion, to obtain modern, competitive solvers. 

In 1870, H. A. Schwarz introduced in [Sch70] an iteration over a decomposition 

of the domain, for solving Laplace's equation. At the time, the utility of this idea 

was to prove the existence and uniqueness of the solution on domains that are unions 

of simple geometries. The application to numerical solvers for partial differential 

equations was studied only much later. The original algorithm of Schwarz has Dirich-

let matching conditions at the interfaces (boundaries of subdomains lying inside the 

domain). However, nothing forces this choice, and it was noted that one could use 

different conditions at the interfaces to enhance the convergence of the algorithm, 

for example in [Lio90]. Recently, a min-max optimization problem was formulated 

to compute good practical choices for these conditions. This leads to the optimized 

Schwarz methods. These methods are well-studied for symmetric elliptic equations, 

like the Poisson and Helmholtz problems. 

In this thesis, we focus on computing optimized Robin transmission conditions, for 

a model advection-diffusion problem, by solving the min-max problem. To compare 

the performance of the optimized methods with other techniques, the asymptotic 

expansion of the convergence rate, for small mesh size h, is found. Weaker dependence 
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on h translates into asymptotically better methods. 

This work is organized as follows. In Chapter 1, we introduce more precisely 

the idea of domain decomposition and Schwarz methods, and state some well-known 

results in the field. In Chapter 2, we show that optimal transmission conditions exist, 

but are non-local and thus not very convenient for practical use. In Chapter 3, the 

optimized Schwarz methods are defined, with the optimization problem we wish to 

solve. Chapter 4 is the center of interest and main contribution of this work: optimized 

Robin conditions are computed for an advection-diffusion model problem. In Chapter 

5, the min-max problem is solved for conditions with two independent parameters, 

but only a special case of the equation is considered. Finally, in Chapter 6, various 

numerical experiments illustrate the good performance of optimized Schwarz methods, 

compared to other techniques. 



Chapter 1 

Introduction to Domain 

Decomposition 

1.1 Schwarz Methods 

Consider the general boundary value problem 

Cu = f in the open domain Q, 
(1.1) 

Bu = g on dVt (the boundary of Q). 

We construct an iterative method by dividing the original domain f2 into two sub-

domains Q,\ and ^2 (or into N subdomains in general). Let Tj = dVli\dQ, be the 

interior boundaries of the subdomains (i = 1,2), called interfaces. Note that the 

subdomains can be overlapping or not (in the latter case T\ — T2). Sometimes a 

domain decomposition is suggested by the geometry or the underlying physics of the 

problem. For example, we might have different materials in different subregions of 

the domain (making the coefficients of the equation discontinuous), and so it would 

be convenient in this case to use a non-overlapping decomposition corresponding to 

these different materials. Figure 1.1 shows simple examples of non-overlapping and 

overlapping domain decompositions. 
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ft, 

(a) non-overlapping (b) overlapping 

FIGURE 1.1. Examples of domain decomposition. 

We construct an iterative procedure as follows. Starting with an initial guess for 

the solution on the interfaces, problems on the subdomains only are solved. The 

boundary data at the interfaces is obtained from a previous iterate. First, the sub-

problems can be solved sequentially: the differential equation is first solved in ft1; 

and the solution is then used to construct boundary data for the problem in ft2 

£ < + 1 = h 

Bu\+l = 

£ i < n+\ _ 
9i 

B\u. 

in fti, 

on dft n dfti, 

on Tu 

Cun
2
+l = h 

Bun
2
+l 

in ft2, 

ondnndn2, 
on r2 . 

92 

^ B2u
n
2
+l = B 2 < + 1 

In the above notation, u" denotes the solution of the subproblem in ftj at the nth 

iteration, ft is the restriction of / to the subdomain Q; and g{ is the restriction of g 

to dQ. fl dCli. The boundary operators Bi are called transmission conditions, because 

they control how information is communicated between the subdomains. In other 

words, they describe the coupling between the subdomains. Throughout this work, 

it will be assumed that these operators are linear, and are chosen such that the 
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problem in each subdomain is well-posed. Using Dirichlet transmission conditions 

in the above iteration (choosing Bx and B2 to be identity operators), we obtain the 

well-known alternating Schwarz method, or Gauss-Seidel Schwarz (GSS). Note that 

we could decide to solve in the subdomain ft2 first. In general with N subdomains, 

there are many ways to choose the order for the subdomain solves, leading to different 

algorithms. 

The subproblems can also be solved all in parallel, giving the formulation 

£ < + 1 = h infti, 

Bun
x
+l = g ondf tndf t j , (1-2) 

# l U ? + 1 = Bxu^ on i \ , 

Cunyl = h inft2, 

Bu1^1 = g ondftn<9ft2, (1-3) 

B2u2
l+l = B2u

n
x on T 2 . 

The well-known case is when we use Dirichlet transmission conditions; the resulting 

method is called the classical Schwarz method or Jacobi Schwarz (JS). For a detailed 

study and comparison between GSS, JSS and their discrete versions, see [Efs03]. 

These methods were introduced in 1870 by H. A. Schwarz [Sch70] and were used at 

first to prove existence and uniqueness theorems for the solution of partial differential 

equations. For example, if the domain ft is the union of simple geometries where the 

solution of the problem is known to exist and to be unique (e.g. the Poisson equation 

on the union of a disk and a rectangle, as in Figure 1.1(b)), one can show existence 

and uniqueness of the solution on ft by proving that the classical Schwarz iteration 

converges. More than a century later, domain decomposition methods came back to 

interest and are now an active area of research, for developing efficient solvers for 

partial differential equations. One of the reasons is that these methods are parallel in 

nature and thus can be implemented efficiently on parallel computers. Another reason 
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is that one can choose the transmission conditions at the interfaces as to accelerate 

the convergence of the algorithm. Finding good transmission conditions constitutes 

the main goal of this work. 

Remark 1.1. In the literature, when the Schwarz method is mentioned, it is often 

meant as the classical Schwarz method, with Dirichlet transmission conditions. How­

ever, in the present discussion, we shall use the name Schwarz for any choice of 

transmission conditions. 

Some specific choices for the boundary operators lead to other well-known iterative 
du 

methods. For example, letting B\U = u and B2u = 7—, we obtain the Dirichlet-
on 

Neumann method (DN), which was analyzed for example in [BW86]. Also, we get 

the Robin method by choosing 

„ du du 
B\u = — + 7i"u, B2u= 72w, 

where 7, are parameters, often taken to be real, but sometimes complex as in the 

case of the Helmholtz equation. For the Poisson and modified Helmholtz problems, 

restricting the 7;'s to be non-negative and not both 0 guarantees convergence of the 

Robin method. These two methods (DN and Robin) are usually applied for non-

overlapping decompositions. 

For any of these iterative methods, we can also introduce an acceleration param­

eter 9 e [0,1], and update one of the interface operators with a weighted sum, using 

the previous value, for example setting 

B^u^1) = OB^ul) + (1 - 9)Bl(u
n
l) on Tu 

as the boundary condition for the subproblem in Q,x. 
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1.2 Additive and Multiplicative Schwarz 

When discretizing problem (1.1), using finite differences or finite elements for example, 

we obtain a linear system 

.4u = f. (1.4) 

Given a mesh, denote by v the discrete values of u\, and by w the discrete values of 

no, for convenience. Also we use v2 and Wj for the nodes lying on the interface T;, 

i — 1,2. When discretizing the subproblems in the Gauss-Seidel Schwarz algorithm, 

we obtain a linear system for each subproblem 

A lV"+1 = fl5 f A2w"+1 = f2, 

, , n + l — w n I w n + 1 — - v n + 1 

V l — w l > ^ w 2 — V 2 • 

Define global approximations of the solution on the whole domain by 

w n + 1 in ft2, 
u n + l . : 

vn+i elsewhere. 

Let RiU be the restriction of u to ftz\Ti (i.e. keeping only the entries of u with indices 

corresponding to nodes in Q.l\Tl), and set .4"1 = RfA'1^. Then we can write GSS 

on the full domain as 

u " + 1 = un + ( I T 1 + A'1 - A^AAT1^ (f - .4un) , (1.5) 

or alternatively by 

u n + 1 = ( / - A^A) ( / - A-1 A*} u" + (.47;1 + X"1 - A~lAA-^ f. 

This discrete method is called the multiplicative Schwarz method (MS), because of 

the product of matrices in front of un in the above equation. 

For the Jacobi Schwarz iteration, we can go through a similar argument. Defining 
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the iterates on the whole domain as 

v n + 1 in fti\ft2, 

u n + 1 = <J v
n + 1 + w n + 1 - u n in f t in f t 2 , ( L 6 ) 

w n + 1 in ft2\fti, 

we obtain the iteration 

un+l =un+ ^ - 1 + £-ij ( f _ A u n ) ^ (1.7) 

or alternatively written as 

u n + 1 = ( / - A-:1 A - A J 1 A ) un + ( I r 1 + A2
l) f 

This discrete method is called the additive Schwarz method (AS), since in this case 

we only have a sum of the matrices AT1 A. The relation (1.6) may seem like a weird 

definition for the global iterates in the overlapping region, and indeed this causes 

convergence problems. We will come back to this issue when we introduce the re­

stricted additive Schwarz in Section 1.4. A detailed derivation of equations (1.5) and 

(1.7) can be found for example in [CM94, SBG96], and a similar representaion for 

the Schwarz algorithms can be obtained without resorting to a discretization of the 

problem, using continuous operators, see [QV99]. 

Remark 1.2. A stationary iterative method to solve the linear system Ax = b, with 

the matrix splitting A — P — N, is 

xn+l = xn + p-l,b _ Axn^ 

where we can think of the matrix P as a preconditioner. The convergence of this 

method depends on the spectral radius p(P~1N). In this section, we have written the 

multiplicative and additive Schwarz methods in this form, see (1.5) and (1.7). 
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1.3 The Steklov-Poincare Equation 

Many iterative methods based on nonoverlapping domain decompositions, to solve 

a boundary value problem in ft, can be seen as iterative methods for solving an 

equivalent problem posed on an interface variable appropriately defined. This is 

the topic of this section. The latter formulation of the method can be useful for 

proving convergence results, but also for numerical computations since the resulting 

linear system after discretization has a much smaller dimension, which may be an 

advantage for solvers that require a lot of storage (e.g. GMRES). 

For simplicity, we consider the Dirichlet problem 

Cu = f in ft, 
(1.8) 

u = 0 on 3ft, 

where C is a second order elliptic operator. We follow in this section the notation of 

Chapter 1 in [QV99]. Only the main steps in the argument are presented and some 

elementary functional analysis is assumed. Let a(-, •) be the bilinear form associated 

with the differential operator £, defined for functions in the Sobolev space 

dv dv 

^ ^ m " l M = 0 
HliQ) := <NeL2(ft) 

The weak formulation of problem (1.8) can be written as 

find u € #2 (ft): a{u,v) = {f,v)n VTJ <E H^(Q). (1.9) 

Let {fti, ft2} be a non-overlapping partition of ft, and T be the interface between the 

two subdomains. We define the local bilinear forms a;(-, •) as the restriction of a(-, •) 

on ft^ for functions belonging to the space 

Consider an interface function A 6 A, where A := {77 | 77 = v\r for v £ ^ ( f t ) } is 

the trace space of HQ(Q) on T. An extension operator £t\ is defined by solving the 
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homogeneous subproblem 

C(Sl\) = 0 infti, 

£{X = A on T, 

SiX = 0 ondf tndf t j . 

The complementary subproblem, defining the operator Qif, is 

C(GJ) = f in ft,, 

Qif = 0 on dtli. 

Suppose u € H^(Q) solves the weak formulation (1.9) for the differential problem 

(1.8), and let Ui := u\Qi and A := u\r. Then, it can be seen that 

Ui = SiX + Qif, 
2 2 

a(u,v) = ^2ai(ui,v\ni) = ^ ( / ^ I n , ) ^ , Vu € #d(^)-
i = l i = l 

In particular, choosing v^ := ^ / i for /i € A, we get the equation 

(SX,[i) = (x,p) for A,// € A, 

2 2 

where (<SA, //) := ^ a%(£zX, £&), (x, ft) := J ^ [(/, f ^ t a - a ^ / , £;//)]. 
i=i i=i 

This defines the operator S, called the Steklov-Poicare operator. In the above, (•, •) 

denotes the duality pairing: it is a bilinear form, from the space A' x A to C (or E), 

defined as {T,p) := T(p). We can show that if one solves the variational problem on 

the interface Y 

find A e A : (<SA, p) = {x, ft) Vju 6 A, (1.10) 

then it follows that A = w|r, where u solves the original differential problem (1.8). 

Thus, the problem defined over all of ft can be reduced to a problem on the interface 

T only. After solving problem (1.10) for A, we can recover the solution u on ft by 

solving subproblems with boundary condition u — X on T. 
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We have defined the operator S in general by using the variational formulation. 

It is sometimes possible to obtain a differential definition, for simple operators. For 

example, if C = —A, we can formally write the equation 

(1.11) 

wi 

sx = x, 

X • = 
\-^ dQif 
^ dm ' 
2 = 1 

where -— is the normal derivative on T, in the outward direction with respect to the 
drii 

subdomain ft;. The equation (1.11) is called the Steklov-Poincare interface equation. 

Finally, note that we can define local Steklov-Poincare operators as 

(SiX, p) := al(£lX, £{p), S — Sx + S2. 

For many iterative methods on subdomains, we can rewrite the iteration and 

condense it on the interface, to get an iteration on the interface variables only. So, 

these methods can be seen to be iterations for solving the Steklov-Poincare inter­

face equation. Taking for example the Dirichlet-Neumann method (with acceleration 

parameter 6), for the Poisson problem with zero Dirichlet boundary condition, we 

obtain 

An+1 = Xn + QS-\x ~ SXn), (1.12) 

which is a stationary iterative method for the Steklov-Poincare interface system, with 

preconditioner <S2. 

For symmetric positive definite problems, it was shown that the operators S and Si 

are symmetric, continuous and coercive. Using the Lax-Milgram lemma, this proves 

that the variational problem on the interface (1.10) has a unique solution. In addition, 

these nice properties allow us to prove convergence of a class of methods, including 

the Dirichlet-Neumann iteration (Chapter 4 in [QV99]). 
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1.4 Domain Decomposition Precondit ioners 

In this section, we survey some selected results on preconditioners for the Steklov-

Poincare linear system, for elliptic partial differential equations. We work at the 

finite-element level, assuming a "nice" triangulation Th of the domain ft (no thin 

triangles). Let h be the maximum diameter of the elements, and H be the maximum 

diameter of the subdomains. We write the finite-dimensional version of S as Sh. The 

goal is to find a preconditioner Ph such that the condition number of P^Sh satisfies 

(as closely as possible) the properties: 

• it is independent of the mesh parameter h, 

• it is independent of the number of subdomains (or H), 

• it is independent of the aspect ratio (relative sizes) of the subdomains, 

• it is independent of the coefficients of £ (size, discontinuities, etc.). 

In addition, we would like a preconditioner such that the matrix-vector product 

PhlShu can be computed efficiently; the matrix Sh is dense and very expensive to 

compute. In two dimensions, we have that K(Sh) < £ , where C is a constant in­

dependent of h and H (see [LT94, QV99]), whereas the original stiffness matrix A 

induced by a discretization of the problem over all of ft (e.g. using finite differences 

or finite elements) has a condition number growing like 1/h2. In this section, the ma­

trices A, Sh and preconditioners Ph are all symmetric positive definite (unless stated 

otherwise), and so the spectral condition number is used, which is defined as the ratio 

of the maximum and minimum magnitude of eigenvalues 

K(A) = K2(A) := ^ i . 
^•rnin 

The criteria mentioned above describe the perfect preconditioner. In the very specific 

case of the Poisson equation, homogeneous Dirichlet data and with two subdomains 
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only, it was found that an optimal preconditioner (/^(P^Sh) is independent of h) can 

be efficiently computed using the Fast Fourier Transform. However, in the general 

case of an elliptic operator £ and N subdomains, the situation is not as easy. See the 

review article [XZ98] for technical results about well-known preconditioners for the 

Steklov-Poincare system. 

If a preconditioner is constructed by considering only coupling between adjacent 

subdomains, then the condition number will grow depending on the number of sub-

domains, like H~2. Heuristically, at least a growth factor of the order of H~l in the 

condition number is due to the lack of global communication between the subdomains: 

information can take up to 0(H~l) iterations to reach another subdomain, where H 

is a measure of the diameter of each subdomain. To remedy this problem, we can 

introduce a coarse grid correction. For example, suppose we have a non-overlapping 

decomposition such that the vertices (nodes on the interface adjacent to more than 

two subdomains) induce a coarse triangulation TH, i.e. the subdomains form them­

selves elements. Let AH be the associated stiffness matrix. We can incorporate this 

coarse grid into our preconditioner additively 

(P^)-'^P-' + RT
HAH'RH, 

where RH is a restriction matrix on the coarse grid, with the usual meaning. This 

preconditioner was first proposed by Bramble, Pasciak and Schatz [BPS86]. As you 

might have guessed, this idea is closely related to multigrid methods. For more details 

on multilevel methods in the context of domain decomposition, see [SBG96]. 

For overlapping domain decompositions, we can use the additive Schwarz precon­

ditioner. It is defined as the sum of the subdomain approximations 
N 

Pasl = Y.R^Ai1^ 
i=\ 

Recall that in Section 1.2, we have written the additive Schwarz algorithm as a sta­

tionary iterative method with preconditioner Pas (see (1.7)). For symmetric problems, 
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P",1 is symmetric positive definite with respect to the Euclidean inner product (for 

a proof see [QV99]). This implies that one can use the conjugate-gradient algorithm 

to solve the preconditioned linear system. In contrast, the multiplicative Schwarz 

preconditioner gives the product 

P~]A = / - ( / - RT
NA$RNA) • • • ( / - RlAT'R.A), 

which is not symmetric, even if A is. If the overlap between two subdomains is of size 

5H, with S e (0,1) (i.e. the overlap keeps the same width relative to the size of the 

subdomain), we get the results [DW89] 

K(Pas A) < C-jpJp' 

< C- with coarse grid correction. 
5 

More recently in 1997, Cai and Sarkis discovered, by accident, that a modified version 

of the AS preconditioner was performing better and was requiring less communica­

tion between subdomains (processors). It was called the Restricted Additive Schwarz 

(RAS) preconditioner [CS99]. It had been noticed before that the original AS method 

is not always convergent (for example in [SBG96]), and RAS is resolving this problem. 

Heuristically, looking at the AS preconditioner, we can observe that contributions 

from different subdomains get added up in the overlapping regions. To define RAS, 

we assume that we first have a non-overlapping decomposition {ft°}, which is then 

extended to the overlapping partition {ft;} by growing each subdomain. The RAS 

preconditioner is obtained from AS by changing the way we add the solutions of the 

subproblems together to get an approximation on ft (i.e. changing relation (1.6)). 

Instead of using the restrictions R4, we use the restrictions on the corresponding 

non-overlapping subdomains, R9 

Pr'al = E(^°)T4-1^-
i = l 
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This way, when adding the subdomain solutions, nothing gets added up in the over­

lapping region. In addition, half of the amount of communication is saved by this 

modification. For a detailed analysis and comparison of AS. MS and RAS, see [Efs03] 

and references therein. 

1.5 A Method for Advection-DifFusion 

The convergence proof of certain iterative methods introduced in Section 1.1 only work 

for symmetric elliptic differential operators (see [QV99] and references therein). For 

the Dirichlet-Neumann (DN) method for example, we have stated before by equation 

(1.12) that it can be written as a stationary iterative method for the Steklov-Poincare 

system, with preconditioner <S2. For symmetric, positive definite, elliptic differential 

operators, we can show that the <S; are symmetric, continuous and coercive operators. 

The convergence of the DN method follows from these facts. However, for non-

symmetric equations, Si are not symmetric and not necessarily coercive. Indeed, as 

will be noted later, DN does not always converge for non-symmetric problems. 

We consider an advection-diffusion problem with homogeneous Dirichlet boundary 

condition 

Cu := —v&u 4- V • (au) + cu = / in ft, 

u — 0 on 5ft. 

We define two different bilinear forms for u,v <G Hl(Q), 

a°(u, v) := / vVu • Vt> + V • (au)v + cuv, 
Jo. 

a*(u,v) := / uVu -Vv + I - V • a + c) uv + - / a- (vVu - uVv). 

We introduce a non-overlapping decomposition of ft into ftx and ft2. The local bilinear 

forms a* are obtained by restricting a* to ft;. Note that a°(-, •) and a*(-, •) coincide 
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on the space H^(Q). The weak form of the differential problem can be written as 

finduetfoHft): a*(u,v) = (f,v) Vv 6 H1^). (1.13) 

We use the particular bilinear form a* for a reason: even though it is equivalent to a 

on our Sobolev space, it leads to interface conditions of Robin type in the multidomain 

formulation (see Chapter 6 in [QV99] for details). Some assumptions are made on 

the coefficients of C: 

ae(L°°(ft))2 , V -aeL°° ( f t ) , 

ceL°°(ft), /GL 2 ( f t ) , 

- V - a ( x ) + c ( x ) > 0. 

The last condition in particular ensures that the bilinear form a*(-,-) is coercive. 

Under these assumptions, using the Lax-Milgram lemma, the weak form (1.13) of the 

problem has a unique solution. 

Our main interest in this section are advection-dominated problems, i.e. for which 

the viscosity v is small. When the viscosity is large enough compared to the advection, 

one can find convergent domain decomposition algorithms for the problem (e.g. DN) 

using the same methods as in the symmetric case. However, for small viscosities, these 

methods can produce instabilities. We summarize here only one specific approach 

relevant to this work. 

Let n be the normal vector to T, pointing outward with respect to ftx, and let 

7 be a function in I/°°(r), positive almost everywhere. The 7-Robin/Robin (7-RR) 

iterative method reads 

£ < + 1 = h infix, 

< + 1 = 0 ondftiHdft , 

i? !< + 1 = Bxu\ onT, 
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Cun
2
+l = f2 

uV;+l = 0 

where B\U :— v 

in ft2, 

i2 — u on <9ft2 n 5ft, 

B2u%+1 = B2u^+1 onT, 

du fl \ du (I \ 
- - - a - n - 7 U , B2u:=v~- - a • n + 7 U 

This method was proposed in [ATV98]. Note that this is the alternating version of 7-

RR, the parallel version is obtained by replacing u™+1 by w" in the second subproblem. 

This method takes into account the direction of the advection across the interface 

explicitly in the Robin conditions. Let An := B\U2, and e™ := w" — w|nj5 where u 

denotes the exact solution of the original problem. Then, on T, we have 

A n+l _ B,un
2

+\ 

= B2u
n

x
+l + 2-yul n + l 

= Bxu
n

2 + 2 7 « + 1 - u ,n+l^ 

X n+l _ An + 27(e£ n + l ,n+l 

Defining the spaces \\ := {v G H1^)^ = 0 on 5ft n dftj}, let ft; : Hll2(T) -> Vz 

be any extension operator on the trace space. Using the local bilinear forms a*, we 

can write the weak formulation of the 7-Robin/Robin iteration as 

find < + 1 G U : a t « + 1 , vx) + f 7 < + V = (/, f i K + f A > , VVl G VI, 

un
2
+l G V2 : a^K + 1 , v2) + f iun

2
+lv2 = (f, v2)a2 

(/, n ^ h , - a\(u^l,1llv2) + j 7 < + 1 t ; 2 

find 

, \fv2 G V2. 

The value of A is updated using the relation 

A n+l \n An + 2 7 K + 1 - < + 1 ) | r . 

Note that the term in the square brackets [•] above is the weak form for B2(u[l+l). 

Given some assumptions on 7, the convergence of the method can be proved. 
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Theorem 1.1 (Convergence of the 7-RR method). Let ft be a Lipschitz 

polygonal domain, and suppose a|r G L°°(r)2. For any initial guess A0 G L (T), the 

sequence of iterates uf in the 7-RR method converges in i/^ft;) to the restrictions 

u\sii of the exact solution, for i = 1,2. 

Proof. See [ATV98] or [QV99]. • 

In [ATV98], a strategy is proposed for choosing 7. In the proof of convergence, 

an upper bound is found for an expression involving the error of the iterates. This 

upper bound is minimized with respect to 7, resulting in a formula that depends on 

the exact solution u. The choice proposed is to use this formula and replacing u by 

un, to get the parameter 7 n + 1 for the next iteration. 

Remark 1.3. We could also consider a variant of the j-RR method, by using two 

different positive functions 71 and j 2 in the definitions of B\ and B2. This would 

allow more freedom in choosing the transmission conditions, and thus can lead to 

faster convergence. The convergence of such a method has not been proved yet in a 

general setting similar to Theorem 1.1. 
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Chapter 2 

Optimal Transmission Conditions 

2.1 The Model Problem 

We now turn our attention to the advection-diffusion equation in two dimensions 

Cu := —uAu + a • Vw + cu = f, 

where we assume that the coefficients are all constant in the plane, with v, c > 0 

and a = (a, b). The coefficient c usually comes from the implicit discretization of the 

time dependent problem (e.g. c = 1/Af), or is given by c = V • a if the advection is 

not divergence free. Physically, the equation represents the divergence of a flux. Our 

model problem will be to solve the advection-diffusion equation in the plane 

Cu = 0 on E2, 
(2.1) 

u is bounded at infinity. 

Since the operator C is linear, it is enough to consider the homogeneous equation and 

analyze the convergence of the methods to 0, which is the unique solution of problem 

(2.1) since c ^ O . We divide the plane into two subdomains, as in Figure 2.1, with 

an overlap of width L 

ft1=(_oo-JxR, ft2 = f - - , o o ) x R. 
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ftx 

2 u 2 

ft2 

FIGURE 2.1. Decomposition for the model problem. 

Since the subdomains are half-planes that are infinite in the y direction, and 

because the coefficients of the equation are constant, we use the Fourier transform in 

the y variable to easily obtain explicit formulas for the solution in the subdomains. 

The Fourier transform is defined, for L^M) integrable functions with respect to y, as 

/

oo 

u(x,y)eiykdy, 
•oo 

1 f00 

J^1{u)=u{xty) = — / u(x,k)e-*ykdh, 

(2.2) 

Fy[ — ) = —iku(x,k). 

The new variable k represents frequencies of the solution in y. Transforming the 

differential equation to Fourier space, we get 

d u du 
Fy(Cu) = Cu = -v-^i + a-p- + (vk2 - ibk + c)u = 0. 

This is a second order ordinary differential equation in x, with constant coefficients. 

The corresponding characteristic polynomial has the two roots (possibly complex) 

i ± , , , a ± \/a2 + 4i/c - Mvbk + 4u2k2 

X*(k) = 
2u 

(2.3) 

By inspection, we have that the real part of A+ is positive, and the real part of A- is 

negative because u, c > 0. This explains the choice of notation. Consider solving the 
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equation Cu = 0 on the subdomains, with appropriate conditions at infinity 

Cui = 0 on fti, 

|wi| < co as x —> —oo, \y\ —> oo, 

Cu2 = 0 on ft2, 

\u2\ < oo as x —>• oo, \y\ —>• co. 

Then, using the Fourier transform in y defined in (2.2), the solutions of these problems 

in Fourier space are of the form 

u1(x,k) = C1(k)ex+{k){x-%\ (2.4) 

u2(x,k) = C2(k)ex~{k){x+^, (2.5) 

where the functions Cz(k) are to be determined by boundary conditions at the inter­

faces x — ± ^ . We denote by z the square root part of X±(k), namely 

z(k) = 6(k) + irj(k) : = Va2 + Ave - Aiubk + Av2k2. (2.6) 

This expression will turn out to be of crucial importance in this study. From now on, 

to simplify the notation, we omit the boundedness conditions at infinity when writing 

the subproblems. 

The first property of the iteration (1.2) and (1.3) we will seek to have is conver­

gence. In this case, we would like {u^(x,y)}^L0 to be convergent sequences for each 

subdomain ft; and at each point (x,y) G ft;. In other words, u* -+ ux point-wise on 

ftj for some function U;. 

Definition 2.1. The convergence rate of the parallel Schwarz iteration (1.2) and 

(1.3), applied to our model problem, is defined by 

In the rest of this work, we will say that the iteration is convergent if \p(k, L)\ < 1. 
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First note that this definition looks only at values of x on the interface T^ How­

ever, convergence of u™ on Fi implies convergence on the subdomain fti, when as­

suming well-posedness of the subproblems and enough regularity on u™. We cannot 

use the ratio of consecutive iterates since, for example, ux
+1 is not related to u\ but 

instead depends only on u2. The parallel Schwarz iteration actually contains two 

separate subsequences, however for our model problem p will not depend on n. In 

addition, we will be able to note later that we always get an equivalent definition for 

the convergence rate using u2 on Y2 

From these observations, it is possible to deduce convergence of u™ to the solution u 

restricted to ft;, only from the criterion \p(k,L)\ < 1. 

We often get an expression for p which is symmetric in k, and so we can look only 

at nonnegative values for k. Usually in practice, it is sufficient to get convergence only 

on a bounded range of frequencies [kmin, kmax] that are relevant to the discretization to 

be used for solving the subproblems numerically. A discrete mesh cannot capture very 

high or very low frequencies in the solution. As an approximation for the maximum 

frequency on a discrete mesh, we take kmax = n/h, where h is the mesh size in the y 

direction: this corresponds to the frequency of an oscillatory function which is zero 

at all mesh points. For the minimum frequency, we can use kmin = TT/H, where H 

is the width of the domain ft in the y direction: this represents the frequency of an 

oscillatory function which is zero only at the endpoints of an interval. We may also 

take kmin = 0 in some situations for simplicity. Note that kmin is independent of the 

discretization. 
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2.2 Performance of the Classical Schwarz Method 

Let us investigate first the performance of the classical Schwarz method (also called 

Jacobi Schwarz), using Dirichlet transmission conditions, when applied to our model 

problem, 

£ < + 1 = 0 on ft1; 

< + 1 ( M = «5(f,y) foryGM, 

Cu^+1 = 0 on ft2, 

« 2 + 1 ( - f y ) = « i " ( - i y ) foryGM. 

The solutions of the subproblems in Fourier space are of the form given by equations 

(2.4) and (2.5). Applying the Dirichlet conditions, we obtain 

^\x,k)=u«(^,kyx+^-^, 

u^\x,k)=u«(-±,k)ex-W^\ 

Using these relations, we can easily obtain that 

u^ (§,*) =a? (§,*) =4?-' (-§•*)«""'". 

= i»-i(^,fc)e1( i"(*>-A +<*". 

Hence, the rate of convergence of the classical Schwarz method applied to our model 

problem is given by 

p„(ife,L) = C ^ - W - ^ * » = c - ^ . (2.7) 

Proposition 2.1 (Convergence of classical Schwarz). The classical Schwarz 

method with overlap (L > 0) converges for all non-zero frequencies k / 0. At k = 0, 

the iteration converges if and only if \a\ > 0 or c > 0. 

Proof. The conditions in the statement guarantee that L£(k) > 0. Hence, 

\pcs(k,L)\ =e * < 1. 
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• 

We want to study the convergence rate of the continuous methods as defined ear­

lier, but by including the dependence of kmax and L on the mesh size of an eventual 

discretization. In practice, we usually want to decrease the overlap size proportion­

ally to the mesh size, to limit the computational cost of the solution. It is interesting 

to compare the performance of different methods (using different transmission condi­

tions) by looking at the asymptotic behavior of the convergence rate as the mesh size 

decreases to 0. For convenience, we use the notation £min := f(kmin). 

Proposition 2.2 (Classical Schwarz asymptotics). For L = h, we obtain the 

asymptotic expansion for small h 

max w \pcs(k, h)\ = l - ^ h + 0(h2). 

Proof. Recall that we have defined f to be the real part of the complex number z. 

By inspection, £(k) is a positive and increasing function for k > 0. Hence, we get 

\pcs(k,h)\ =e~ » , 

max \pcs(k, h)\ = e 
hZ(km.in) 

Therefore, expanding in a Taylor series around h = 0, we get that the convergence 

rate approaches 1 linearly as h —> 0, as stated. rj 

We can make a few useful remarks at this point. First, the convergence rate and its 

asymptotic expansion are independent of scalings of the advection-diffusion operator 

Cu: we can see this by noting that £/v is independent of scalings of the coefficients. 

This remark holds true for all the remaining results in this work, consequently it 

will not be noted again. The classical Schwarz algorithm does not converge without 

overlap, and it converges faster as we increase the size of the overlap. In addition 

note that when fixing the overlap size (i.e. using the same value for L as we refine 
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the mesh), the maximum convergence rate is independent of the mesh parameter h 

since 

\pcs(k,L)\ <e 

However, as we mentioned above, we often want to take L = 0(h) for computational 

efficiency. Also, a non-overlapping domain decomposition might be imposed by the 

physics or geometry of the problem. In these cases, the classical method has poor 

performance, thus the need to investigate better methods. This will be achieved by 

changing the transmission conditions in the Schwarz algorithm. 

2.3 Rate of Convergence of the Schwarz Method 

We continue using our model advection-diffusion problem with constant coefficients, 

on the plane. To compute the rate of convergence, it is enough to consider the 

homogeneous equation only, since the operator is linear. Recall our decomposition: 

the original domain ft = R2 is divided into two subdomains: fti = (—oc, | ) x K and 

ft2 = (—|r,oc) x R, with overlap size L > 0. We denote the solutions on each of 

the two subdomains by u™(x,y) and u2(x,y). With the motivation of enhancing the 

convergence of the classical Schwarz algorithm, we replace the Dirichlet transmission 

conditions by operators of the form 

du du 
Blu=— + Sl(u), B2u=— + S2(u), (2.8) 

and then apply the parallel Schwarz iteration given by equations (1.2) and (1.3). In 

the above, Si are arbitrary linear operators acting in the y variable only, with Fourier 

symbols az(k), i.e. 

Fy[Si(u)] = crl(k)u(x,k). 

Lions was the first to suggest replacing the Dirichlet conditions by Robin conditions 

to obtain a convergent method for non-overlapping decomposition, see [Lio90]. He 



26 Optimal Transmission Conditions 

also suggested the use of more general conditions: 

First of all, it is possible to replace the constants in the Robin conditions 

by two proportional functions on the interface, or even by local or nonlocal 

operators. 

By taking the Fourier transform, the boundary operators (2.8) become Robin 

conditions for fixed k. The idea is to find good candidates for the functions <7;, 

leading to the best convergence rate possible. For completeness, we rewrite in full the 

Schwarz algorithm with the new transmission conditions 

- i / A < + 1 + a - V < + 1 + c < + 1 = 0 o n ( - c o , f ) x R , 

^ + < S l K + i ) = M + < S l K ) a t x = Lt 

-vAu^+a-Vu^ + cu^1 = 0 o n ( - f , c o ) x R , 

-ii- + S2(u2
+) = - § x + 5 2 K ) a t x = - f . 

Recall that Re(X+) > 0 and Re(X~) < 0 when assuming v,c > 0. Thus, using the 

Fourier transform in y and the boundedness conditions at infinity, we obtain that the 

solutions on the two subdomains are of the form 

un^l(x,k) = C^l(k)ex+^x~i\ u^+l(x,k) = C^l(k)ex~^x+^, 

which are the same as in equations (2.4) and (2.5). The transmission conditions at 

the interfaces enable us to solve for the constants Cn+1 

dx + a1u?+i = (A++<T1K+1, 

= (X+ + a1)Cr1 a t x = - , 
2 

+ o~iu2 at x = 
dx ' ^ 2 ^ ^ = 2 " , 

L 
2 

= (X-+a1)C^eLX~ a t s = £ , 

=> Crl = %-±^C?eLX-
(A+ + a0 
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Similarly, we have that C2
+1 — ,^_^2|C'1

rie~LA+. Combining the last two equations, 

we obtain that 
-n+ l (A~ + <7i)(X+ + a2) x ux--\+) 

(A+ + a 1 ) ( A - + a 2 ) ° 1 

Finally we can express u"+1 in terms of i/"-1 and get the convergence rate 

-C7-V < + 1 

ul+1 = 

(X +^ i ) (A + +a 2 ) r , n _ i r L ( A--A+) 
(A+ + ai)(A- +a2) 
(X-+a1)(X++a2)L(x-_x+ 

L(A+ + ai)(X- + a2) 

eA-(x-f; 

e u i 
n-\ 

nib r n- ~ \ - (A +^l)(A++g 2) UX--X+) ( 0 Q x 

p(k,L,aua2 - —— re ;. 2.9) 
(A+ + ai)(A +cr2) 

The convergence rate of the iteration depends on the frequency parameter k: given 

initial guesses u°(y) and u2(y) for the solution at the interfaces Ti and T2 respectively, 

different frequency components in the error will converge at different speeds. Note 

that the exponential component of (2.9) is exactly the convergence rate of the classical 

Schwarz method, and it is the only place where the overlap size L appears. In addition, 

we get a fractional component in front, which we hope is of magnitude less than 1, 

to obtain better performance. In particular, choosing o\ = —A- and a2 = — A+, the 

convergence rate becomes uniformly 0. Hence, we have found an optimal choice for 

the functions cr; that make the method converge in two iterations only, 

aT(k) = -X-(k)t af(k) = -X+(k), 

^p(k,L,af,a°2
pt) = ^. 

After one iteration, we have that Bi(ur) = Bt(u0), where u0 is an initial guess for 

the solution. Thus, uz will not be equal to the exact solution restricted to ft;, unless 

we pick an initial guess such that BZ(UQ) = Bt(u), which is unlikely if we don't 

have knowledge of the exact solution. Thus, the parallel version of the Schwarz 

method cannot converge after only one iteration, no matter the choice of transmission 

conditions. 
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Remark 2.1. The formulas derived in this chapter also apply to some symmetric 

problems, simply by choosing appropriate values for the coefficients of the advection-

diffusion equation. For reference purposes, here are the values of X we obtain for 

well-known symmetric equations 

• Poisson equation, C = —A 

A±(A;) = ±|fc|, 

• Helmholtz equation, C — — A — cu2 

X±(k) = ±Vk2 - to2 for \k\ > cu, X±(k) = ±iVco2 - k2 for \k\ < w, 

• Modified Helmholtz equation, C = — A + co2 

X±(k) = ±Vk2+uj2. 

2.4 Optimal Operators 

In the previous section, we have found optimal symbols in Fourier space for the 

Schwarz method with transmission conditions of the type given by (2.8). This was 

achieved simply by inspection of the convergence rate. We now need to transform 

back the symbols a°pt and a2
pt to real space, to find out what kind of operators S{pt 

and S2
pt are. 

According to Section 2.1, by taking the Fourier transform in y, the advection-

diffusion operator in Fourier space can be factorized as 

Again for simplicity, we will omit the conditions at infinity when writing the subprob­

lems. Define the operator AT as 

A][u}(x,y):=^(x,y), (2.10) 
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(2.11) 

where w solves the problem in the right half-plane, for fixed x, 

Cw — f for x > x, 

w(x,y) = u(x,y) Vy G R. 

Similarly, define the operator At as 

dz 
Aj[u](x,y) := ^{x,y), 

where z solves the problem in the left half-plane, for fixed x, 

Cz = / for x < x, 

z(x,y) = u(x,y) Vy G R. 

For the homogeneous problem, we can solve directly for w and z in the definitions 

of Aj (taking / = 0) by using the Fourier transform in y and the boundary conditions, 

to get the formulas 

w(x,k) =£(£,£)eA - ( ;° ( : c-£ ) , 

— (x,k) = X~(k)u(x,k), 
dx 

Ty [A(T(u)(£,y)] = X~(k)u(x,k), 

z(x,k) = u(x,k)ex+{k)(x~x), 

dz 
dx 

(x, k) = X+(k)u(x, k), 

Py[A+(u)(x,y)} =X+(k)u(x,k). 

Hence, we have that A^(tt) = JF~1[A±(/c)u]. We can thus derive a factorization of 

the advection-diffusion operator in real space 

Cu = J-y Cu 

( d 

= KX 
-v 

' d_ 
dx 

d 
A+ UT- - A 

dx u 

= -vKm- n ^ l ^ - A " ) " 
Cu = -"{i- A° TX ~ A°~) "• 
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The operators A~jr and Aj are called Steklov-Poincare operators. They are also re­

ferred to as Dirichlet-to-Neumann maps, because they take Dirichlet boundary data 

and return the Neumann data corresponding to the solution in one half-plane. This 

factorization was derived in [NR95], and it is also used in [Jap97]. We have shown that 

the optimal operators for the Schwarz algorithm described in the previous section, 

for the homogeneous problem, are given by 

C0P* — A _ C°P* — A + 
«->l — ~A0 ) °2 ~ — A 0 • 

Now that we have the optimal operators for the homogeneous equation, we can 

guess an optimal choice for the non-homogeneous equation and show explicitly the 

convergence after two iterations. Suppose that u satisfies Cu = f on R2 and is 

bounded at infinity. Then note that A^u = §f • So, the solutions of the problems 

C(u\) = f for x < x, 

(•§^-Af)ui - 0 dXx = x, 

£(u2) = / for x > x, 

(A - A+) u2 = 0 at x = x, 

are exactly the restrictions of u on the subdomains x < x and x > x respectively. For 

that reason, the conditions (A - A±) u = fj are called artificial boundary conditions. 

Usually, they are used for truncating infinite or large computational domains. Let us 

write down the Schwarz algorithm using artificial transmission conditions, 

£ K + 1 ) = / f o r x < L / 2 , 

( A - A 7 K + 1 = (l~Af)u2 *tx = L/2, 

C(un
2

+l) = f forx>-L/2, 

( £ - A ; K + 1 = (&-A;K ats = -L/2. 
After the first iteration, we have C(u\) = f for x < L/2. This implies that Atu1 = ^i-

at x = -L/2. Hence, we have (A - A+) u\ = 0 at x = -L/2. So, for the second 
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iteration on the subdomain ft2, the boundary condition used is ( ^ — A t ) u\ = 0 at 

x — —L/2. Hence, as we have shown above, we must have u\ = U\Q2 where u solves 

the original problem on ft. By a similar argument, we can show that u\ = U\QX. 

Therefore, this Schwarz algorithm converges in exactly two iterations, and is thus 

optimal with this choice of transmission conditions. The optimal operators for the 

advection-diffusion equation are discussed in [JNOO]. 

Remark 2.2. This result can be directly extended to a more general situation, where ft 

is a bounded domain, with a decomposition into fti and ft2. The derivative with respect 

to x in the boundary operators (2.8) needs to be replaced by directional derivatives on 

the interfaces 
du du 

Biu=- hSi(u) , B2u=- \-S2(u), 
dni dn2 

where —— is the normal derivative to Ti in the outward direction with respect to fti, 
dn-i 

and is the normal derivative to T2 in the inward direction with respect to ft2 

dn2 

Also notice that, when using the optimal operators, the convergence of the method 

is completely independent of the overlap size (including the case L = 0) and of the 

aspect ratio of the subdomains. 

2.5 More Subdomains 

So far, we have only considered decompositions into two subdomains, and found 

optimal transmission conditions. In general, we may want to decompose the domain 

into more subdomains. One of the known results is the following: if we decompose 

ft into N strips (or bands), and use the optimal transmission conditions computed 

for two subdomains at each interface, the Schwarz algorithm converges in at most N 

steps (see [NRdS94]). This result is optimal, in the sense that at least N iterations 

are needed to "spread" the information about the source term / over all subdomains. 
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To remove the dependence of the convergence on the number of subdomains, a coarse 

grid correction is used in practice, see Section 1.4. 
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Chapter 3 

Optimized Schwarz Methods 

In Chapter 2, an optimal choice for the linear operators <S; was found, making the 

Schwarz method converge after only two iterations. One might think that the story 

has ended. However, the Steklov-Poincare operators are non-local in y, as the defi­

nitions (2.10) and (2.11) demonstrate. This can also be deduced from the fact that 

the symbols A* are not polynomials in k. The optimal transmission conditions are 

thus costly and not convenient to implement in numerical solvers, because of this 

non-locality property. We would like to obtain "good" transmission conditions (in a 

sense to be made precise) that are local in y, which implies operators involving only 

derivatives with respect to y. 

For the one-dimensional advection-diffusion problem on the real line 

— uu" + au' + cu = f on R, 

the optimal operators are constants, and thus we obtain the Robin conditions 

opt _ du -a ± \Za2 + Ave 
Oi 9 U — "T _ U 1,2 dx 2v 

as optimal transmission conditions. 
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3.1 Approximated Artificial Boundary Condit ions 

Recall that the optimal transmission conditions for the homogeneous advection-

diffusion equation are given by 

BTu = yx - A0- (u), Bfu = ^ - A+ (u), 

with Ty [A^(w)] = X±u. The goal now is to find good local transmission conditions: 

they will be more convenient in practice. One strategy is to use Taylor series approx­

imations of A* around k = 0, for the symbols a;. This gives low degree polynomials 

in ik, and when transforming back to real space, we obtain low order derivatives in 

y. In [NR95], Taylor approximations of order 0, 1 and 2 are considered, 

+ a + Va2 + Ave 
\{k)- Yv ' 
, _ . , . a - Va2 + Ave 
A 0 ( * ) : = Yv ' 

+ ._ a + Va2 + Ave 
\+(k) := v - j " k, 

2v Va2 + Ave 
. n . a - \/a2 + Ave b 
Ai (k) := — + i k, 

2v Va2 + Ave 

. , , , . a + Va2 + Ave b v ( b2 \ n 

^t(k) ••= ^ t k + 1 + -—-— k2, (3.1) 
2v Va2 + Avc Va2 + Avc\ a2 + Ave J v ; 

A_/,x a - Va2 + Ave b v ( b2 \ 
A2 (k) := +1 k - 1 + ° ) k2 ( 3 2 ) 

2v Va2 + Avc Va2+Avc\ a2 + Ave J v ; 

In contrast to the classical Schwarz method, using the above approximations guar­

antees the convergence of the iteration, even without overlap. This will be proved 

in Section 3.3. One immediate drawback of this approach is that the Taylor approx­

imations will be good only for low frequencies. These conditions can be used with 

an overlap, which has the effect of accelerating the convergence for large frequencies. 
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However, to cover the whole range of relevant frequencies, it would often be necessary 

to use a high order Taylor approximation and a large overlap size, which might not 

be possible in practice. 

We now investigate the asymptotic performance of some of these methods, as the 

mesh size h goes to zero. The results in this section are proved in [Jap97], but we 

present here different proofs using our notation. 

Recall that we use the notation 

z(k) = £(k) + in(k) := \la? + Ave - Aivbk + Av2k2. 

Proposition 3.1 (Zeroth order Taylor asymptotics, no overlap). Let 

zQ := -(0) = \/a2 + Ave. Taking kmax = j-, the asymptotic performance of the zeroth 

order Taylor transmission conditions without overlap is 

max \pT0(k,0)\ = l-—h + O(h2). 
^minj^^'Si^'Tnax l/T\ 

Proof. The zeroth order Taylor approximation of the optimal symbols — A± are 

The rate of convergence (2.9) becomes Pro(k,0) 
(z0- z)(z- z0) (e - ZQ)2 + y2 

(Z + zo)2+V21 (-z - zQ)(z + c0) 

where we have defined earlier that z = £ + in. We have z0 > 0, which implies 

|pro(A;,0)| < 1. Also, taking the limit as k —» 00, it can be seen that f —>• 00 and n 

remains bounded. Hence, 

lim |pro(fc,0)| = 1. 
k—>oo 

Therefore, for kmax large enough, we get that the maximum over the interval is 

attained at the maximum frequency 

max \pTo(k,0)\ = \pTO(kmax,0)\, for kmax large. 
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Given that kmax — ̂ , the real and complex parts of z behave like 

2VTT . _ , . . 
e = — + 0(h), 

rf = b2-0(h2). 

Thus, inserting these asymptotic terms into the convergence rate, we get 

f - 2*0£ 1 - %h 
I Pro (kmax , 0 ) | 

2^0 ,_ , ^/,2\ max \pTO(k,0)\ = l -h + 0(h2). 
"-771171 ^:"' j^fcmax l/i\ 

D 

The zeroth order Taylor approximation without overlap has the same asymptotic 

performance as the classical Schwarz method with overlap of size h: the convergence 

rate approaches 1 linearly as h —> 0. 

Proposition 3.2 (Zeroth order Taylor asymptotics, with overlap and 6 = 0). 

Let kmax = | and L = h. The asymptotic performance of the zeroth order Taylor 

transmission conditions with overlap and b = 0 is 

max \pro(k,h)\ = l-4J—h*+0{h). 
Kmin 2^^j^^max y & 

Proof. From the previous proof (the conditions are the same here), the convergence 

rate has an extra exponential component due to the overlap, 

(Z ~ ZQ)2 _h± 
\pTo(k,h)\ = 

z + z0)
2 

(Z-z0)
2 _M 

-,e " 
(Z + zo)2 

since z = £ is real because 6 = 0. Now, to find the maximum of the convergence rate, 

we look at the derivative with respect to f, and by simple algebra we obtain that 

dpTQ / AvZn 
— = 0 <=> fi = z0 or £2 = A / 2

2 + — . 
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Note that the critical value £2 will eventually lie in the interval [£,(kmin),{;(kmax)}: it 

grows like h'1/2 and ^max grows faster, like h~l. We can easily check that £1 is a 

minimum and £2 is a maximum. Let k2 be such that £2 = £(k2). Thus, the maximum 

of the convergence rate over the interval is attained either at £m;n or at £2. As h —>• 0, 

\ Pro (kmin, h)\ < 1, and \pro(k2,h)\ —> 1 because £2 grows like /i_1//2. Therefore, we 

get, for h small enough, 

m ,a > i \PTo(k,h)\ = \pTO(k2,h)\. 

Finally, inserting the asymptotic expansion for £2 into the convergence rate, we obtain 

& = Vp£ + 0 ( AJ) , 
2^/VZQ 

\pro(k2,h)\ 

1 - 2 , / ^ 

max \pTo(k,h)\ = 1 - AJ-h^ + 0(h). 

D 

The above result was proved only in the case 6 = 0, but it also holds when 6 is not 

zero: the general proof is not presented here since it is more involved. When using 

an overlap of size 0(h), the performance of the zeroth order Taylor approximation is 

improved, going from 0(h) to 0(h1^2), thus weakening the dependence on the mesh 

size. What happens when we use higher order Taylor expansions? Let us look at the 

second order approximations, rewriting them for convenience as 

Af(jfc) = ^-(a±p±qik±rk2), 

where p, q and r are the appropriate constants in the Taylor expansions (3.1) and 

(3.2). Using this notation, the convergence rate without overlap can be written as 
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the simple expression 

|PT2(*,0)| = 
p + qik + rk — z 
p + qik + rk2 + z 

2 _ (p + rk2-f)2 + (qk-r])2 

(p + rk2 + 0 2 + (qk + v)2 
(3.3) 

Proposition 3.3 (Second order Taylor asymptotics, without overlap). Let 

kmax = f • The asymptotic performance of the second order Taylor transmission 

conditions, without overlap, is 

m a x |pT 2(A;,0) | = 1 h + 0(h2), 
fcminS:k — kmax • T7T 

where the constant r is given by 

2v2 ( b2 

r : = , 1 + yjo? + 4^c V a2 + Ave J 

Proof. Again by inspection, the convergence rate approaches 1 as k —> oo, and 

\PT2(k,0)\ < 1 for all relevant frequencies. Thus, for h small enough the maximum of 

the convergence rate is attained at the maximum frequency 

i. m ^ i \pT2(k,0)\ = \pT2(kmax,0)\. 
Kmin 2iK^iZmax 

Expanding the numerator and denominator of (3.3) and keeping only the leading 

order terms, we obtain 

. ., n . . r2k4-2r£k2 4 ^ - T l~-h 
\PT2(kmaxM ~ ^ ~ ^ ^ ~ ^ ^ , 

^ h4 ' h3 m 

=*• m a x \pT2(k,0)\ = l-—h + O(h2). 
Kmin S ^ — ̂ Tnai T7T 

a 

Similarly, we expect the convergence rate for the second order Taylor approxima­

tion with overlap to have an asymptotic expansion of the form 1 - 0(h1/2): this was 

proved for the modified Helmholtz equation in [Gan03]. Thus, using higher order 

Taylor approximations does not improve the asymptotic performance of the method. 

This will not be the case for the new optimized conditions, that we introduce next. 
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3.2 The Optimization Idea 

Let us summarize quickly the previous ideas. Optimal operators exist for conditions 

of the form (2.8), however they are non-local in y and thus are not very convenient 

for practical implementations. Taylor series approximations of the optimal symbols 

can be used, but they are effective for low frequencies only, and increasing the order 

of the expansion does not improve the asymptotic performance. 

We would like a method that converges fast uniformly for all relevant frequencies. 

We proceed by fixing a class of local transmission conditions C, and minimize uni­

formly the convergence rate over this class. Mathematically, this is formulated as a 

min-max problem 

min ( max \p(k, L, Bx, B2)\ ) . (3.4) 

For example, the class C can consist of Robin conditions, or second order conditions 

in the tangential derivative to the interface. The maximum of the convergence rate 

is taken over a range of frequencies. In the cases we consider, \p\ is always an even 

function of k, and so we look at positive frequencies only. The minimum frequency 

is limited by the diameter of the domain or by a coarse grid if one is used. In 

the latter case, frequencies lower than ir/H (approximatively) are handled by the 

coarse grid with mesh size H. The maximum frequency is restrained by the mesh 

size of the particular discretization. The best transmission conditions in a class are 

computed by solving the min-max problem (3.4) for the free parameters. This idea 

was successfully applied to Poisson and Helmholtz problems (see Section 3.4), to the 

advection-diffusion equation (see Section 3.5), and also in the context of waveform 

relaxation for RC circuits (see [AK02] and references therein). 

We now define a terminology for the different classes of transmission conditions 

we will refer to. 

Definition 3.1 (Optimized Robin conditions). We first use Robin transmission 
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conditions, but reduced to only one free parameter, by relating the two boundary 

operators in the following way 

„ du f-a + p\ „ du f-a-p\ 
BlU=d-x

 + (^r)u' B2U=& + N^h 
The reason for the specific form of these conditions will become clear later. The 

associated min-max problem on the single parameter p is given by 

min ( max \pooo(k,L,p)\ . 
pGlR \kmin<k<kma.x / 

The optimized Robin parameter, obtained by solving this min-max problem, will be 

denoted by p*. The subscript 0 0 0 stands for "Optimized of Order 0" (a notation 

introduced by Japhet in [Jap97]), since the resulting conditions can be seen as zeroth 

order polynomial approximations of the optimal symbols X±. 

Definition 3.2 (Optimized two-sided Robin conditions). Again Robin trans­

mission conditions are used, but leaving the two boundary operators separate, giving 

two distinct parameters 

du f-a+pA du f-a-p2\ 

The associated min-max problem on the two parameters p\ and p2 is given by 

min
ro L m,a^ \pooo(k,L,pl,p2)\) . 

PliP2€K \kmin<k<kmax I 

Definition 3.3 (Optimized second order conditions). In this case, we take trans­

mission conditions that are second order in the tangential direction to the interface. 

For our model problem, this translates to the conditions 

, . du d2u 
(-a + p)u - q— - r — 

oy dyl 

, . du d2u 
(—a — p)u -I- q——I- r 

Bxu~-

B2u--

du 
dx 

du 
dx 

+ 

+ 

1 

2~v 

1 

2~v dy dy 
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The associated min-max problem on the three free parameters p, q and r is given by 

minra ( t
 m £ £ \Poo2(k, L,p, q,r)\) . 

p,q,r£R \kmin<k<kmax J 

The optimized parameter values, obtained by solving the above min-max problem, will 

be denoted by (p*, q*,r*). Similarly to the optimized Robin conditions, the subscript 

0 0 2 stands for "Optimized of Order 2", since the resulting conditions can be seen as 

second order polynomial approximations of the optimal symbols —A*. This method 

was studied in detail in [Jap97], under simplifying assumptions. 

When the tangential component of the advection to the interface is zero (6 = 0 

in our case), then we fix q = 0 in the second order conditions. This is justified by 

the fact that the optimal symbols A* are even functions of k, thus it is reasonable 

to drop the first order term. In particular, this is used for symmetric equations (no 

advection). 

Definition 3.4 (Two-sided second order conditions). We can also leave the two 

boundary operators completely separate, leading to six different parameters 

du 1 
Blu= — + --

dx 2v 
du 1 

B2u = — + — 
dx 2v 

. . du d2u 

. . du d2u 
(-a-p,)u + q 2 - + r2 — 

We will not attempt to solve the min-max problem corresponding to these conditions 

here. 

Note that we have left out first order conditions in the y derivative, because we do 

not use them at all in this work. However, they are relevant for the advection-diffusion 

equation and should be considered in future work. 
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3.3 Convergence Results 

When using two-sided Robin conditions (Definition 3.2), the rate of convergence of 

the Schwarz iteration can be simplified to 

/ , r x (Pi ~Z)(P2 - z ) „ - £ g 
Pooo(k,L,pl,p2) = —--——--e » . 

(Pi + z)(p2 + z) 
Proposition 3.4 (Convergence of the two-sided Robin method). For any 

choice of parameters p{ such that pi > 0, the Schwarz method converges for any 

initial guess. 

Proof. The expression z(k) is the square root of a complex number, and it can be 

seen that f = Re(z) > 0 for all values of k > 0. Thus, assuming that p; > 0, we get 

Pit, > 0 and hence 

\pooo(k,L,p1,p2)\< \\ — — = M 2 ^ c 2 ^ 2 ^ 0 el ' 
7=7 Pi + Z t i \pt + Z +V2 + 2^C/ 

=*• \pooo(k,L,pup2)\ < 1, 

proving the proposition. • 

Note that this also proves convergence of the "one-sided" Robin method when 

using p > 0, as a special case. 

Remark 3.1 (The Dirichlet-Neumann method for non-symmetric opera­

tors). In Chapter 1, we introduced the Dirichlet-Neumann method (DN), in which 

we use one Dirichlet and one Neumann transmission condition. There are actually 

two different methods: you can either use Dirichlet matching for the subproblem in fti 

or use it for ft2. For symmetric differential operators, this choice does not matter: the 

convergence rate is the same. However, for our model advection-diffusion equation, 

we obtain two different behaviors, 

PDN(k, L) = ^ e ^ - * + ) or pND(k, L) = £ e ^ - * + > . 
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Hence, depending on the sign of a = a n , one of the choices gives a convergent 

iteration and the other leads to a divergent iteration when L = 0. This motivates 

the use of special methods, one of which is introduced in Section 1.5: the direction 

of the advection across the interface has to be taken into account somehow. This is 

done with our Robin conditions by the presence of the term — ̂  in the transmission 

conditions. 

More generally, we can prove the convergence of the Schwarz method with the 

two-sided second order transmission conditions from Definition 3.4. 

Proposition 3.5 (Convergence of the Schwarz method with two-sided sec­

ond order conditions). For any choice of the parameters pi, qi and Ti such that 

px > 0, sign(qt) = -sign(b), rt > 0, 

the Schwarz method converges for any initial guess. 

Proof. Taking the magnitude of the convergence rate, we find the expression 

Pi + q{ik + rxk
2 - z 

\poo2(k,L,pi,ql,rl)\ = f | 
i = i 

PJ + qiik + rxk
2 + z 

e " 

1/2 

e 

where 

_ | yr (Pi + nk2 - Q2 + (gzk -n)2\ ' _ M 
1 1}X {Pi + rtk

2 + O2 + (qlk + n)2 

2 \ ! / 2 

A* := e + V2 + (Pi + rxk
2)2 + q2k2, Bx := 2[t(Vl + Tlk

2) + V(qik)]. 

We know that A; — B; > 0. Under the assumptions of the proposition on the param­

eters pi, qi and r{, we have B{ > 0, and thus 
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which implies 

\poo2(k,L,pi,qi,rl)\ < 1. 

D 

This also proves convergence of the "one-sided" second order method when us­

ing p > 0, sign(g) = -sign(ft) and r > 0. In addition, as a corollary, we get the 

convergence of the Schwarz method using Taylor approximations of order 0, 1 and 2. 

3.4 Results for Symmetric Problems 

As a model for symmetric positive definite problems, we consider the modified 

Helmholtz equation in the plane, 

-Au + co2u = 0 on ft = R2, 

u is bounded at infinity. 

Applying the Schwarz algorithm with transmission conditions of the type given by 

(2.8), we obtain the convergence rate (2.9) with X±(k) := ±y/k2 + uj2. Optimized 

Schwarz methods for this problem are well-studied. In [Gan03], the min-max problem 

is solved to obtain optimized Robin, two-sided Robin, and second order transmission 

conditions. The convergence is enhanced significantly when using these optimized 

methods, compared to the classical Schwarz method, as numerical experiments con­

firm. The asymptotic performance also shows a much weaker dependence on the mesh 

size h. In addition, the asymptotics do improve as we use higher order transmission 

conditions, unlike the Taylor approximation methods. Here is a quick summary of 

the asymptotic results. 

Theorem 3.5 (Asymptotics for optimized Schwarz methods). The asymp­

totic performance of the optimized Schwarz method for the modified Helmholtz model 

problem is 
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• Optimized Robin conditions, L = 0, 

max |p00o(fc, 0,p*)| = 1 - 4 ^ " ^ )A h* + 0(h), 
km,n<k<n/h yJ-K 

• Optimized Robin conditions, L = h, 

max \pooo(k, h,p*)\ = 1 - 4 • 2*{k2
min + u2)h3 + 0(h}), 

kmin <A:<7r/h 

Optimized two-sided Robin conditions, L — 0, 

max |pooo(^,0,p1,p2)| = 1 - 2 j h* +0(h*), 
kmin<k<ir/h 7f4 

Optimized two-sided Robin conditions, L = h, 

max |pooo(A:, h,p\,p*2)\ = 1 - 2 • 2t(/c2
nm + u ; 2 ) ^ + O(hl), 

kmin <k<n/h 

Optimized second order conditions, L = 0, 

i tu n * *\\ i ^ f c n + l j 2 ) ^ • / ^ / ^ max |/9oo2(^,0,p , r )| = 1 - 4 y h* +0(h^), 
kmin<k<TT/h 7T4 

• Optimized second order conditions, L = h, 

max |p002(fc, h.p\r*)\ = 1 - 4 • 2§(/4m + u;2)^/i5 + 0(/i*). 

Proof. The proofs of these results are given in [Gan03]. D 

It was also shown that the optimized parameters computed by solving the min-max 

problem are close to the values that, numerically, lead to the quickest convergence 

when using a bounded domain. This justifies the optimization procedure, using a 

continuous Fourier analysis on a model problem with an infinite domain only. 

Optimized methods for the Helmholtz equation have also been studied, with the 

model problem 

-Au-u2u = 0 on ft = R2, 

u is bounded at infinity. 

• 
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This symmetric differential operator is not positive definite. When applying the 

Schwarz algorithm with transmission conditions of the form (2.8), we obtain the 

same convergence rate (2.9), but with X±(k) := ±^/k2 - co2. This causes a problem, 

since for the special frequency k = ui, the convergence rate is always of magnitude 

1 (method does not converge), even with an overlap. This is not affected by chang­

ing the transmission conditions. However, when using the Schwarz algorithm as a 

preconditioner, a Krylov method will take care of the special frequency. A modified 

min-max problem is considered in [GMN01], avoiding the frequency k = oo 

mini max \p(k,L,B\,B2)\\ , (3-5) 
BiGC \ke(kmin,uJ-)Ll(Lj+,kmax) J 

where u± are parameters to be chosen. Consider for example the case where the 

domain ft is a rectangle of height H, with homogeneous Dirichlet boundary conditions 

at the top and bottom sides. The solution can be expanded in a Fourier sine series 

in the y variable, with the basis functions sin(ijf-), j e N. This shows that the 

relevant frequencies for the problem are ^ , bounded below by kmin = jj and above 

by kmax = \• Hence, by choosing u± — to ± ir/H, we make sure that all relevant 

frequencies are treated in the optimization, except for the single one k = u, left to 

the Krylov method. 

In [GMN01], this idea was introduced and applied to find optimized complex 

Robin transmission conditions of the form 

du 
Bh2 =-^ ± (p + qi)u, p,q€R. 

Also, second order conditions of the form 

du 1 / d2u\ 
B''2 = ^±^T0[{al5-w2)u~a^)- °*«."<=». 

are optimized in [GanOl] for non-overlapping decompositions, and in [GHN01] for the 

overlapping case. 
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3.5 Results for the Advection-Diffusion Equation 

We summarize here part of the work accomplished by Caroline Japhet in her doctoral 

thesis [Jap97] and in consequent papers [JNR98, JNR01]. The study is made in the 

case of two subdomains without overlap only. The transmission conditions used for 

optimization are second order in the tangential direction to the single interface T, 

in the form of Definition 3.3. In addition, to simplify the minimization problem, 

the number of free parameters is reduced to two by fixing the value of p = ZQ = 

\Ja? + Ave. This comes from the zeroth order term in the Taylor expansion of X±(k). 

In addition, the minimum frequency /cm;n is taken to be always 0 in Japhet's work. 

Let Roo2(k, q, r) := poo2(k, 0, zQ, q, r). The min-max problem is then stated as 

min ( max \R002(k, q,r)\ ) . 
q,reR \ | fc |<fcm o l / 

Under a discretization of the domain, an approximation for the maximum frequency 

that can be used is kmax = f, where h is the mesh size in y. First, in the case 

the advection is normal to the interface (6 = 0), q is set to zero, because X± are 

even functions of A;. So, the minimization is done only on one parameter, r, and the 

resulting min-max problem is solved exactly [Jap97]. In addition, for this case, it was 

shown that the min-max problem is equivalent to solving 

min I max \Roo2(k,0,r(kint))\) , 
vrnax 

where kint are frequencies such that there is a unique value r(kint) with 

Roo2{kinuQ,r(kint)) = 0. 

Now, in the case of arbitrary constant advection ( 6 ^ 0 ) , the minimization problem 

on both q and r is still very complex, so only an approximated problem is solved. 

From the previous observation in the case 6 = 0, the minimum is taken only over 

intermediate frequencies kint for which there is a unique choice of constants q(kint) and 

r(kint) such that Roo2(kint,q(kint),r(kint)) = 0. The approximate min-max problem 
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solved in [Jap97] is 

min I max \Roo2(k,q(kint),r(kint))\ J • 

The transmission conditions resulting from this problem were called "Optimized Of 

Order 2" (002), but the full optimization on the three parameter p, q and r was not 

solved. To see how robust these conditions are compared with the ones obtained from 

Taylor expansions, the asymptotic behavior of the convergence rate as h —> 0 is 

max|iWM>*)| = 1-8 (^±±c) h
l>+0(h$). 

Recall that these results are for non-overlapping decompositions only. This is a good 

improvement compared to the Taylor approximations, which have only linear asymp­

totic performance without overlap (the convergence rate behaves like 1 — 0(h), see 

Section 3.1). However, in the symmetric case, a full optimization for second order 

conditions led to the expansion 1-0(h^), so we expect that a similar performance can 

be achieved for the advection-diffusion equation. For more details on these results, 

including numerical experiments, see [Jap97]. 
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Chapter 4 

Optimized Robin Parameter 

In this chapter, we compute optimized Robin transmission conditions for the 

advection-diffusion equation. This is the main contribution of this thesis. Let us 

recall our model problem 

-vAu + a • Vu + cu = 0 in R2, 

u is bounded at infinity, 

where v, c > 0 and the advection a = (a, 6) are constant. The plane is decomposed 

into the two subdomains 

ft! = f -oo , - j x R, ft2=f--,cojx 

The Robin transmission conditions we consider here are described in Definition 3.1, 

namely 

du f-a+p\ du f-a-p\ 
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4.1 Without Overlap and Advection Normal to 

the Interface 

We start with the simplest case: the advection is normal to the interface, i.e. 6 = 0, 

and with no overlap (L = 0). This makes the problem much easier, because we have 

that z = £ e R. The convergence rate reduces to 

Pooo(M,p )= ( ^ | ) =-R(Z>P)-

Because £(k) = y/a2 + Ave + Av2k2 is a continuous increasing function of k, we can 

rewrite the min-max problem by taking the maximum over the variable f instead of 

A;, to get 

min ( max R(£,p) 1 , (4-1) 
PER \tmin<S<£max J 

where cjm;n = c;(/cm;nJ and qmax = c,{Kmax)-

In this section, and also in the next chapter, we will make use of the following 

theorem, proved by Wachspress in [Wac62]. 

Theorem 4.1 (Alternance). Define the quantities 

Q n ( A , « ) : = n f ^ 4 V Qo p t := min max \Qn(X,u)\. 
- i V ^ i + A/ U)e[a,b]n xe[a,b] 

Let the set of parameters u>°pt assume the minimum deviation from zero of Qn (i.e. 

\Qn(X,ujopt)\ = Qopt). Then, the function Qn(X,uopt) attains its maximum magnitude 

exactly (n+l) times for X G [a, b], with alternating sign. The set of optimal parameters 

u°pt is unique. Moreover, they satisfy a useful property: for each i, there is a j such 

that 
ab opt 
opt J 

OJ; 

OJ°PI. (4.2) 
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Remark 4.1. Note that if we are minimizing for the parameters u> in Theorem 4-1 

over all ofW1, then the optimal parameters necessarily have to be in the interval [a, b]: 

if OJ1 < a then we can decrease the magnitude of Qn by increasing u>i. Similarly, if 

oji > b, the magnitude of Qn decreases as we decrease oji, 

min max |0n(A,u;)| = min max |0n(A,u;)| . 

Returning to our problem, it is clear that our min-max formulation (4.1) is a 

special case of this theorem. 

Proposition 4.1 (Optimized Robin parameter, without overlap and 6 = 0). 

The solution p* of the min-max problem (4.1) is given by p* = y/^min£n 

Proof. The optimization problem is equivalent to 

mm max 
S,min S s S C m a i P + Z 

by taking the square root of R(£,p). This is in the form of Theorem 4.1 with n = 1. 

By property (4.2), and because there is only one parameter, the solution p* satisfies 

the equation 
smznCmax * 

; — = P • 

p 
Therefore we get the formula p* = \/t,min£rnax- • 

Proposition 4.2 (Optimized Robin asymptotics, without overlap and 6 = 0). 

Let kmax = T:- ^ e asymptotic performance of the Schwarz method with optimized 

Robin transmission conditions is 

max |pooo(M,P*)l = 1 - ^J2-^^ + 0(h). 
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Proof. When kmax = f, the maximum value for f grows like *f- + 0(h). Thus, using 

this in the formula for the optimized parameter p* we get 

P* = \/2vntminh~* +0(h}). 

By the Alternance Theorem 4.1, we deduce that the maximum magnitude of the 

convergence rate is attained at both endpoints of the frequency interval. Thus, 

m a x R(£,P*) = R(£min,P*), 
Smin S s S s w a x 

yj2v7r£minh 2 - £ 
2 

mm 

y/2v7r^~nh 2 + £n 

= 1_2J
2^h12+0(h). 

V VK 

D 

Figure 4.1 shows the rate of convergence with three different choices for the Robin 

conditions: using the zeroth order Taylor approximation, the optimized Robin pa­

rameter (Proposition 4.1) and finally the optimized two-sided Robin parameters, to 

be computed in the next chapter. The optimized Robin transmission conditions bring 

significant improvement for large frequencies compared to the Taylor approximations. 

Remark 4.2. We are assuming that v,c > 0, hence the minimum value for £ is 

strictly positive, £m;n > 0. By Proposition 3.4, the Schwarz method with optimized 

Robin conditions always converges, since p* > 0. 

4.2 With Overlap and Advection Normal to the 

Interface 

We now consider overlapping decompositions (L > 0), but we still assume that the 

advection is normal to the interfaces (6 = 0). The presence of an overlap adds an 
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FIGURE 4.1. Convergence rates for v — 0.1, a = 1, b = 0, c = 1, L = 0. 

exponential decay to the rate of convergence, affecting large frequencies in the error, 

Pooo(k,L,p) p-£\ __M 

,P + t 
e-^=:R(f,p). 

As before, the optimized Robin parameter must be in the interval [£min,£,max]-

However, the alternance theorem of Wachspress does not apply when a positive over­

lap is included; an extension of it would be needed. We adopt a different approach 

instead. The min-max problem we wish to solve is 

min I max R(£,,p) (4.3) 

Proposition 4.3 (Optimized Robin parameter, with overlap and 6 = 0). Let 

£c : = Jp2 + ̂ E, and let the function g(p) be defined for p £ [t,min,£,max] by 

g(p) •= 
R(ZcP), * / & < & 

R(£,max,p), otherwise. 

Then, the solution p* of the min-max problem (4.3) is the unique root (in [^min^max]) 
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of the equation 

R(Un,P*) = 9(f). (4-4) 

Proof The critical values of R with respect to £ are 

dR n . / o ^vp 
— = 0 =» £ = p or £ = ^p2 + -£• =: e c 

The value £ = p is a local minimum and £ = £c is a local maximum for R. Hence, the 

maximum magnitude of the convergence rate can be written as 

me , („lP , { R(UP),P)^HC<U 
max R(€,p) = m a x R(£min,P), < 

te[Zmin,Zmax] I I R(£max, p), otherwise 

= max (pooo(kmin,L,p), g(p)). 

Now, both R(£min,p) and g(p) are continuous functions of p on [£m;n, £,max]- More­

over, note that 

•ti\<,miny Kmin) U <. g\Q,min) i 

-*Msmm) Kmax) > U — g\S,max)• 

Thus, equation (4.4) has at least a root in the interval [(imin, K~max)- Now, if we look 

at the derivatives with respect to p, evaluated at p E (£,min,£,max) 

dR(£min,P) 
dp >0, 

dR(UaxiP) < Q dR(£c(p),p) 
dp ' d p 

Therefore, the root p* is unique. Also, if p < p*, then R(£min,p) < g(p), so the 

maximum deviation of the convergence rate is g(p), which decreases as we increase 

p. Similarly, if p > p*, then R(^min,p) > g(p), so the maximum deviation of the 

convergence rate is R(£min,p), which decreases as we decrease p. Hence, the minimum 

is achieved at p* (when the local maxima of R with respect to £ are balanced). • 



4.2 With Overlap and Advection Normal to the Interface 55 

Classical Schwarz 
— Zeroth order Taylor 
— Optimized Robin 
- Optimized two-sided Robin 

FIGURE 4.2. Convergence rates for the values v = 0.1, a = 1, b = 0, 

c = 1, L = TT/400. 

Figure 4.2 shows a comparison of the convergence rates using Dirichlet conditions, 

the zeroth order Taylor approximation, the optimized Robin parameter given by 

Proposition 4.3, and the optimized two-sided Robin conditions, computed in the next 

chapter. 

Remark 4.3. The critical value £c(p*) := \J(p*)2 + ^jf- can be on either side of 

£,max, so we cannot discard any of the cases. This justifies the need for the definition 

of g(p) with a condition. 

Remark 4.4. Again, when using the optimized parameter p* obtained through Propo­

sition 4.3, we are guaranteed convergence of the Schwarz iteration, since p* > £m;n > 0 

(see the convergence result stated by Proposition 3.4)-

Proposition 4.4 (Optimized Robin asymptotics, with overlap and 6 = 0). 

For kmax = \ and L — h, the asymptotic performance of the Schwarz method with 
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optimized Robin transmission conditions is given by 
i 

max \Pooo(k,hrf)\ = l-4(^)'hi+0(hi). (4.5) 

Proof We make the ansatz p* = Cha with a < 0 (we know that the optimized 

parameter increases as h decreases). Recall that p* is given by the unique solution in 

{Zmimtmax} to the equation R(Zmin,p*) = g(p*), and this for all values of h > 0. Note 

that we have the limiting behaviors 

lim R(£min,P*) = 1, Mm R((max,P*) = e' 
h—>0 /i—>0 

-2?r 

for any value of a < 0, using the expansion £ma:E ~ 2irv/h + 0(h). Thus, it is 

impossible that p* satisfies R(^min,P*) = R(£max,P*) for any sequence of values of h 

converging to 0. Hence, we must have R(£,min,P*) = R(£c,P*) asymptotically for small 

h. Inserting our ansatz into the definition for £c(p*), we get three different cases: 

• If a = — 1, then £c = \JC2 + AvCh~x. Inserting this into the expression for 

the convergence rate, we observe that R(£c(p*),P*) is constant with respect to 

h. However, R(£min,P*) is not constant, and approaches 1 as h —> 0. Hence, 

it is impossible for p* to satisfy equation (4.4) for all h. This case has to be 

discarded. 

• If a < — 1, then £c ~ Cha. By inserting into the convergence rate, we can show 

that R(£c(p*)iP*) decays exponentially to 0 as h —> 0. Therefore, p* will not 

solve equation (4.4) for all h. 

• Finally, if - 1 < a < 0, we get £c ~ 2y/vChSL^L. Expanding both sides of 

equation (4.4) for h small, we obtain 

i 2 ( £ m i n , P * ) ~ l - 4 ^ / r " , (4.6) 

W ) , P > l - 4 & . 
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For the equation to be satisfied for all h, the leading order terms of the above 

expansions need to match. Equating the coefficients and exponents, we get 

1 2 

a = - g , C = (y/I/Zmin)* . 

Inserting these values back into (4.6), we obtain the asymptotic expansion given 

by (4.5). 

• 

4.3 Without Overlap and with Arbitrary Constant 

Advection 

In this section, we deal with the case without overlap (L — 0), but with general con­

stant advection ( 6 ^ 0 ) , and the aim is still to compute optimized Robin transmission 

conditions. The main difference is that z is now a complex number, adding significant 

complexity to the min-max problem. 

Recall that the convergence rate of the Schwarz iteration with Robin transmission 

conditions for our model problem is 

( P — z\ 
p + zj 

where z(k) := Va2 + Avc + Av2k2 — Avbki is a complex number if 6 / 0. We first 

make a few additional substitutions 

K := 2vk, A:=a2 + Avc 

z(K) = \/A + K2 - 2bKi. 

To simplify the expression we have for the convergence rate, and to be able to use 

calculus to solve the min-max problem, we rewrite the imaginary part of z in terms 



58 Optimized Robin Parameter 

of the real part (77 = r)(£,)) by solving for K. This gives us 

i(K) = j^VVK* + 2K2A + A2 + Ab2K2 + K2 + A, 

V(K) = ~slg^(feK) vVi f 4 + 2K2A + A2 + 462if2 - K2 - A, 

K = sign(i^y|S, 

V(£) = -8ign(K)by/$=£. 

This trick was inspired by [AK02], where it is used to solve a similar min-max problem 

in the context of waveform relaxation. The imaginary part of z depends on the sign 

of the frequency k, but only n2 will appear in the magnitude of the convergence rate, 

leading to an even function of k. Thus, we are still able to consider positive frequencies 

only. Substituting back into the convergence rate and taking the modulus, we get 

minmax \pooo(k,0,p)\ — min max R(£,,p), (4.8) 
peK ke.i PGR £&J 

where I = [kmin, kmax] and J = [£(A;m;n),£(A;mQ:r)]. We are able to rewrite the min-

max problem with the maximum taken over the variable £ instead of k, since £(/c) is 

a continuous increasing function. By differentiating R(t;,p) with respect to p, we see 

that 
s i g n f y - j = sign(p2- |z|2), 

dR 
— = 0 <& p=\z\. 
dp 

Note that \z(k)\ is an increasing function of k. Thus, if p < |zm jn | , increasing p 

makes the rate of convergence decrease for all values oik £ I. Similarly, if p > |zmaa;|, 

decreasing p also makes the rate of convergence decrease for all values oik £ I. Hence, 

we can restrict the range of p in the min-max problem to the interval [|zm;n|, |<zmaa;|]. 

Note that |zm;n|2 > (min ^ A which implies that p2 > A. 
dR 

Differentiating R(£,p) with respect to f, we find that -7—(£,p) = 0 if and only if 

P3(X) := A3 + (62 - p2)X2 + 2b2 (b2
 + IA-P

2)X + b4(A - p2) = 0, 



4.3 Without Overlap and with Arbitrary Constant Advection 59 

FIGURE 4.3. Example of case 1. 

where X := £2. Also, the sign of the derivative is given by the sign of this cubic 

polynomial. As noted above, Xmn > A. 

Lemma 4 .1 . The polynomial P$(X) has at most one real root larger than Xmm-

Proof. A cubic polynomial with real coefficients has either one or three real roots. We 

will be assuming that there are three, as the other case trivially satisfies the lemma. 

We have that ^ ( 0 ) < 0, since p2 > A. We proceed with a case-by-case analysis. 

• Suppose that the coefficient of X is negative ( p2 > 62 + \A ). Then P^(0) < 0, 

which implies that the cubic will have exactly one root for A" > 0. This case is 

illustrated in Figure 4.3. 

• In the other case where p2 < 62 + \A, we have p2 - 62 < \A. The inflexion point 

of the cubic polynomial is at Xx = -(6 2 - p2)/3, and hence A"; < | using the 

previous inequality. Suppose in addition that Pz(XA is negative, then there can 

be only one root larger than A; (< A < Xmin). See Figure 4.4 for an example. 

• Now, in the remaining case P$(Xi) > 0, the smallest of the three roots is 

in the interval [0,A';) (recall that Pz($) < 0). We denote the three roots by 

Xi < X2 < AV A known property of the cubic polynomial is that the average 
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FIGURE 4.4. Example of case 2. 

FIGURE 4.5. Example of case 3. 

of the roots gives the inflexion point (when all the roots are real). Thus, we get 

A'i +X2 + X3 = 3A; < \A, 

=>X2 + X3 < \A-XX<\A, 

=> X2 < \A<A<X, 
— -'i-min-

Hence, only the largest root X3 can possibly be greater than or equal to Xn 

Figure 4.5 illustrates this last case. 

This covers all possible cases and therefore concludes the proof. • 

The largest root of the polynomial represents a local minimum of the function 
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R(f,p). This means that the maximum of R on the interval [(mm, (mfli] is attained 

at one or both of the endpoints, i.e. 

max R(£,P) = max{i?(^mm ,p),i?(^mQI ,p)}. 
S,€[c;rnin ,£,max\ 

Consider the function F(p) := R(£max,p) ~ R(t,min,p)- Using the expression (4.7) for 

R, we have 

S i g n ( F ( p ) ) = S i g n [-(£,max - £,mm)p2 + (K~min\zmax\2 ~ £max\zmin\ )] , 

\p . \7 12 _ f z . 2 
T-,/ \ „ / s m m \^max\ s r a a i ~min 

F(p) = 0 => p = \j — =: Pc-
Kmax Kmin 

We can show that we always have pc > A. First suppose that pc G [|^m;n|, |zmax|]-

If p < pc, then F(p) > 0, meaning that fl(fmM,p) > fl(fmm,p). Increasing p will 

make the value of R at f = £mai decrease. If p > pc, then R(K~min,p) > R{€max,p)-

Decreasing p will make the value of R at f = £m;n decrease. Hence, the optimal value 

for p is pc. However, if pc £ [|zmi„|, \zmax\], w h i c h i s a c a s e t h a t d o e s o c c u r> t h e n 

the optimal value for p is the endpoint of the interval closest to pc. In that case, the 

optimal convergence rate will not have equal values at f = £min and f = K~max- In this 

section, we proved 

Theorem 4.2 (Optimized Robin parameter, without overlap). If there is no 

overlap (L = 0), the solution p* of the min-max problem (4.8) is given by 

f 
\^min 

f={ 

V Pc *^ | Zmin \ 5 

Pc if\Zmin\ <Pc< \zn 

Zmax v Pc -^ | Zmax \ 1 

. 1 Kmin Zmax si 

where pc — 

2 
max 

Kmax Kr, 
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Theorem 4.3 (Optimized Robin asymptotics, without overlap). For 

kmax = \, the asymptotic performance of the Schwarz method without overlap, with 

optimized Robin transmission conditions is 

max \PoO0(k,0,p*)\ = l-2J2^h1*+O(h). (4.9) 
kmin'Sk'S.'h V 711/ 

Proof. When kmax = \, we have £ma;c = 2f- + 0(h) and ry^ai = 62 - 0(h2), thus the 

maximum magnitude of z grows like \zmax\ — ^ + 0(h). Inserting these into the 

formula for pc, we obtain 

y/2lTVtlmin n / , I , 
Pc = -i + 0{h'). 

Hence, asymptotically, we have \zmin\ <pc< |2max | , and so the optimal parameter is 

given by p* = pc. The asymptotic result (4.9) is obtained by expanding R(K"min,pc) 

for small h. • 

Note that by setting 6 = 0, Theorem 4.2 and 4.3 reduce to the results obtained in 

Section 4.1, as expected. We have also presented the proofs for the simpler cases to get 

some insight on the effect of introducing an advective term in the equation: solving to 

the optimization problem is significantly different when 6 ^ 0 , and extra care needs 

to be taken since the optimized parameter is not always given by an equilibrium of 

maxima. Figure 4.6 shows a comparison of the convergence rates using three different 

Robin transmission conditions, in the case 6 ^ 0 . 
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FIGURE 4.6. Convergence rates for the values v = 0.1, a = 1, b = 1, 

c = 1, L = 0. 

4.4 With Overlap and with Arbitrary Constant 

Advection 

We now consider the Schwarz method with overlap. We can write the convergence 

rate as 

l n T M (P-Q2 + V\-^ 
\pooo(k,L,p)\= ( p + ^ 2 + 7?2e "• 

As we noted in the previous section, the real part of z, £, grows asymptotically like 

hr1 when the maximum frequency is chosen to be 0(h~l). However, the imaginary 

part 77 remains bounded: \n\ € [0, |6|], and nmax = 62 - 0(h2) as h approaches 0. Thus 

we have 

\pooo(KL,p)\ < ^ | L ± ^ e - ¥ =: R(ti,p). 
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This upper bound holds from the observation that functions of the form 

^ ± ^ , w i t h A > 0 , B,C>0, 

are increasing in C when B > A (here C = rj2). Instead of using the exact value for 

p, we solve the approximate min-max problem using the upper bound 

min max R(B.,p). (4-10) 
%min S s S s r r m a : 

We expect that the parameter we obtain from this optimization will be close to the 

exact optimized parameter, when £maa: is large compared to |6|. 

Theorem 4.4 (Approximate Robin parameter, with overlap). Let L > 0 and 

kmax = oo- Define the critical value 

^ / N 2vp - L62 + Lp2 + 2Jv2p2 - 2vLpb2 - L2b2p2 

6(P) := \l 2 ' ( 4 n ) 

and letpmin •= \/tmin + b2- If &(Pmin) IS Complex Or &(Pmin) < imin Or if 

K-yKminiPmin) -> ^\K2\Pmin)iPmin) i 

then the solution p* of the min-max problem (4.10) is p* = pm ;n . Otherwise, the 

solution is given by the unique root (larger than pmin) of the equation 

R(UU,P*) = R(UP*),P1-

Proof. By differentiating R with respect to p, we find that the derivative has the 

same sign as (p2 - y ^ 2 + 62). Thus, we know the solution of the min-max problem 

p* will be larger than pmin = y/^min + &• On the other hand, by differentiating R 

with respect to £, we find that R has a maximum at £ = ^(p) , defined in (4.11). So, 

if &(Pmin) is complex or smaller than £min, then R is decreasing in £ for all £ > f„ 
$mm-
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dR 
The maximum is thus attained at £min, and because —— (£m;n,p) > 0, it is impossible 

dp 

to move p to improve the convergence rate. Hence, the solution of the min-max 

problem is p* = pmin. 
Now, for the case ^(Pmm) > K~mm, note that p < \ /6 (p) + °2, which implies 

^ ( 6 ( P ) , P ) = ^ ( 6 ( P ) , P ) + ^(6(P) ,PK 2 (P) 
dp op dt, 

= ^ K , ( P ) . P ) < O . 

This means that the value at the interior maximum decreases with p. Hence, if 

R(K~mm,p) > R(&(p),p) at p = pmin, then we again have p* = pm ;n . Finally remains 

the last case when i?(£min,p) < R(&(p),p) at p = pm i n . Note that for p large enough, 

we will get R{€min,p) > R{&(p),p) since R(&(p),p) decreases to 0 as p -+ oo. This 

shows that there exists at least one solution of the equation 

In addition, there is exactly one root since R{€min,p) is strictly increasing in p and 

R(&(p),p) is strictly decreasing, for all p > pmin. Hence, the solution p* of the 

min-max problem is given by this unique root. • 

Theorem 4.5 (Approximate Robin asymptotics with overlap). For kmax = f 

and L — h, the asymptotic performance of the optimized Schwarz method, with the 

Robin parameter p* obtained through the approximate min-max problem (4.10) is given 

by i 

max \p0oo(k, h,p*)\ = 1 - 4 ( ^ ) ' h$ + 0(/i§). (4.12) 
Uin<Z<Zrnax \ U / 

Proof. First note that, as h -+ 0, £2(pmin) ~ 2 ^ p m m / i 1/2, and thus we get 

U i n S s2lPmm,J _: Kmaxi 
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for h small enough. In addition, we observe by inspection that 

l i m R(£>(Pmin), Pmin) = 1-
n-4-0 

Hence, we also have R(&(Pmin), Pmin) > R(€min,Pmin) for h small enough. So, asymp­

totically, p* is given by the solution of the equation 

R(UU,P*) = RMP*),P*)- (4-13) 

We now make the ansatz p* — Cha with a < 0 (we know that the optimized parameter 

increases as h decreases). It will not be possible to satisfy equation (4.13) unless 

a > — 1, by an argument similar to the one in the proof of Proposition 4.4. Inserting 

this in the definition for £2, we get that K~2(p*) ~ 2y/vCh 2 . Inserting our ansatz for 

p* in equation (4.13) and expanding for small h, we get the leading order terms 

4 [C o±i 
1 - -gZmrnh a and l - 4 W - f t 2 . 

Since the equation is satisfied for all h, we can match the exponents and the coeffi­

cients, which yields 

Finally, using these results and expanding pooo(kmin, h,p*) for small h, we obtain the 

asymptotic expansion (4.12). • 

Note that this result is the same as the asymptotic expansion we obtained in the 

case 6 = 0 (Proposition 4.4): even the coefficient matches. The approximation we 

make by replacing \pooo(k,L,p)\ with R(K~,P) affects only higher order terms in the 

expansion. Figure 4.7 shows a comparison between the convergence rate using the 

optimized Robin parameter computed numerically (dotted line), and the convergence 

rate using the parameter found by solving the approximate min-max problem. Figure 

4.8 shows a case where 6 is larger and the approximation is not as good. Figure 4.9 

shows the convergence rate for four different transmission conditions. 
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- Approximate paramolor 
Optimized Robin parameter 

FIGURE 4.7. Comparison of the convergence rate using the approximate 

and optimized parameters, for ^ = 0.1, a = 1, b — 1, c = 1, L = 7r/400. 

50 100 150 200 250 300 350 400 

FIGURE 4.8. Comparison of the convergence rate using the approximate 

and optimized parameters, for v = 0.1, a = 1, b = 25, c = 1, L = 7r/400. 
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FIGURE 4.9. Convergence rates for the values v = 0.1, a = 1, b = 1, 

c = 1, L = TT/400. 

4.5 Discussion 

To summarize, we computed optimized Robin transmission conditions for the Schwarz 

method, that have asymptotic performance of 1 — 0(h*) without overlap, and of 

1 — 0(h$) when an overlap of size 0(h) is used. Thus, even using a very small 

overlap, a few grid points wide, improves significantly the convergence of the opti­

mized Schwarz method (for small mesh size h). This improvement is obtained with 

virtually no additional computational cost. Hence, it is recommended to use overlap­

ping decomposition, when permitted by the geometry and physics of the underlying 

problem. 

Comparing with the optimized methods of second order found previously by C. 

Japhet, there are two main comments to make. First, we have computed optimized 

conditions for overlapping and non-overlapping decompositions; previously the over­

lapping case was not considered. Also, we were able to get an asymptotic performance 

of the order of h* by using simple Robin conditions optimized on one parameter only. 
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This was the best performance previously known for the advection-diffusion equation, 

but with second order conditions. 
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Chapter 5 

Optimization on Two Parameters 

We are interested in this chapter in finding transmission conditions that are optimized 

on two separate parameters. This includes the two-sided Robin conditions and the 

second order conditions as defined in Section 3.2. We show in fact that these two 

classes of transmission conditions are closely related. We consider only the case where 

the advection is normal to the interface (6 = 0): we can prove our results by simply 

reducing the problems to the modified Helmholtz equation, analyzed in [Gan03]. The 

general case when 6 ^ 0 is still an open problem. 

5.1 Second Order Transmission Condi t ions 

We investigate in this section the use of second order transmission conditions of the 

*-, / N du 1 (. . d2us 

Bl(u) := d-x
 + YA{-a + p)"-qdi\ 

„ / x 9u 1 / . , d2u" 

We assume 6 = 0, so the convergence rate for the Schwarz iteration becomes 

, , , > (P + Qk2 ~ O2 - i i 
»oo,{l',L,p,q)= e + e •, 
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where £ = z = y/a2 + Ave + Av2k2 is a real number. To obtain optimized values for 

the parameters p and q, we wish to solve the min-max problem 

min max \poo2(k,L,p,q)\. (5.1) 
p,<j€R k£[kmin,kmax] 

Proposition 5.1 (Optimized second order conditions when 6 = 0). For L > 0, 

6 = 0 and kmax = oo, the solution (p*,q*) of the min-max problem (5.1) is given by 

the unique root of the system of equations 

Poo2(kmin,L,p*,q*) = poo2(ku L, p*, q*) = poo2(k2,L,p*,q*), 

where the locations of the maxima k\ and k2 are given by 

D := v2L2 + Av2Lq - Av2L2pq + Av2q2 - 16v2Lpq2 + ALq3A + L2q2A, 

1 IL+2q-2Lpq-^v-lyfD 
ki,2 := \y/ 2L 

When L = 0 and kmax < oo, the optimized parameters are given directly by the 

formulas 
„* __ V 2t/(fcmaI£m,n— k^^^max) 

V I m o i " '"min)'?"1"1" Zmin)\Smin(,max) ' 

„a- / 2{^Tnax —£min J 

{kmax k2
mln) ^max£min)k 

Proof. The min-max problem reduces to the one obtained for the modified Helmholtz 

equation, with the substitutions 

K = 2vk, L = ±, 

P = P, Q = -&s, 

p002{k,L,p,q) - {p+QI<2WA+Ki)2e 

Applying Theorem 4.7 in [Gan03] to this expression, and transforming back to the 

original variables yields the formulas in the statement of the proposition. • 
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Proposition 5.2 ( 0 0 2 asymptotics, without overlap and 6 = 0). For the case 

L — 0 and kmax = | , we get the asymptotic performance 

max | p o o 2 ( M , P ^ I = l - 4 ( — V > i * + 0 ( > i * ) - (5-2) 
fcm.n<fc<£ \ 7TV J 

Proof. Inserting kmax = f and £max = ^ + 0(M directly into the formulas for p* 

and q*, we obtain 

P* = ^ \ ( 3 i ; : ) 1 / 4 ^ i / 4 + 0 ( ^ / 4 ) i 

<?* = S ^ 3 / 4 + ^ 7 / 4 ) -
Then, expanding the expression for \poo2(kmin, 0,p*, g*)| we obtain the asymptotic 

result (5.2). • 

Remark 5.1. Note that this optimized method of order 2 (002) has better asymptotic 

performance than the one computed in [Jap97], where the asymptotic expansion gives 

a result of the form 1 — O(h^). 

5.2 Two-Sided Robin Transmission Condi t ions 

Now, let us go back to Robin transmission conditions, and use two different parame­

ters for the operators. That is, we consider the conditions 

du f-a + pA du f-a-p2\ ei" = S + H H " ' B*u=ai+(^^)u-
The convergence rate of the Schwarz method becomes 

,, T v (pi-Q(p2-0^ki 
Pooo(k,L,Pl,P2)={pi + 0{p2 + 0e . . 

We start with the non-overlapping case. 

Proposition 5.3 (Optimized two-sided Robin conditions, without overlap 

and 6 = 0). When L = 0, the solution (p\-,p*2) of the min-max problem 

min ( max |pooo(^, 0,pi,p2)| ) 
Pl,P2£lR \kmin'!£k<.kmax J 
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is given by the direct formulas 

pl=UJ* + y/(u*)2 - K~min£max, P*2 = ^ * ~ v M 2 ~ tminZmax, 

where 

* — / ft ~C I Kmin ' K,r, 
^ — \l V KminKmax I n 

Proof. We are able to take the maximum over the variable f instead of A;, since K~(k) 

is a continuous increasing function. Also, we can restrict the range of pi and p2 to 

the interval [(mm,Uai]i a s we did before. Thus, we want to find the values p\ and p*2 

that achieve the minimum 

( P l - 0 ( P 2 " 0 
mm I max 

(Pl .P2)€[£min,?max] 2 \ ££ [£min , (mot] ( P l + 0 ( P 2 + 0 

This is in the form of the Wachspress alternance result (Theorem 4.1), with n = 2. 

Using the optimal parameters property (4.2), we can divide by two the number of 

parameters, by using the substitutions 

p VKminKmax I K . VSminsfi 

^ VVsminsmai ? 

£ /7 T t Kmin "T" ?mai 
Kmin •— V SminSmai) smai •— ~ : 

-L / , \ -̂  / , KminKmax \ 
W : = «(Pl +P2J = X Pi + 2 2 V P\ ) ' 

After some algebraic manipulations, the rate of convergence becomes 

POOo(k,0,pup2) = - " =-. 

(w + 0 
Hence, the min-max problem reduces to 

min l max 
(w + 0 
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We refer to [Wac62] for more details on the general algorithm to reduce the number 

of parameters by a factor of two in the minimization. The optimized parameter for 

this problem is UJ* = y ( m m ( m a i . Transforming back to the original parameters, we 

get 

P*l = U* + y/(uJ*)2 - £TninK~max, P2 = UJ* - \/(uj*)2 - ^mintmax, 

which leads to the advertised result. • 

Proposition 5.4 (Optimized two-sided Robin asymptotics, without overlap 

and 6 = 0). When 6 = L = 0, the asymptotic performance of the Schwarz method 

with optimized two-sided Robin transmission conditions is 

max \p00o(k,Q,p\,pl)\ = l - 2 ( 2 ^ X h\+0(h\). 

Proof. We first compute the expansion for UJ* 

UJ — \J v KminKmax \Kmin • Kmax)/" 

1 

71 
2VXtrain ( , 2^7T 

h [Um+ h 

^ , = ( 2^ ):M?+^%^+0(^ ) ) 
6,4 A(VTT)^ 

3 

/j—^ -z 7 • (26nm)^M^ £LM* . n(,ll, 
y/(uJ*)2 - KminKmax = - 3 TTTT b 0(h 4 ) . 

hi 2<t / i4 

Now, the two different parameters give 

= 2(2U.)V)» + 0(h_,%) = Ch_i + 0 ( f t _ ; ) i 

/ l 4 
3 ^ 

* = Zmini™)4
 + Q ^ = Dh_i + 0^I ^ 

24 / j , 4 
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Finally, we can use these expressions in the convergence rate to get the expansion 

u ^Bu \POO0(k,0,P*1,P*2)\^\p(kmin,0,P*l,P*2)\ 

\P\ Kmin)\P2 Kmin) 

\Pl i Kmin)\P2 > Kmin) 

(l-Unh^/C)(l-Uinh}lyD) 

~ (1 + Unh^/C)(l + Unh^/D) 

n^> 

1 1_ 2^hi+0(h^). 

This leads to the result 

i 
4 

>mm max |pooo(A:,0,pt,p;)| = l - 2 ( 2 ^ ) M + 0( / i t ) . 

• 

We now continue with the overlapping case, still assuming 6 = 0. 

Proposition 5.5 (Optimized two-sided Robin parameters, with overlap and 

6 = 0). The optimized two-sided Robin parameters are given by 

pi = 2f 

pi = 2-f 

where p* and q* are the optimized second order parameters, given by Proposition 5.1, 

with L replaced by 2L. 

Proof. The convergence rate of the Schwarz iteration is given by 

Pooo(k,L,pup2) = -——— —(e * . 

Multiplying out the two factors in the fractional part, we obtain 

pooo(k,L,p1,p2) = 
P1P2+A . 4u2 i 2 _ <r 
P1+P2 P1+P2 _ < = _ l f 

P1P2+A , 4v2 ; 2 i <r 
P1+P2 P1+P2 ^ 
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Hence, by setting the new parameters 

Pip2 + A Av2 

P= , Q= ; , 
Pi + P2 Pi + P2 

our optimization problem is equivalent to the min-max problem for second order 

conditions, with L replaced by 2L. Inverting the above transformation, we get the 

expressions for p* and p2 in terms of the optimized second order parameters p* and 

q* as stated in the theorem. • 

This reduction also applies for the case without overlap, L = 0, and matches with 

the result of Proposition 5.3, for which we have given a different but direct proof. 

The asymptotic performance in the overlapping case for the second order and two-

sided Robin conditions still needs to be proved, but we expect it to be of the form 

1 - 0(h$), as for the modified Helmholtz equation, see [Gan03]. 
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Chapter 6 

Numerical Results 

In this chapter, numerical results are presented to illustrate the convergence of the 

Schwarz method with optimized Robin conditions. Comparisons are also made with 

other methods. The results were obtained using a finite difference solver implemented 

in Matlab, for rectangular domains. The original region is divided into two symmet­

ric subdomains, with vertical interfaces. The linear systems corresponding to the 

discretized subproblems are solved using the backslash operator "\" in Matlab. 

6.1 An Example with Constant Coefficients 

First, we consider an advection-diffusion equation with constant coefficients and ho­

mogeneous Dirichlet boundary condition, 

—fi(UXX + Uyy) + UX + Uy + U = 0 On f2 = (0 , 7T) 2 , 

u — 0 on dfl. 

The exact solution of this simple problem is u(x, y) — 0. The square domain is divided 

into the subdomains 

fil=(0,^
>)x(0,7r), n2=(o,7^±)x(0,n). 
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For the overlapping case, we choose an overlap of size L = 2h (two grid spaces wide), 

since in applications an overlap larger than 0(h) cannot be afforded, because of the 

computational cost. Also note that taking a constant overlap leads to a constant 

convergence rate with respect to h, like for the classical Schwarz method. We take 

kmax = f as an approximation for the maximum frequency. To start the Schwarz 

iteration, we specify initial guesses u\ and u2 for the solutions in the subdomains fii 

and Q,2. In fact, what is really needed for the algorithm is only the values of the 

interface operators 

Biul on r 1 ; B2u\ on T2. 

However, we choose to specify initial approximations over the full subdomains because 

we want the different methods to start with the same initial error (see error definition 

below). For this initial data, we use a matrix of random values ranging from —1 to 1 

(using rand in Matlab), so that the initial error contains a wide range of frequency 

components. 

We compare the convergence properties of the Schwarz method using four different 

transmission conditions: Dirichlet (classical Schwarz, when there is overlap), zeroth 

order Taylor approximations, optimized Robin conditions, and optimized two-sided 

Robin conditions. The latter are computed by solving the min-max problem numer­

ically when no theoretical result is known (using fminsearch in Matlab). The error 

is measured in the infinity norm as the absolute difference 

en := \\un — itHoo = max \un — u\, 
(i,j/)€fi 

where u is the numerical solution obtained by solving directly over the full domain fi, 

and the approximations of the solution un are defined as in the Restricted Additive 

Schwarz method (see Section 1.4) 

un = 
un in[0,7r/2]x[0,7r] , 

u£ in (7r/2,7r] x [0,TT]. 
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We compare the iterates in the Schwarz iteration to the numerical solution «onf i for 

the corresponding mesh, since we want to isolate the error due to the discretization 

from the error due to the iterative method. For these experiments, we used a 2nd 

order finite-difference discretization, and so the error in u is 0(h2). Figure 6.1 shows 

the convergence of the different Schwarz methods, using both non-overlapping and 

overlapping decompositions for problem (6.1). For these graphs, the mesh size of the 

finite difference discretization is h = 7r/300 in both x and y. 

Note that the effect of using an overlap on the convergence is significant: by using 

a small overlap of only two grid spaces wide, the convergence is accelerated by a factor 

of more than two in this case! In addition, the computational cost of adding a small 

overlap in the order of the mesh size is very small: it adds only 0(h~l) grid points 

to each subproblem, which already contain 0(h~2) points. 

The difference in convergence for the three Robin transmission conditions with 

overlap (Figure 6.1(b)) may not seem very apparent. However, the difference increases 

when taking smaller mesh sizes, as predicted by the different asymptotic expansion 

of each convergence rate. 

By varying the mesh size h, the maximum frequency (kmax = f) and the overlap 

size (L = 2h when positive) also change, from our choice. We look at the effect of h 

on the convergence of the Schwarz iteration. Figures 6.2(a) and 6.2(b) are logarithmic 

plots of the number of iterations needed to achieve an error of 10 -6 , for different values 

of the mesh size h. We took from 50 to 500 grid points (by increments of 50) in each 

direction for these results; the solver quickly becomes very slow for smaller mesh sizes, 

because we use the backslash solver "\" of Matlab, instead of a more efficient method 

for solving large sparse systems. The plots illustrate well the weaker dependence of 

the convergence on h for optimized transmission conditions, compared to the classical 

Schwarz method and the Taylor approximations. For h small enough, the slope of the 

data points should give approximatively the exponent of the leading order term in the 
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Zerolh order Taylor 
— Optimized Robin 
— Optimized two-sided Robin 

\, "*" "~ -. 

" ' v ** ~ ^ 

20 25 

0 

0 

o"1 

0** 

0"* 

o"10 

\ \ 
\ \ \ \ 

S x ^ v 

1 ' ' 
Classical Schwarz 
Zerolh order Taylor 
Optimized Robin 
Optimized two-sided Robin 

-

15 20 
iteration 

(a) without overlap (b) with overlap 

FIGURE 6.1. Comparison of the convergence for different transmission 

conditions. 

asymptotic expansion of the convergence rate. On the plots are also shown lines with 

the slopes expected from the theoretical expansions for comparison. Note that the 

zeroth order Taylor method without overlap seems to have better performance than 

expected for this example, more investigation is needed to understand the reason. 

Table 6.1 shows the slopes of the best fitted line for the data of Figure 6.2(a) and 

6.2(b), along with values predicted by the theoretical asymptotics (in parentheses). 

We already observe good agreement of these numbers with the theory, even though 

the smallest mesh size used for this experiment is still fairly large (7r/500 « 0.0063). 

However, these results do not seem to confirm the theory as well as the experiments 

done for symmetric differential operators in [Gan03]. 

For the optimized Robin transmission conditions, the optimized parameter is com­

pared to the value leading to the best convergence numerically in Figure 6.3(a) and 

6.3(b). The asterisk symbol (*) indicates the optimized parameter, and in the over-
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FIGURE 6.2. Number of iterations needed to achieve an error of 10 6, for 

different values of h. 

Method 

Classical Schwarz 

Zeroth order Taylor 

Optimized Robin 

Optimized two-sided Robin 

L = 0 

0.7097 (1) 

0.5669 (1/2) 

0.2754 (1/4) 

L = 2h 

1.0285 (1) 

0.4624 (1/2) 

0.4283 (1/3) 

0.3093 (1/5) 

TABLE 6.1. Slopes of the asymptotic graphs 
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Number of iterations needed to achieve an error of 10 Number of iterations needed to achieve an error of 10 

(a) without overlap (b) with overlap 

FIGURE 6.3. Comparison of the optimized Robin parameter with other 

values, for this example with a bounded domain. 

lapping case, the cross symbol (x) shows the approximate Robin parameter resulting 

from Theorem 4.4. The convergence of the optimized method turns out to be the 

best that one can achieve with Robin transmission conditions, for this specific exam­

ple with a bounded domain. This justifies the methodology of the optimized Schwarz 

methods: the continuous Fourier analysis is done only for a model problem, with an 

infinite domain. In general, the optimized parameter will be close to the optimal value 

for a bounded domain, without necessarily achieving the best convergence possible. 

6.2 An Example with Variable Advection 

The optimized Schwarz methods are constructed in the case of a constant advec­

tion. However, when facing an advection varying in the domain, we can still use the 

optimized conditions. For the non-overlapping situation, the optimized parameters 
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are given by explicit formulas. So, we can apply these formulas pointwise with the 

variable advection, where a = a(y) and b = b(y) are now functions on the interfaces. 

For overlapping decompositions, the optimized parameters are given in general by 

the solution of a system of non-linear equations. We could solve this system at each 

grid point on the interfaces, but this can become very costly when using a small mesh 

size. To reduce the computational cost, we solve the system of equations only for a 

reasonable number of grid points, and then use interpolation to compute the trans­

mission conditions at intermediate grid points. Note that all of this process is done 

once, before starting the Schwarz method. 

We consider here an example with a varying advection obtained from a Navier-

Stokes computation using periodic boundary conditions, see Figure 6.4. Along a 

vertical line near the center (location of the interface(s)), the advection varies from 

horizontal to \rertical directions, making this a meaningful test case. The domain is 

the square Q = (0,7r)2, the viscosity is taken to be v = 0.1, and c = 1. The source 

term is given by f(x,y) = sin5xsin5^. The numerical solution of this problem is 

illustrated in Figure 6.5. For this example, 300 grid points are used in x and y. To 

compute the optimized Robin conditions with overlap, the system of equations is 

solved at only 75 points along each interface, and linear interpolation is applied to 

obtain parameters for all grid points (using in t e rp l in Matlab). 

The convergence of the Schwarz method with the different transmission conditions 

exhibits behavior similar to the case of constant advection, see Figure 6.6(a) and 

6.6(b). The optimized Robin conditions bring significant improvement over the Taylor 

approximations and the classical Schwarz method. 
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FIGURE 6.4. An example of variable advection. 

Solution of the advection-diffusion equation with a varying advection. 
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FIGURE 6.5. Numerical solution of the problem. 
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FIGURE 6.6. Comparison of different transmission conditions for a varying 

advection. 

6.3 Krylov Acceleration 

6.3.1 Condensed Problem on the Interface 

We have shown in Chapter 1 that the classical Schwarz method is a stationary iterative 

method on the interface variable, for the Steklov-Poincare linear system. We will show 

in this section that the Schwarz method with Robin transmission conditions can be 

written as a Richardson iteration for a linear system condensed on the interface. 

Consider Robin conditions of the form 

„ du n du 
Bxu- — + p\u, B2u = — + p2u. 

dn dn 

Under a particular discretization (e.g. finite difference, finite volume, finite element), 

we can write the discretized boundary operators in matrix form as 

B\u2 -+ 5 iu 2 + bi, B2ux -+ £ 2 ui + b 2 , 
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where b; only may depend on / . Note that the matrix Bi corresponds to the dis-

cretized operator Bx when applied to functions on Q,2 only (e.g. u2). The operator B\ 

may have a different discretization when applied to functions on f^i; this discretization 

will be hidden inside the subdomain solver Mx, defined below. A similar comment 

applies to B2. Now we define the interface variables as the value of the boundary 

operators applied to the iterates, 

Pi Blu^ + bl, / i£ :=£ 2 i i? + b2, / / 
M? 

/4 

Mi 

Let Mi be the linear operators representing the subdomain solvers 

f ' ) := u - where J ^ = * . 

Using these definitions, we can write the parallel Schwarz method given by (1.2) and 

(1.3) with Robin transmission conditions as 

^ + 1 

£ l U£+ 1 +1>! 

B2u\+l + b2 

BXM2 

B2MX 

+ 
bi 

b2 

Now using the linearity of the operators Mi, we obtain an iteration on the interface 

variables 

M2 + 1 

Hence we get 

BXM2 

B2MX 

0 

M2 

Mi 

+ 

BXM2 | " | + bi 

B2MX | ' | + b 2 

=:T 
M? 

M? 
+ b. 

M 
n + 1 = Tpn + b, where T = 

0 T12 

T2l 0 
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The matrix T has the special structure shown above since the value of / i " + 1 

depends only on p,2, and vice-versa. Note that the argument demonstrates that the 

Schwarz algorithm with Robin transmission conditions is a Richardson iteration on 

the interface variable, for the linear system 

Sp, = b, where S = I-T. (6.2) 

Hence, one can apply a Krylov method to the above system instead of the Richard­

son iteration, to accelerate the convergence. In the continuous formulation, the op­

erator S is analogous to the Steklov-Poincare operator. The matrix S is dense and 

expensive to compute explicitly: each entry involves solving subdomain problems. 

For second order, symmetric positive definite differential operators (e.g. - A + rj), S 

is also symmetric positive definite. In our case however, C is non-symmetric, and as a 

consequence, so is S. Hence, the conjugate-gradient method cannot be applied to the 

linear system (6.2). Instead, one can use GMRES or BICGSTAB. For the numerical 

results that are shown, we use the following implementation of BICGSTAB (from 

[vdV92]), to solve the linear system Ax = b, with initial guess x0. 

Initial phase: 

zQ = Ax0, r0 = b- ZQ, 

p0 = a = u0 = 1, vQ = <?o = 0. 



90 Numerical Results 

Iteration phase: 

Pk+l : 

Qk+l : 

^fc+i • 

S • 

Uk+l '• 

= (ro,rk), /3 

= rk + (3(qk -

= Aqk+l, a--

= rk - avk+i, 

(t,s) 

Pk+i a 

Pk ^0 

WfcUjfc), 

Pk+l 
(ro,vk+i)' 

t = As, 

xk+x = xk + aqk+1 + uk+1s, rk+1 = s - uJk+\t. 

Note that each iteration involves two matrix-vector products Ax. 

6.3.2 Iterative vs. Krylov Comparison 

In Figure 6.7, the convergence of the BICGSTAB method applied to the linear system 

(6.2) is illustrated for different transmission conditions. Here, we used 300 steps in x 

and y, a constant advection a = (1,1) as in Section 6.1, and a random initial guess 

for the solution. In Figure 6.8, the convergence of the Schwarz method used itera-

tively is compared with the Krylov accelerated method on the interface, for different 

transmission conditions (only the overlapping case is shown). For the comparison to 

be valid, the rc-axis in the graphs corresponds to the number of products Sx, since 

BICGSTAB does two per iteration. 

The graphs show that the Krylov method improves the convergence of the iterative 

Schwarz method as expected. However, the improvement is less apparent when using 

more "effective" transmission conditions. When the conditions are modified, the 

condensed system on the interface (6.2) changes completely, including the definition 

of the interface variable pJl. Maybe the fact that the non-symmetry in S changes as 

we use different conditions affects the Krylov method significantly, and might explain 

these results. This should be investigated further for a better understanding. 
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FIGURE 6.9. Comparison of the optimized Robin parameter with other 

values for the Krylov accelerated method. 

The Robin parameter that leads to the quickest convergence in the Krylov accel­

erated method is very close to the optimized parameter value obtained through the 

solution of the min-max problem. This is illustrated in Figure 6.9(a) for the non-

overlapping case, and in Figure 6.9(b) for the overlapping case. The solver was tested 

with 25 values of p in the range shown in each case. 
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Conclusion 

In summary, we have computed optimized Robin transmission conditions for the 

Schwarz method, by solving a min-max problem. An advection-diffusion model prob­

lem with constant coefficients on the plane was considered. When the subdomains 

are not overlapping, the optimized parameter is given by an explicit formula. In the 

overlapping case, only an approximate min-max problem was considered, which we 

have shown reduces to solving a non-linear equation for the Robin parameter. The 

approximation we have made is good asymptotically for small mesh size h and overlap 

of 0(h). 

The asymptotic performance of these methods exhibits a weaker dependence on 

the mesh size than the previously known Robin conditions. Numerical experiments 

have shown that the optimized conditions improve significantly the convergence of the 

Schwarz method, compared to other Robin conditions and to the classical Schwarz 

method. 

In addition, a few results were stated for optimized conditions with two parame­

ters: two-sided Robin and second order conditions in the tangential derivative. These 

partial results only have limited practical use, since they apply only to the special 

case when the advection is normal to the interfaces. However, they have theoretical 

interest for future extensions to a general advection. 

There are many possibilities for future work. First, finding the exact solution of 

the min-max problem for the optimized Robin parameter, in the overlapping case, 
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would be useful: it would always give a good value to the parameter, not only asymp­

totically for small h as the current result. Also, the results currently known on 

optimized transmission conditions with two free parameters are very incomplete. An­

other direction is to consider the case where the coefficients of the advection-diffusion 

equation are discontinuous across the interface. The physical properties of the ma­

terial in each subdomain can be different, for example having different viscosities. It 

would be of interest to compute optimized Schwarz methods in that case and study 

how the different physics affect the optimization problem. 
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