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Abstract 

This study examined how second language oral performance is assessed by 

different groups of teacher-judges across different tasks and task types. The substantive 

focus of the study investigated whether native English-speaking (NS) and non-native 

English-speaking (NNS) teacher-judges exhibited internai consistency and 

interchangeable severity, and how they influenced task difficulty and the calibration of 

rating scales across different tasks and task types. It was also identified what the salient 

construct elements for evaluation were to the two groups of teacher-judges across 

different tasks and task types when no evaluation criteria were available for them to 

consult. 

A Many-faceted Rasch Measurement analysis of 1,727 ratings and a grounded 

theory analysis of3,295 written comments on students' oral English performance showed 

little difference between the NS and NNS groups in terms of internai consistency and 

severity. Additionally, the two groups were neither positively nor negatively biased 

toward a particular task type. The NS and NNS groups, however, did differ in how they 

influenced the calibration of ra ting scales, and in how they drew upon salient construct 

elements across different tasks and task types. The need for context (task)-specific 

assessment, the suitability of the NNS teacher-judges, the usefulness of the Many-faceted 

Rasch Measurement, and the legitimacy of mixed methods research are discussed based 

on these findings. 



Résumé 

Cette étude avait pour but d'examiner la manière dont différents groupes 

d'enseignants/examinateurs évaluaient la performance à l'oral en seconde langue à 

travers différentes tâches et types de tâches. L'objectif principal de l'étude était de 

déterminer dans quelle mesure les enseignants/examinateurs de langue maternelle 

anglaise (LMA) ou n'étant pas de langue maternelle anglaise (NLMA) exerçaient une 

influence sur la difficulté de la tâche et le calibrage des échelles de notation pour les 

différentes tâches et types de tâches et dans quelle mesure ils faisaient preuve d'une 

homogénéité et d'une sévérité constantes. Cette étude a également permis d'identifier 

quels étaient les éléments structurels saillants pour les deux groupes 

d'enseignants/examinateurs selon les différentes tâches et types de tâches quand aucun 

critère d'évaluation n'était disponible à la consultation. 

11 

Une analyse multi facettes selon le modèle de Rasch de 1727 évaluations et une 

analyse en théorie ancrée de 3295 commentaires écrits portant sur la performance à l'oral 

d'étudiants en anglais ont montré peu de différence entre les groupes LMA et NLMA en 

termes d'homogénéité et de sévérité. Elles n'ont pas non plus démontré une différence 

significative dans l'influence exercée sur la difficulté de la tâche dans les différentes 

tâches et types de tâches. Néanmoins, les groupes LMA et NLMA différaient dans leur 

manière d'influencer le calibrage des échelles de notation et d'utiliser les éléments 

structurels saillants pour les différentes tâches et types de tâches. La nécessité d'une 

évaluation spécifique liée au contexte (tâche), la pertinence des enseignants/examinateurs 

NLMA, l'utilité d'une analyse multi facettes selon le modèle de Rasch et la légitimité 

d'une recherche menée avec des méthodes variées font actuellement l'objet de 

discussions sur la base de ces résultats. 
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Research Rationale 

CHAPTERl 

INTRODUCTION 

The past several decades have seen an increase in language testing 

literature, from botha theoretical and practical perspective. At the heart of this 

flourishing growth has been the advent and evolution of communicative language 

testing, particularly since the 1980s. Much work has been done to develop a test 

that is able to assess communicative competence in the real world, and this 

concerted effort has enriched the theoretical and practical grounds for 

performance assessment. 

Concurrently with this increasing interest in performance assessment, 

language testing researchers have devoted considerable attention to the idea that 

performance assessment is inexorably interlinked with the potential variability, 

which may jeopardize the reliability, validity, and faimess of the assessment. In 

second language performance assessment, task and rater variability have long 

been recognized as the major factors that threaten the reliability and the validity of 

the construct being measured, and that consequently prevent an accurate inference 

about test-takers' language abilities. 

Many previous studies on task variability have been pertinent to task type 

and task difficulty, and it has been argued that task attributes exert an impact on 

test performance or estimation of constructs (Bachman, 1990; Henning, 1983; 

Shohamy, 1983; Shohamy, Reves, & Bejarano, 1986). Although studies have 
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repeatedly reported that task attributes have a systematic effect on the test scores 

or constructs being measured, the nature and significance of these effects reveal 

gaps in our knowledge (Fulcher, 2003). In particular, further studies are needed to 

address how a rating scale is calibrated for a task, or what latent task factors might 

contribute to that calibration, from a psychometrie perspective. The lack of 

substantive understanding about the complexity and variability of tasks suggests 

new areas for research and motivates more rigorous research. 

As is the case with task variability, rater variability is a potential source of 

measurement error. Rater-involved assessment has long drawn the attention of 

language testing researchers, who have raised the concem that it inevitably 

engages subjective judgments, thus making complete rater consensus close to 

impossible. A number of studies have explored differences in rater behavior, and 

these have found that raters tend to differ according to their backgrounds and prior 

experience (Bamwell, 1989; Brown, 1995; Chalhoub-Deville, 1995a, 1995b; 

Fayer & Krasinski, 1987; Galloway, 1980; Hadden, 1991; Hill, 1997; Shohamy, 

Gordon, & Kraemer, 1992; Weigle, 1994, 1998). However, the outcomes of the se 

studies have often been contradictory, possibly because they utilized different 

native languages, a small sample of raters, or different methodologies (Brown, 

1995; Chalhoub-Deville, 1995a). 

As a continuation of the ongoing discussion about task and rater variability, 

this study intends to comprehensively examine how second language oral 

performance is assessed by different groups ofteacher-judges across different 

tasks and task types. The substantive focus of the study investigates how native 

English-speaking (NS) and non-native English-speaking (NNS) teacher-judges 
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influence task difficulty and the calibration of ra ting scales across different tasks 

and task types, and whether they exhibit internai consistency and severity. It also 

explores the evaluation criteria or construct elements that are salient to the two 

different groups of teacher-judges across different tasks and task types. Although 

there has previously been sorne analysis of differences between native (NS) and 

non-native English-speaking (NNS) teachers' judgments of students' oral English 

performance (e.g., Brown, 1995; Payer & Krasinski, 1987; Galloway, 1980), there 

has been little attempt to examine how the two groups influence the calibration of 

rating scales, or what evaluation criteria or construct elements they draw on to 

infer language ability when no evaluation criteria are available for them to consult. 

This study addresses the extent to which task and rater variability impact second 

language performance assessments, using the Many-faceted Rasch Measurement 

and grounded theory analysis. 

Chapter Overview 

Chapter 1 presents an introduction to the thesis. Chapter 2 deals with 

general discussion of second language performance assessment and specifie 

empirical studies on variability of performance assessment, in three major 

sections: 1) overview of second language performance assessment, 2) theoretical 

models of second language performance assessment, and 3) systematic variations 

of second language performance assessment. Chapter 3 outlines the methodology 

used in this research. Chapter 4 reports the findings of the study. Chapter 5 

addresses the conclusions of the study, citing implications, limitations, and 

suggestions for further research. 
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CHAPTER2 

REVIEW OF THE LITERATURE 

In this chapter, the theoretical and empirical discussions that inform 

previous research in second language performance assessment will be addressed 

in order to develop a better-rounded perspective. The chapter covers topics from 

general second language performance assessment to specifie empirical studies on 

the variability of second language performance assessment, and consists of three 

major sections: 1) overview of second language performance assessment, 2) 

theoretical models of second language performance assessment, and 3) systematic 

variations of second language performance assessment. 

Overview of Second Language Performance Assessment 

While the origin of second language performance assessment is not 

language testing per se, it has always interested second language practitioners and 

researchers, and has therefore seen consistent advancement over the last four 

decades (MeN amara, 1997). Even in the 1950s, the era of psychometric­

structuralists (Spo1sky, 1975, 1977, 1981, 1995), when discrete point tests were a 

dominating trend, a practical call for authentic language testing emerged in 

occupational training and personnel selection (McNamara, 1996). Second 

language performance assessment has gradually developed since the 1970s, as 

have underlying theories of communicative competence (McNamara, 1996, 1997). 



Interest in second language performance assessment has recently increased, since 

it promises not only authentic language use within a test context, but also a 

beneficiai washback on classroom teaching and leaming. 

Performance tests, also known as authentic or direct tests, are defined as 

tests "in which the ability of candidates to perform particular tasks, usually 

associated with job or study requirements, is assessed" (Da vies, Brown, Eider, 

Hill, Lumley, & McNamara, 1999, p. 144). Haertel (1992; as cited in McNamara, 

1997) offers two different definitions of performance measurement. One is 

defined more narrowly as "the sampling and quantification of sorne behavior that 

would occur whether it were being assessed or not," and the other, defined more 

broadly, as "any tests in which the stimuli presented or the responses elicited 

emulate sorne aspects ofnontest settings" (p. 984). According to McNamara 

( 1996), a defining characteristic of performance assessment is that "actual 

performances of relevant tasks are required of candidates, rather than more 

abstract demonstration of knowledge, often by means of pencil-and-paper tests" 

(p. 6). 

Slater (1980; as cited in McNamara, 1996) and Jones (1985; as cited in 

McNamara, 1996)1 classify performance tests into three types: direct assessment, 

work sample methods, and simulation techniques. They suggest that a maximum 

fidelity can be attained through direct observation of performance, because a 

direct assessment does not manipulate the performance tasks. In work sample 

1 Jones (1985) extends Slater's (1980) study of performance tests in occupational assessment to 
second language settings. 

5 
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methods, on the other hand, performance tasks are controlled to create more 

reliable and standardized tests. Simulation techniques are distinguished from both 

of the other test types in that they take certain aspects of reality and typify them as 

performance task sets. In particular, Jones (1985) emphasizes simulation 

techniques in second language performance assessment because they are able to 

strike a balance between test validity and overall accuracy. 

Similarly, McNamara (1996) draws a distinction between a strong versus a 

weak sense of second language performance tests in terms of evaluation criteria. 

According to the strong view, a real-life task is replicated as a test task, and the 

test performance is evaluated using a real-life standard. Thus, language 

proficiency itself is not crucial in assessing performance, because completion of 

the task is the primary interest of assessors. Referring to Messick 's ( 1994) 

distinction between performances and the products of performance assessment, 

McNamara (1996) goes on to note that "Such a test thus involves a second 

language as the medium of the performance; performance of the task itselfis the 

target of assessment" (p. 43). On the other hand, the weak view of second 

language performance assessment attaches more weight to language performance 

than to fulfillment of the task. Since language proficiency is one of the major 

components of performance assessment evaluation criteria, most second language 

performance tests take the weak stance. 
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Theoretical Models of Second Language Performance Assessment 

As McNamara notes (1996), much of the work on second language 

performance assessment has been done as part of the communicative or authentic 

language tests of the 1980s. In an attempt to define the components of 

communicative language ability, researchers have examined what constitutes 

language competence and performance. In his 1972 theoretical paper "On 

communicative competence," Hymes presented an impressive discussion on 

linguistic competence and linguistic performance. He begins by pointing out that 

Chomsky's generative grammar (1965) is too limited to explore the concept of 

language use, and that a substantial awareness of sociocultural factors is necessary 

in order to identify the area invo1ved in the underlying competence for use. He 

then argues that Chomsky's notion of performance must be clarified, and proposes 

two different possible interpretations: the first is that actual performance is 

distinguished from underlying competence (weak version of distinction), and the 

second is that underlying models or rules of performance is distinguished from 

underlying grammatical competence (strong version of distinction). As Hymes 

notes, the weak version of distinction between competence and performance is 

well understood, whereas the strong version of distinction is not. Hymes also 

points out that Chomsky's strong version of interpretation, that competence is 

interlinked with grammatical competence only, is inappropriate in that contextual 

or sociolinguistic competence is not taken into account (Hymes, 1972; as cited in 

Canale & Swain, 1980). 
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Hymes (1972) then takes a rather different perspective along with this 

criticism. For him, competence is the general capability of a person, which relies 

upon tacit knowledge and ability. He proposes that every individual has different 

ability to use knowledge, and that its specification is inexorably interlinked with 

such non-cognitive factors as motivation. On the other hand, performance implies 

"the interaction between competence (knowledge and ability for use), the 

competence of others, and the cybemetic and emergent properties of events 

themselves" rather than behavioral evidence, and thus denotes "actual use and 

actual events" (Hymes, 1972, p. 283). 

McNamara (1996) points out that the distinctions suggested by Chomsky 

(1965) and Hymes (1972) are not clear-cut, and there seems to be a gray area 

between them. According to him, knowledge of language, rather than underlying 

competence, was Chomsky's main interest, while Hymes' communicative 

competence includes characteristics ofboth knowledge and performance. In other 

words, Hymes' model of communicative competence takes into account both the 

sociolinguistic aspects of language knowledge and the psychological aspects of 

language performance (McNamara, 1996). As linguists will attest, Hymes' work 

on communicative competence was and remains influential in the field, and is still 

credited for its integration of communicative competence and social context. 

While Hymes' (1972) communicative competence was derived from a 

concem for first language (McNamara, 1996), a seminal work on communicative 

competence in second language was completed by Canale and Swain in 1980. 

Contrary to Hymes, Canale and Swain (1980) argue that ability for use cannot be 
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integrated into the definition of communicative competence because no theory of 

human behavior can properly explain its definition and application. They also 

suggest that the inclusion of ability for use presumes that language users have 

linguistic deficits. 

Along with this criticism they propose three primary communicative 

competences, all of which are involved in language knowledge only: grammatical 

competence, sociolinguistic competence, and strategie competence. Grammatical 

competence is the knowledge of lexical features, morph-syntax, semantics and 

phonology used by second language leamers to produce grammatically accurate 

sentences. Sociolinguistic competence is the rules that are used to interpret speech 

in a given social context, including sociocultural rules of use2 and rules of 

discourse3
• The final communicative competence, strategie competence re fers to 

the ability to compensate for communication failures, and can be either verbal or 

non-verbal. According to Canale and Swain, even if little is known about the se 

communication strategies, leaming how to exploit them can benefit early second 

language leamers. They also assert that their model is pertinent to second 

language teaching and testing, and can thus equip second language leamers with 

the grammatical rules of the second language through both sociolinguistic and 

strategie competence. They acknowledge that their theory is based on existing 

work (i.e., Allen & Widdowson, 1975; Halliday, 1970; Hymes, 1967, 1968; 

Johnson, 1977; Morrow, 1977; Stem, 1978; Widdowson, 1978; & Wilkins, 1976), 

2 Sociocultural rules of use are rules by which statements are generated and delivered 
appropriately within a given context. 
3 Rules of discourse are understood in terms of cohesion and coherence. 



and is not in fact original. 

Three years later, Canale (1983) presents a slightly revised model that 

introduces a new feature of language knowledge, discourse competence. 

According to Canale, discourse competence, which was part of sociolinguistic 

competence in the earlier model, is a way of integra ting grammatical forms and 

meanings, and unified text can be attained through cohesion in form and 

coherence in meaning. Cohesion is defined as a way of constructing controlled 

utterances using such deviees as pronouns, synonyms, ellipsis, conjunctions and 

parallel, whereas coherence indicates the relationships that exist among various 

textual meanings. 

10 

In this later paper, Canale (1983) makes two comments on his theoretical 

framework. The first is that he regards communicative competence as divided 

rather than uni versai. The second is that he does not consider how his four 

competencies interact with one another. With regard to this, Shohamy (1988) also 

claims that more rigorous research be conducted on the interaction of the four 

elements of communicative competence. 

Drawing on Canale and Swain's earlier model (1980), Bachman (1990) 

presents a new theoretical framework for communicative language ability, which 

he defines as "both knowledge, or competence, and the capacity for implementing, 

or executing that competence in appropriate, conceptualized communicative 

language use" (p. 84). It focuses on both competence and performance and 

consists of language competence, strategie competence, and psychophysiological 

mechanisms. Unlike Canale and Swain, Bachman includes both language 
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knowledge and general ability of language use in his model. According to him, 

language competence4 comprises organizational competence and pragmatic 

competence, each of which subsumes its subordinated features. Grammatical 

competence and textual competence belong to organizational competence, and 

refer to the abilities required to create and identify grammatically correct 

sentences, to figure out their prepositional content, and to arrange them to 

structure texts. Pragmatic competence, on the other hand, is composed of 

illocutionary competence, which requires pragmatic practices to carry out 

acceptable language performance, and sociolinguistic competence, which involves 

appropriate language use in a given context. 

Bachman ( 1990) suggests that Canale and Swain's ( 1980) view of strategie 

competence is incomplete in that they do not include the mechanisms by which 

strategie competence works. Bachman himself regards strategie competence as 

one component of communicative language ability, not as a component of 

language competence. In other words, to Bachman, strategie competence is ability 

for use, not knowledge (McNamara, 1996). In his model, strategie competence is 

composed ofthree components: assessment, planning, and execution. He also 

includes psychophysiological mechanisms, which engage in the channel and 

mode of language use by which competence is realized. 

4 Bachman notes that the construction oflanguage knowledge is based on empirical studies that 
attempt to confirm the components of Canale and Swain's model ( e.g., Bachman & Palmer, 1982). 
Studies that attempted to examine the validity of Canale and Swain framework include Allen, 
Cummins, Mougeon, and Swain (1983), Harley, Allen, Cummins, and Swain (1990) and Swain 
(1985). 
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More recently, Bachman and Palmer (1996) have proposed a revision of 

Bachman's earlier model (1990). They propose that the components of language 

use consist of language ability, topical knowledge and affective schema ta, and 

they interact with each other and with other features of language use setting. 

According to them, language ability includes language knowledge and strategie 

competence. Language knowledge refers to the same concept as language 

competence in Bachman's earlier work; only the term illocutionary competence 

has been replaced with functional knowledge. Strategie competence is defined as 

a series of metacognitive strategies that allow for cognitive control in language 

use and other cognitive performance: goal setting, assessment, and planning. 

Topical knowledge indicates knowledge schemata or real-world knowledge that 

assists language use. More importantly, affective schemata mean emotional 

association with topical knowledge, and can either facilitate or restrict flexibility 

of language use. MeN amara ( 1996) regards the inclusion of affective factors in 

language use as a notable development, in that Hymes' idea of ability for use is 

explicitly represented. 

Systematic Variations of Second Language Performance Assessment 

One important factor that distinguishes performance assessment from 

traditional assessment is scoring procedure. Contrary to traditional fixed response 

assessment, 5 performance assessment involves several construct relevant or 

5 According to McNamara (1996), a traditional fixed response assessment elicits scores from the 
instrument only, with no interaction from other variables. This type of assessment usually takes the 
form of a true/false or multiple-choice test, in which candidates' responses are limited by the 
instrument itself and scored based on a pre-determined answer key. This traditional assessment 
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irrelevant variables, which add the issues of complexity and variability. According 

to Upshur and Tumer's (1999) refined model of performance assessment, test-

takers are asked to produce a spoken or written performance instead of simply 

mar king an answer among choices. The performance is th en judged by a human 

rater with the aid of a rating scale or scoring guide. The involvement of a human 

rater introduces a new dimension of interaction: test-takers must interact with the 

task in order to generate discourse, and the discourse, the rating scale, the raters 

and the task itself must interact with each other in order to produce the final 

scores, by which the inference about test-takers' ability is possible. 6 

Rating scales. 

As has been stated, rating scales can have a systematic effect on 

performance assessment scores. In order to judge the performances of test takers, 

raters must use a rating scale as a yardstick, but the final scores may be affected 

by the inherent variables of the scale. A rating scale is usually expressed in 

numerical values or descriptive statements, and conveys how well the individual 

being tested has performed a certain task. In order for such scores to be 

meaningful, each scale should relate to both the language constructs to be 

measured and the purposes of the test within a specifie context (Alderson, 1991). 

A rating scale can be classified in a variety of ways. Alderson ( 1991) 

divides such scales into three categories according to their purpose: a user-

procedure has proven restrictive in recent language assessment, however, making an advanced 
assessment scheme necessary. 
6 McNamara (1997) notes that ratings are remarkably influenced by the interaction between raters 
and rating scales, no matter what is the quality of the performance is. 
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oriented scale, an assessor-oriented scale, and a constructor-oriented scale. A user­

oriented scale informs tho se being tested about the meaning of the ratings, while 

an assessor-oriented scale is created to facilitate rating practices. In the same way, 

a constructor-oriented scale assists the creators ofthe test. Luoma (2004) also 

classifies rating scales, as rater-oriented, examinee-oriented, and administrator­

oriented. A rater-oriented scale helps raters to make their decisions, while an 

examinee-oriented scale provides performance information relating to test-takers' 

strengths and weaknesses. An administrator-oriented scale provides the most 

detailed rating guidelines. In a slightly different view, Brindley (1998) 

distinguishes between behavior-based and theory-derived rating scales: a 

behavior-based scale describes features oflanguage use within a specifie context, 

whereas a theory-derived scale describes language ability as it relates to a specifie 

situation. 

One of the conventional distinctions of a ra ting scale is its scoring method, 

which further classifies the scale as holistic or analytic. A holistic rating scale, 

also known as a global or impressionistic rating scale, assumes that language 

ability is a single unitary ability, and therefore assigns a single score to test 

performance (Bachman & Palmer, 1996). In other words, a rater will 

simultaneously note various traits in an examinee's performance, and will assigna 

single score to reflect his or her general impression of it. Typical holistic ra ting 

scales are the American Council of the Teaching of Foreign Languages (ACTFL) 

speaking scale (ACTFL, 1999), the Test of Spoken English (TSE) rating scale 

(ETS, 2001) and the Interagency Language Roundtable (ILR) rating scale (ILR, 



1991 ), ali of which are variations of the Foreign Service Institute (FSI) ra ting 

scale (Clark & Clifford, 1988). 
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The perceived advantages of the holistic rating scale are speed and high 

reliability (Cooper, 1977; Davies et al., 1999; Luoma, 2004; &White, 1985). For 

the past several decades, holistic rating scales have been held up as a means of 

economical and practical scoring, but they have also been heavily criticized. A 

major weakness ofholistic rating is its lack of diagnostic information beyond 

relative rank ordering (Charney, 1984; Davies et al., 1999; Hamp-Lyons, 1991; 

Luoma, 2004; & White, 1985). As Hamp-Lyons (1995) notes, "A holistic scoring 

system is a closed system, offering no windows through which teachers can look 

in and no ac cess points through which researchers can enter" (p. 7 60-7 61 ). 

Bachman and Palmer ( 1996) have suggested that ho lis tic scales promote 

inference, since it is unclear what a single score says about language knowledge 

and language use in a specifie situation. They further claim that holistic scales are 

problematic when raters have difficulty determining the level at which the test­

taker's performance should be matched. When aU the criteria of a holistic scale 

are not met concurrently, which is often the case, a rater must (whether 

consciously or unconsciously) prioritize sorne criteria over others (Bachman & 

Palmer, 1996). Holistic rating scales also generally denote successful 

performances by using quantifiers (e.g., sorne, many, a few, few) and quality 

indicators ( e.g., satisfactorily, effectively, well), so that one level of a scale cannot 

be interpreted without dependence on the adjacent levels (Luoma, 2004; North, 

1996; & Underhill, 1987). 
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An analytic scale, on the other hand, assumes that an examinee's 

performance score can be expressed as the sum of the separate scores awarded to 

each cri teri on. The ratings assigned to each component of language ability pro vide 

examinees with detailed information about relative strengths and weaknesses in 

the ir performance. However, a common criticism of the analytic scale is that 

ra ting each task feature dis tracts raters from test-takers' overall performance 

(Davies et al., 1999). Further flaws lie in the fact that the criteria chosen for 

analytic scoring can be arbitrary, lacking in consistency, or can even overlap with 

other criteria (Matthews, 1990). More seriously, there is not a great deal of 

theoretical underpinning that suggests that language ability can be explained by 

"the accumulation of a series of subskills" (White, 1985, p.123). 

In response to such criticisms ( e.g., Chalhoub-Deville, 1997; Fulcher, 

1987, 1988; Lantolf & Frawley, 1985, 1988; Pienemann, Johnston & Brindley, 

1988; Pollitt & Murray, 1996; Shohamy, 1990), Turner and Upshur ( 1996) and 

Upshur and Turner ( 199 5) introduced a groundbreaking approach to the 

development of ra ting scales. Known as empirically-derived, binary-choice, 

boundary-definition (EBB) scales, they are constructed, using performance 

samples in a particular task, by asking raters to make a sequence of y es/no choices 

about characteristics of test performance that distinguish boundaries between 

score levels (Upshur & Turner, 1995). In other words, an EBB scale is composed 

of a set of hierarchical binary questions about small samples of the particular task 

being rated. EBB scales are different from traditional scales in that they depict the 

boundaries between categories instead of illustra ting the midpoint of a band 
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(Upshur & Turner, 1995). 

Upshur and Turner (1995) argue that the simplicity and clarity with which 

EBB scales distinguish boundaries eliminates the problems inherent in scales with 

co-occurring characteristics, thus minimizing the chance that raters will have 

different interpretations to scale descriptors and enhancing rater reliability. The 

floor or ceiling effect is also reduced, since raters do not make assumptions about 

the development of ability and features in a given performance, and use empirical 

data as a starting point for scale development (Upshur & Turner, 1995). 

While EBB scales certainly have advantages over other scales in that they 

are simple and easy to use within a specifie test context and provide pedagogical 

information about student progress to bath teachers and students, the inability to 

generalize across contexts has been recognized as their main weakness (Fulcher, 

2003; Shohamy, 1996). Indeed, Brindley (1998) suggests that EBB scales should 

be complemented by further research containing more theoretical grounding in 

task generalization and text complexity (as cited in Turner & Upshur, 2002).7 

Despite these criticisms, there is no doubt that the clarity and practicality of EBB 

scales can prove valuable in certain contexts. 

In a similar vein, North (1995, 1996, 1997; North & Schneider, 1998) 

introduces a new approach to the development of scaling descriptors. Strong 

criticism of intuitively-developed scales led to the construction of scaling 

descriptors from large pools of different descriptors. By consulting with teachers 

7 However, Cha1houb-Deville (1997) argues that context-specific assessment mode1s, such as those 
of Hinofotis, Bailey, and Stem (1981) and Cha1houb-Deville (1995a, 1995b), reflect 
subcomponents ofuniversa1 theoretical construct (as cited in Turner & Upshur, 2002). 
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in workshops and by administering questionnaires, these descriptors could be 

advanced into valid, stand-alone criteria. While Fulcher acknowledges the use of 

the Rasch analysis, through which descriptors are scaled (Fulcher, 2003), the 

absence of a theoretical model was held up as a shortcoming of this approach by 

North and Schneider (1998) and Fulcher (2003). 

Fulcher (1987, 1988, 1993, 1996b, 1997) proposes a data-based or data-

driven fluency rating scale, citing the necessity that scales be empirically-based. 

He argues that observed test performance should be quantifiable, and that the 

development procedures of ra ting scales should reflect reallinguistic performance. 

Unlike an a priori method ofrating scale development,8 Fulcher's data-based 

fluency scale sets out a large database of speech samples, which are th en used to 

collect fluency rating descriptors (Fulcher, 1993, 1996b, 2003). According to him, 

the use of discourse analysis during development procedures makes such 

descriptors much more detailed, thereby distinguishing itself from other 

traditional rating scales. 

Tasks. 

Although it has been widely agreed that tasks have a systematic effect, 

both on test scores and on estima ting the abilities of test-takers, researchers have 

not reached a consensus about its nature and significance, citing the need for more 

rigorous study (Fulcher, 1997). While studies of task types in second language 

8 An a priori method means developing rating scales based on experts' (e.g., experienced teachers, 
language testers, or language testing specialists in examination board) intuitive judgments 
conceming the development of language proficiency, a teaching syllabus, or a needs analysis 
(Fulcher, l996b, 2003). 



acquisition are associated with task difficulty, studies of task types in second 

language testing appear to be associated with a more profound discussion of the 

dimensionality of a test and the generalization of its score. In light of this, two 

different views have been elucidated: that different tasks assess differences in 

language ability, and that general language ability can be assessed regardless of 

task types. 
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For example, in a study that investigated multiple variables in an oral 

performance test, Shohamy (1983) examined whether differences in speech styles 

and topics had a significant effect on scores on an oral Hebrew proficiency test. 

When the tasks were presented in an interview format, test scores were 

considerably higher than when they were presented on different topics in a 

reporting format. As Shohamy notes, even though speech styles and topics 

certainly influenced the scores, it was not clear whether it was speech styles, 

topics, or the interaction between the two that resulted in significant scoring 

differences. 

In a similar vein, Shohamy, Reves, and Bejarano (1986) experimented 

with four different types of tests in a project to develop a new oral English 

proficiency test. The four tests were in oral interview, role-play, reporting task, 

and group discussion formats, and were crafted to represent the different speech 

styles that generally emerge in oral communicative situations. lt was found that 

the mutual variance among the tests was relatively low, which they took as 

evidence of the necessity of employing multiple tests with a view to assessing 

general oral proficiency. 
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A more evolved view can be found in Chalhoub-Deville's study (1995a), 

which compares oral interview, narration, and read-aloud task types. Three 

different dimensions were identified that underlay test-takers' scores across tasks: 

grammar-pronunciation, creativity in presenting information, and amount of detail 

provided. Chalhoub-Deville noted that language constructs can be presented 

differently according to given tasks, and suggested that empirically-developed, 

context-specific rating scales be employed. 

Contrary to the previous view, Fulcher (1993, 1996a) found that while 

tasks significantly affect test scores, the effect was not critical enough to reduce 

the generalization of scores across different tasks. Using G-theory and the Many­

faceted Ras ch Measurement, Fulcher compared the test score variances of three 

different tasks: a picture description, an interview, and a group discussion. The 

results showed that the variance generated by test-takers was much greater than 

the variance generated by raters or tasks, suggesting that task effect is restricted 

unless a rating scale delineates task-specific performance in its descriptors. 

Similar results can be found in Bachman, Lynch, and Mason's study 

(1995). When the sizes of the variances associated with test-takers, raters, and 

tasks were examined, the variance attributed to test-takers was the largest, but the 

variance attributed to raters and test-takers was very small. In addition, a 

relatively small interaction effect between rater and task was found, indicating 

that differences in rater behavior across different tasks are small. 
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Rat ers. 

McNamara (1996) discusses different cases in which raters differ from 

each other. Firstly, there is a basic difference in their overall severity. In sorne 

cases, raters exhibit different patterns of severity or 1eniency towards particular 

candidates or tasks; for examp1e, when a rater interacts with a particu1ar item, he 

or she may be consistently lenient on assessing fluency, but consistently severe on 

assessing accuracy in a speaking test. Severity or lenience may also be tied to 

candidates who have particularly high or low language ability. 

In other cases, as McNamara explains, each rater may interpret the rating 

scale differently. If a candidate's performance falls approximately at the junction 2 

or 3 of discrete rating categories, for example, rater A might give the candidate a 

ra ting of 2, while rater B might give the same candidate a ra ting of 3. Th us, the 

equal intervals of the rating scale may be differently interpreted by rater A and B. 

Raters might also differ in the range of scores they use: while sorne might assign 

the occasional extreme scores to candidates, others might be more likely to assign 

middle scores across the board. Finally, raters may not even be self-consistent, 

exhibiting inconsistency from one performance setting to anther and leading to 

random error. 

Much research has been done in rater variability, and earlier work tended 

to focus on how raters differed according to their background (Bamwell, 1989; 

Brown, 1995; Chalhoub-Deville, 1995a; Fayer & Krasinski, 1987; Galloway, 

1980; Hadden, 1991; Hill, 1997; Shohamy, Gordon, & Kraemer, 1992). In a study 

of raters' linguistic backgrounds, for example, Fay er and Krasinski ( 1987) 
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examined how the English-speaking performance of Puerto Rican students was 

perceived by native English-speaking raters and native Spanish-speaking raters. A 

one and a halfto two minute-long spoken English performance ofseven Puerto 

Rican ESL students was assessed by 40 native English speakers and 88 native 

Spanish speakers. In their analysis of such linguistic factors as grammar, 

pronunciation, intonation, lexical and discourse errors, and of such non-linguistic 

factors as distraction and irritation, Fayer and Krasinski found that the Spanish 

raters tended to be more severe in general and to express more annoyance when 

rating linguistic forms, and that pronunciation and hesitation were the most 

distracting factors for both sets of raters. 

In a study that investigated rater variability in terms of professional 

background, Hadden (1991) compared the perceptions ofteachers and non­

teachers ra ting Chine se students' competence in spoken English. Eight Chinese 

ESL students were asked to discuss a given topic for a maximum of three and a 

half minutes, and the ir performance was videotaped. Two rater groups, consisting 

of25 English teachers and 32 non-teachers, ali ofwhom were native speakers of 

American English, were asked to make ratings on student performance using a 24-

item questionnaire. Through a factor analysis and a MANOVA, it was found that 

as far as linguistic ability is concemed, teachers tend to be more severe than non­

teachers. However, there were no significant differences in other factors such as 

comprehensibility, social acceptability, personality, and body language. 

In a similar vein, Chalhoub-Deville (1995a) compared three different rater 

groups- native Arabic-speaking teachers living in the U.S., non-teaching native 
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Arabie speakers living in the U.S., and non-teaching native Arabie speakers living 

in Lebanon - to see how their perceptions might be reflected in their oral 

assessments on three tasks: a modified oral proficiency, narrating a story from 

pictures, and reading a text aloud. Three dimensions were found to emerge from 

the rating criteria: the first was grammar and pronunciation, the second was 

creativity and adequacy of information, and the third was the amount of detailed 

information provided. By employing multidimensional scaling (MDS) and 

individual differences scaling (INDSCAL), Chalhoub-Deville found that native 

Arabie teachers in the U.S. tended to put more emphasis on the second dimension; 

non-teaching Arabie native speakers in the U.S. tended to focus on ail three 

dimensions; and non-teaching Arabie native speakers in Le banon tended to rely 

on the first dimension. The results of this study are not comparable to Hadden's 

(1991) in that the teachers in this study weighed more on the creativity and 

adequacy of information in the narration than on linguistic features. Chalhoub­

Deville notes that this may be because her study was conducted using modem 

standard Arabie (MSA), whereas Hadden's study was conducted in English. 

Combining two different rater features, Galloway (1980) investigated how 

raters with different linguistic and professional backgrounds perceived non-native 

speakers' communicative competence differently. Four different groups consisting 

of eight raters each were involved in this study: non-native Spanish teachers, 

native Spanish teachers, non-teaching native Spanish speakers living in the target 

language country, and non-teaching native Spanish speakers not living in the 

target language country. Ten students were asked to speak in Spanish for a 
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maximum of three and a half minutes, and their videotaped performance was rated 

by each of the four rater groups. Galloway found that non-native teachers tended 

to focus on grammatical forms, and reacted more negatively to non-verbal 

behavior and slow speech, while non-teaching native speakers seemed to put more 

emphasis on content and build up an instant rapport with the students who 

endeavored to express themselves despite experiencing difficulty. 

Brown (1995) also investigated how raters' linguistic and work-related 

backgrounds affected their assessment of test-takers' performance on an industry­

specific Japanese spoken-language test. The performances of 51 examinees, sorne 

ofwhom had an industry background, were assessed by 33 native or non-native 

Japanese-speaking raters with backgrounds as either teachers or travel guides. The 

results demonstrated that native speakers and raters with industry backgrounds 

tended to be more severe than non-native speakers and raters with teaching 

backgrounds, but the difference was not significant. However, raters with teaching 

backgrounds tended to be more severe in such areas as grammar, vocabulary and 

fluency, while raters with industry backgrounds tended to be more severe on 

pronunciation. Raters with teaching backgrounds were also less willing to give 

excessively low marks to less competent test-takers than were raters with industry 

backgrounds. She concludes that that these differences seemed to persist in spite 

of rater training and explicit evaluation criteria, and consequent! y "there is little 

evidence that native speakers are more suitable than non-native speakers ... 

However, the way in which they perceive the items (assessment criteria) and the 

way in which they apply the scale do differ" (Brown, 1995, p. 13). 
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Along with the refinement of approaches to addressing rater variability, 

researchers' interest began tuming to rater training. With regard to this, Bamwell 

( 1989) investigated whether a difference exists between ACTFL-trained raters and 

native speakers who have not been given rater training. Four American students of 

Spanish were interviewed, and their oral proficiency was rated by both ACTFL­

trained raters and untrained native raters. Untrained native speakers were found to 

be more severe than ACTFL-trained raters, even though they pursued similar 

patterns in comparing each test-taker. This re suit conflicts with that of Galloway 

(1980), in which naïve native speakers are more lenient than teachers. Bamwell 

suggests that both studies are small in terms of their research scope, and that it is 

therefore premature to make conclusions about native speakers' responses to non­

native speaking performance. Furthermore, Hill (1997) points out that the use of 

two different versions of ra ting scales, one of which is presented in English and 

the other is in Spanish, remains questionable. 

Shohamy, Gordon, and Kraemer (1992) also examined reliability in the 

assessment ofwritten essays by raters with different backgrounds ofteaching 

experience and training. Fifty writing samples were rated by four groups of five 

raters: English teachers who received rater training, English teachers who did not 

receive rater training, native English speakers who received rater training, and 

native English speakers who did not receive rater training. The researchers found 

that there was no difference in inter-rater reliability between raters who had 

teaching experience and raters who did not, while trained raters showed higher 

inter-rater reliability than untrained raters. 
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More recently, in a study investigating the suitability of non-native 

speakers as raters, Hill ( 1997) found that native English-speaking raters tended to 

be significantly more severe in rating student writings when the reference 

standard was established as a non-native English speaker for the specifie purposes 

opposed to an ideal native speaker. Hill suggests that there is no solid rationale for 

believing that non-native speakers are less suitable to rate an English test for 

specifie purposes than native speakers. 

In summary, studies of rater variability report that in general, teachers and 

non-native speakers tend to be more severe than non-teachers and native speakers. 

However, the outcomes of different studies do contradict one another in sorne 

cases; this may be because the studies used different native languages, a small 

sample ofraters, and different methodologies (Brown, 1995; Chalhoub-Deville, 

1995a). 

This chapter has reviewed the theoretical and empirical discussions that 

form the background for the study. It has outlined general accounts of second 

language performance assessment and their underlying conceptual frameworks. 

Studies pertinent to the systematic variation of second language performance 

assessment have also been addressed, as have their associated empirical studies. 

The next chapter will address the research questions the study will attempt to 

answer. It will also present the research design of the study, along with a full 

description of instrument development and the data analysis procedure. 
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CHAPTER3 

RESEARCH QUESTIONS 

AND 

METHODOLOGY 

Research Purpose and Questions 

While performance assessment has broadened and enriched the practice of 

language testing, there have been ongoing questions as to whether issues of 

complexity and variability in performance assessment might influence the 

usefulness of a test. That testing tools and human factors must be involved in test-

taking and rating procedures is inevitable, but these factors have long been 

recognized as potential sources of variance that is irrelevant to a test's construct. 

This study continues the ongoing discussion about task and rater 

variability by comprehensively examining how second language oral performance 

is assessed by different groups ofteacher-judges across different tasks and task 

types. The substantive focus of the study investigates how native English-

speaking (NS)9 and non-native English-speaking (NNS) teacher-judges influence 

task difficulty and the calibration of ra ting scales across different tasks and task 

types, and whether they exhibit internai consistency and severity. It also explores 

the evaluation criteria or construct elements10 that are salient to the two different 

9 In the language literature, NS and NNS are widely used as abbreviations for Native Speakers and 
Non-Native Speakers, respectively. 
10 The terms evaluation criteria and construct elements are equivalent in this study. For purposes 



groups ofteacher-judges across different tasks and task types. Using the Many­

faceted Rasch Measurement and grounded theory analysis, this study seeks to 

answer the following research questions: 

1) Does the behavior ofNS and NNS teacher-judges differ in terms of 

internai consistency and severity? 

1-1) Do sorne teacher-judges rate student performance inconsistently? 

1-2) Is one group ofteacher-judges more severe or lenient? 

1-3) Is one group ofteacher-judges more homogeneously severe than the 

other? 

2) How are task difficulty measures influenced by NS and NNS teacher­

judges across different tasks and task types? 
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2-1) How are task difficulty measures influenced across different tasks and 

task types? 

2-2) How are task difficulty measures influenced by NS and NNS teacher­

judges across different tasks? 

2-3) How are task difficulty measures influenced by NS and NNS teacher­

judges across different task types? 

3) How is the calibration ofrating sca1es influenced by NS and NNS teacher­

judges across different tasks and task types? 

3-1) How is the calibration of ra ting scales influenced across different 

of expedience, the two are jointly described as construct elements. 



tasks and task types? 

3-2) How is the calibration of rating scales influenced by NS and NNS 

teacher-judges as a whole? 

3-3) How is the calibration of rating scales influenced by NS and NNS 

teacher-judges across different tasks? 

3-4) How is the calibration ofrating scales influenced by NS and NNS 

teacher-judges across different task types? 
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4) What are the salient construct elements drawn on by NS and NNS teacher­

judges across different tasks and task types? 

4-1) What are the salient construct elements across different tasks and task 

types? 

4-2) What are the salient construct elements drawn on by NS and NNS 

teacher-judges as a whole? 

4-3) What are the salient construct elements drawn on by NS and NNS 

teacher-judges across different tasks? 

4-4) What are the salient construct elements drawn on by NS and NNS 

teacher-judges across different task types? 

Participants 

Students. 

Korean students enrolled in ESL courses in a college-levellanguage 

institute were chosen as the population for two reasons. First, because this study 
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includes how NNS teachers, who are native Korean speakers, judge their students' 

oral English performance in an EFL context, it was necessary to include Korean­

speaking students as participants. Second, because of the developmental stage of 

the students' English proficiency and the difficulty of the Computer-Assisted Test 

of Oral English (CATOE), an oral English test used in the study (see Instruments 

section in this Chapter), college students were considered more appropriate than 

secondary school students. 11 

Ten Korean students made up the test-taker sample. A stratified random 

sample procedure was used so that the student sample would represent the whole 

population in terms of language proficiency. In order to ensure this, students were 

selected using the same yardstick ( class level), and ali of them were recruited 

from one college-levellanguage institute in Montreal. This English Language 

Pro gram places students into one of five different levels according to their 

placement test results. In other words, students with low English proficiency are 

placed in Level I, while students with high English proficiency are placed in 

Level V. Although the intention was to include two students from each level, this 

tumed out to be impossible, because so few students were enrolled in Levels I and 

II. One student from Level I participated in the study; one student from Level II, 

three students from Level III, three students from Level IV, and two students from 

Level V. 

Background information about the students was obtained via a 

questionnaire after the oral English test was administered (see Appendix A and 

11 The proficiency threshold for the CATOE was set as low-interrnediate for adult learners. 
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Instruments section in this Chapter). Six of the students were male and four were 

female, and they ranged in age from early 20 to early 30. Six students had already 

completed an undergraduate degree, while four were in the progress of obtaining 

an undergraduate degree. The academie majors of the students varied widely, with 

the following departments represented: one from Arms Control, two from 

Business, one from Korean Language and Literature, one from Economies, one 

from Sociology, one from Biology, one from Law, one from Chemistry, and one 

from Psychology. 

Ali of the students had been educated in Korea un til they came to Canada. 

Their study of English in Korea ranged from six to nine years, with their English 

classes focusing primarily on reading and grammar. Their total time in Canada at 

the time of this study ranged from 1 to 24 months. 

Four students reported that they were studying English for business 

purposes, three for academie purposes, and three in order to improve their 

persona! communication skills. In terms of English language self-assessment, two 

students described themselves as beginners, five as intermediate, two as upper­

intermediate, and one as advanced. Few students (three out often) had had prior 

experience of taking an oral English exam. 

Native English-speaking teacher-judges. 

The native English-speaking teacher-judges were Canadian teachers of 

English in a college-levellanguage institute in Montreal, Canada. In order to 

ensure that the NS teachers were sufficiently qualified as teacher-judges to rate 
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the students' oral English performance, certain criteria were followed; 1) they 

were native English speakers; 2) they had at least one year of prior experience 

teaching an English conversation course to non-native English speakers in a 

college-levellanguage institute; and 3) they had at least one graduate degree in a 

field related to linguistics or language education. 

Twelve Canadian English teachers were selected for the NS teacher-judge 

sample. Their background information was obtained via a questionnaire after their 

student evaluations were completed (see Appendix B and Instruments section in 

this Chapter). Of the 12 NS teacher-judges, four were male and eight were female, 

and they ranged in age from 30 to 50. Ten NS teacher-judges were native English 

speakers, and two were perfect bilinguals in German and Romanian. 12 In terms of 

educational background, 11 of the NS teacher-judges had a Master's degree in 

Linguistics or Language Education, and one had a Master's degree in Psychology. 

All of the NS teacher-judges had experience teaching English language courses 

(ESL conversation, ESL Academie writing, EAP [English for Academie Purposes], 

ESP [English for Specifie Purposes], Business English, etc). The number ofyears 

they had taught such courses varied widely; one had taught English for less than 3 

years, two for 3 to 6 years, six for 7 to 10 years, and three for more than 11 years. 

All of the teacher-judges reported that they were very familiar with the spoken 

English of non-native English speakers. 

12 In the multilingual context of Montreal where the study was conducted, there are many English 
speakers whose first language is not English. In this study, although two NS teacher-judges' first 
language was not English, they reported that they speak English most of the time, and that their 
English is in fact rouch better than their native language. 
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With regard to their ability to evaluate spoken English, nine NS teacher­

judges had taken courses specificaliy in Second Language Testing and Evaluation, 

while three had not. Of the nine who had taken such courses, four had been 

trained as raters of spoken English. Ali of the NS teacher-judges were familiar 

with rating the spoken English of non-native English speakers; six said they were 

familiar with ra ting the spoken English of non-native English speakers "ta sorne 

extent," two "a lot," and four "very familiar." Ali NS teacher-judges reported that 

they used anecdotal notes, checklists, marks and scores, in addition to rating 

scales, as evaluation tools in their daily teaching practices. 

Non-native English-speaking teacher-judges. 

The non-native English-speaking teacher-judges were Korean teachers of 

English in a coliege-levellanguage institute in Daegu, Korea. In arder to ensure 

that the NNS teachers were sufficiently qualified as teacher-judges to rate their 

students' oral performance, teachers who were selected for the study met the 

following criteria: 1) they were native Korean speakers with high proficiency in 

spoken English; 2) they had at least one year prior experience teaching an English 

conversation course to non-native English speakers in a coliege-levellanguage 

institute; and 3) they had at least one graduate degree in a field related to 

linguistics or language education. 

Twelve Korean English teachers made up the NNS teacher-judge sample. 

Their background information was obtained via a questionnaire after the 

evaluations oftheir students' tests had been completed (see Appendix C and 



Instruments section in this Chapter). Of the 12 NNS teacher-judges in the study, 

two were male and 10 were female, and they ranged in age from 20 to 40. Ali 
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were native speakers of Korean, and had been educated in Korea un til they had 

graduated from secondary school. In terms oftheir educational background, 10 

NNS teacher-judges had eamed a Master's degree in Linguistics or Language 

Education from an English-speaking country ( e.g., Australia, the U .K., or the U.S). 

One had eamed a Bachelor's degree in English Language and Literature from 

Korea, and the other had eamed a Master's degree in English Translation from 

Korea. Ali of the NNS teacher-judges had lived in English-speaking countries for 

one to seven years for academie purposes, and reported their English proficiency 

levels as advanced (six teacher-judges) or near-native (six teacher-judges). 

Ail of the NNS teacher-judges had experience teaching English language 

courses (English Grammar, English Reading and Listening Comprehension, 

TOEFL [Test ofEnglish as a Foreign Language], TOEIC [Test ofEnglish for 

International Communication], ESLAcademic writing, ESL conversation, 

Business English, etc). The number of years they had taught such courses varied; 

one NNS teacher-judge had taught English for less than 3 years, eight for 3 to 6 

years, and three for 7 to 10 years. Ail reported that they were very familiar with 

the spoken English of non-native English speakers. 

With regard to their ability to evaluate spoken English, eight NNS teacher­

judges had taken courses specificaliy in Second Language Testing and Evaluation, 

while four had not taken such courses. Of the eight who had, one had been trained 

as a rater of spoken English. In terms of their familiarity with ra ting the spoken 
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English of non-native English speakers, one teacher-judge reported that he or she 

was "a little" familiar with rating the spoken English of non-native English 

speakers, eight reported that they were familiar with such ratings "to sorne 

extent," two reported that they were familiar "a lot," and one reported that he or 

she was "very familiar." All of the NNS teacher-judges reported that they used 

anecdotal notes, checklists, marks and scores, in addition to rating scales, as 

evaluation tools in their daily teaching practices. 

To summarize, both NS and NNS teacher-judges shared common 

educational and professional backgrounds, and differed only in terms of their first 

languages - either Korean or English. 

Instruments 

The Computer-Assisted Test of Oral English (CATOE). 

An oral English test, called the Computer-Assisted Test of Oral English 

(CATOE), was developed specifically for the study (See Appendix D for the final 

version of the CATOE). The purpose of the CATOE was to assess the overall oral 

communicative language ability of non-native English speakers within an 

academie context. Throughout the test, communicative language ability is 

evidenced by the effective use of language knowledge and strategie competence 

(Bachman & Palmer, 1996). 

As has been reported, different task types elicit differences in oral 

language output, systematically affecting test scores (Chalhoub-Deville, 1995a, 

1995b; Henning, 1983; Shohamy, 1983, Shohamy, Reves, & Bejerano, 1986; 
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Upshur & Turner, 1999). In order to assess the diverse oral language output of 

test-takers, the test was designed to consist of three different task types: picture­

based, situation-based, and topic-based. The picture-based task asks test-takers to 

describe or narrate visual information, such as describing the layout of a library 

(T1)13
, sharing information with someone else about library use (T2), telling a 

story from pictures (T4), and describing a graph ofhuman life expectancy (T7). 

The situation-based task requires test-takers to perform the appropriate pragmatic 

function in a hypothetical situation, such as congratulating a friend on being 

admitted to school (T3). Finally, the topic-based task asks test-takers to offer their 

opinions on a given topic, such as explaining their persona} preferences for either 

individual or group work (T5), discussing the harmful effects of the Internet use 

(T6), and suggesting reasons for an increase in human life expectancy (T8). 

Before these eight questions are given, two warm-up questions are presented to 

give the test-takers the opportunity to practice. These warm-up questions are not 

scored. 

The test is to be administered in a computer-mediated indirect interview 

format. The indirect method was selected for this study because the intervention 

of interlocutors in a direct speaking test can affect reliability (Stansfield, 1991; 

Stansfield & Ken yon, 1992a, 1992b ). Although the lexical density produced in 

direct speaking tests and indirect speaking tests have been found to be different 

(O'Loughlin, 1995), it has consistently been reported that scores from indirect 

speaking tests have a high correlation with those from direct speaking tests (Clark 

13 Hereafter, T 1, T2, etc denote Task 1, Task 2, etc. 



& Swinton, 1980a, 1980b; Clifford, 1978; Lowe & Clifford, 1980; O'Loughlin, 

1995; Stansfield, Kenyon, Paiva, Doyle, Ulsh, &Antonia, 1990; Shohamy, 

Shmue1i, & Gordon, 1991 ). 
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The test questions will be presented in English using audio prompts. This 

method is preferable for two reasons: because communicative competence 

includes not only the ability to use a language appropriately but also the ability to 

understand a message that has been delivered, listening skills should also be 

assessed. In addition, if instructions are given in the test-takers' mother tangues, it 

is more likely that they will unnaturally translate their responses from the mother 

tongue into the target language (Luoma, 2004). 

The test lasts approximately 25 minutes, of which 8 minutes are allotted 

for responses. The length of the response time for each task varies depending on 

task difficulty and the amount of information to be delivered. To ensure that test­

takers are ready to respond to each question, 20 to 60 seconds of preparation time 

is provided before they must begin their answers. A timer, showing the number of 

elapsed seconds, is presented at the bottom right si de of the computer screen. As 

soon as test-takers finish one task, a "next" button appears on the computer screen, 

asking whether they are ready to perform the next task. Test-takers can proceed to 

the next task by clicking the button. This was done to make the test more user­

friendly. In order to effectively and economically facilitate an understanding of 

the task without providing test-takers with a lot ofvocabulary (Underhill, 1987), 

each task is accompanied by visual stimuli. 
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Before the CATOE was developed, a formai needs analysis could not be 

conducted due to practical constraints, but the test was constructed based on the 

personal and professional experience of the researcher who was herself a non­

native English-speaking test-taker and an English teacher in Korea. In developing 

the CATOE, the guiding principles of the Oral Proficiency Interview ([OPI], 

Weinstein, 1979) and the Simulated Oral Proficiency Interview ([SOPI], Malone, 

2000) were referenced; more specifically, the Test of Spoken English ([TSE], ETS, 

2001) and the MultimediaAssisted Test ofEnglish ([MATE], MATE, 2000) were 

consulted as references. The initial test development began with the identification 

of target language use domain, target language tasks, and task characteristics 

(Bachman & Palmer, 1996). The test tasks were selected and revised to reflect 

potential test-takers' language proficiency and topical knowledge, as well as task 

difficulty and interest. 

Before the CATOE was finalized, four rounds of drafts, tryouts, and 

revisions took place. To ensure that each task was well written and functioned as 

intended, item format analysis (recommended by Brown [1996] as one of the 

procedures of developing norm-referenced tests) was carried out. Each embryonic 

test draft was tried out by potential test-takers covering a wide range of language 

abilities in each revision. These early trials, plus feedback from a second language 

testing expert, helped to ensure that the tasks were clear and worked as intended. 

The speed of the audio prompts and the preparation and response times were fine­

tuned, as well. Finally, the test-development procedures ensured that the test had 

content validity. 
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The CATOE rating scale. 

After development of the CATOE was completed, a rating scale was 

constructed (See Appendix E for the final version of the CATOE rating scale ). The 

CATOE rating scale scores responses holistically focusing on the successfulness 

of communication. 

The CATOE ra ting sc ale has four levels, la be led 1, 2, 3 and 4. lt does not 

clarify any rating criteria except successfulness of communication. In other words, 

the band descriptors are intended not to provide teacher-judges with any 

information about language features or construct to draw on. Because this study 

investigates how teacher-judges rate oral communication ability and define the 

construct to be measured, no specifie evaluation criteria are given. Raters are 

asked to assign an individual holistic score from one of the four levels to each task. 

In developing the CATOE rating scale, the researcher referred to the 

American Council for the Teaching of Foreign Languages (ACTFL) Speaking 

Scale (ACTFL, 1999), the Test ofSpoken English (TSE) Scale (BTS, 2001), and 

the Multimedia Assisted Test of English (MATE) Speaking Lev el Guidelines 

(MATE, 2000). To deal with cases in which teacher-judges "sit on the ferree," an 

even number of levels were sought in the rating scale. Moreover, in order not to 

cause a cognitive and psychologicalload on the teacher-judges, six levels were set 

as the upper limit during the initial stage of CATOE rating scale development. 

Throughout the trials, however, the six levels describing the degree of 

successfulness of communication proved to be indistinguishable without 

dependence on the adjacent levels. More importantly, it was unlikely that teacher-



judges would use ali six levels of the rating scale in their evaluations. For these 

reasons, the rating scale was trimmed to four levels, which enabled the teacher­

judges to distinguish consistently among them. 
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Before the CATOE rating scale was finalized, three rounds of drafts, 

tryouts, and revisions took place. To ensure that the rating scale was weil 

articulated and worked as intended, it was tested on potential teacher-judges who 

were either NS or NNS teachers. These pilot trials, plus feedback from an expert 

in the field of second language testing, helped to ensure that the rating scale was 

fine-tuned and that it had content validity. 

Background Questionnaires. 

Background questionnaires were developed in order to elicit information 

about the students and teacher-judges taking part in the study (see Appendices A, 

B, & C). Three different questionnaires were developed: one for students, a 

second for NS teachers, and a third for NNS teachers. The student questionnaire 

requested age, gender, education background, duration of English studies, etc. It 

was written in Korean because participating students were drawn from ali class 

levels, including Level I. The NS and NNS teacher questionnaires, on the other 

hand, were written in English and consisted of two main parts: background 

information and evaluation skills of spoken English. The background section 

asked teachers for their age, gender, first language, and educational background, 

and the evaluation section asked about previous rater training experience and use 

of evaluation tools and rating scales. The NS and NNS teacher questionnaires 



were identical, except for two questions. The NS questionnaire contained 

questions asking teachers about their previous teaching experience in foreign 

countries and their degree of familiarity with the spoken English of non-native 

English speakers, while the NNS questionnaire contained questions about 

teachers' previous experiences studying in English-speaking countries, and their 

English proficiency levels. 

Procedure 

The CATOE administration. 
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All appropriate ethical procedures for data collection were followed (see 

Appendix F for a copy of the Ethical Certificate from the Faculty of Education at 

McGill University). Student participants were recruited through research 

announcements that were posted on the bulletin boards at the language institute. 

Those who agreed to participate in the study were informed about the research 

project both orally and in writing, and signed informed consent forms. 

The CATOE was administered individually to each of 10 Korean students. 

The test was run by the Macromedia Flash Play er 7, and the responses were 

simultaneously recorded to a digital sound file via the Sound Forge Audio Studio 

7.0. By using the professional sound recording software, high-quality audio 

reproduction was obtained. In order to familiarize students with the test format 

and to show them how to interact with the computers using a microphone and 

headset, a practice session was held before the test day. The test was administered 

in a quiet language laboratory to control environmental issues, one of many 
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extraneous variables that can dramatically affect the validity and reliability of a 

test (Bachman & Palmer, 1996; Brown, 1996). Although taking an ora1language 

test on a computer in a language laboratory is not an authentic communicative 

situation, it was an acceptable tradeofffor greater control ofthe test 

administration. Upon completion of the CATOE, student participants were asked 

to fill out the background information questionnaire. 

The CATOE scoring procedure. 

The 10 students' responses were distributed to both NS and NNS teacher­

judges. In order to allow the teacher-judges to work more efficiently, the students' 

responses were stored as individual digital sound files on a CD, itemized by task. 

This meant that there was no need for the teacher-judges to rewind or forward 

audio tapes while they listened to the students' responses, saving time and 

minimizing fatigue - another factor that affects scoring reliability. In order to 

minimize a potential ordering effect, the order ofthe 10 students' test response 

sets was randomized. Of possible test response sets, 12 were passed out to both 

groups ofteacher-judges. 

A meeting was held with each teacher-judge in order to exp lain the 

research project and to go over the scoring procedure. The scoring procedure had 

two phases: 1) rating the students' test responses according to the CATOE rating 

scale and 2) justifying those ratings by providing comments about them in writing. 

The rationale for requiring teacher-judge comments was that they would supply 

not only the evaluation criteria that they draw on to infer student language ability, 
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but that this criteria would also help to identify the construct being measured. 

Before the actual ratings were carried out, teacher-judges were asked to 

familiarize themselves with the CATOE and the CATOE rating scale. They were 

then asked to listen to sample responses representing the various levels of oral 

English that students might exhibit during the test. Since the purpose of the se 

sample responses was purely to make the teacher-judges more familiar with the 

levels of English proficiency they might encounter during their evaluations, they 

were not scored. Upon completion of the familiarization process, teacher-judges 

were allowed to listen to test responses and rate them according to the CATOE 

rating scale. After rating a single task response by one student, they were asked to 

justify that rating in writing. They then moved on to the next task response of that 

student. Thus, each teacher-judge was asked to score and make comments upon 

80 speech samples. 14 

To decrease the subject expectancy effect, information about the students 

was not provided, regardless ofteacher-judgers' requests. One group ofteacher­

judges was not aware of the existence of the other group ofteacher-judges. In an 

attempt to minimize the researcher expectancy effect, I, the researcher, took every 

effort to ensure that my knowledge of the Korean context would not influence the 

Korean teacher-judges' perceptions. 

After meeting with the teacher-judges, a supplementary document 

containing frequently asked questions was distributed (see Appendix G). Meetings 

with the NS teacher-judges were held in Montreal, Canada and meetings with the 

14 Each student responded to eight tasks, and ten students participated in the study. 



NNS teacher-judges followed in Daegu, Korea. Each meeting lasted 

approximately 30 minutes. 

Data Analysis 

Two different approaches were taken in analyzing the data. A Many­

faceted Rasch Measurement was used to analyze the CATOE scores and 

calibrations of CATOE rating scale, while grounded theory was used to analyze 

the teacher-judges' written comments on the students' oral English performance. 

Each of the se approaches is explained in more detail in the following sections. 

Many-faceted Rasch Measurement analysis. 
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The Many-faceted Rasch Measurement is one of the most promising 

recent measureinent tools for controlling and analyzing complex performance 

assessment schemes. This model enables the analysis of measurement error 

inherent in a performance-based test, and adjusts examinees' scores for systematic 

variations of each facet ( e.g., item difficulty, rater severity, occasion stringency, 

etc). 

The most striking part of the Rasch theory is that the model is 

probabilistic, or stochastic (Rasch, 1980). Unlike classical test theory (or true 

score theory), which determines the ability of an examinee in a particular test 

condition, the Rasch theory estima tes the latent ability of the examinee while 

taking the entity of such test conditions into consideration (Linacre, 1989). In 

other words, the measure of examinees' latent ability is freed from the severity of 
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a particular rater, as well as from the difficulty of the item and from the arbitrary 

nature of the ra ting scale categories (Linacre, 1989). By virtue of the very nature 

of probability, then, it is possible to equate scores that have been obtained from 

different sets of items intended to measure the same trait, and to make general 

inferences about them (Linacre, 1989; Smith, 2004a). 

The rating probability for a certain item from a particular rater for a 

particular examinee can be predicted mathematically from given facets, such as 

the ability of the examinee, the difficulty of the item, and the severity of the rater. 

All facets are placed simultaneously on a single common logit scale (Perline, 

Wright, & Wainer, 1979; Rasch, 1980), with the measurement units expressed as 

logits. The logit units have an advantage over raw scores in that they lie on a 

linear interval scale and enable mathematic operations within and across facets 

(Smith, 2004b ). 

The Rasch model requires the following data specifications: 1) parameter 

separation, 2) unidimensionality, and 3) local independence. The usefulness of the 

data as measurement can be evaluated by analyzing the fit of the data (Wright, 

1991). Parameter separation means that each parameter of the test condition (i.e., 

examinees, items, raters, rating scales, etc.) should be independent of other 

parameters. That is, the estimated ability of examinees is freed from the 

distribution of the item parameters, and the estimated difficulty of the items is 

freed from the distribution of the examinee parameters (Smith, 2004a). 

Unidimensionality means that the items should measure a single ability or trait 

(Hambleton & Cook, 1977), enabling the addition of scores across different items 
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and different subsets of the test (Smith, 2004c). 15 Multidimensionality causes 

problems when the data present two or more distinct dimensions and fail to 

identify which dimension the model measures (Smith, 2004c ). It should be noted 

that ifunidimensionality is not satisfied, combining scores from the different 

items or subsets of the test will be meaningless. Finally, the principle of local 

independence states that there should be independence among the residual 

differences between the observed data and the expected data (Linacre, 1997). For 

example, each item should make an independent contribution to the measurement, 

providing new information that the other items do not provide (McNamara, 1996). 

The form of the data to be analyzed determines the model of Rasch 

families. The earliest and simplest is the Basic Rasch Model, developed by Rasch 

(1980), which deals with such dichotomous data as responses on true/false tests, 

multiple-choice questions, or short answer questions without partial credit. 

Polytomous data without judges or other facets, such as responses on short answer 

questions with partial credit, or a Likert or a semantic differentiai scale are 

analyzed using the Rating Scale Model (Andrich, 1978a, 1978b ), an extended 

form of the Basic Rasch Model, which assumes the same step difficulty across all 

items. Where it is necessary to examine the step difficulty of each item, the Partial 

Credit Madel (Wright & Masters, 1982) is used. The most recent and advanced 

form of the Rasch family is the Many-faceted Rasch Measurement, which enables 

15 Lumsden (1976; as cited in Baker, 1997) indicates "a confusion between unidimensionality and 
theoretical singularity" (p. 267), and argues that a test ho ids unidimensionality even if it is 
compounded with different theoretical constructs. A similar view is taken by McNamara ( 1996), 
who argues that unidimensionality should be interpreted in two different ways. In a psychological 
sense, unidimensionality indicates a single underlying construct. In a psychometrie sense, it means 
a single underlying measurement dimension. 
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researchers to extend the model to include as many facets as needed (Linacre, 

1989). In this study, the Many-faceted Rasch Measurement is implemented using 

the FACETS computer program (Linacre, 2005). 

The output of the Rasch model provides three major statistics for each 

facet element: 1) a measure, 2) a standard error, and 3) fit statistics. A measure is a 

logit estimate of each element, with the measure average conveniently set at zero 

on the logit scale. Values greater than zero indicate more able examinees, more 

severe raters, or more difficult items than average. A standard error is related to a 

measure ofinterest, its size depending on the sufficiency of a data matrix. For 

example, if examinees are rated by many raters on many items, the associated 

standard error will be small. 

The degree to which the data fit the model is expressed as fit statistics. 

Elements which show greater or less variation than the model expects are flagged 

as misfit or overfit, respectively. There are no straightforward rules for 

interpreting fit statistics or for setting upper and lower limits. As Myford & Wolfe 

(2004a) note, it is more or less context related, and depends on the targeted use of 

the test results. In the case ofhigh-stakes tests, tight quality controllimits (such as 

mean squares of0.8 to 1.2) would be set; however, ifthe stakes are low, looser 

limits would be allowed. 16 Wright and Linacre ( 1994, as cited in Myford & Wolfe, 

2004a) propose the mean square values of0.6 to 1.4 as reasonable values for data 

in which a rating scale is involved, with the caveat that the ranges are likely to 

16 It must be noted that the mean square values of0.8 to 1.2 are based on "well-behaved data from 
multiple-choice tests" (Linacre & Williams, 1998, p.653). 
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vary depending on the particulars of the test situation. A more evolved view of the 

interpretation of fit statistics can be found in Linacre: 

From the measurement perspective, the crucial aspect is not 'significance' but 

'distortion.' My work sin ce the 1994 reference suggests that mean squares less than 

1.5 are productive of measurement. Between 1.5 and 2.0 are not productive but not 

deleterious. Above 2.0 are distorting. Even though 2.0, if only produced by a few 

unexpected observations, the distortion is so local asto have no overall impact (as 

cited in Myford & Wolfe, 2004a, p. 508). 

In this study, the data were analyzed using the Many-faceted Rasch 

Measurement and the FACETS computer program, Version 3.57.0. Five facets 

were specified: student, teacher-judge, teacher-judge group, task, and task group. 

The teacher-judge group and task group facets were entered as dummy facets and 

anchored at zero. 17 A hybrid Many-faceted Rasch Measurement Model (Myford & 

Wolfe, 2004a)18 was used to differentially apply the Rating Scale Model to 

teacher-judges and tasks, and the Partial Credit Model to teacher-judge groups and 

task groups. The model equation of the analysis is as follows: 

17 Setting up a dummy facet with anchoring ali elements at zero does not change main analysis (J. 
M. Linacre, persona! communication, May 08, 2005). 
18 As the name implies, a "hybrid" Many-faceted Rasch Measurement Mode! combines the Rating 
Scale Mode! with the Partial Credit Mode!. 



49 

1 
( 

pnijk J B D C F 19 og = n - i - j - ijk 

P,ij(k-1) 

Pnijk =the probability of examinee n being awarded a rating of k when 

rated by judge j on item i 

P nij(k-1) = the probability of examinee n being awarded a rating of k-1 when 

rated by judge j on item i 

Bn = the ability of examinee n 

D; = the difficulty of item i 

y = the severity of judge j 

F ijk = the difficulty of achieving a score within a particular score category 

(k) modeled separately for each item andjudge 

In addition to the primary analysis described above, additional analyses 

were conducted with numbers of facets that varied according to the specifie 

research questions. For example, in arder to investigate the overall differences 

between the two groups ofteacher-judges regardless oftask types, another hybrid 

Many-faceted Rasch Measurement Madel was used: the Rating Scale Madel was 

applied to teacher-judges and tasks, and the Partial Credit Madel was applied to 

teacher-judge groups. When an analysis focuses on the variability ofteacher-

judges, the student and task facets were centered by anchoring logit measure 

means at zero, while the teacher-judges were allowed to float. 

19 If ali the elements of a facet are anchored at zero, then it does not enter into the estimation 
equation (J. M. Linacre, persona! communication, May 08, 2005). Thus, the dummy facets of 
teacher-judge group and task group were excluded from the equation. 
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FACETS analyzed 1,727 valid ratings, awarded by 24 teacher-judges to 72 

sample responses by 10 students on eight tasks?0 Every teacher-judge rated every 

student's performance on every task, so that the data matrix was fully crossed. 

The upper and lower quality controllimits were set at 0.5 and 1.5, respectively 

(Lunz & Stahl, 1990), given the test's rating scale and the fact that it investigates 

the perceptions ofteacher-judges in a classroom setting rather than those of 

trained raters in a high-stakes test setting. 

Grounded theory analysis. 

According to Strauss and Corbin (1998), grounded theory is defined as 

"theory that was derived from data, systematically gathered and analyzed through 

the research process" (p. 12). In other words, rather than being predetermined, 

theory actually emerges from the data. Through a process called theoretical 

sampling, the core concepts of the data are identified, developed and related, and 

each sample is analyzed and compared in order to determine the categories that 

will represent ali of the collected samples with their varied properties and 

dimensions (Strauss & Corbin, 1998). A convincing theory is bui1t when 1) no 

new categories emerge, 2) the categories vary in terms oftheir properties and 

dimensions, and 3) validity among categories is obtained. 

In this study, the teachers' written comments were open-coded. Utilizing 

the open coding approach meant that concepts could be grouped under the 

20 A rating ofNR (Not Ratable) was treated as missing data, and, of 80 speech samples, there were 
eight such cases. In addition, the teacher-judge, NS 5, failed to make one rating. 
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categories that emerged from the data. Ambiguous or hard to interpret comments, 

and comments that were rarely repeated, were excluded from the analysis (about 

three percent of the total).21 Ofavailable comments, the NS teacher-judges made a 

total of 2, 123 comments and the NNS teacher-judges a total of 1,172 comments 

on the students' oral English performance. Nineteen recurring features were 

identified in the teacher-judges' written comments, clustered under the five major 

categories shawn in Table 1 (for specifie examples of the coding scheme, see 

Appendix H). 

21 Teacher-judges sometimes provided only evaluative adjectives, which did not offer evaluative 
substance (e.g., "accurate," "clear," and so on). So that the evaluative intent would not be 
misjudged, such comments were not included in the analyses. In addition, comments that occurred 
fewer than 20 times were excluded as categories (e.g., "low volume," "soft voice," "little 
confidence," "poor time management," and so on). 



Table 1. Coding Scheme ofTeacher-Judges' Comments 

Major Categories & Definitions 

1. General Task Fulfillment: the 

degree to which the response 

fulfills the general demands of the 

task 

2. Content Effectiveness: the degree 

to which the content of the 

response is of good quality and 

effectiveness in conveying an 

intended message 

3. Language Use: the degree to 

which language features of the 

response are of good quality and 

effectiveness in conveying an 

intended message 

Sub-Categories 

• Understanding the task 

• Overall task accomplishment 

• Strength/soundness of argument 

• Accuracy of transferred information 

• Topic relevance 

• Overalllanguage use 

• Vocabulary 

• Pronunciation 

• Fluency 

• Intelligibility 

• Sentence structure 

• General grammar use 

• Specifie grammar use 

52 
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Table 1 (continued). Coding Scheme ofTeacher-Judges' Comments 

Major Categories & Definitions Sub-Categories 

4. Socio-Contextual 

Appropriateness: the degree to 
• Socio-cultural appropriateness 

which the response is appropriate 
• Contextual appropriateness 

and relevant to the intended 

communicative goals of a given 

situation 

5. Organizational Development: the • Coherence 

degree to which the response is • Supplement of details 

developed and organized in a • Completeness of discourse 

coherent and effective manner • Elaboration of argument 

Once the data were coded and analyzed by the principal researcher, the 

original uncoded comments of 10 teacher-judges (five NS and five NNS teacher-

judges) were examined independently by a second researcher,22 and reached 

approximately 95 percent agreement. When areas of disagreement were revisited, 

it was found that the two researchers had different perspectives on two categories: 

strength/soundness of argument and elaboration of argument. Discussion between 

the two researchers revealed that one researcher had paid little attention to the 

22 The second researcher was a native Korean-speaking graduate student in second language 
education. Because the NNS teacher-judges' comments were written in Korean, a native Korean 
speaker who has sufficient background knowledge in second language education was needed. 
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distinct features of the two categories on the grounds that strengthlsoundness of 

argument automatically holds by its elaboration, while the other researcher had 

considered the two categories to be distinct features, in that strength!soundness of 

argument indicates the quality of argument, while elaboration of argument 

indicates how effectively speakers connect their ideas. Since what mattered at that 

point was identifying the evaluation criteria or construct elements on which 

teacher-judges drew (rather than identifying the logical relationships among 

evaluation criteria or construct elements), the two categories were distinguished as 

two distinct features. 

A chi-square test was used to investigate what construct elements are 

salient across different tasks and task types, and whether there is a difference in 

attending salient construct elements between the NS and NNS teacher-judges. The 

analysis was primarily based on the frequency ofteacher-judges' comments in the 

major categories. Since this study seeks to find construct elements across different 

tasks and teacher-judges rather than specifie language features, the analysis of 

major categories provides more appropriate answers than the analysis of sub­

categories. 

This chapter has discussed the purpose of the study and has stated the 

research questions guiding it. It has also described the research design and the 

instruments used in the study, including the way the data were analyzed. In the 

next chapter, the results of the study will be reported. 



CHAPTER4 

RESULTS AND DISCUSSION 

This chapter begins by discussing facet calibrations, then maves on to 

systematic variability findings in the tasks and teacher-judges. The results are 

presented according to the following research questions: 

1) Does the behavior ofNS and NNS teacher-judges differ in terms of 

internai consistency and severity? 

1-1) Do sorne teacher-judges rate student performance inconsistently? 

1-2) Is one group of teacher-judges more severe or lenient? 

1-3) Is one group ofteacher-judges more homogeneously severe than the 

other? 

2) How are task difficulty measures influenced by NS and NNS teacher­

judges across different tasks and task types? 
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2-1) How are task difficulty measures influenced across different tasks and 

task types? 

2-2) How are task difficulty measures influenced by NS and NNS teacher­

judges across different tasks? 

2-3) How are task difficulty measures influenced by NS and NNS teacher­

judges across different task types? 
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3) How is the calibration of rating scales influenced by NS and NNS teacher­

judges across different tasks and task types? 

3-1) How is the calibration of ra ting scales influenced across different 

tasks and task types? 

3-2) How is the calibration ofrating scales influenced by NS and NNS 

teacher-judges as a whole? 

3-3) How is the calibration ofrating scales influenced by NS and NNS 

teacher-judges across different tasks? 

3-4) How is the calibration ofrating scales influenced by NS and NNS 

teacher-judges across different task types? 

4) What are the salient construct elements drawn on by NS and NNS teacher­

judges across different tasks and task types? 

4-1) What are the salient construct elements across different tasks and task 

types? 

4-2) What are the salient construct elements drawn on by NS and NNS 

teacher-judges as a whole? 

4-3) What are the salient construct elements drawn on by NS and NNS 

teacher-judges across different tasks? 

4-4) What are the salient construct elements drawn on by NS and NNS 

teacher-judges across different task types? 
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Calibration of Students, Teacher-Judges, and Tasks 

Analysis of the data revealed that the data fit the mo del. According to 

Linacre (2005), in order for the data to fit the model, about 5% of the total 

standard residuals can lie outside the range of -2 to +2, and about 1% can lie 

outside the range of -3 to +3. Of a total of 1,727 valid responses, 89 responses 

(about 5%) had standard residuals above +2 or below -2, and 17 responses (about 

1 %) had standard residuals above +3 or below -3. The chi-square fit statistics for 

ali facets also showed that the data specifications of parameter separation, 

unidimensionality and local independence were satisfied,23 and thus measurement 

validity (Wright, 1991) was obtained (see infit mean squares in Tables 2- 4; for 

more information about data specifications of the Many-faceted Rash 

Measurement, refer to Chapter 3). 

Before tuming to the specifie research questions that FACETS may answer, 

it is worthwhile to present a briefintroduction to the FACETS variable map, 

because it presents analyses of ali facets in one reference figure. Three facets were 

specified in this analysis: student, teacher-judge and task. The Rating Scale Model 

was used for teacher-judges, and the Partial Credit Model for tasks. Figure 1 

displays ali the facets graphically on a common logit scale. The first column in the 

map displays a logit scale, which is applied equally across the facets. The second 

column displays student proficiency measures for the CATOE Test. In this map, 

more proficient students are positioned at the top of the column, and less 

proficient students are positioned at the bottom (i.e., the S4 is the most proficient 

23 Fit statistics can be used as a tool to examine data specifications. If fit values are within an 
acceptable range (in this case, 0.5 to 1 .5 [Lunz & Stahl, 1990]), the specifications are considered 
met. In this data set, the infit mean square values for tasks ranged from 0.61 to 1.35. 
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student, whereas the S7 is the least proficient). The third column displays the 

severity measures of teacher-judges, with more severe teacher-judges positioned 

at the top, and more lenient teacher-judges at the bottom (i.e., the NNS8 is the 

most severe, while the NS 10 is the most lenient). The fourth column displays the 

difficulty measures of the tasks. T6 ( discussing the harmful effects of Internet use) 

is the most difficult task, while T2 (sharing information with someone else about 

library use) is the easiest. Columns five through twelve display the four-point 

CATOE ra ting scale used to score student response to each of the eight tasks. 

They represent the most likely scale structure on each task. The map shows that 

each category of each rating scale is interpreted differend y across different tasks. 

For example, a score of 3 on T5 is more difficult for students to attain than a score 

of3 on T6. 
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More detailed information about student proficiency measures is reported 

in Table 2. Students are listed in ascending order of proficiency, and summary 

statistics are presented at the bottom of the Table. Students are identified in the 

first column, and observed average scores and the model expected average scores 

(the fair average based on the Many-faceted Rasch Model) are presented in the 

second and third columns. The fourth and fifth columns show measures or 

estimates of student proficiency, and the associated errors. Fit statistics are found 

in the last column. 
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Table 2. Student Proficiency Measurement Report 

Student 
Obsvd Fair-M Me as ure Model Infit 

Average Average (logits) S.E. MnSq 

S7 1.1 1.03 -4.94 0.42 0.91 

S3 1.1 1.11 -3.65 0.28 1.21 

S6 1.8 1.85 -0.83 0.12 1.05 

S5 2.4 2.38 0.34 0.10 0.79 

SI 2.5 2.42 0.42 0.11 0.98 

S9 2.5 2.5 0.58 0.10 0.62 

SIO 2.5 2.55 0.69 0.10 1.11 

S2 2.9 2.95 1.48 0.11 1.34 

S8 3.1 3.11 1.83 0.11 1.09 

S4 3.8 3.82 4.08 0.18 0.95 

Mean 2.4 2.37 0.00 0.16 1.00 

S.D. 0.8 0.82 2.48 0.10 0.20 

RMSE (Model) = 0.19 Adj. S.D. = 2.48 

Separation= 12.88 Separation (not inter-rater) Reliability = 0.99 

Fixed (ail same) chi-square= 1126.9 d.f. = 9 

Significance (probability) = 0.00 

The proficiency measures of thelO students range from -4.94logits to 4.08 

logits, with a 9.02 logit spread. The associated errors for each student are very 

small and show little variation, except for S7 and S3. This is because S7 and S3 

were not proficient enough to take the CATOE, and both students were awarded 

three NR (Not Ratable) ratings out oftheir total eight responses, resulting in 

missing data. As shown in Figute 1 and Table 2, a proficiency measure of about 
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-1.0 logits seemed to be the threshold level to take the CATOE.24 None of the 

students were found to misfit, with a spread of infit mean squares from 0.62 to 

1.34. 25 This indicates that the proficiency of individual students was appropriately 

measured, and that inferences based on the test scores can be validated 

(McNamara, 1996). 

The separation ratio (G) is a measure of the spread of estimates relative to 

their precision (Linacre, 2005). The separation reliability ratio indicates how 

reliably the analysis separates the elements within a facet. The fixed (ali the same) 

chi-square tests the nuli hypothesis that ali elements of the facet share the same 

measure after taking measurement error into consideration. Student separation 

ratio (G) and reliability were 12.88 and 0.99, respectively. The fixed chi-square 

was significant, z 2 (9, N = 1 0) = 1126.9, p = 0.00, rejecting the nuli hypothesis of 

fixed effect. It implies that students can be separated into distinct proficiency 

strata. Based on the information provided by the separation ratio (G), the student 

separation index (H) was calculated.26 The student separation index (H) 

determines how many measurably different levels exist among students (Wright & 

Masters, 1982). When the student separation index (H) was computed using 

equation ( 1 ), student proficiency could be separated into 18 distinct strata. 

24 When the threshold proficiency measures of about -1.0 logits are interpreted as the class levels 
from which the students were drawn, it would be class leve! III - S7 is from class leve! I and S3 is 
from class leve! II. 
2~ It must be noted that determining an acceptable range of infit mean squares for students is not 
clear-cut because scores are determined by teacher-judges' severity as weil as students' proficiency 
(Myford & Wolfe, 2004a). In this study, however, the lower and upper quality controllimits are set 
at 0.5 and 1.5, respectively. 
26 Separation ratio, index and separation reliability are calculated based on the same information, 
so the inferences made from these indices should be equal. However, it should be pointed out that 
while separation reliability suffers from a ceiling effect, the separation ratio and index do not 
(Myford & Wolfe, 2004a). 
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H= (4G+l) 
3 

(1) 

Detailed information about teacher-judge severity may be seen in Table 3. 

The severity measures of24 teacher-judges range from -0.6 logits to 1.64logits, 

with a 2.24 logit spread. The associated errors for each teacher-judge are small, 

with extremely little variation. The infit mean-squares range from 0.52 to 1.61 and 

three teacher-judges lie outside the acceptable range of infit mean squares;27 

however, none of the teacher-judges show the infit mean-squares below 0.5, 

indicating that ail of them are in dependent judges. Rater separation ratio and 

reliability are 2.87 and 0.89, respectively. The fixed chi-square is significant, 

z2 (23, N= 24) = 214.7,p = 0.00, so that the null hypothesis offixed effect 

should be rejected. Individual teacher-judges are therefore not interchangeable, 

and there is a significant difference among individual teacher-judges in severity. 

Table 3. Teacher-Judge Severity Measurement Report 

Teacher- Obsvd Fair-M Me as ure Model Infit 
Judge Average Average (logits) S.E. MnSq 

NSlO 2.9 2.78 -0.60 0.20 1.51 

NNSlO 2.9 2.74 -0.52 0.20 1.26 

NNSll 2.8 2.63 -0.29 0.19 1.09 

NNSl 2.7 2.52 -0.07 0.19 0.85 

NS9 2.7 2.43 0.11 0.19 1.34 

NS5 2.6 2.37 0.23 0.19 1.07 

NNS9 2.6 2.35 0.26 0.19 1.29 

27 The misfitting teacher-judges were not removed in the subsequent analyses because their infit 
mean squares were slightly greater than an acceptable limit, which were not deleterious. 
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Table 3 ( continued). Teacher-Judge Severity Measurement Report 

Teacher- Obsvd Fair-M Me as ure Mode! Infit 
Judge Average Average (logits) S.E. MnSq 

NS12 2.6 2.32 0.33 0.19 0.96 

NNS7 2.6 2.32 0.33 0.19 1.54 

NNS5 2.5 2.29 0.40 0.19 0.81 

NS7 2.5 2.27 0.44 0.19 1.11 

NS11 2.5 2.25 0.47 0.19 1.00 

NS4 2.5 2.22 0.54 0.19 0.52 

NNS4 2.5 2.22 0.54 0.19 0.52 

NNS12 2.4 2.17 0.65 0.19 0.83 

NNS2 2.4 2.13 0.72 0.19 0.69 

NS3 2.4 2.08 0.83 0.19 0.77 

NNS3 2.4 2.08 0.83 0.19 0.85 

NS2 2.3 2.02 0.97 0.19 0.67 

NS8 2.3 1.99 1.05 0.19 0.78 

NS6 2.2 1.91 1.23 0.19 1.30 

NNS6 2.2 1.84 1.38 0.19 1.61 

NS1 2.1 1.75 1.6 0.20 0.68 

NNS8 2.1 1.73 1.64 0.20 0.85 

Mean 2.5 2.22 0.54 0.19 1.00 

S.D. 0.2 0.27 0.58 0.00 0.31 

RMSE (Model) = 0.19 Adj. S.D. = 0.55 

Separation= 2.87 Separation (not inter-rater) Reliability = 0.89 

Fixed (ali same) chi-square= 214.7 d.f. = 23 

Significance (probabi1ity) = 0.00 
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Table 4 shows that the difficulty measures of eight tasks range from -0.55 

logits to 0.88 logits, with a 1.43 logit spread. The associated errors for each task 

are very small, with extremely little variation. The infit mean squares range from 

0.61 to 1.35, satisfying the data specifications- that is, the CATOE does not hold 

psychometrie multidimensiona1ity and none of the tasks are redundant. Task 

separation ratio and reliability are 4.28 and 0.95, respectively. The fixed chi-

square is significant, z2 (7, N = 8) = 154.3,p = 0.00, indicating the null 

hypothesis of fixed effect should be rejected. Thus, there is a significant 

difference in difficulty among the eight tasks. 

Table 4. Task Difficulty Measurement Report 

Task Obsvd Fair-M Me as ure Model ln fit 
Average Average (logits) S.E. MnSq 

T2 2.6 2.49 -0.55 0.11 0.61 

T5 2.7 2.39 -0.44 0.11 0.93 

T4 2.5 2.39 -0.43 0.11 1.09 

T3 3.0 2.32 -0.39 0.11 1.17 

Tl 2.3 2.04 0.28 0.10 0.87 

T8 2.4 2.22 0.30 0.12 1.12 

T7 2.4 2.07 0.34 0.11 0.87 

T6 2.4 1.72 0.88 0.11 1.35 

Mean 2.5 2.21 0.00 0.11 1.00 

S.D. 0.2 0.23 0.49 0.00 0.21 

RMSE (Mode1) = 0.11 Adj. S.D. = 0.48 

Separation= 4.28 Separation (not inter-rater) Reliability = 0.95 

Fixed (ali same) chi-square= 154.3 d.f. =7 

Significance (probability) = 0.00 



Systematic Variability Findings in the Tasks and Teacher-Judges 

1. Does the behavior of NS and NNS teacher-judges differ in terms of 

internai consistency and severity? 

1-1} Do sorne teacher-judges rate student performance inconsistently? 
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To answer this question, infit indices of each teacher-judge were examined. 

Teacher-judge fit indicates the degree to which each of teacher-judge is internaliy 

consistent in his or her ratings. lnfit mean square values greater than 1.5 indicate 

significant mis fit, or a high degree of inconsistency in the ratings. On the other 

hand, infit mean square values less than 0.5 indicate overfit, or a lack of 

variability in their scoring. For example, those who use only the middle categories 

of the rating scale, without utilizing ali of the rating categories, are flagged as 

overfitting (McNamara, 1996). Likewise, teacher-judges who employ "play-it­

safe" strategies usualiy show "flat-line" scoring patterns that create similar, or 

even identical ratings across tasks (Lee, 2003; Myford & Mislevy, 1995; Wolfe, 

Chiu, & Myford, 1999). Generaliy, misfitting teacher-judges are more problematic 

than overfitting teacher-judges (Linacre, 2005; McNamara, 1996). In Table 3, the 

fit statistics show that three teacher-judges, NS10, NNS6, NNS7, have misfit 

values. None of the teacher-judges show overfitting rating patterns. 

In order to more precisely identify the teacher-judges whose rating 

patterns differed greatly from the model expectations, another analysis was 

carried out. According to Myford and Wolfe (2000), investigating the proportion 

that each teacher-judge is involved with the large standard residuals between 

observed scores and expected scores provides useful information about teacher­

judge behavior. If teacher-judges are interchangeable, it could be expected that ali 
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teacher-judges would be assigned the same proportion of large standard residuals, 

according to the proportion of total ratings that they make. Based on the number 

of large standard residuals and ratings that ali teacher-judges make and each 

teacher-judge makes, the null proportion of large standard residuals for each 

teacher-judge ( 1r) and the observed proportion of large standard residuals for each 

teacher-judge (Pr) can be computed using equations (2) and (3): 

Nu 
7r =-

Nt 
(2) 

Where, Nu = the total number of large standard residuals 

N1 = the total number of ratings 

(3) 

Where, Nur = the number of large standard residuals made by teacher-

judge r 

N1r =the number ofratings made by teacher-judge r 

An inconsistent rating will occur when the observed proportion exceeds 

the null proportion beyond the acceptable deviation. Thus, the frequency of 

unexpected ratings (Zp) can be calculated using equation ( 4 ). If a Zp value for a 

teacher-judge is below +2, it indicates that the unexpected ratings that he or she 

made are random error. However, if the value is above +2, the teacher-judge is 

considered to be exercising an inconsistent rating pattern. 
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(4) 

In this study, an unexpected observation was reported if the standardized 

residual is greater than + 2, and this was the case in 89 of a total of 1727 res panses. 

Table 5 shows the distribution of teacher-judges according to their rating 

consistency. One NS teacher-judge and two NNS teacher-judges were found to 

exhibit inconsistent rating patterns, a result that is similar to what was found in the 

fit analysis. The two NNS teacher-judges whose observed Zp values were greater 

than +2 are NNS6 and NNS7, and these are the ones who were flagged as 

misfitting teacher-judges by their infit indices. Interestingly, the analysis ofNS 

teacher-judges showed that it was NS9, not NSlO, who had Zp values greater than 

2. This may be because NSlO produced only a small number ofunexpected 

ratings, which did not produce large residuals. These small Zp values indicate that 

while the teacher-judge gave a few ratings that were not unexpectedly higher (or 

lower) than the madel would expect, those ratings were not highly unexpected (C. 

Myford, personal communication, May, 31, 2005). 

Table 5. Distribution ofTeacher-Judges According to Consistency 

Numberof Percentage of Numberof Percentage of 
Zp NS Teacher- NS Teacher- NNS Teacher- NNS Teacher-

judges judges judges judges 

Zp<2 11 92% 10 84% 

2 ~Zp <4 1 8% 2 16% 

Total 12 100% 12 100% 
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Wolfe, Chiu, and Myford (1999, as cited in Myford & Wolfe, 2000) offer 

more explicit ways in which rater effects28 may be identified, based on fit 

statistics and the proportion ofunexpected ratings for each rater (Zp). In their 

analysis, tight quality control indices (i.e., mean squares of0.7 for the lower limit, 

and mean squares of 1.3 for the upper limit) were adopted. Table 6 shows the 

relationship between the rating effects that raters may exhibit, and the values of 

the fit and Zp indices. According to Myford and Wolfe's (2004b) definition of 

rater effects, the randomness effect is "a rater's tendency to apply one or more 

trait scales in a manner inconsistent with the way in which the other raters apply 

the same scales" (p. 543), flagged by large fit indices and large proportions of 

unexpected ratings. If raters display smaller fit indices than expected, along with 

large proportions ofunexpected ratings, they are exercising the halo or centrality 

effect. The halo effect is displayed when raters assign similar ratings on a 

distinctive trait, while the centrality effect emerges from the overuse of the middle 

categories of a ra ting scale (Myford & Wolfe, 2004b ). The extreme effect is 

flagged by an acceptable range of infit indices, larger outfit indices than expected, 

and large proportions ofunexpected ratings. Raters who assign ratings at the high 

or low ends of the scale will be pointed out as exercising extreme ra ting patterns. 

As Table 7 shows, the two groups of teacher-judges share similar ra ting 

patterns: none of the NS and NNS teacher-judges exhibit halo or centrality effects, 

and extreme scoring patterns do not appear in either group. One teacher-judge 

28 As Myford and Wolfe (2004a) note, the differences among rater effects, rater biases and rater 
errors are not apparent, and the terms are commonly used interchangeably. Following the 
definition by Scull en, Mount, and Goff (2000, as cited in Myford & Wolfe, 2004a), rater effects 
are defined as "systematic variance in performance ratings that is associated in sorne way with the 
rater and not with the actual performance of the rate" (p. 957). 
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from each group (NS9 and NNS6) shows randomness in the ratings. NNS7 was 

not included in the randomness group in this analysis due to a slightly small outfit 

mean square value of 1.29. On the whole, a slightly higher percentage ofNNS 

teacher-judges (58%) showed accurate rating patterns when compared with NS 

teacher-judges (50%). This result implies that NNS teacher-judges are as accurate 

as NS teacher-judges in the ir assessments of students' second language oral 

performance. The claim that only NS teachers can fairly, reliably and validly 

assess students' performance is therefore groundless. Obviously, NNS teacher-

judges with sufficient teaching experience and educational backgrounds are 

qualified assessors. 

Table 6. Rater Effect Criteria 

Rater Effect Infit MnSq Outfit MnSq Zp 

Ac cura te 0.7:::-;infit:::; 1.3 0.7:::-;outfit:::; 1.3 Zp :::;2.00 

Random infit> 1.3 outfit>l.3 Zp>2.00 

Halo/Central infit<0.7 outfit<0.7 Zp>2.00 

Extreme 0.7:::-;infit:::; 1.3 outfit>l.3 Zp>2.00 

Table 7. Rater Effect for NS and NNS Teacher-Judges 

Numberof Percentage of Numberof Percentage of 
Rater Effect NS Teacher- NS Teacher- NNS Teacher- NNS Teacher-

judges judges judges judges 

Accurate 6 50% 7 58% 

Random 1 8% 1 8% 

Halo/Central 0 0% 0 0% 

Extreme 0 0% 0 0% 

Other 5 42% 4 34% 

Total 12 100% 12 100% 

Note. "Other" indicates rating patterns that do not fit the above-described patterns. 
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1-2) Is one group ofteacher-judges more severe or lenient? 

In order to compare the severity measures of the two groups, the teacher-

judge group facet was entered as a dummy facet into the data matrix and anchored 

at zero. Table 8 shows that the NS teacher-judge group has a severity measure of 

0.58 logits, whereas the NNS teacher-judge group has a severity measure of 0.51 

logits. Since it tumed out that the NS teacher-judge group appeared to be a bit 

more severe than the NNS group, a t-test was carried out to determine whether the 

difference in severity between the two groups was significant. The results showed 

that although the NS teacher-judge group appeared more severe, the difference 

was not significant, t(22) = 0.45, p = .66. 

Table 8. Mean Severity Measures for Teacher-Judge Groups 

Teacher-Judge Obsvd Fair-M Me as ure Model In fit 
Group Average Average (logits) S.E. MnSq 

NS Mean 2.5 2.21 0.58 0.19 0.99 

NSS.D. 0.2 0.26 0.57 0.00 0.30 

NNS Mean 2.5 2.24 0.51 0.19 1.00 

NNS S.D. 0.2 0.29 0.59 0.00 0.32 

1-3) ls one group ofteacher-judges more homogeneously severe than the 

other? 

In order to identify the extent to which the NS and NNS teacher-judge 

groups are homogeneous or varied in their severity, standard deviations and 

separation ratios were examined from the same analysis. As Table 9 indicates, the 

NNS group was a bit more varied in its severity, with a standard deviation of 0.56 

logits compared with 0.54logits for the NS group. This result was confirmed by 
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the separation ratio of the two groups: the NS teacher-judge group showed a 

separation ratio of2.77, whereas the NNS group showed a separation ratio of2.95. 

This means that the NNS teacher-judge group can be distinguished by a somewhat 

more varied strata of severity than the NS group, but the difference between the 

two groups is extremely small (0.02 logits), so can be considered negligible. 

Table 9. Summary Statistics for Teacher-Judge Groups 

NS Group NNS Group 

RMSE (Model) 0.19 0.19 

Adj. S.D. 0.54 0.56 

Separation 2.77 2.95 

Separation (not inter-rater) 
0.88 0.90 

Reliability 

Significance (probability) 0.00 0.00 

2. How are task difficulty measures injluenced by NS and NNS teacher-

judges across different tasks and task types? 

2-1) How are task difjiculty measures injluenced across different tasks and 

task types? 

Table 10 shows that T2 (sharing information with someone el se about 

library use) is the easiest task (-0.55 logits), while T6 (discussing the harmful 

effects oflntemet use) is the most difficult (0.88 logits) across different tasks. A 

closer investigation into difficulty measures brings T5 and T6 to attention. 

Although these two tasks belong to the same task type (topic-based), their 

difficulty measures are positioned at the opposite extremes. Although somewhat 

mitigated, the same pattern was identified on T2 and T7. In order to evalua te 
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whether task difficulty is significantly different in each task type, ail task types 

were entered as dummy facets and the fixed (same) chi-squares of the picture­

based and topic-based tasks were examined. Ali of the fixed chi-squares were 

significant: z 2 (3, N= 4) = 19.0,p = 0.00 for the picture-based task; and z2 (2, N 

= 3) = 39.7,p = 0.00 for the topic-based task. In other words, task difficulty was 

not systematically sustained within the task type, and task types failed to function 

as solid predictors that determined the difficulty of a certain task. 

When the difficulty measures of task types were compared, the situation­

based task had the lowest difficulty rating ( -0.35 logits), while the topic-based 

task had the highest (0.35 logits). This result partially confirms the findings of 

Brown, Anderson, Shillcock, and Yule (1984) that static tasks (e.g. diagramming 

or giving instructions about laying out a pegboard) are the easiest, and abstract 

tasks ( e.g. giving opinions or justification) are the most di ffi cult. According to 

their research on second language acquisition, the task that provided ail the 

content that a subject is supposed to transmit is easier than a task where the 

subject bases the information in the task on his own knowledge. However, when 

their criteria of difficulty were applied to individual tasks, it was found that this 

was not al ways the case. As shown in Table 10, T7 ( describing a graph) and T 1 

(describing a location), which belong to static tasks, were ranked second and 

fourth in terms of difficulty, and T5 (explaining personal preferences), which 

be longs to abstract tasks, was the second easiest task. The failure of the task 

difficulty model suggested by second language acquisition research may be 

because the definition and operationalization of task difficulty employed in 
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second language acquisition is different from that of second language testing, and 

thus the definition and operationalization of task difficulty cannot be used 

interchangeably in the two cases (Iwashita, McNamara, & Eider, 2001). 

Table 1 O. Task Difficulty Measures 

Task 
Difficulty Measure 

(logits) 

Describing a location (Tl) 0.28 

Sharing given information (T2) -0.55 

Congratulating (T3) -0.39 

Telling a story from pictures (T4) -0.43 

Explaining persona} preference (T5) -0.44 

Discussing an issue (T6) 0.88 

Describing a graph (T7) 0.34 

Suggesting reasons (T8) 0.30 

Mean 0.00 

S.D. 0.49 

Table 11. Difficulty Measures of Task Type 

Task Type 

Situation-Based Task 

Picture-Based Task 

Topic-Based Task 

Mean 

S.D. 

Difficulty Measure 
(logits) 

-0.35 

0.00 

0.35 

0.00 

0.30 

S.E. 

0.10 

0.11 

0.11 

0.11 

0.11 

0.11 

0.11 

0.12 

0.11 

0.00 

S.E. 

0.15 

0.16 

0.16 

0.16 

0.00 
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2-2) How are task difficulty measures influenced by NS and NNS teacher­

judges across different tasks? 

Unlike the previous analysis, which examined how task difficulty 

measures are influenced across different tasks and task types, this analysis was 

carried out using a different perspective in order to identify how the two groups of 

teacher-judges responded across different tasks. That is, the two groups of 

teacher-judges were compared to see whether they consistently influenced 

difficulty measures across different tasks. Two approaches were employed: first, 

task difficulty measures derived from the two groups of teacher-judges were 

compared. Given that task difficulty is determined to sorne extent by raters' 

severity in a performance assessment setting, comparison of the task difficulty 

measures is considered to be a legitimate approach. Second, a FACETS bias 

analysis was performed to investigate whether the systematic sub-pattems of a 

parti cul ar group of teacher-judges display significantly severe or lenient rating 

patterns toward particular tasks. According to McNamara (1996), a bias analysis 

yields more extensive and accurate interaction effects than unsophisticated 

averages because it is produced by considering ali relevant information about the 

facets of interest. 

In order to compare the difficulty derived from the two groups across 

different tasks, the task group facet was entered into the data matrix as a dummy 

facet, with the NS teacher-judges' task ratings coded 1-8, and the NNS teacher­

judges' task ratings coded 9-16. Ali elements in the task facets and task groups 

were anchored at zero. Table 12 shows the task difficulty derived from the NS and 

the NNS groups ofteacher-judges. As can be seen, the ratings of the NS group are 
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a bit more diverse across tasks, with task difficulty measures ranging from -0.53 

logits to 0.97 logits with a 1.50 logit spread. In the NNS group's ratings, however, 

while the range of task difficulty measures is a bit narrower, it is still very similar 

to that of the NS group: from -0.59logits to 0.82 logits, with a 1.41 logit spread. 

This result is also confirmed by a standard deviation of 0.52 logits for the NS 

group, compared with 0.49logits for the NNS group. Both groups exhibited 

generally similar patterns oftask difficulty measures (see Figure 2). T6 was given 

the highest difficulty measure by both groups of teacher-judges, and T3 and the 

T2 were given the lowest difficulty measure by the NS and the NNS teacher-judge 

groups, respectively. 

Table 12. Task Difficulty Measures by NS and the NNS Groups 

NS Group NNS Group 

Task Difficulty Difficulty 
Measures S.E. Measures S.E. 
(logits) (logits) 

Describing a location (Tl) 0.35 0.14 0.28 0.14 

Transferring given information (T2) -0.51 0.15 -0.59 0.15 

Congratulating (T3) -0.53 0.16 -0.31 0.16 

Telling a story from pictures (T4) -0.32 0.16 -0.47 0.15 

Telling persona} preference (T5) -0.52 0.15 -0.48 0.16 

Discussing an issue (T6) 0.97 0.16 0.82 0.16 

Describing a graph (T7) 0.33 0.16 0.38 0.16 

Supporting an opinion (T8) 0.23 0.17 0.38 0.17 

Mean 0.00 0.16 0.00 0.16 

S.D. 0.52 0.01 0.49 0.01 
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Figure 2. Task Difficulty Measures by NS and NNS Groups 

A bias analysis was carried out in order to further explore the potential 

interaction between teacher-judge groups and tasks. In a bias analysis, an estimate 

of the extent to which a teacher-judge group was biased on a particular task is 

standardized to a Z-score. When the Z-score values in a bias analysis fall between 

-2.0 and +2.0, that group ofteacher-judges is considered to be scoring a task 

without significant bias. Where the values fall below -2.0, that group ofteacher-

judges is scoring a task leniently compared with the way they have assessed other 

tasks, suggesting a significant interaction between the group and the task. By the 

same token, where the values are above +2.0, that group ofteacher-judges is 

considered to be rating that task more severely than the other tasks. As the bias 

slopes of Figure 3 illustrate, neither of the two groups of teacher-judges was 

positively or negatively biased toward any particular tasks; thus, the NS and the 

NNS teacher-judge groups do not have any significant interactions with particular 

tasks. 
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Figure 3. Bias Analysis between Teacher-Judge Groups and Tasks 

A bias analysis between individual teacher-judges and tasks confirmed the 

picture presented in previous analysis: even though an interaction was found 

between individual teacher-judges and tasks, no bias toward a particular task 

emerge from a particular group ofteacher-judges. Strikingly, certain teacher-

judges from each group showed exactly the same bias patterns on particular tasks. 

As shown in Table 13 and Figure 4, one teacher-judge from each group had 

significantly lenient rating patterns on Tl and T4, and significantly severe patterns 

on T7. Two NS teacher-judges exhibited conflicting ra ting patterns on T6; NS 11 

showed a significantly more lenient pattern of ratings, while NS9 showed the 

exact reverse pattern- that is, NS9 rated T6 significantly more severely. It is very 

interesting that one teacher-judge from each group showed the same bias patterns 

on Tl, T4, and T7. This implies that the two teacher-judges may be 

interchangeable, in that they display the same bias patterns. 
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Table 13. Bias Analysis Report: Interactions between Teacher-Judges and Tasks 

Teacher- Obs-Exp 
Bias 

Model Infit 
Task Measure Z-Score 

Judge Average 
(logits) 

S.E. MnSq 

NS11 T6 0.54 -1.26 0.55 -2.29 0.9 

NS9 T4 0.38 -1.23 0.58 -2.13 1.5 

NNS9 T4 0.43 -1.22 0.55 -2.19 1.5 

NNS12 Tl 0.47 -1.18 0.53 -2.24 0.7 

NS3 Tl 0.44 -1.06 0.50 -2.11 0.8 

NS5 T6 0.43 -1.01 0.55 -1.84 1.3 

NNS6 T6 -0.34 1.06 0.69 1.54 3.0 

NS9 T6 -0.49 1.21 0.58 2.09 2.1 

NS3 T6 -0.44 1.21 0.64 1.90 0.7 

NS6 T7 -0.60 1.90 0.65 2.92 1.1 

NNS6 T7 -0.60 2.02 0.69 2.93 1.1 

Teacher-Judge 

10. 13. 16. 19. 22. 
1. NS1 4. NS4 7. NS7 NS10 NNS1 NNS4 NNS7 NNS10 

Figure 4. Bias Ana1ysis between Teacher-Judges and Tasks29 

29 There is a mismatch between Table 13 and Figure 4, because the "bias direction" command is 
not active for Excel plots. This will be corrected in the next update (J. M. Linacre, persona! 
communication, June 08, 2005). 
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2-3) How are task difficulty measures influenced by NS and NNS teacher-

judges across different task types? 

Since little difference was found between the NS and NNS teacher-judge 

groups across different tasks, it is worthwhile to further explore how the two 

groups respond across different task types. As noted in Chapter 3, the CATOE 

consists ofthree types oftasks: picture-based (Tl, T2, T4, & T7), situation-based 

(T3), and topic-based (T5, T6, & T8). The analysis was carried out by entering the 

facet of the task types as a dummy facet and anchoring ali elements at zero. 

Table 14 shows that the two groups share the same rating patterns across 

different task types, giving the lowest difficulty measure to the situation-based 

task and the highest difficulty measure to the topic-based task. A bias analysis of 

teacher-judge groups and task types confirmed these results: neither group was 

biased toward a particular task type (see Figure 5). When a bias analysis was 

carried out on individual teacher-judges, only NS 11 was indicated as significantly 

lenient on the topic-based task (see Table15 & Figure 6). 

Table 14. Difficulty Measures ofTask Type by NS and NNS Groups 

NS Group NNS Group 

Task Difficulty Difficulty 
Measures S.E. Measures S.E. 
(logits) (logits) 

Picture-Based Task 0.08 0.08 -0.09 0.08 

Situation-Based Task -0.43 0.16 -0.26 0.15 

Topic-Based Task 0.35 0.09 0.36 0.09 

Mean 0.00 0.11 0.00 0.11 

S.D. 0.33 0.04 0.26 0.03 
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Figure 5. Bias Analysis between Teacher-Judge Groups and Task Types 

Table 15. Bias Analysis Report: Interactions between Teacher-Judges and Task Types 

Teacher- Obs-Exp 
Bias 

Model Infit 
Task Me as ure Z-Score 

Judge Average 
(logits) 

S.E. MnSq 

NSlO Situation 0.42 -1.66 1.04 -1.59 

NNSIO Situation 0.35 -1.39 1.02 -1.36 

NSll Topic 0.31 -0.79 0.32 -2.48 

Teacher-Judge 
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Figure 6. Bias Analysis between Teacher-Judges and Task Types 
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3. How is the calibration ofrating scales injluenced by NS and NNS 

teacher-judges across different tasks and task types? 

3-1) How is the calibration ofrating scales influenced across different 

tasks and task types? 

81 

In order to compare the rating scale calibration across different tasks and 

task types, a hybrid Many-faceted Rasch Measurement Model (Myford & Wolfe, 

2004a) was used to apply the Rating Scale Model to teacher-judges, and the 

Partial Credit Model to tasks and task types. The rating scale calibrations and 

internai scale structures offered by FACETS were examined for the analysis. 

Table 16 and Figure 7 show the CATOE scale category statistics and scale 

structure for Tl (see Appendix I for Tasks 2- 8). In Table 16, the step calibrations 

indicate the starting point of the student proficiency measure, at which each step 

or category begins to be used. Because category 1 starts from infinity, it cannot be 

determined by numbers. In Figure 7, the measure indicates the student proficiency 

at which the category begins to be most probable. Table 16 and Figure 7 illustrate 

all four rating categories function weil in all the tasks. Two approaches were used 

to explore the rating scale calibrations across different tasks and task types. First, 

the interval of the middle categories 2 and 3 was investigated. It was also noted 

when category 3 was set as a eut-off or passing line, where the eut-off line is 

calibrated on the scale. 

When the interval of middle categories was examined across different 

tasks, T8 had the broadest interval (a 5.00 logit spread), while Tl had the 

narrowest interval (a 3.071ogit spread). This suggests that test-takers are most 

likely to be awarded middle scores on T8, and extreme scores on Tl. In terms of 



82 

the eut-off line on the rating scale, the highest proficiency measure was 

established on T3 (0.5llogits) and the lowest on T8 (-0.34logits). This means 

that a test-taker who would have been considered to have passed on T8 might not 

have passed the other tasks. 

A close investigation into rating scale calibration of each task brings T6 

and T8 in particular to attention. Although they belong to the same task type 

(topic-based), their scale calibration ratings display extreme opposite patterns. T8 

has the broadest interval of middle categories (a 5.00 logit spread), whereas T6 

has the second narrowest interval (a 3.16 logit spread). Similarly, the cut-offline 

ofT8 is much lower (-0.34logits) than that ofT6 (0.00 logits). A similar pattern is 

also identified in the picture-based tasks: Tl and T4 in particular; the interval of 

middle categories for T4 is much broader (a 4.79 logit spread) than that for Tl (a 

3.07logit spread) and the cut-offline ofT4 is designated much higher (0.28 

logits) than that ofTl (-0.23 logits). 

The fact that tasks that belong to the same task type are not consonant with 

each other, and even show extreme opposite patterns in sorne cases, therefore, 

points out that task types may not be a principal factor in constructing the rating 

scale of each task, as they are with difficulty measures. If task types cannot 

explain the calibration of each rating scale, questions arise as to what the 

operating principle is. Otherwise, it remains an open question as to whether the 

variability of ra ting scale calibrations is due to systematic, as y et undiscovered 

operations, or to unsystematic random measurement errors caused by human 

raters. 



Table 16. CATOE Scale Category Statistics for Task 1 
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Figure 7. CATOE Scale Structure for Task 1 

The same analysis was done across different task types. Table 17 and 

Figure 8 display the CATOE scale category statistics and scale structure for the 
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picture-based task (see Appendix J for the situation-based and topic-based tasks). 

With regard to the interval of middle categories, the picture-based task had the 

broadest interval, with a 4.13 logit spread, while the topic-based task had the 

narrowest interval with a 3.86logit spread. The difference was only 0.27 logits, 

which was not as large as in the pervious analysis. Therefore, test-takers may not 

be significantly affected by task types in being assigned middle or extreme scores. 

A noticeable difference was found with regard to the eut-off line. While the 

highest cut-offline was established on the situation-based task with 0.59logits/0 

the difference between the picture-based and topic-based tasks was negligible, 

with -0.01 logits and 0.02 logits, respectively. Considering that the situation-

30 However, the step calibration of rating category 2 shows fairly large standard errors (0. 73). 
Careful interpretation is needed. 



based task was the easiest of the three task types, it is very interesting that the 

highest eut-off line was established in this task type. 

Table 17. CATOE Scale Category Statistics for Picture-Based Task 

CATOE Scale Category 
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4 

Step Calibrations 

Measure (logits) 

-2.06 

-0.01 

2.07 

S.E. 

0.17 

0.13 

0.17 
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Figure 8. CATOE Scale Structure for Picture-Based Task 

3-2) How is the calibration ofrating scales influenced by NS and NNS 

teacher-judges as a wh ole? 

A hybrid Many-faceted Rasch Measurement Model (Myford & Wolfe, 

2004a) was used to differentially apply the Rating Scale Model to teacher-judges 

and tasks, and a Partial Credit Model to teacher-judge groups, thereby providing 

both groups of teacher-judges with one general rating scale across ail tasks. As 

with the previous analysis, the rating scale calibrations and structures offered by 

FACETS were examined. 

When the interval of middle categories that were designated by the NS and 

NNS groups were examined (see Table 18 & Figures 9- 10), it was found that the 
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NS group used the middle categories a bit more broadly, with a 3.98 logit spread, 

compared to a 3.71logit spread for the NNS group. When the scale's cut-offline 

was examined, there was little difference between the two groups ( only 0.04 

logits). In other words, the NS group perceived the cut-offline at 0.09 logits, and 

the NNS group at 0.05 1ogits. This implies that when the two groups ofteacher-

judges are in a situation to make decisions about passing or failing students, they 

establish almost the same eut-off line. Interpreted another way, the two groups 

have similar ideas about the level students must achieve in order to pass a given 

test. 

Table 18. CATOE Scale Category Statistics for Overall Tasks by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

CATOE Scale Category Me as ure Me as ure 
(logits) 

S.E. 
(logits) 

S.E. 

1 

2 -2.04 0.13 -1.88 0.13 

3 0.09 0.09 0.05 0.09 

4 1.94 0.12 1.83 0.11 

Neasr;-4,0 -?~0 0.0 ? 0 4,0 
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Figure 9. CATOE Scale Structure ofNS Group for Overall Tasks 
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Figure 10. CATOE Scale Structure ofNNS Group for Overall Tasks 



3-3} How is the calibration of ra ting scales influenced by NS and NNS 

teacher-judges across different tasks? 
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This analysis was completed because it was probable that the two groups 

would not use a rating scale in the same way across different tasks. In order to 

examine how the two groups calibrated the rating scale across different tasks, the 

Rating Scale Model was applied to teacher-judges and the Partial Credit Model to 

teacher-judge groups and tasks, so that the model provided both groups ofteacher­

judges with a rating scale across eight tasks. Table 19 and Figures 11 - 12 

illustrate the step calibrations and internai scale structures of both groups for T 1 

(see Appendix K for T2 - T8). 

When how broadly the two groups perce ive the middle categories of the 

scale was compared, it was found that the NS group determined middle categories 

more broadly on T2, T3, T4, T6 and T7. That is, students were more likely to be 

awarded middle scores on these tasks, but extreme scores on T5 and T8 from the 

NS group. There was little difference between the two groups on T 1 by a less than 

O.llogits. Ofthese tasks, the T2, T3, T4 and T7 showed that the NS group 

determined the middle categories of the scale mu ch more broadly than did the 

NNS group, by a difference of at least 0.70 logits. Interestingly, T2, T4 and T7 

were picture-based. 

When category 3 was set as a eut-off line, the NS group established higher 

proficiency measures on Tl, T2, T3 and T8. On the other hand, they showed the 

opposite pattern on T4 and T7, establishing lower proficiency measures. On T5 

and T6, the two groups seemed to establish almost the same eut-off line, by a 

difference of less than 0.1 logits. 
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Table 19. CATOE Scale Category Statistics for Task 1 by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

Scale Category Measure Me as ure 
(logits) 

S.E. 
(logits) 

S.E. 

1 

2 -1.47 0.31 -1.38 0.32 

3 -0.11 0.25 -0.35 0.26 

4 1.58 0.34 1.73 0.33 

I#J;~s.?: -4.0 ·1. 0 CU) .~ .. :;. 4.0 
+ + + + + 
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Figure 11. CATOE Sca1e Structure ofNS Group for Task 1 
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Figure 12. CATOE Scale Structure ofNNS Group for Task 1 

3-4) How is the calibration of ra ting scales influenced by NS and NNS 

teacher-judges across different task types? 

Since the two groups ofteacher-judges were found to perceive the rating 

scale categories differently across different tasks, it is worthwhile to explore how 

the groups interact with the rating sca1e categories across different task types. This 

analysis will result in generalized rating scale calibration patterns for the two 

groups across different task types. The data set was five facets, including two 

dummy facets (teacher-judge groups and task groups). The Rating Scale Madel 

was employed to the teacher-judge and task facets, and the Partial Credit Madel 

was used to the teacher-judge group and task group facets. The madel therefore 
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provided both groups of teacher-judges with rating scales across three different 

types oftasks. Table 20 and Figures 13- 14 show how the two groups interact 

with the rating scale categories for the picture-based tasks (see Appendix L for the 

situation-based and topic-based tasks ). 

When the interval of the middle categories designated by the NS and NNS 

groups was compared across different task types, the NS group calibrated the 

middle categories far more broadly on the situation-based task, with a 4.02 logit 

spread, compared to a 3.0llogits spread for the NNS group. The NS group also 

designated broader middle categories on the picture-based task than the NNS 

group, but the difference was not as large as the picture-based task, by 0.51 logits. 

On the other hand, the NNS group determined broader middle categories than the 

NS group on the topic-based task, but the difference was small by 0.13 logits. 

Generally, the two groups of teacher-judges differed critically in how they 

determined the middle categories for the picture-based task and situation-based 

task, as opposed to the topic-based task. 

When the eut-off line was examined, the NS group established higher 

proficiency measures on the situation-based task and topic-based task than the 

NNS group by differences of0.15 logits and 0.26logits, respectively. However, 

when proficiency measures for the picture-based task were compared, the two 

groups rarely differed exhibiting a difference of Jess than 0.1 logits. This means 

that a student whom the NNS group would have felt passed the situation-based or 

topic-based tasks would not have passed according to the NS group. 

Given that the NS and NNS groups did not hold a bias toward particular 

tasks and task types in terms of severity, it is very interesting that they do in fact 
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demonstrate different patterns in calibrating rating scales across different tasks 

and task types. The two groups might award the same scores to test-takers using 

two different rating scales, and their underlying differences could be easily 

masked by their overall severity measures. Taking into account that how raters 

intemalize rating scales is an important matter in scoring procedure for the sake of 

the faimess of the tests, a question arises as to by what opera ting princip le 

teacher-judges in the two groups show differences in influencing the calibration of 

rating scales across different tasks and task types. 

Table 20. CATOE Scale Category Statistics for Picture-Based Task by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

Scale Category Measure Measure 
(logits) 

S.E. 
(logits) 

S.E. 

1 

2 -2.14 0.18 -1.93 0.18 

3 0.05 0.13 0.13 0.13 

4 2.10 0.17 1.80 0.15 
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Figure 13. CATOE Scale Structure ofNS Group for Picture-Based Task 
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Figure 14. CATOE Scale Structure ofNNS Group for Picture-Based Task 
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4. What are the salient construct elements drawn on by NS and NNS 

teacher-judges ac ross different tasks and task types? 

4-1) What are the salient construct elements across different tasks and task 

types? 

In order to examine the salient construct elements drawn on by teacher-

judges, their comments were analyzed. Table 21 shows the overall frequency and 

percentage of comments made by the teacher-judges. Of a total of 3295 comments, 

2117 were about language use ( 64.2% ), and 517 comments were related to 

organizational development (15.7%); the two most salient construct elements. 

Teacher-judges commented 384 times on content effectiveness (11.7%), and paid 

the least attention to general task fulfillment (4.3%), and socio-contextual 

appropriateness ( 4.1% ). Overall, teacher-judges were more attentive to language 

use than socio-contextual appropriateness and content effectiveness, which 

suggests that although teacher-judges underscore the importance of socio-

linguistic competence and topic knowledge to sorne extent, successfullanguage 

use is their principal interest when language assessment is concemed. 

Table 21. Number and Percentage of Comments for Overall Tasks 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 143 4.3% 

Content Effectiveness 384 11.7% 

Language Use 2117 64.2% 

Socio-contextual Appropriateness 134 4.1% 

Organizational Development 517 15.7% 

Total 3295 100.0% 
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When construct elements were compared across different tasks (see Table 

22 for Tl and Appendix M for T2 - T8), language use and organizational 

development were, in general, the two most salient construct elements on Tl, T2, 

T4 and T7, and language use and socio-contextual appropriateness on T3. On T5, 

T6 and T8, the teacher-judges drew on language use and content effectiveness 

most frequently. It is very interesting that the teacher-judges did not pay as much 

attention to the construct elements on T3, T5, T6, and T8 that are directly related 

to language itself (i.e., language use or organizational development) as they didon 

Tl, T2, T4 and T7. On those tasks, initially high interest in language use and 

organizational development seemed drastically reduced, while interest in socio­

contextual appropriateness and content effectiveness increased. It appears that 

when a task included a non-language-related construct element, it was easy for 

teacher-judges' ideas ofwhat constituted critical evaluation criteria to shift. 

Another thing that should be noted is that the number of construct 

elements that the teacher-judges attended to varied across different tasks. Teacher­

judges drew on five different construct elements on Tl and T5, but four on T2, T3, 

T4, T6, T7 and T8, depending on the task demands and their needs. This implies 

that the teacher-judges came up with different evaluation criteria, depending on 

the nature of specifie tasks and test-takers performance, and that the comments 

they made were therefore context-bound. These findings consequently point to the 

weakness ofthe theory-based or a priori general language rating scales by 

providing sorne support for context-specific rating scales. As this analysis proves, 

if a general language rating scale is employed, regardless of task demands or test­

takers' performance, teacher-judges may not be able to make accurate assessments 
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and may miss important features oftest-takers' performance. 

Table 22. Number and Percentage of Comments for Task 1 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 24 5.7% 

Content Effectiveness 36 8.6% 

Language Use 274 65.6% 

Socio-contextual Appropriateness 13 3.1% 

Organizational Development 71 17.0% 

Total 418 100.0% 

Table 23 shows the frequency and percentage of cornments for the picture-

based task (see Appendix N for situation-based and topic-based tasks). A 

prominent feature that stands out is that the number of construct elements also 

varied across different task types: teacher-judges drew on five different construct 

elements on the picture-based and topic-based tasks, and four on the situation-

based task. As discussed in the previous analysis, this result implies that the 

teacher-judges exhibited different patterns in attending to salient construct 

elements, depending on the task demands and the test-takers' performance. 

Language use was the most predominant construct element on the picture-

based task, followed by the topic-based and situation-based tasks. Considering 

that the picture-based task required test-takers to describe or narrate visual 

information, teacher-judges may have been able to predict what test-takers would 

say on a given task. When teacher-judges are able to easily predict the content 

information and there are no other construct elements that attract their attention 



93 

other than language use, they appear to focus primarily on language use. However, 

when teacher-judges cannot predict what test-takers will say, as on the topic-based 

task, and when factors exist that distract their attention from language use, their 

interest in language use seems to be reduced. 

When each task type was investigated, most of the teacher-judges' 

attention was directed to language use and organizational development on the 

picture-based task. As was the case with the situation-based task, however, when 

test-takers were asked to demonstrate socio-linguistic competence as weil as other 

language-related competence, the teacher-judges were very attentive to socio­

contextual appropriateness. Therefore, language use and socio-contextual 

appropriateness were perceived as the two most salient construct elements on the 

situation-based task by the teacher-judges. As such, when test-takers employed 

both topical and language knowledge to perform a given task, the interest of the 

teacher-judges drastically shifted to content effectiveness. On the topic-based task, 

then, language use and content effectiveness were perceived as the two most 

salient construct elements by the teacher-judges. In summary, as discussed in the 

previous analysis, the shifting ofthe teacher-judges' attention to salient construct 

elements depended on task demands and test-takers' performance, which supports 

the necessity for context-specific rating scales. 
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Table 23. Number and Percentage ofComments for Picture-Based Task 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 69 3.8% 

Content Effectiveness 149 8.2% 

Language Use 1260 69.5% 

Socio-contextual Appropriateness 13 0.7% 

Organizational Development 323 17.8% 

Total 1814 100.0% 

4-2) What are the salient construct elements drawn on by NS and NNS 

teacher-judges as a who le? 

A comparison of the frequency and percentage of comments made by the 

NS and NNS groups is presented in Table 24. Strikingly, the NS group made 

about twice as many comments as the NNS group (2123 comments compared 

with 1172). The relatively small number ofNNS teacher-judges' comments may 

be because the NNS teachers are not accustomed to making subjective comments 

on students' performances in an EFL context, rather than awarding them a single 

score. It could that the NNS teachers lacked confidence in assessing student 

spoken English, or because performance assessment is not used as often in an 

EFL context as pencil and paper tests. 

In general, language use was the most frequently tapped construct element 

for both groups (66.5% and 60.2%, respectively), and organizational development 

was second (13.8% and 19.0%, respectively). When a chi-square test was 

conducted to examine potential differences between the two groups, it was found 
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that the NS and NNS groups significantly differed in how they attended to 

construct elements they found salient, x2 (4, N= 3295) = 21.19,p = 0.000 < 

0.001. The NS teacher-judges were rouch more attentive to language use than the 

NNS teacher-judges by a difference of 5.3%, while the NNS teacher-judges were 

rouch more attentive to organizational development than the NS teacher-judges by 

a difference of 5.2%. Considering that the two groups had not differed 

significantly in terms of severity measures in the previous analysis, they might 

have awarded the same scores based on different evaluation criteria. 

Table 24. Number and Percentage of Overall Comments by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fulfillment 95 4.5% 48 4.1% 

Content Effectiveness 247 11.6% 137 11.7% 

Language Use 1411 66.5% 706 60.2% 

Socio-contextua1 
76 3.6% 58 4.9% 

Appropriateness 

Organizational Development 294 13.8% 223 19.0% 

Total 2123 100.0% 1172 100.0% 

x2 (4, N= 3295) = 21.19,p = o.ooo < o.oo1 

4-3) What are the salien! construct elements drawn on by NS and NNS 

teacher-judges a cross different tasks? 

Generally, as shown in Table 25 and Appendix 0, the attention of teacher-

judges in both groups was primarily directed towards language use and 

organizational development on Tl, T2, T4 and T7, and language use and socio-
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contextual appropriateness on T3. On T5, T6 and T8, the two groups showed 

somewhat different patterns: while the attention ofteacher-judges in both groups 

was primarily directed towards language use, content effectiveness was the 

second most salient construct element for the NS group, while organizational 

development was second for the NNS group. 

In addition, a chi-square analysis showed that the NS and NNS groups 

were not significantly different on Tl, T7, and T8, but that they exhibited 

significant differences on T2, T3, T4, T5 and T6. This indicates that while the two 

groups may exhibit agreement on salient construct element in sorne cases, they 

may exhibit differences in others. An examina ti on of the context in which the 

same salient construct elements occur is an area for further research. 

When the tasks on which the NS and NNS groups showed significant 

differences were examined, the NS group was far more attentive to language use 

than the NNS group by a difference of 18.8% on T2, while the NNS group was 

more attentive to other construct elements. On T3, the NNS group paid more 

attention to socio-contextual appropriateness than the NS group by a difference of 

12.9%, while the NS group paid more attention to language use than the NNS 

group by a difference of 10.5%. On T4, the NS group focused more on language 

use than the NNS group by a difference of 5.1 %, while the NNS group focused 

more on content effectiveness than the NS group by a difference of 6.9%. Both 

groups shared similar patterns on T5 and T6: their interest in language use was 

somewhat reduced, with a corresponding increase of interest in other construct 

elements. When the differences between the two groups were examined, the NS 

group drew on content effectiveness more frequently than did the NNS group, 
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while the NNS group drew more on organizational development than the NS 

group. 

Table 25. Number and Percentage ofComments for Task 1 by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fulfillment 16 6.0% 8 5.2% 

Content Effectiveness 19 7.2% 17 11.1% 

Language Use 185 69.8% 89 58.2% 

Socio-contextual 
5 1.9% 8 5.2% 

Appropriateness 

Organizational Development 40 15.1% 31 20.3% 

Total 265 100.0% 153 100.0% 

2 X (4, N= 418) = 8.87,p = 0.064 > 0.05 

4-4) What are the sa lient construct elements drawn on by NS and NNS 

teacher-judges a cross different task types? 

Since the NS and NNS groups were found to be significantly different in 

how they attended to salient construct elements in sorne cases, it might be 

worthwhile to examine the dissimilarity patterns they exhibited across different 

task types. As Table 26 and Appendix P show, the NS and NNS groups differed 

significantly in attending to construct elements across ali the three different task 

types. On the picture-based task, the NS group was more attentive to language use 

than the NNS group by a difference of 11.2%, while the NNS group was more 

attentive to organizational development and content effectiveness by differences 

of 5.2% and 4.2%, respectively. On the situation-based task, the NS group was 
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more focused on language use than the NNS group by a difference of 10.5%, 

while the NNS group was more focused on socio-contextual appropriateness than 

the NS group by a difference of 12.9%. On the topic-based task, the NS group 

underscored content effectiveness more than the NNS group by a difference of 

6.5%, while the NNS group underscored organizational development more than 

the NS group by a difference of 7 .5%. These results suggest that the NS group 

consistently drew much more attention to language use on the picture-based and 

situation-based tasks, while the NNS group was more sensitive to other construct 

elements (e.g., organizational development or socio-contextual appropriateness). 

On the topic-based task, the two groups showed a similar amount of primary 

attention to language use (57.8% and 60.0%), but their secondary interests 

differed: the NS group was more attentive to content effectiveness, while the NNS 

group was more attentive to organizational development. In summary, it appears 

that when a task demanded socio-linguistic competence, the NNS group became 

more sensitive to socio-contextual appropriateness, and when a task demanded 

topical knowledge, the NS groups became more sensitive to content effectiveness. 

When a task did not demand any competence other than language-specifie 

knowledge, the NS group appeared to show more interest in language use, while 

the NNS group paid attention to other construct elements as well. Speculation on 

wh y they exhibit such different underlying perceptions of salient construct 

elements may be premature at this point; more in-depth, qualitative research is 

recommended. 
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Table 26. Number and Percentage of Comments for Picture-Based Task by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fu1fillment 40 3.4% 29 4.5% 

Content Effectiveness 79 6.7% 70 10.9% 

Language Use 860 73.4% 400 62.2% 

Socio-contextual 
5 0.4% 8 1.2% 

Appropriateness 

Organizational Development 187 16.0% 136 21.2% 

Total 1171 100.0% 643 100.0% 

z 2 (4, N = 1814) = 27.64,p = o.ooo < o.oo1 

This chapter has discussed the results of the research questions. The 

implications regarding these findings and others will be discussed in the next 

chapter, after the presentation of the summary of the results. Limitations of the 

study and suggestions for further research are also cited. 
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This study has addressed variability of tasks and teacher-judges in second 

language oral performance assessment from comprehensive perspectives. The 

general research questions under investigation were: 

1) Does the behavior ofNS and NNS teacher-judges differ in terms of 

internai consistency and severity? 

2) How are task difficulty measures influenced by NS and NNS teacher­

judges across different tasks and task types? 

3) How is the calibration ofrating scales influenced by NS and NNS teacher­

judges across different tasks and task types? 

4) What are the salient construct elements drawn on by NS and NNS teacher­

judges across different tasks and task types? 

The summary of the research findings, their implications and limitations 

are discussed, along with suggestions for further study. 

Summary of the Research Findings 

Variability of tasks 

This study has examined the complexity and variability of tasks in terms 

of task difficulty, rating scale calibration, and construct elements. When the 

difficulty measures of the task types were examined, the situation-based task was 
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the easiest, while the topic-based task was the most difficult. Although tasks 

certainly had an influence in determining test scores, the difficulty measures of 

individual tasks could not be systematically controlled by task types; in other 

words, task type failed to predict the difficulty measure of a task. Further research 

exploring the underlying variables that designate task difficulty is necessary in 

arder to enable test developers to select and sequence tasks for test purposes, and 

curriculum developers to design syllabuses for pedagogical purposes. 

When the task difficulty criteria suggested by second language acquisition 

researchers (i.e., Brown et al, 1984) were applied, their difficulty madel was only 

partially confirmed by this study. A vague hierarchy of task difficulty was 

captured across different tasks and it was congruent to other studies in second 

language testing (Brown, Hudson, & Norris, 1999; Eider, Iwashita, & McNamara, 

2002; Iwashita, McNamara, & Eider, 2001 ). The lack of correspondence between 

the result of this study and th ose of second language acquisition may be because 

the definition oftask difficulty was not commonly understood (Iwashita et al, 

2001 ). In other words, the notion of task difficulty measures was defined as 

accuracy, fluency, and complexity in the studies in second language acquisition, 

while in second language testing research, they were recently introduced as a facet, 

which is to sorne extent operationalized by test-takers' ability and raters' severity 

in the Many-faceted Rasch Measurement (Iwashita et al, 2001). An agreement on 

the definition and operationa1ization is warranted for an accurate understanding of 

principled task difficulty. 

Non-systematicity of the performance assessment was also identified in 

the rating scale calibration. The fact that task types failed to provide an absolute 
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yardstick for calibrating rating scales of individual tasks not only requires re­

conceptualization of task types but also rai ses questions as to what the latent 

factors are that exert a crucial influence on rating scale calibration. Moreover, it 

remains an open question as ta whether the variability of ra ting sc ale calibrations 

is due ta unsystematic measurement errors caused by human raters, and cannat be 

resolved by systematic, but as of y et undiscovered, operations. 

Nonetheless, tasks conformed ta task types when the construct elements 

were analyzed. Language use and organizational development were the two most 

salient construction elements on the picture-based task; and language use and 

language appropriateness were the most salient on the situation-based task. On the 

topic-based task, language use and content effectiveness were the most frequently 

tapped construct elements. The variation of construct elements across task types 

provides evidence that teacher-judges draw on evaluation criteria depending on 

task demands and test-takers performance. This also provides sorne support for 

empirically constructed rating scales. 

Variability of teacher-judges. 

The NS and NNS teacher-judges rarely differed in the final scores awarded. 

Teacher-judges in both groups exhibited internally consistent rating patterns: none 

showed halo, centrality, and extreme effects, and only one from each group 

showed randomness in his or her rating. Similarly, when overall severity and 

homogeneity in severity within each group were compared, they were not 

different. Where a difference was found, a slightly higher percentage of the NNS 

teacher-judges showed accurate rating patterns compared to the NS teacher-judges. 
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Even when task effects were taken into consideration, the same picture 

was obtained: neither of the groups was positively or negatively biased toward a 

particular task or a particular task type. When the severity measures of the two 

groups were compared across individual tasks, both groups were most severe on 

T6 ( discussing the harmful effects oflnternet use). When the same analysis was 

done across task types, both groups were most lenient on the situation-based task, 

and most severe on the topic-based task. More interestingly, a bias analysis carried 

out between individual teacher-judges and individual tasks showed that one 

teacher-judge from each group exhibited exactly the same bias patterns on certain 

tasks. 

Substantial dissimilarity emerged in the calibration of the ra ting scales. 

Despite little difference between the two groups in calibrating rating scales as a 

whole, they were obviously different when compared across different tasks. In 

addition, they were apparently not alike across task types: the NS group was far 

more likely to award middle scores on the picture-based and situation-based tasks 

than was the NNS group, with little difference on the topic-based task. 

Additionally, the NS group established higher proficiency measures on the 

situation-based and topic-based tasks, with little difference on the picture-based 

tas k. 

More compelling results were found in the analysis of construct elements 

salient to the NS and NNS groups. In general, the NS group was much more 

attentive to language use, and the NNS group was much more attentive to 

organizational development. Furthermore, task types clearly showed that the NS 

and NNS teacher-judges had different perceptions ofwhat constructs should be 
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measured. 

Taken together, the NS and NNS teacher-judges appeared to share 

common ideas as to what score a test-taker should be given, but by different 

scales and for different reasons. The underlying differences about scale 

construction and the construct of interest rai se questions as to whether this 

discrepancy is caused by the innate perceptions of the NS and NNS teacher-judges 

in different contexts, or whether it can be removed if specifie a priori evaluation 

criteria and rigorous rater training are provided. It is also questionable how the 

validity of the ratings can be defined or even justified, if the difference is 

persistent. 

Implications 

The need for context (task)-specific assessment. 

The results of this study pro vide sorne support for the claim that multiple 

tasks should be employed for the test to assess the diverse oral language output of 

test-takers (Chalhoub-Deville, 1995a, 1995b; Henning, 1983; Shohamy, 1983, 

Shohamy, Reves, & Bejerano, 1986; Upshur & Turner, 1999). As shown in the 

study, not only did test scores tend to fluctuate across different tasks, but teacher­

judges had different perceptions that influenced the calibration of rating scales 

and the underscoring of the underlying construct elements that were to be 

measured. It therefore justifies the argument that a test should embrace as many 

different types of tasks as possible in order to tap overalllanguage ability, as well 

as for the sake of the faimess of the test. 
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These findings also validate the necessity of an empirically-derived rating 

scale suggested by Chalhoub-Deville (1995a, 1995b), Turner and Upshur (1996), 

and Upshur and Turner (1995, 1999). Since teacher-judges drew attention to 

different evaluation criteria or construction elements according to task demands, 

as weil asto test-takers' performance, a priori general language proficiency rating 

scales may not provide meaningful information concerning what is being 

measured as rouch as context- or task-specific rating scales do. Moreover, the 

discrepancy that arises between a test and the test rating scale will certainly 

threaten the validity of the test when the ra ting scales are not bound in context. 

Although Fulcher (2003) speculates that task-specific variance is due to the use of 

task-specific rating scales in those studies (i.e., Chalhoub-Deville, 1995a, 1995b; 

Turner & Upshur, 1996; Upshur & Turner, 1995, 1999), this study shows that this 

is not the case. The teacher-judges who participated in this study were provided 

with only a general rating scale which did not delineate any task or language-

specifie features, but they did come up with task or context-specific evaluation 

features. Even though tasks accounted for extremely small variances in 

determining test-takers' scores, with most being accounted for by the test-takers' 

ability/ 1 as with the case ofother studies (e.g., Bachman, Lynch, & Mason, 1995; 

Bonk & Ockey, 2003; Fulcher, 1993, 1996a; Lynch & McNamara, 1998), different 

task or language features were indeed embedded across different tasks. A 

reasonable interpretation is that context-specific tasks or rating scales do not 

necessarily lead to significant score differences, but still provide meaningfu1 

31 In order to compare variances among test-takers, tasks and teacher-judges, examine the standard 
deviation of each facet in the FACETS measurement report. 



106 

information about test-takers' performance in a given context. 

As Alderson ( 1991) notes, in order for the test scores to be meaningful, the 

scale should be related to both the language constructs to be measured and the 

purposes ofthe test in a specifie context. Likewise, the results of this study have 

proved that empirically-constructed rating scales need to be employed, depending 

on the task types and contexts in which they will be used; the decision should 

depend on the dynamics of the test situation and voices from test-takers, test­

constructors, curriculum makers, and language policy makers should certainly be 

mingled. 

Suitability of the NNS teacher-judges. 

This study suggests that there is little evidence that the NNS teacher­

judges are unsuited to assess students' second oral language performance. Within 

an EFL context, there has been a persistent folk belief that only NS teachers are 

able to assess students' performance fairly, reliably and validly, and that NNS 

teachers are unsuited to judge the language skills of ethers due to their own lack 

ofmastery of the language. This groundless beliefhas bestowed too much 

authority upon NS teachers while taking power and authority away from NNS 

teachers. However, this study has proved that when the NNS teacher-judges had 

sufficient teaching experience and educational background, they were able to 

work as qualified assessors. 

Where a difference was found between the NS and NNS teacher-judges, 

the issue was how they considered students' performance in order to reach a 

certain score. In ether words, the high reliability between the NS and NNS groups 
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should not be assumed to be evidence that the constructs focused on by the NS 

and NNS groups share a common nature or are equally valid. Of course, the latent 

differences that exist between them do not necessarily imply a judgment of what 

is right or wrong. At issue is the approach by which students are assessed more 

validly and meaningfully within a given context ( either an ESL or an EFL 

context), and this question opens a new area for further research. 

Usefulness of the Many-faceted Rasch Measurement. 

This study also pro vides strong support for the validity of the Many­

faceted Rasch Measurement in analyzing language performance data. The Rasch 

madel has been criticized because the data specification of unidimensionality 

cannat properly satisfy the complexity of the constructs underlying language 

performance (Buck, 1994; Hamp-Lyons, 1989). However, in the "debate over the 

constructs and dimensionality" (McNamara, 1996, p. 268), McNamara (1996) and 

others (Henning, 1992; Lumsden, 1976) pointed out the confusion between the 

psychometrie dimension and the psychological dimension. In the same vein, this 

study showed that teacher-judges measured not only the language-relevant 

constructs but also language-irrelevant constructs (i.e., topical knowledge) when 

they assess test-takers performance on a certain task, but that such tasks were still 

within a good fit range demonstrates that language performance data can hold 

psychometrie unidimensionality, even when they are compounded with 

psychologically different constructs. 

Contrary to criticism about the Rasch Measurement, the usefulness of this 

measurement tool has increasingly been reported in the performance assessment 
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literature (Bonk & Ockey, 2003; Brown, 1995; Hill, 1997; Kondo-Brown, 2002; 

Lumley & McNamara, 1995; Lynch & McNamara, 1998; Weigle, 1998). Unlike 

classical test theory (or true score theory), which determines the ability of an 

examinee in a particular test condition, the Rasch theory provides test-takers with 

more reliable and generalized information estimating their latent abilities with 

freeing them from the particulars of test conditions. In addition, the fit-statistics 

offered by the Rasch Measurement allow rater behaviors to be monitored, and 

raters to be provided with individual feedback about the internai consistency and 

bias of their ra ting patterns during the rater training process. Likewise, the item fit 

analysis can guide test developers with regard to which items should be selected, 

revised, or thrown out during the test development process. It is thus apparent that 

the Rasch Measurement is not only appropriate, but also recommended for 

language performance data. 

Legitimacy ofmixed methods research. 

By combining the Many-faceted Rasch Measurement with grounded 

theory, this study proves the legitimacy of mixed methods research. Mixed 

methods, known as the third wave of research movement, incorporating 

quantitative and qualitative research techniques and methods in a single study, has 

been expanded in the social and human sciences (Johnson & Onwuegbuzie, 2004). 

Along with the development of quantitative and qualitative research methods, the 

use of multiple methods has the potential to reduce the problems embedded in 

singular methods while maximizing the strengths (Sechrest & Sidana, 1995, as 

cited in Johnson & Onwuegbuzie, 2004). 
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The qualitative analysis (i.e., grounded theory analysis) conducted in this 

study has supplied meaningful interpretations ofhow NS and NNS teacher-judges 

differ in assessing student oral language performance, which would otherwise 

have been masked by the sole reporting of quantitative results. It is evident that 

mixed methods research is a more comprehensive tool that offers greater insight 

and understanding into the questions posed by the research. It appears time for 

researchers to develop a new research paradigm and delve into its philosophical 

concepts and bases rather than blindly advocating the traditional purists' 

incompatibility thesis (Howe, 1988). 

Limitations ofthe Study and Suggestions for Further Research 

Despite the attempts to minimize possible drawbacks, the study includes 

sorne limitations. First of ali, the reliability and validity of the CATOE could not 

be precisely examined before it was chosen as an instrument in this study. The 

CATOE was specifically developed to conduct this study, and due to constraints it 

was not possible to have a parallel form administered to experiment the 

instrument. Nevertheless, the results of the study confirmed the high validity of 

the test and the reliability of the teacher-judges. The test placed test-takers into 

various ability groups, corresponding with the class levels to which they are 

assigned at the language institute, and also most teacher-judges exhibited an 

acceptable range of variation in scoring the test-takers' performance. These results 

reflect the high criterion-related validity of the test and the high reliability of the 

teacher-judges. 
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However, one thing should be pointed out in terms of test design. The test 

did not include three types oftasks in the same ratio: while four were picture­

based tasks, there was only one situation-based task. lt is certainly questionable 

whether the task asking test-takers to congratulate a friend on being admitted to 

school was sufficient to assume an overall pragmatic ability. Having just one 

situation-based task may not allow an adequate variety of contexts for the 

meaningful interpretation of research outcomes. Thus, care must be taken wh en 

interpreting the nature of the situation-based task in this study. A replication of the 

study with more diverse situation-based tasks may show more decisive results. 

There is also concem about the extent to which the results of the study can 

be generalized from the teacher-judges who participated in the study to an entire 

population of teacher-judges. Having had only Canadian or Korean teachers of 

English in the sample, most ofwhom were well-qualified, experienced teachers 

with at least one graduate degree related to linguistics or language education, it 

might be unwise to apply the results of this study to other contexts and 

populations. By limiting the research outcomes to the specifie context in which 

this study was carried out, the population validity of the study will be maintained. 

Further study is also recommended to determine the steps that the NS and 

NNS teacher-judges took in the decision-making process, even when they agreed 

on a score. In this study, the only available data from which emergent constructs 

were drawn were written comments, which failed to off er a full account of the 

teacher-judges' in-depth perception. Ifthat perception was derived by means of 

verbal protocols or in-depth interviews, a clearer picture about what they think 
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measured would be gained. 
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Equally importantly, there are questions as to how much the teacher­

judges who participated in the study were motivated to judge test-takers' 

performance. Unfortunately, the study did not contain a procedure to measure 

teacher-judge motivation or attitudes toward scoring test-takers' performance. 

Teacher-judges' de-motivation or fatigue effect is probably the largest unwanted 

variable that has the potential to mislead the outcome of the study. Further 

qualitative research will add sorne insight into their motivation and their attitudes 

towards the rating process. 

This study has addressed the complexity and variability of performance 

assessment across different tasks and teacher-judge groups. Teacher-judges' 

perceptions oftask difficulty, rating scale calibration, and construct elements will 

of necessity be reflected in their feedback on student second language 

performance, and will have the potential to affect future teaching objectives, 

course content and curriculum. The impact will be even more significant when 

scores that are biased due to measurement error prevent stakeholders from 

accurately inferring test-takers' capabilities. This is something that is particularly 

relevant with regard to the results of classroom tests that contribute to class final 

marks and extemally developed high-stakes tests that involve raters to make 

important decisions that affect the futures of tho se who take them. By clarifying 

the se issues, it is hoped that the findings of this study will con tri bute to 



communicative language testing research, and provide educators with a better 

understanding of second language performance testing. 
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STUDENT QUESTIONNAIRE (ENGLISH VERSION) 

Y our answers to the following questions will help me to better understand your 

teaching and evaluation methods. Ali information will remain confidential, and 

will be used for research purposes only. Thank you for your time. 
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l.Age: 

020-24 0 25-29 0 30-34 0 above 35 

2. Gender: 0 Male 0 Female 

3. Educational background: 

0 Undergraduate in progress (Ul, U2, U3, U4) 

0 Completed undergraduate 

4. Academie major: _________ _ 

5. How many years did you study English in Korea? 

0 F ewer than 6 years 

0 6-7 years 

0 8-9 years 

0 10 years or more 

6. How many months have you lived in English-speaking countries? 

0 Fewer than 7 months 

0 7-12 months 

0 13- 18 months 

0 19 months or more 

7. What is y our class lev el in the language institute y ou currently attend? 

0 Level 1 0 Leve! 2 0 Leve! 3 0 Leve! 4 0 Leve! 5 



8. What is your self-assessed level of spoken English? 

D Beginner 

D Lower-intermediate 

D Intermediate 

0 Upper-intermediate 

DAdvanced 

9. What is your reason for studying English? 

D Business 

DAcademic 

D Improved persona! communication skills 

0 Other, Speficy: --------------

10. What skills does your language institute English class focus on? 

D Listening D Reading D Speaking 
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D Writing 

11. In your class, how many hours per week are devoted to speaking skills? 

D Fewer than 5 hours 

D 5 hours to 1 0 hours 

D 11 hours to 15 hours 

D 15 hours to 20 hours 

12. What skills did your English class in Korea focus on? 

D Listening D Reading D Speaking 0 Writing 

13. Have y ou ever taken an oral English test or participated in an oral Eriglish 

interview? 

OYes DNo 

If yes, please specify the number of times y ou have done so: _____ _ 
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APPENDIX B: NS TEACHER QUESTIONNAIRE 

TEACHER QUESTIONNAIRE 

Y our answers to the following questions will help me to better understand your 

teaching and evaluation methods. All information will remain confidential, and 

will be used for research purposes only. Thank you for your time. 

I. Background Information 

l.Age: 

D 20- 29 D 30- 39 

2. Gender: D Male 

040-49 

D Female 

3. First language(s): --------

D above 50 

If y ou are bilingual in English, please specify the other language( s) y ou speak: 

4. Educational background: 

D B.A. in _______ _ 

D M.A. in _______ _ 

D Ph.D. in _______ _ 

5. Do you have specifie training in ESL? 

OYes DNo 

6. How many years have you taught English to non-native English speakers? 

D Less than 3 years 

D 3-6 years 

D 7-10 years 

D 11 years or more 



7. In what type of language institute do ( did) y ou teach? 

D Private language institute 

D College/University-bound language institute 

D College/University 

D Other, Specify: -------------

8. How many hours of English do ( did) y ou teach a week? 

D Less than 5 hours 

D 5-10 hours 

D 11- 15 hours 

D 16 hours or more 

9. Please specify course titles you have taught in the past or that you currently 

teach: 

10. Have you ever taught English in non-English-speaking countries? 

OYes DNo 

lfyes, specify the country/countries and the number ofyears/months: 
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11. How familiar are y ou with the spoken English of non-native English speakers? 

D A little D Sorne D A lot D Very familiar 

II. Evaluation of Spoken English 

12. Have you taken courses specifically in testing and evaluation? 

D~s 0~ 

13. Have you ever been trained as a rater of spoken English? 

DThs D~ 

lfyes, specify the year(s) that you received training and the number of 



training hours completed (i.e., dates): 

14. How familiar are y ou with rating the spoken English of non-native English 

speakers? 
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DA little DSome DAlot D Very familiar 

15. What tools do you use to evaluate spoken English? 

D Anecdotal notes (use word descriptions) 

D Checklists 

D Rating scales 

D Marks, scores (use numbers) 

D Other, Specify: -------------

16. Have you ever used a rating scale to evaluate spoken English in your 

classroom evaluation? 

OYes DNo 

If yes, what kind of rating scale have y ou used? 

D Holistic rating scales 

D Analytic rating scales 

D Empirical rating scales 

D Other, Specify: -------------

17. When y ou rate speech samples in this study, how many times did y ou li sten to 

them, on average? 

Dünce 

D Twice 

D Three times 

D More than three times 



APPENDIX C: NNS TEACHER QUESTIONNAIRE 

TEACHER QUESTIONNAIRE 

Y our answers to the following questions will help me to better understand your 

teaching and evaluation methods. Ali information will remain confidential, and 

will be used for research purposes only. Thank you for your time. 

1. Background Information 

1. Age: 
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D 20-29 D 30-39 040-49 D above 50 

2. Gender: D Male D Female 

3. First language(s): --------

If y ou are bilingual in Korean, please specify the other language( s) y ou speak: 

4. Educational background: 

D B.A. in---------

0 M.A. in _______ _ 

D Ph.D. in--------

5. Do you have specifie training in ESL? 

OYes DNo 

6. How many years have you taught English to non-native English speakers? 

D Less than 3 years 

D 3-6 years 

D 7-10 years 

D 11 years or more 



7. In what type of language institute do ( did) y ou teach? 

0 Private language institute 

0 College/University-bound language institute 

0 College/University 

0 Other, Specify: -------------

8. How many hours ofEnglish do (did) you teach a week? 

0 Less than 5 hours 

0 5-10 hours 

0 11- 15 hours 

0 16 hours or more 

9. Please specify course titles you have taught in the past or that you currently 

teach: 

10. Have you ever studied in English-speaking countries? 

OYes ONo 
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If y es, specify the number of years/months y ou studied in such countries: __ _ 

11. Indicate your English proficiency level: 

0 Upper-intermediate 0 Advanced 0 Near-native 

II. Evaluation of Spoken English 

12. Have you taken courses specifically in testing and evaluation? 

OYes ONo 

13. Have y ou ev er been trained as a rater of spoken English? 

OYes ONo 

Ifyes, specify the year(s) that you received training and the number of training 

hours completed (i.e., dates): 



14. How familiar are you with rating the spoken English of non-native English 

speakers? 
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0 A little OSome DAlot 0 Very familiar 

15. What tools do you use to evaluate spoken English? 

0 Anecdotal notes (use word descriptions) 

0 Checklists 

0 Rating scales 

0 Marks, scores (use numbers) 

0 Other, Specify: 

16. Have you ever used a rating scale to evaluate spoken Eng1ish in your 

classroom evaluation? 

OYes ONo 

Ifyes, what kind ofrating scale have you used? 

0 Holistic rating scales 

0 Analytic rating scales 

0 Empirical rating scales 

0 Other, Specify: -------------

17. When y ou rate speech samples in this study, how many times did y ou listen to 

them, on average? 

Dünce 

0 Twice 

0 Three times 

0 More than three times 



APPENDIXD: CATOE 

(COMPUTER-ASSISTED TEST OF ÜRAL ENGLISH) 
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(Audio Prompt) Test directions. This test is designed to test your general spoken 

English proficiency. Y ou will be asked questions in an interview format and y our 

answers will be recorded. The test consists of eight questions and lasts 

approximately 20 minutes. It is recommended that you answer each question as 

completely as possible in the time allowed. The questions, and the time that you 

have to answer each one, will be shown on the computer screen. Y our scores will 

be awarded based on your communicative ability in English. Be sure to speak 

loudly and clearly enough for the raters to hear you. 



(Audio Prompt) Practice questions. Y ou will be asked two practice questions. 

These questions are for practice only and will not affect your score, but you are 

encouraged to answer them. 

(Audio Prompt) Practice questions. 

How do you fee1 today? (10 seconds) 

What are y ou studying? ( 1 0 seconds) 
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The test will now begin. Make sure to speak as clearly and comp1etely as you can 

as you answer each question. 
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Task 1: (Audio Prompt) Suppose that you and Monica are friends, and Monica is 

going to visit your schoollibrary to borrow a book not available at her own school 

library. Y ou would like to describe to Monica where things are in the library. Y ou 

will have 20 seconds to look over the library map. Then, you will be asked to 

speak for 50 seconds. 
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Task 2: (Audio Prompt) After you describe the library, Monica says she wants to 

visit the library as often as possible. Based on the following information, explain 

to Monica the library services. Y ou will have 1 minute to read the information and 

prepare your answer. Then, you will be asked to speak for 1 minute and 30 

seconds. 

HauN 1 S::ID !lli.m, ~ 6:00 p,m. 

LMm Plr'i~ 1 t ~~~U:b ~te:fi~l ~) 
3i WM~kli (gt'liJ~WtltJ!I/fW't'y) 

~lirtds* ' ~ ti!TI«i ~~'t.eli~l~ ~t'l) 
a: 1'ltma c~~-} 

~tl!ri!J ' C~l'l!\ ~~ (WftAJ~ llhrary ~·) 
Ou»ld'e: ht\lf'M 51~ ~ lilwq:ry clam!) 

fM t $0. !I<I'/dtly (hci'.s:) 
$ZA)Wd4y ~~) 
$ZJ!Otdtly I['Rct:allsJ 
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Task 3: (Audio Prompt) After Monica has borrowed a book from the library, you 

go to the cafeteria together for lunch. Monica tells you that she has been accepted 

at a graduate school program that she really wants to attend. Knowing that 

Monica has worked very hard to be accepted into the program, you wish to 

congratula te her on her accomplishment. Y ou will have 20 seconds to prepare 

what you will say to her. Then, you will be asked to speak for 30 seconds. 



144 

Task 4: (Audio Prompt) Look at the following six pictures. These pictures show 

what happened to John yesterday, beginning with picture one and continuing 

through picture six. 1 would like you to tell me the story shown in the six pictures. 

Y ou will have 1 minute to study the pictures and prepare your answer. Then, you 

will be asked to speak for 1 minute and 30 seconds. 
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Task 5: (Audio Prompt) Imagine that you are taking a chemistry course. The 

instructor tells the class that students may complete next week's finallaboratory 

assignment individually, or as part of a group. Y ou must decide if y ou prefer to 

work individually or in a group. Y our classmate, Monica, would like to know 

what you prefer and why. Y ou will have 30 seconds to think about your answer. 

Then, you will be asked to speak for 1 minute. 
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Task 6: (Audio Prompt) Imagine that you are taking a sociology course. In 

today's class, you are supposed to discuss the current dramatic increase in Internet 

use. The professor says that while the Internet is certainly a useful tool for 

accessing information, there are concerns that its use may have sorne harmful 

effects. He asks studetns to suggest what these harmful effects might be, and it is 

your turn to answer. Y ou will have 30 seconds to think about your answer. Then, 

you will be asked to speak for 1 minute. 
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Task 7: (Audio Prompt) Imagine that you are attending a seminar about world 

population. The instructor shows a graph about life expectancy at birth by gender 

from 1930 to 2010. She would like you to describe the information given in the 

graph. Y ou will have 30 seconds to look at the graph. Then, y ou will be asked to 

speak for 1 minute. 
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Task 8: (Audio Prompt) As the graph shows, life expectancy has increased over 

time. The instructor would like you to explain the reasons for this increase in life 

expectancy. Y ou will have 30 seconds to think about your answer. Then, you will 

be asked to speak for 1 minute. 

I!li ~ ~~-' ., ~ 1h~ ~(3$l;IN hlr· ~ '~" Îf'l]lfë 
;e~~ncy ~~ fn the tMPh1 ( i~ ) 
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APPENDIX E: CATOE RA TING SCALE* 

(COMPUTER-ASSISTED TEST OF ÜRAL ENGLISH) 

Overall communication is almost always successful; little or no listener effort is 

required. 

Overall communication is generally successful; sorne listener effort is required. 

Overall communication is less successful; more listener effort is required. 

Overall communication is generally unsuccessful; a great deal of listener effort is 

required. 

* 
1. "Communication" is defined as both addressing a given task and getting a message across. 
2. A score of 4 does not necessarily mean speech is comparable to that of native English 
speakers. 
3. No response, or a response of"I don't know" is automatically rated NR (Not Ratable). 
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APPENDIX F: CERTIFICATE OF ETHICAL ACCEPTABILITY 
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APPENDIX G: FREQUENTLY ASKED QUESTIONS 

1. Who are the ten students who took the CATOE? 

- They are ten Korean students living in Montreal. Conceming their academie 

background or status, I cannot provide further information. This is because if y ou 

know their academie background, etc., your scoring may be influenced. Ifyou 

could understand my efforts to minimize subject expectancy, it would be very 

much appreciated. 

2. Do the four sample responses correspond to each levet of the CATOE rating 

scale? 

-No, as you may see in the handout that I passed out, these sample responses are 

only to familiarize teachers with the speech samples of the potential examinees. 

Depending on each teacher's personal judgment, the four sample responses may 

or may not correspond to each lev el of the CA TOE ra ting scale. 

3. Why is the CATOE rating scale so simple? 

-The CATOE rating scale was developed to suit the unique purposes of my study. 

Y ou may find that the rating scale pla ys a similar role to the Likert Scale, 

indicating a lev el of the general spoken English. The main reason that the scale is 

so simple is to derive the teachers' perceptions of the spoken English performance 

as much as possible as well as not to influence teachers' intact perceptions. 

4. How can 1 score incomplete answers or irrelevant answers to the question? 

- The rating scale does not address these cases. How to score these answers 

wholly depends on each teacher's personal decision. 

5. How many comments should 1 make? 

- Y ou are encouraged to make comments as many as possible. 
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6. When can 1 use NR (Not Ratable)? 

- Please ensure that NR is assigned to only the following two cases: no response, 

or a response of"I don't know." 

7. How many times can 1 listen to the speech samples? 

- There is no limitation wh en listening to the speech samples. Y ou are allowed to 

listen as many times as you want. 



APPENDIX H: CODING PROTOCOL OF COMMENTS 

Major Categories & Definition Sub-Categories Examples of Comments 

1. General Task Fulfillment: the Understanding the task Didn't seem to understand the task. 
1 

degree to which the response Didn't understand everything about the task. 

fulfills the general demands of the Overall task accomplishment Generally accomplished the task. 

task Task not really well accomplished. 

Successfully accomplished task. 

2. Content Effectiveness: the Strength/soundness of argument Good range of points raised 

degree to which the content of the Good statement of main reason presented. 
response is of good quality and Arguments quite strong 

effectiveness in conveying an Accuracy of transferred Sorne key information inaccurate 
intended message information Misinterpretation of information ( e.g., graduate renewals for 

undergrads, $50 a day for book overdue?) 

Incorrect information ( e.g., "9pm" instead of "6pm") 

T opic relevance Irrelevant content discussed. 

Not all points relevant 

Suddenly addressing irrelevant topic (i.e., focusing on 

physically harmful effects of laptops rather than on harmful 

effects of the internet) 
- -- ---
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3. Language Use: the degree to Overall language use Generally good use of language 

which language features of the Native-like language 

response are of good quality and Very limited language 

effectiveness in conveying an Vocabulary Limited vocabulary 

intended message Good choice of vocabulary 

Sorne unusual vocabulary choices (e.g., he crossed a girl.) 

Pronunciation Native-like pronunciation 

Pronunciation difficulty ( e.g., 1/r, dit, vowels, ile) 

Mispronunciation of sorne words ( e.g., "circulation) 

Fluency Choppy, halted 

Pausing, halting, stalling - periods of silence 

Smooth flow of speech 

Intelligibility Hard to understand language (a great deal of listener work 

required) 

Almost always understandable language 

Almost impossible to understand any words 

Sentence structure Cannot make complex sentences. 

Telegraphie speech 

T ook risk with more complex sentence structure 
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3. Language Use (Continued) General grammar use Generally good grammar 

Sorne problems with grammar 

F ew grammatical errors 

Specifie grammar use Omission of articles 

Incorrect or vague use of prepositions of place 

Good use of past progressive 
4. Socio-contextual Socio-cultural appropriateness Effectively communicate congratulations in a culturally 

Appropriateness: the degree to appropriate manner. 

which the response is appropriate Cultural 1 pragmatic issue (a little formai to congratulate a 

and relevant to the intended friend) 

communicative goals of a given 
Little congratulations, more ad vice ( culturally not 

appropriate) 
situation 

Contextual appropriateness Appropriate language of a given situation 

Student response would have been appropriate if Monica 

had expressed worry about going to graduate school. 

Appropriate language for a decision-making situation 
5. Organizational Development: the Coherence Good use of linking words 

degree to which the response is Great time markers 

developed and organized in a Organized answer 

coherent and effective manner Supplement of details Provides enough details for effective explanation about the 

graph. 
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5. Organizational Development Supplement of details Student only made one general comment about the graph 

(Continued) (Continued) without referring specifies. 

Lacks enough information with logical explanation. 

Completeness of discourse Incomplete speech 

No reference to conclusion 

End not finished. 

Elaboration of argument Mentioned his arguments but did not explain it. 

Good elaboration of reasons 

Connect ideas smoothly by elaborating his arguments. 
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APPENDIXI 
:TABLES OF CATOE SCALE CATEGORY STATISTICS AND 

FIGURES OF CATOE SCALE STRUCTURES FOR TASKS 2-8 

Table 1. CATOE Scale Category Statistics for Task 2 

Step Calibrations 
CATOE Scale Category ------------------

Meast· :-tl . ':l 
+-

1 

2 

3 

4 

Measure (logits) 

-1.91 

0.07 

1.84 

Figure 1. CATOE Scale Structure for Task 2 

Table 2. CATOE Scale Category Statistics for Task 3 

Step Calibrations 

S.E. 

0.29 

0.19 

0.20 

4.0 
+ 

-------4> 

CATOE Scale Category ------------------

1 

2 

3 

4 

Measure (logits) 

-1.98 

0.51 

1.48 

S.E. 

0.43 

0.19 

0.21 

Measr : -4 , 0 -2. 0 t•. ü 2', 0 4, o Il 
+ + + • + 

~(Îii!; -<:1------ ( h )------12 ------,----"----- ---,-<1:}----A-- :'>4 --------(A) ---------4 > 

Figure 2. CATOE Scale Structure for Task 3 
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Table 3. CATOE Scale Category Statistics for Task 4 

Step Calibrations 
CATOE Scale Category -------------------

1 

2 

3 

4 

Measure (logits) 

-2.53 

0.28 

2.26 

S.E. 

0.29 

0.18 

0.22 

2.ù 4~0 
~ 

--?>------.14 ------- -( ~J---4:> 

Figure 3. CATOE Sca1e Structure for Task 4 

Table 4. CATOE Scale Category Statistics for Task 5 

CATOE Scale Category 

1 

2 

3 

4 

Step Calibrations 

Measure (logits) 

-2.13 

0.28 

1.86 

S.E. 

0.33 

0.18 

0.21 

Me:asr;-4.{1 -2.0 o.o 2.0 4.0 
+ + + ~ + 

MOde: -:;1---- (.t. )-------lZ---------A--------2 3 -·--- --"-----34-------- ( ")------4 > 

Figure 4. CATOE Sca1e Structure for Task 5 



Table 5. CATOE Scale Category Statistics for Task 6 

Step Calibrations 
CA TOE Scale Category 

Measure (logits) 

1 

2 

3 

4 

-1.58 

0.00 

1.58 

Measr :-4.{} -2. o (}.(1 
+ .j.. ... 

Mot:lw; <1------ ---- (A)-------'12 -----"-----l3 

Figure 5. CATOE Scale Structure for Task 6 

Table 6. CATOE Scale Category Statistics for Task 7 

Step Calibrations 

S.E. 

0.21 

0.20 

0.29 
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4.0 
+ 

-----------4;:. 

CATOE Scale Category ------------------

1 

2 

3 

4 

Measure (logits) 

-2.33 

0.25 

2.08 

S.E. 

0.25 

0.18 

0.27 

2.0 4.0 
+ ... 

1
•------·--·-.. -z --·---·--·· ---·--- -------(A)--- --4 > 

Figure 6. CA TOE Scale Structure for Task 7 



Table 7. CATOE Scale Category Statistics for Task 8 

CATOE Scale Category 

1 

2 

3 

4 

Step Calibrations 

Measure (logits) 

-2.33 

-0.34 

2.67 

S.E. 

0.28 

0.17 

0.28 

Me<tsr:-4.0 -z,o \Jl,Q ;;;.o 4.0 
• + '* ... + 

Mt:ll:i!t: el~··-( ")*w-~~<J,;!- ~.~ ... ~~-~A-~""-·-~:'!~---·~-··-·--- ~.~A~~----~- -~"·34 -·~ -0-~~(~<)4::-

Figure 7. CATOE Scale Structure for Task 8 
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APPENDIXJ 
:TABLES OF CATOE SCALE CATEGORY STATISTICS AND 

FIGURES OF CATOE SCALE STRUCTURES 
FOR SITUATION-BASED AND TOPIC-BASED TASKS 

Table 1. CATOE Scale Category Statistics for Situation-Based Task 

CA TOE Scale Category 

1 

2 

3 

4 

Step Calibrations 

Measure (logits) S.E. 

-2.30 0.73 

0.59 0.27 

1.71 0.30 

Measr :-4.1J 

Mode: 

?.0 4.0 

Figure 1. CATOE Scale Structure for Situation-Based Task 

Table 2. CATOE Scale Category Statistics for Topic-Based Task 

CATOE Scale Category 

1 

2 

3 

4 

Step Calibrations 

Measure (logits) 

-1.94 

0.02 

1.92 

S.E. 

0.20 

0.15 

0.20 

+ 
-------4? 

ME<a:Sr : -4 , 0 -z . 0 o. cr 2. o >1 • o 1 
~; <t------(•' )-------it---- -- h- ------2 t-------A----- 34 : _______ ( h)- --- --~ :~ 

Figure 2. CATOE Scale Structure for Topic-Based Task 
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APPENDIXK 
:TABLES OF CATOE SCALE CATEGORY STATISTICS AND 

FIGURES OF CATOE SCALE STRUCTURES FOR TASKS 2-8 
BY NS AND NNS GROUPS 

Table 1. CATOE Scale Category Statistics for Task 2 by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

Scale Category Measure Measure 
(logits) 

S.E. 
(logits) 

S.E. 

1 

2 -2.23 0.41 -1.58 0.40 

3 0.21 0.25 -0.10 0.27 

4 2.02 0.30 1.69 0.27 

Figure 1. CATOE Scale Structure ofNS Group for Task 2 

Measc:~4.0 *J,o o.o 
-~ + 

r&;;cle; •tl- --·-----(11)------- -12-- --•\- ----2 

Figure 2. CATOE Scale Structure ofNNS Group for Task 2 
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Table 2. CATOE Scale Category Statistics for Task 3 by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

Scale Category Measure Measure 
(logits) 

S.E. 
(logits) 

S.E. 

1 

2 -2.33 0.68 -1.72 0.57 

3 0.59 0.26 0.46 0.28 

4 1.75 0.31 1.26 0.28 

Me•sr:-4,0 -2.0 0.0 2.0 4.0·~· 
+ + + + + 

wo4•·c•---fft)------17-----------A-----------,l----~---~4--------l·~,-------4~ r'll" Wltl ~ .J. ·"< Ji .. ~;, 'if • o· · ,, • x 

Figure 3. CATOE Scale Structure ofNS Group for Task 3 

0.0 4,(1 
~ + ~ '+ +-

M<,':<;jq; <% -------- (A"j· -----12--------A------- --J ::-- -.~--34---------(b)-------- ···ib 

Figure 4. CATOE Scale Structure ofNNS Group for Task 3 
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Table 3. CATOE Scale Category Statistics for Task 4 by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

Scale Category Me as ure Measure 
(logits) 

S.E. 
(logits) 

S.E. 

1 

2 -2.82 0.41 -2.29 0.40 

3 0.20 0.25 0.35 0.25 

4 2.63 0.34 1.94 0.30 

·:2. D 0.{1 4.0 
~ + • • .. + 

Mode:<C·9------u----- --- ----h------- -- --7.3---------!.- -------34------.- (!.)4:· 

Figure 5. CATOE Scale Structure ofNS Group for Task 4 

:!.0 4.0 
+ ~ • • • 

-l>lvnli! :-<1···('·)- ·· ---r::> - -.,., .. -- ......... z:, .... --- -.b.····· -34·----- -<·•)--- · -·4."" 

Figure 6. CATOE Scale Structure ofNNS Group for Task 4 
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Table 4. CATOE Scale Category Statistics for Task 5 by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

Scale Category Measure Measure 
(logits) 

S.E. (logits) S.E. 

1 

2 -1.94 0.44 -2.35 0.50 

3 0.30 0.26 0.26 0.25 

4 1.64 0.29 2.09 0.30 

Mê01Sr~·4.0 -2.0 0.0 2.0 4.0 
+ ~ + ~ + 

1\!odc-:d~- ---- ------:J---------A--------23-----A·-·34··--·---(AJ--------'~ 

Figure 7. CATOE Scale Structure ofNS Group for Task 5 

Miôascr~ -4, 0 -2. 0 0.0 2.0 4,0 
+ 1- ... 

th::;:de:•:l --- ------1?··-· ··-----ft.-- 3-------~----- ------(h)-----4~ 

Figure 8. CATOE Scale Structure ofNNS Group for Task 5 
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Table 5. CATOE Scale Category Statistics for Task 6 by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

Scale Category 

2 

3 

4 

Me as ure 
(logits) 

-1.64 

0.03 

1.61 

S.E. 

0.30 

0.29 

0.42 

Measure 
(logits) 

-1.55 

-0.04 

1.59 

S.E. 

0.30 

0.29 

0.40 

r~.aSi"',."*1.Q 2.0 ;)~0 2.0 4LG 
T + 4 T + 

ttndit< <1 ~---~ =- .. (/(J~--·~ .... -~,..,-1 :----- ... ·-i~--,. --!3 .... --,. .... ..... ~ .......... ~- "\4..-.-................................. (.t<: ..... -.-..... , ...... ---4.J<. 

Figure 9. CATOE Scale Structure ofNS Group for Task 6 

M-<.gsr:-4,1) <Lü 0.0 2.0 4.0 
+ + + 

Nad*; ---------~~J-------1?-----A---- -----A-- -s•--------(A)---------4> 

Figure 10. CATOE Scale Structure ofNNS Group for Task 6 
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Table 6. CA TOE Scale Category Statistics for Task 7 by NS and NNS Groups 

Scale Category 

Naast·: -4.•J 
l 

1 

2 

3 

4 

Morte: <:.1 ,, , (t•), 

Step Calibrations (NS) 

Measure 
(logits) S.E. 

-2.42 0.36 

0.06 0.25 

2.36 0.39 

.. z.,.ç,~ 1l.O 

• • '12·•·• '"''"""'' w,~''' < '<?3w 

Step Calibrations (NNS) 

Measure 
(logits) 

-2.27 

0.45 

1.81 

+ 
l. < ~' ""'" :~,(1 

S.E. 

0.34 

0.25 

0.37 

il.(; 1 
' 1 

' .. (!-) •4è· 1 
1 

Figure 11. CATOE Scale Structure ofNS Group for Task 7 

N~asr; -tL ô 
+ 

MOOB :<:1---

.o 4.0 
+ • - • 

-----••12----------A----------21·-·--·---34--------(A)-------4> 

Figure 12. CATOE Scale Structure ofNNS Group for Task 7 
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Table 7. CA TOE Scale Category Statistics for Task 8 by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

Scale Category Measure Me as ure 
(logits) 

S.E. 
(logits) 

S.E. 

1 

2 -2.38 0.39 -2.30 0.40 

3 -0.17 0.25 -0.51 0.25 

4 2.55 0.40 2.80 0.39 

7.C 
& • 4 1 

14:::de : .;1 · · (,•) " • · ·12 · · · · • · • t, · '' . ;, '' '." ' '34 '.'' ' '' (.•.) "'h 

Figure 13. CATOE Scale Structure ofNS Group for Task 8 

M"'asrc-4. D 
+ 

Mot:!~ cd--
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------12-------A------33-------------A------------3·-------(A)> 

Figure 14. CATOE Scale Structure ofNNS Group for Task 8 
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APPENDIXL 
:TABLES OF CATOE SCALE CATEGORY STATISTICS AND 

FIGURES OF CATOE SCALE STRUCTURES FOR SITUATION­
BASED AND TOPIC-BASED TASKS BY NS AND NNS GROUPS 

Table 1. CATOE Scale Category Statistics for Situation-Based Task by NS and NNS Groups 

Scale Category 

1 

2 

3 

4 

Mlëi'tll t' : ,.4 • ô 
4 

l'll~;t;<'l---

Step Calibrations (NS) 

Measure 
(logits) 

S.E. 

-2.31 0.73 

0.60 0.27 

1.71 0.30 

Step Calibrations (NNS) 

Me as ure 
(logits) 

S.E. 

-1.73 0.54 

0.45 0.27 

1.28 0.29 

Figure 1. CATOE Scale Structure ofNS Group for Situation-Based Task 

<14eur;-4',Q -i',ô o.o ;?,t) .11.0 
• • • + + 

Mode:~--------(&)-- ----12--------"'- -------2 3 ---"-311--------( .t) -----------11 > 

Figure 2. CATOE Scale Structure ofNNS Group for Situation-Based Task 
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Table 2. CATOE Scale Category Statistics for Topic-Based Task by NS and NNS Groups 

Step Calibrations (NS) Step Calibrations (NNS) 

Scale Category Measure Me as ure 
(logits) 

S.E. 
(logits) 

S.E. 

1 

2 -1.94 0.20 -1.88 0.21 

3 0.04 0.15 -0.22 0.15 

4 1.91 0.20 2.10 0.20 

!11(11\Ur~-4.(} -4.0 0.0 Z.!~ 4.0 1 
• • + + • 1 

Macla; <l- -----(") -~-- --i.Z -------- b ------2 3---- ----"'-----341-------- (A) ------4:.. 

Figure 3. CATOE Scale Structure ofNS Group for Topic-Based Task 

~easr: -·4ô;i(l 
+ 

Made: 

(1,1) z.o 4,0 
~ • + + 

1--···-··--.12--·---·-•' ·"·-·--Z3------·--- .~- --·-----34 ---·-·····- (•'• )-----4 >· 

Figure 4. CATOE Scale Structure ofNNS Group for Topic-Based Task 
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APPENDIXM 
: TABLES OF NUMBER AND PERCENT AGE OF COMMENTS 

FOR TASKS2-8 

Table 1. Number and Percentage of Comments for Task 2 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 20 3.9% 

Content Effectiveness 43 8.3% 

Language Use 384 74.3% 

Socio-contextual Appropriateness 0 0.0% 

Organizational Development 70 13.5% 

Total 517 100.0% 

Table 2. Number and Percentage of Comments for Task 3 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 11 4.0% 

Content Effectiveness 0 0.0% 

Language Use 149 54.8% 

Socio-contextual Appropriateness 98 36.0% 

Organizational Development 14 5.1% 

Total 272 100.0% 
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Table 3. Number and Percentage ofComments for Task 4 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 16 3.1% 

Content Effectiveness 22 4.3% 

Language Use 377 73.3% 

Socio-contextual Appropriateness 0 0.0% 

Organizational Development 99 19.3% 

Total 514 100.0% 

Table 4. Number and Percentage of Comments for Task 5 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 13 3.2% 

Content Effectiveness 68 16.7% 

Language Use 254 62.3% 

Socio-contextual Appropriateness 23 5.6% 

Organizational Development 50 12.3% 

Total 408 100.0% 

Table 5. Number and Percentage of Comments for Task 6 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 25 6.3% 

Content Effectiveness 96 24.2% 

Language Use 216 54.4% 

Socio-contextual Appropriateness 0 0.0% 

Organizational Development 60 15.1% 

Total 397 100.0% 
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Table 6. Number and Percentage of Comments for Task 7 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 9 2.5% 

Content Effectiveness 48 13.2% 

Language Use 225 61.6% 

Socio-contextual Appropriateness 0 0.0% 

Organizational Development 83 22.7% 

Total 365 100.0% 

Table 7. Number and Percentage of Comments for Task 8 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 25 6.2% 

Content Effectiveness 71 17.6% 

Language Use 238 58.9% 

Socio-contextual Appropriateness 0 0.0% 

Organizationa1 Development 70 17.3% 

Total 404 100.0% 
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APPENDIXN 
: TABLES OF NUMBER AND PERCENT AGE OF COMMENTS 

FOR SITUATION-BASED AND TOPIC-BASED TASKS 

Table 1. Number and Percentage ofComments for Situation-Based Task 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 11 4.0% 

Content Effectiveness 0 0.0% 

Language Use 149 54.8% 

Socio-contextual Appropriateness 98 36.0% 

Organizational Development 14 5.1% 

Total 272 100.0% 

Table 2. Number and Percentage ofComments for Topic-Based Task 

Numberof Percentage of 
Comments Comments 

General Task Fulfillment 63 5.2% 

Content Effectiveness 235 19.4% 

Language Use 708 58.6% 

Socio-contextual Appropriateness 23 1.9% 

Organizational Development 180 14.9% 

Total 1209 100.0% 
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APPENDIXÜ 
: TABLES OF NUMBER AND PERCENT AGE OF COMMENTS 

FOR T ASKS 2 - 8 BY NS AND NNS GROUPS 

Table 1. Number and Percentage ofComments for Task 2 by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fulfillment 7 2.1% 13 7.1% 

Content Effectiveness 21 6.3% 22 12.1% 

Language Use 271 80.9% 113 62.1% 

Socio-contextua1 
0 0.0% 0 0.0% 

Appropriateness 

Organizational Development 36 10.7% 34 18.7% 

Total 335 100.0% 182 100.0% 

z 2 (3, N= 517) = 23.69,p = 0.000 < 0.001 

Table 2. Number and Percentage of Comments for Task 3 by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fulfillment 5 2.8% 6 6.5% 

Content Effectiveness 0 0.0% 0 0.0% 

Language Use 105 58.3% 44 47.8% 

Socio-contextual 
57 31.7% 41 44.6% 

Appropriateness 

Organizational Development 13 7.2% 1.1% 

Total 180 100.0% 92 100.0% 

z 2 (3, N= 272) = 10.60,p = 0.014 < 0.05 
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Table 3. Number and Percentage of Comments for Task 4 by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) (%) 

General Task Fulfillment 12 3.6% 4 2.2% 

Content Effectiveness 6 1.8% 16 8.7% 

Language Use 248 75.2% 129 70.1% 

Socio-contextua1 
0 0.0% 0 0.0% Appropriateness 

Organizational Development 64 19.4% 35 19.0% 

Total 330 100.0% 184 100.0% 

2 X (4, N= 514) = 14.28,p = 0.003 < 0.005 

Table 4. Number and Percentage of Comments for Task 5 by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fulfillment 8 3.1% 5 3.4% 

Content Effectiveness 55 21.1% 13 8.8% 

Language Use 164 62.8% 90 61.2% 

Socio-contextual 
14 5.4% 9 6.1% 

Appropriateness 

Organizational Development 20 7.7% 30 20.4% 

Total 261 100.0% 147 100.0% 

x 2 (4, N= 408) = 21.o1,p = o.ooo < o.oo1 
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Table 5. Number and Percentage of Comments for Task 6 by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fulfillment 20 8.5% 5 3.1% 

Content Effectiveness 64 27.1% 32 19.9% 

Language Use 126 53.4% 90 55.9% 

Socio-contextual 
0 0.0% 0 0.0% 

Appropriateness 

Organizational Development 26 11.0% 34 21.1% 

Total 236 100.0% 161 100.0% 

X 2 (3, N= 397) = 13.03,p = 0.005 < 0.01 

Table 6. Number and Percentage of Comments for Task 7 by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fulfillment 5 2.1% 4 3.2% 

Content Effectiveness 33 13.7% 15 12.1% 

Language Use 156 64.7% 69 55.6% 

Socio-contextual 
0 0.0% 0 0.0% 

Appropriateness 

Organizational Development 47 19.5% 36 29.0% 

Total 241 100.0% 124 100.0% 

2 X (3, N= 365) = 4.97,p = 0.174 > 0.05 
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Table 7. Number and Percentage ofComments for Task 8 by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comments Comments Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fulfillment 22 8.0% 3 2.3% 

Content Effectiveness 49 17.8% 22 17.1% 

Language Use 156 56.7% 82 63.6% 

Socio-contextual 
0 0.0% 0 0.0% 

Appropriateness 

Organizational Development 48 17.5% 22 17.1% 

Total 275 100.0% 129 100.0% 

2 X (3, N= 404) = 5.30,p = 0.151 > 0.05 
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APPENDIXP 
: TABLES OF NUMBER AND PERCENT AGE OF COMMENTS 

FOR SITUATION-BASED AND TOPIC-BASED TASKS 
BY NS AND NNS GROUPS 

Table 1. Number and Percentage ofComments for Situation-Based Task by NS and NNS Groups 

General Task Fulfillment 

Content Effectiveness 

Language Use 

Socio-contextual 
Appropriateness 

Organizational Development 

Total 

Number of 
Comments 

(NS) 

5 

0 

105 

57 

13 

180 

2 X (3, N= 272) = 10.60,p = 0.014 < 0.05 

Percentage of 
Comrnents 

(NS) 

2.8% 

0.0% 

58.3% 

31.7% 

7.2% 

100.0% 

Numberof 
Comrnents 

(NNS) 

Percentage of 
Comments 

(NNS) 

6 6.5% 

0 0.0% 

44 47.8% 

41 44.6% 

1.1% 

92 100.0% 

Table 2. Number and Percentage of Comments for Topic-Based Task by NS and NNS Groups 

Numberof Percentage of Numberof Percentage of 
Comments Comrnents Comrnents Comments 

(NS) (NS) (NNS) (NNS) 

General Task Fulfillment 50 6.5% 13 3.0% 

Content Effectiveness 168 21.8% 67 15.3% 

Language Use 446 57.8% 262 60.0% 

Socio-contextual 
14 1.8% 9 2.1% 

Appropriateness 

Organizational Development 94 12.2% 86 19.7% 

Total 772 100.0% 437 100.0% 

z2 (4, N = 1209) = 23.37, p = 0.000 < 0.001 


