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MECHANIZING DYNAMIC SECURITY ANALYSIS

ABSTRACT

The object of software frameworks is to mechanizz human processes in
order to accomplisk high—level tasks that call upon diverse software tools. This
thesis describes the ELISA framework prototype which performs power —sys-
tem dynamic security analysis in the operations planning environment. ELISA
mechanizes routines traditionally carried out by experts that arc cssential to
power—system dynamic security analysis, greatly accelerating the realization of
complex processes. Typically, ELISA executes appropriate load—flow and
transient—stability simulations (i.e. using commercially available simulation
software), performs result analysis, identifies and executes changes to the input
and repeats this process until a user—defined goal, such as finding transicnt sta-
bility transfer limits, has been achieved.

A taxonomy of dynamic security analysis in operations planning is proposed
employing the semantic net, class—object— property and rule paradigms. All of
these are required tocover the full spectrum of knowledge found in the high~le-
vel goals, the process details, the complex conditional structures and the accep-
tance criteria which characterize dynamic security analysis. This taxonomy also
describes the language of operations planners, defining not only the features
presently supported by ELISA, butalso providing a roadmapto future enhance-
ments. Typical sensitivity studies are presented using a 700—bus production
model of the Hydro—Québec network tc iiiustrate the considerable leverage
afforded from using ELISA —like software.

In addition, the thesis addresses the issue of how such tools can assist in per-
forming research to improve our understanding of fundamental power systems
behaviour. Using the ELISA prototype as a laboratory test bed, it is shown that
the signal energy E of a network’s transient response acts as a barometer to
define the relative severity of any normal contingency with respect to power gen-
eration or transfer P For a given contingency, as P is varied and the network
approaches instability, signal energy increases smoothly and predictably
towards an asymptote which defines the network’s stability Jimit: This !imit, in
turn, permits us to compare the severity of different contingencies. This beha-
viour can be explained in terms of the effect of increasing power on the damping
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component of dominant poles, and a simple function is derived which estimz tes
network stability limits with surprising accuracy from two or three stable simula-
tions.

- As a corollary to this, it is also shown that a network’s transient response
can be screened for instability using a simple frequency~domain criterion.
Essentially, this criterion requires performing the Fourier transform of a net-
work’s transient voltage response at various monitoring locations: When P is
varied and the network goes beyond its stability limit, the angle of the Fourier
transform’s polar plot fuadamentally changes its behaviour, passing from a
clockwise to a counterclockwise rotational behaviour about the origin. This is
confirmed by results obtained from performing stability—limit searches on the
Hydro—Québec system. Used in conjunction with signal energy analysis for
determining stability limit proximity, this criterion can be quite useful for mech-
anized security—limit— determination tools such as ELISA.

Signal energy limit estimation and the proposed stability criterion are

shown to be applicable to all normal contingencies and these results hold not-
withstanding the presence of many active, nonlinear elements in the network.

Keywords. Frameworks; Dynamic security; Transient stability; Stability theory
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LA MECHANISATION DE L’ANALYSE DE LA SECURITE DYNAMIQUE

Les frameworks visent la méchanisation des processus humains ct c¢, envue
de faciliter la réalisation de taches de haut niveau faisant appel & Putilisation
de nombreux logiciels. La présente thése décrit le prototype ELISA, lequel
mécanise des processus experts en matiére d’analyse de sécurité dynaimique des
réseaux en planification de 'exploitation. Typiquement, ELISA effectuc dcs
simulations autonomes d’écoulement de puissance et de stabilité transitoire
(i.e. utilisant des logiciels de simulation disponibles commercialement), analyse
les résultats, modifie les données a 'entrée et répéte ie processus jusqu’a ce que
'objectif défini par I'utilisateur, telle la recherche d’une Iimite de transit, est
attein... La mécanisation de tels processus a pour effet d’accélérer considérable-
ment leur réalisation.

Une condition préalable a la réalisation d’un tel protetype est de bien
décrire le caractéristiques de l'analyse de la sécurité dynamique. Dans cette
thése, on propose une taxonomie de 'analyse de la sécurité dynamique fondée
sur différents paradigmes de description des connaissances, a savoir les réseaux
sémantiques, les classes et objets, ainsi que les régles. Une intégration de ces
paradigmes est requise aux fins d’exprimer toute la richesse du domaine et ce,
par la description des objectifs, des processus, des structures décisionelles com-
plexes et des critéres d’acceptation qui lui sont propres. De par sa nature, cette
taxonomie définit également le langage des planificateurs de I'exploitation:
plus particuliérement, il décrit i la fois les caractéristiques du proiotype actuel
et les améliorations futures qu’on pourra lui apporter. On y présente quelques
exemples d’études de sensibilité sur e réseau complet d’Hydro—Québec afin
d'illustrer Pimportant effet de levier que procure I'utilisation d’ELISA dans le
milieu de la planification de I'exploitation.

De plus, la préscute thése explore comment de tels outils peuvent assister
dans la poursuite de recherches visant & approfondir nos connaissances fonda-
mentales en matiére de réseaux. Utilisant ELISA comme un banc d’essai, on
démontre que I'énergie du signal E de la réponse transitoire d’un réscau est un
barométre qui quantifie la sévérité relative d’une contingence vis—a—vis d’'une
production ou d'un transit . Pour une contingence donnée, en variant P de




maniére a s’approcherde lalimite de stabilit€, I'énergie du sigral tend asympto-
tiquement vers la limite de la stabilité du réseau. Cette limite, a son tour, permet
de comparer la sévérité de différentes contingences. Ce vomportement s’expli-
que en fonction de I'incidence de I'augmentation de la puissance transitée sur
la composante réelle des pdies dominants. A partir de ce principe, on obtient
une formule simple qui évalue la limite de stabilité d’un réseau au moyen de
deux ou trois sitnulations stables et la valeur estimée est d’une précision surpre-
nante.

De plus, on y propose un critére simple pour I'analyse de la stabilité trans-
itoire. Il s’apit d’un critére appliqué au domaine de la fréquence: essentielle-
ment, on examine la transformée de Fourier de la réponse transitoire de la ten-
sion & différents endroits dans le réseau. Quand on varie P de fagon a ce que
le réseau dépasse sa limite de stabilité, I’angle du graphique polaire de ia trans-
formée de Fourier modifie fondamentalement son comportement, passant
d’une rotation dans le sens de I'horloge & une rotation dans le sens contraire de
I'horloge. On confirme ceci par de nombreux résultats obtenus de simulations
du réseau d’'Hydro—Québec.

Enfin, on démontre que I'estimation des limites au moyen de I'énergie du
signal et le critére de stabilité proposé plus haut sont applicables a toutes les
contingences normales et que ces résultats sunt valables nonobstant la présence
de nombreux éléments actifs et non—linéaires dans le réseau.

Mots ¢lés, Frame-vorks; Sécurité dynamique; Stabilité transitoire; Théorie de
la stabilité.
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CHAPTER 1

INTRODUCTION

11 SECURITY

Webster's Dictionary [Webster 1987] defines security alternatively as “free-
dom from danger” or “measures taken to guard against ... attack”. For millen-
nia, “humanity’s struggle to survive and find security in the midst of endless
change and movement” [Cleary 1989] has been a concern of practical philoso-
phers, and the pursuit of security continues to preoccupy us in such different and
unrelated areas as government, business, finance and the environment, In a
world governed by change, the main obstacle to achieving security is uncer-
tainty, a concept which embraces such disparate elements as incomplete knowl-
edge of the state of the world, unfamiliar tasks, inaccurate predictions or
imperfect agents [Talukdar & Cardoso 1988].

To guard apainst uncertainty, one attempts to minimize it by extrapolating
from past experience, obtaining greater knowledge of the present, and attempt-
ing to exercise control over one’s environment [Sun—Tzu 1993]. Successful
strategists have been found to combine these with innovation, intuition and cre-
ativity [Carr 1992, Pasquier 1992] and, from this perspective, security has all of
the attributes of an art. Nevertheless, security must also be regarded as a scicince
in that measurable quantities are often critical in guiding the decision process:
such quantities are useful in monitoring events, analyzing trends, and cstablish-
ing conditions or thresholds for renewed action [adapted from Cleary 1989]. In
a broad sense, security can thus be regarded as the art and science of ensuring
survival, and strategy is the discipline which concerns the ways and means of
finding security.

Because survival is an instinct of all living things, “security” is a term almost
intuitively understood, particularly when applied to other living things. Beyond
this context, the meaning of the word “security” is more difficult to grasp, partic-
ularly when considering very large and complex technologies such as power sys-
tems. When electric utilitv engineers discuss such concepts as “power systems
security”, “steady—state security” or “dynamic security”, what are they talking
about? And why is security so important to power systems?
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To begin, an operating power system must also deal with uncertainty. This
usually takes the form of a variety of planned or unexpected and sometimes
undesirable events or disturbances. These can arise from changes in load,
equipment malfunction, climactic or meteorological conditions, natural or
industrial pollution, even natural catastrophes such as earthquakes, volcanic
eruptions, and many others. Such occurrences perturb the normal operation of
power systems, leading to electrical faults, unexpected changes in network
topology, equipment or line overloads, the damage or loss of equipment, control
systern malfunctions, even large—scale failure leading to system shutdowns
[Ewart 1978]. When reactingto unforeseen events, a power system is vulnerable
to large—scale failure in two very different ways. On the one hand, a disturbance -
may lead to failure at the outset, the system being unable to complete a success-
ful transition to a stable post—contingency state. On the other hand, the system
may withstand a disturbance and attain some post—contingency operating state
but be unable to respect acceptable steady—state conditions or be subject to
slowly developing instabilities such as voltage collapse [Mansour & Kundur
1991].

The social impact of power system shutdowns, whether partial or total, dif-
ferentiates power systems from any other technology. The National Energy
Board of Canada [National Energy Board of Canada 1967], in the Introduction
to its post—mortem of the 1965 Canada—Northeastern United States blackout,
states:

“The scale of the northeast power failure of November 1965 was
immense. The power flow interrupted was some 24 million kilo-
watts. The initial impact upon the 30 million persons directly
affected mounted rapidly as minutes changed to hours without
electric service. Concern moderated in most cases when public
broadcasts reassured people that the cause was not catastrophic.
That such a disastrous event could happen to a large sector of a
great and sophisticated industry, and that it could have occurred
under much less favourable circumstances, are sobering
thoughts indeed.”
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The ready availability of electric power not only contributes to the pleasure
and comfort of our society, it constitutes an eseential infrastructure of our civili-
zation [Trotignon et al. 1992]. When central utility service is interrupted,
beyond momentary inconvenience or economic loss lies the threat of large—
scale social unrest, violence, the breakdown of communications, perhaps loss of
life. This can even be the case for service interruptions of relatively short dura-
tion, particularly in densily populated neighbourhoods, as was scen in the New
York Cityblackout of 1977 [Corwin & Miles 1978]. The issue of maintaining the
integrity and continued operation of a power system, its “survival”, is therefore
strategic to society as a whole though, for the electric utility, it also makes sense
from a strictly business point of view.

The first serious attempts to circumscribe power system security as a disci-
pline in its own right emerged in the wake of the Canada—Northeastern United
States blackcut of 1965 [Byerly & Kimbark 1974; see Introduction]. This can
clearly be seen from the previously cited National Energy Board of Canada doc-
ument which reads as follows:

“The immediate result of the blackout was that the power utili-
ties involved ... at once realized it was essential to take a long,
hard, fresh look at electric power systems in relation to the secu-
rity of power supply. ... Are the planning criteria right? Are the
design concepts adequate? Are the operations criteria correct?
Are operations personnel adequately equipped and trained?
Should interconnections between power systems be avoided or
increased? The answers to these and to many similar questions
are not being found without painstaking studies.”

Most authors credit Dy Liacco for laying down the theoretical foundations
of power system security in a series of reports and papers published in the late
1960s and 1970s [Dy Liacco 1967, 1968, 1974, 1978]. He defined security in
terms of satisfying a set of equality constraints over a subset of the possible dis-
turbances called the “next contingency set” [Dy Liacco 1968]. In fact, as pointed
out by Tinguely [Tinguely 1992], several definitions for power system sccurity
have been proposed over the years. For example, security has been described
alternatively as “an instantaneous time varying measure of the robustness of the
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system relative to imminent disturbances” [Fink & Carlsen 1978, Loparo &
Fayez 1990, Balu et al. 1992}, as “the maintenance of supply (i.e. avoidance of
loss of load)” [Stott, Alsac & Monticelli 1987] or as the “ability ... to withstand
disturbances ... not result(ing) in large—scale interruptions” [Fouad, Venkata-
raman & Davis 1991]. The North American Electric Reliability Council
(NERC) which provides reliability and security guidelines to all the utilities in
North America defines security as “prevention of cascading outages when the
bulk power supply is subjected to severe disturbances”, as cited by Balu [ Balu
etal. 1992]. This definition clearly evokes the cascade failure of dozens of utili-
ties within 7 seconds in 1965 as reported by the National Energy Board of Can-
ada [National Energy Board of Canada 1967]. All of these definitions can be
brought together as one by regarding power system security as the art and sci-
ence of ensuring the “survival” of power systems.

I THE RATION RONME
RIB BLE

The primary function of the system operator is to provide intelligence at the
highest level of a power system'’s closed —loop control strategy. Operator intelli-
gence closes the control loop, however and whenever necessary, to implement
a defensive control strategy, that of overseeing network security and ensuring
continuity of service. In a sense, the sole purpose of many on~line monitoring
or decision tools is to aid the operator’s decision process in order to “establish
defensive operating states where no single contingency event (i.e. a single fail-
ure) will cause overloads and/or out—of—limit voltages” [Wood & Wollenberg
1984).

From the perspective of the system operator, a network is a dynamically
changing entity. Not only does the operator authorize planned topological
changes, meaning the withdrawal, inspection, maintenance, repair, commis-
sioning and re—energizing of major power system components, he or she reacts,
by means of appropriate actions, to assure network security when, and even
before, unforeseen events occur in the network. As can well be understood, a
network will very rarely be found in its so—called noble topology, that is, the
original network design as laid down by the system planner. Networks usually
find themselves in some reduced topology, comprising fewer elements than the
noble network, often termed a degraded network. This being the case, how is it
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possible to assure power system security when network topology is changing all
the time?

Here, we touch upon one of the key functions of operations planners. The
basic approach is as follows: for all degraded network topologies likely to be
encountered in the power system’s operation, the operations planner must pro-
vide guidelines to the operator. These guidelines enable the operator to assess
system security: In the event of an identifiably insecure state, corrective resche-
duling, remedial action or preventive rescheduling are used to adjust the level
of security in such a way as to ensure survival of the network in the event of likely
contingencies [Stott, Alsac & Monticelli 1987]. The problem is conscquently
shifted to that of ensuring the security of every possible degraded topology, a
problem of combinatorial dimensions [Fouad 1988, p. 1310; Balu et al. 1992 p.
276].

By all accounts, the scale of this problem is immense [Fouad, Venkatara-
man & Davis 1991; Introduction]. Even if a conservative estimate is made of
possible degraded network topologies and of likely contingencies (i.e. taking
into account different types and different locations), one begins to sce that the
point—wise approach, to use a term proposed by [Fishl, Mercede, Wu & Chiang
1988] (i.e. for each identifiable topology, operating point, contingency type and
location, one determines whether or not the network is secure), is almost
unmanageable. The approach only works because of the considerable domain
expertise of a few individuals who have evolved with their networks and are able
to downsize the problem, often by means of network—specific heuristics.

Because of the size of the off—line security analysis problem, the industry
has adopted another approach: the basic strategy involves moving away from
an off—line strategy based on a list of possible degraded networks to the on—
line security assessment and control of the real—time network. This reduces the
problem considerably, focusing only on the real-—time network topology. The
modern Energy Management System (EMS) is the power industry’s major
response to this challenge. Assummarized by Stott, Alsac and Monticelli {Stott,
Alsac & Monticelli 1987]:

“It performs extensive on—line monitoring, assessment and
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optimizing functions for the network, to forestall or correct
operational problems while maintaining economy. The eco-
nomic and social benefits of these functions are intuitively great,
although they are not easy to quantify.”

This strategy is feasible provided that the response time of security—
constrained control software is short enough to be of use on—line to the system
operator. Strategies based on contingency analysis and steady—state network
analysis (i.e. power flow software), the cornerstone of EMS security assessment
and control, are capable of addressing the steady—state aspect of power system
security inadequate time frames, usually on the order of 15 minutes, though this
is achieved thanks to simplifying assumptions, particularly in the way of contin-
gency definition, selection and evaluation. If one attempts to state the steady—
state security analysis problem in its most general form, that of a contingency—
constrained optimal power flow (OPF) including some kind of economic
dispatch, this appears to be just beyond the grasp of existing technology as “the
main computational goals of speed, reliability and flexibility seem to have large
areas of mutual incompatibility” [Stott, Alsac & Monticelli 1987]. Though a
large consensus exists that theoretical and practical problems have yet to be
overcome, others are more optimistic and at least one major effort is under way
[Carpentier 1987]. Nevertheless, for a list of likely contingencies, existing strat-
egies successfully identify pre—contingency operating states that ensure accept-
able network operation within established post—contingency steady—state volt-
age limits, transmission line and equipment thermal limits, power—flow
feasibility limits and short—circuit limits. The respect of such limits is referred
to as steady—state security.

However, as we have seen in the previous section, security assessment must
also take into account the power system’s capability to realize the transition
from pre— to post—contingency steady—state: This cannot be taken for
granted. In tightly—knit networks, experience has shown that dynamic and
steady—state security limits essentially coincide and a steady—state, on—line
approach is oftea adequate. But for interconnected, loosely—knit, radial, heavi-
ly—loaded or longitudinal networks, particularly those including long EHV
transmission, dynamic security issues are often more restrictive than steady—
state security considerations [Fouad 1988, Balu et al. 1992]. Herein lies the
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weak point of the on - line steady—state security approach: There is no guaran-
tee that the network will survive the transition to the post —contingency state.
Dynamic security analysis :herefore concerns itself with power system security
based on the network’s transient response [Fouad 1988].

Dynamic security analysis is traditionally an area which requires consider-
able expertise and the use of complex tools to establish transicnt or long—term
response characteristics. Whether these tools employ direct methods, such as
the transient energy function method [Pai 1989, Fouad & Vittal 1991]), the
extended equal area criterion [Xue, Van Cutsem & Pavella 1988, 1989, 1991]
and mode analysis [Chiang, Tong & Miu 1992, or indirect methods such as tran-
sient or long—term stability simulation packages [Byerly & Kimbark 1974), they
demand orders of magnitude more computing resources than stcady—statc
security tools. Forinstance, a commercial load flow package may find a nctwork
solution within seconds for a typical network, whereas a transicent stability simu-
lation can take anywhere between half an hour to half a day, depending on simu-
lation time length and the speed of computation. Dynamic security analysis con-
sequently remains confined to being, at present, an off~line activity though
real—time computing capability (i.e. for instance, for execution of transient sta-
bility simulations in real time) would render on—line strategies attractive [Balu
et al. 1992}

In practice, no utility has the resources to cover all of the possible degraded
network topologies at the present time [Akimoto et al. 1989]. To arrive at work-
ing guidelines, operations planners rely on heuristic knowledge and experience,
usually leading to conservative operating strategies. But what form must these
guidelines take? Here, one must not lose sight of 2 fundamental consideration:
The raison d étre of power systems is to generate, transmit and deliver clectrical
power, and power systern economics require that electrical facilitics be oper-
ated at or near their rated capacity. Intuitively, we understand that there issome
link between transmission capacity and dynamic security guidelines. Can we
show this rigourously? To address this issue, we must first examine the underly-
ing processes of system and operations planning.
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AND VOITAGE CONTROL

Traditionally, electric power utilities have dealt with security using deter-
ministic criteria [McGillis et al. 1992). From a system planning perspective, this
means that a network is designed to meet or exceed overvoltage, stability and
reliability criteria which, from experience, are held to be so conservative as to
cover all but the most improbable contingencies. Criteria are standards that
relate to the performance of the system under appropriate steady—state and
transient conditions. For example, a six—cycle, three—phase fault with subse-
quent loss of line after fault clearing is a typical contingency used as a stability
criterion; a steady—state temporary voltage capability of 1.5 p.u. is a typical
overvoltage criterion; one complete power system shutdown every thirty years
is a typical targeted reliability criterion [McGillis et al. 1992].

13.1 SYSTEM PLANNING

The system planning process is made difficult by the fact that such criteria
are not entirely independent of one another: The choice of a particular mix of
criteria results from a judicious balance between competing economic, environ-
mental, geographical and technological constraints [Galiana, McGillis & Marin
1992]). This signifies that system planning is inherently an iterative process
where sensitivity analyses play a crucial role. Stated in the simplest terms, the
system planner seeks to meet some secure transmission capacity subject to
established criteria, and network design is the variable. This is a far—reaching
statement: It implies that fransmission capacity js topology— and ¢riteria-—-de-
pendent. Of course, the process must also yield a network design which is
“demonstrably operable” [Galiana, McGillis & Marin 1992), a term usually
equated with design simplicity.

132 OPERATIONS PLANNING

For system security to be assured in the operating environment, it follows
that operations must be consistent with the original network design philosophy
and criteria. In other words, the original design criteria must apply to every
degraded topology of the noble network. But the operations planning problem
differs from that of system planning in that the degraded topologies and critetia

(i.e. such as overvoltage) are known, and transmission capacity therefore consti-
tutes the only remaining degree of freedom. Consequently, the guidelines pro-

vided to the system operator are transmission capacities for the progressively
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degraded topologies, or as power engineers would say, for increasingly weak-
ened networks. When referring to transmission capacity limits obtained in rela-
tion to post —contingency thermal, load —flow feasibility or steady —state voltage
criteria, these are called steady—state security limits. When referring to limits
obtained in relation to transient or long—term stability criteria, the resuiting
limits are termed dynamic security limits,

Of course, the transmission capacities provided to the system operator are
values which will guarantee that a given degraded topology is secure for every
one of a list of likely contingencies, including the worst. Aswe have seen in sce-
tion 1.2, individual power transfer limits must in principle be found for each
likely contingency and for each degraded topology, and the most restrictive
power transfer limit, whether resulting from steady—state or dynamic security
consideraticns, is the security limit. Generally, the security limit is the most
restrictive power transfer limit which identifies, in turn, the “worst contin-
gency”. The resulting security limits are usually compiled in the form topology—
dependent tables [Dénommé & Vincelette 1984, Fouad, Venkataraman &

Davis 1991] though decision trees have also recently been proposed [Wchenkel,
et al. 1989, 1993].

ARGI

A frequently encountered concept in dynamic security analysis is that of
security margin. This relates to the difference between allowable and maximum
transmission capacity: The operations planner always provides guidelines (i.c.
allowable transmission capacities) that are less than the maximum obtained by
simulation in order to provide for uncertainty in the data, the topology and in
the operating environment (i.e. load distribution, load models, climactic, etc.),
and thereby ensure the robustness of the network. For example, at Hydro—
Québec, such margins are usually on the order of 3% of the limit. The operating
margin relates to the distance between the actual real —time power transfer and
the allowable transmission capacity, as defined by the security limit. We will
return to the concept of margin in Chapter 5.

134 VOLTAGE CONTROL

In section 1.2, we saw that voltage limits are explicitly considcred in the
statement of the steady—state security problem. From an operating perspec-
tive, due to the difficulties related to performing sensitivity studies in dynamic
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security analysis (i.c. lengthy simulations must be executed for each new value
of a given parameter), maintaining an appropriate voltage profile is considered
a_prerequisite of power tranfer: Under normal steady ~state conditions, secu-
rity limits are considered firm provided that system voltage is held within certain
pre~determined bounds. This is a reasonable assumption in that reactive—
compensation elements with adequate redundancy and appropriate controls
usually ensure that this is indeed the case, particularly on EHV systems. System
planning criteria offer guidelines for the determination of adequate reactive
power resources to deal with such issues as steady—state generation and load,
voltage profile, the maximum rate of system load increase or decrease, various
import or export conditions or system restoration [Hydro—Québec 1990].

In fact, recent research tends to show that reactive power management for
voltage control may be the essential problem in system planning. McGillis et
al. [McGillis et al. 1992] have obtained resuits which tend to confirm that many
conflicting constraints, such as stability and overvoltage, can be reconciled by
a judicious mixture of series, shunt and dynamic compensation, particularly for
long transmission systems. For example, to maintain a flat voltage profile (FVP)
at all times, significant amounts of static VAR compensation are required. Like-
wise, the control of temporary overvoltage (TOV) on very long lines requires a
considerable amount of series compensation. As summarized by McGillis, “...
when these two requirements are fulfilled, namely FVP and TOV, there is suffi-
cient reactive power in the system to cope with even a thiee—phase fault. Ina
sense, the stability performance comes as a fringe benefit: It is an output of good
design rather than an input”.

Regardless of a utility’s voltage control philosophy, the operator’s function
is strategic, even though a good philosophy will attempt to minimize the number
of switching operations to avoid circuit breaker deterioration. For example, if
the system voltage profile is unsatisfactory or drifts beyond established operat-
ing limits, the strength of the system is affected, and the attendant security level
is compromised [Stott, Alsac & Monticelli 1987). In such an event, the operator
must either initiate some appropriate corrective action (i.e. switching of lines,
shunt inductances or capacitors; redispatching of generation, etc.), or restrict
the maximum permissible power transfer (i.e. reduce the security limit). Such
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action ensures that voltage returns within acceptable emergency limits after the
“worst contingency”.

1.4 DYNAMIC SECURITY LIMITS AND CRITERIA:

From an operating perspective, power—transfer—type dynamic security
Iimits are convenient security indices in that power flows are readily measured
atall points on the network. We ,.ave seen that dynamic security limits are topol-
ogy— and criteria—dependent: one might say that dynamic security limits trans-
late criteria into meaningful and, more importantly, measurable quantities,
One might even go a littie further and state that the basic problem in dynamic
security revolves around the issue of equating abstract criteria to appropriate
network quantities: The scale of the dynamic security problem follows directly
from the abstractness of the criteria and the inappropriateness of our tools due
to a lack of fundamental knowledge.

In the light of such considerations, it is essential that proper care be exer-
cised at the outset in choosing appropriate dynamic security criteria as these can
have far—reaching effects. Consider the following: experience has shown that,
generally speaking, dynamic security limits determined on the basis of a single —
line—to~ground fault will be higher than those obtained from a three—phase
fault of equal duraticn. However, there is a hidden price to these higher limits:
the former criterion may result in a network reliability index of, say, 3 system
siutdowns in ten years whereas the latter may provide a more reliable network
by a factor of ten [McGillis et al. 1992]. In other words, increased network
robustness is a direct consequence of establishing transmission capacity on the
basis of more stringent criteria: The network is “capable of coping with a much
wider range of adverse events” [McGillis et al. 1992] and this in turn reflects on
the power system’s reliabjlity. Expressed in different terms, the short—term
gain of operating at higher transmission capacities can be offset by a long—term
drop in reliability. This clearly illustrates that network security is refative to a
given set of criteria and that high level criteria are often interdependent.

The dynamic security criteria used in system and operations planning gen-
erally conform to established industry standards, primarily to ensure the reli-
ability of interconnected systems and protect them from cascade failures. For
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example, the North American Reliability Council (NERC) provides criteria
guidelines to all utilities in North America through its four constituent Councils
[McGillis et al. 1992]. One of these, the Northeast Power Coordinating Council
(NPCC) provides criteria for all electric power utilities in New England,
Ontario and Québec. These organizations provide criteria to cover normal con-
tingencies, extreme contingencies and system restoration [Hydro—Québec
1990].

141 NORMAL CONTINGENCIES

Power system security limits constitute the first line of defense in a power
system’s overall security strategy. Dynamic security limits are defined with
respect to normal contingencies which correspond to probable scenarios of
unexpected events occurring on the network. A normal contingency is usually
defined as the loss of any element in a power system (i.e. line, transformer, gen-
erating unit, etc.), either spontaneously or preceded by a single— or three—
phase fault [Hydro—Québec 1990]. This is often referred to as the N~1 crite-
rion. A power system must be capable of withstanding a normal contingency,
occurring at any location in the network, without interruption of service to auy
customers and remain within emergency operating limits.

Because of inadequate knowledge regarding the relative severity of differ-
ent types of contingencies in different networks, the criteria adopted by a utility
can include a list of normal contingencies. 1t is instructive to review what one
typically considers as normal contingencies in one specific utility [Hydro— Qué-
bee 1990):

“a) A permanent three—phase fault on a generator, transmis-
sion circuit, transformer or bus section with normal fault
clearing.

b} Simultaneous permanent phase to ground faults on differ-
ent phases of: Each of two adjacent transmission circuits on
a multiple circuit tower, with normal fault clearing. If multi-
ple circuit towers are used only for station entrance and exit
purposes, and if they do not exceed five towers at each sta-
tion, then this condition is an acceptable risk and therefore
can be excluded. Other similar situations can be excluded

INTRODUCTION 12



on the basis of acceptable risk, provided that the System
Design Coordinating Committee and Operating Procedure
Coordinating Committee specifically accept each request
for exclusion.

¢) A permanent phase to ground fault on any transmission cir-
cuit, transformer, or bus section with delayed fault clearing,

d) Loss of any element without a fault,

e) Apermanent phase to ground fault on a circuit breaker with
normal fault clearing. (Normal fault clearing time for this
condition may not always be high speed.)

f) Simuitaneous permanent loss of both poles of a direct cur-
rent bipolar facility.

g) The failure of a circuit breaker associated with a special
protection system {SPS) to operate when required follow-
ing: loss of any element without a fault; or a permanent
phase to ground fault, with normal fault clearing, on any
transmission circuit, transformer or bus section.

h) With all facilities in service, (i) the simultaneous loss of two
parallel transmission lines following a permanent single
phase fault on one of the lines, with normal fault clearing,
or (ii) a permanent single phase fault on a transmission line
with delayed fault clearing during the time that gne cirgyit
breaker is unavailable.”

As present knowledge does not yet permit us to gauge the relative severity
of, say, contingency a) with respect to contingencies ¢) or f), such lists are indis-
pensable. However, in most situations, long—time network—specific experi-
ence reduces the search—space for the most severe normal contingency type
and location.

142 EXTREME CONTINGENCIES

System and operations plannersalso study the effects of extreme contingen-
cies, such as multiple incidents or cascade tripping, in order to establish operat-
ing strategies which will reduce their frequency of occurrence and, most impor-
tantly, to limit their consequences: The primary objective of such studies is to
provide means of avoiding a complete system shutdown. Special Protection Sys-
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tems (SPS) such as generation rejection, shunt reactor switching, load—shed-
ding systems or other such automatic controls constitute the main arsenal of
measures used to mitigate the consequences of extreme contingencies. Gener-
ally speaking, good design practice avoids the use of SPS to maintain system
integrity during normal contingencies. The use of SPSis only considered accept-
able as a last resort to guard against the complete loss of the system in the event
of gxtreme contingencies.

To further distinguish extreme contingencies from normal contingencies, it
is once again instructive to consider the following list of extreme contingencies
in the aforementioned utility’s criteria {Hydro—Québec 1990):

“a) Loss a generating station or part of a generating station.

b) Lossof severallines emanating from a substation, including
the loss of all of these lines.

c) Loss of all lines in a cosridor.

d) Multiphase short circuits with delayed clearing,.

e) Loss of a major load centre.

f) Simultaneous loss of all DC interconnections caused by a
disturbance outside the system.

g) Failure of an SPS whose operation is needed following the
occurrence of one of the normal contingencies.

h)} Complete or partial operation of an SPS during a contin-
gency or under circumstances for which it was not intended
to operate.

i} Lossofseries capacitor banks on all parallel lines connected
to the same substation, after a fault resulting in the loss of
one or several of these lines.”

143 SYSTEM RESTORATION

In the event that the system has been lost, restoration strategies attempt to
provide safe, high—speed load pickup while providing adequate facilities to
effect all the necessary switching: The system must be restored without jeopar-
dizing system or component security, whether from a steady~—state or dynamic
security perspective.
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144 CRITERIA AND THE UTILITY: STRATEGIC CHOICES

Notwithstanding the existence of guidelines for interconnected systems
provided by such bodies as NERC and NPCC, the issue of criteria is strategic
in that a utility accepts to employ certain criteria by choice, not because they are
imposed in any way. A corollary to this is that the choice of criteria has long—
term consequences on the reliability and economics of a power =ystem, though
optimal choices ultimately depend on the overall business environment of each
specific utility. For example, the choice of an N—1 criterion employing a
single—line—to—ground (SLG) fault will appear attractive from the perspec-
tive of shozt—term economic considerations though such a choice will result in
a lower long—term reliability index than if the more severe three—phase fault
(i.e. of equal duration) were used. Additionally, if a utility having adopted an
SLG fault criterion is interconnected with other utilities which employ the
three—phase fault N—1 criterion, the latter will prefer to limit interconnection
capacity on the basis of their own criteria, even though the interconnection
equipment rating may be higher. Generally, if a utility wishes to upgrade its cri-
terion to a three —phase fault, this translates into an overall reduction of system
capacity unless massive reinforcement of the transmission system is undertaken
in the form of series compensation, static VAR compensators (SVCs), synchro-
nous condensers (SCs), higher voltage levels, etc. [McGillis et al. 1992].

DEFINITION OF TERMS

Having defined a number of fundamental concepts related to dynamic
security, we are now in a position to provide a rigourous definition of such criti-
cal terms as “transient stability transfer limit”, “long—term stability transfer
limit”, “dynamic security limit” and “worst contingency” which are used
throughout this thesis.

A transient or long—term stability transfer limit is the pre—contingency
power transfer value, associated with a transmission line section or corridor, for
which the application of a normal contirgency at some location within said line
section or corridor will result in the highest power transfer consistent with the
fulfillment of some predetermined acceptance criteria. In other words, this rep-
resents the maximum power transfer capacity of the network, or of some part
of the network, consistent with its capacity to sustain a specific normal contin-
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gency. A typical acceptance criterion might state that the network must be
stable and that post—contingency voltage must not be less than .95 p.u. after 8
scconds at all load buses.

The distinction made between transient and long—term stability simula-
tionsresides essentially in the length of the simulation, though there is also some
differcnce in the focus regarding the phenomena to be modeled and observed.
As defined in [IEEE Task Force on Terms & Definitions 1982], short—term or
transient stability is limited to study of the behaviour of a system for several
seconds following a large —scale disturbance (i.e. a fault, change of topology,
etc.); long—term stability relates to the study of system behaviour beyond sev-
cral seconds, usually within a time--frame appropriate for the modelling of load
cycles, tranformer tap behaviour and shunt reactor switching. Long—term sta-
bility is currently an important tool for the determination of voltage —collapse—
dependent transfer limits [Gao, Morison & Kundur 1992].

A transient or long—term stability transfer limit is always given in associa-
tion with the contingency location. The location of the normal contingency
which gives the lowest power transfer limit is defined as the worst contingency.
The power transfer limit associated with the worst contingency is called the
dynamic security limit.

I 1 : E REVIEW

Dynamic security assessment and control are clearly very important to
power system operation. However, in section 1.2, we have seen that the scale
of the problem is such that existing off—line strategies leave considerable room
for improvement. Whether viewed from 1) the lengthy, expert—based pro-
cesses that have evolved within the industry over the last few decades to build
dynamic security limit tables, 2) the tools used to perform specific tasks within
these processes such as power flow, short—circuit, energy methods or transient
andlong—term stability software, or 3) the fundamental domain knowledge that
guides experts within the processes, there is no need to stress that dynamic secu-
rity analysis provides a wealth of extremely attractive and timely research
opportunities.

Because steady—state security analysis strategies and technologies have
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gravitated relatively quickly to the on—line EMS environment, they have exer-
cised considerable influence on their counterparts in dynamic security analysis.
It is therefore appropriate to begin this literature review by examining existing
practices in steady—state security.

Since Dy Liacco’s well ~known papers describing sccurity in terms of nor-
mal, emergency and restorative states [Dy Liacco 1967, 1968}, considerable
effort has gone into the study of steady—state security, whether from a strategic
perspective [for example Cihlar et al. 1969, Galiana, Swcheppe & Glavitsch
1974], from an off— or on—line process point or view [Balu et al. 1992], or in con-
sideration of the tools required to support various high—level approaches [as
reviewed by Stctt, Alsac & Monticelli 1987).

Existing practices and trends in dynarmic security analysis find many of their
roots in the largely successful industry—wide steady-state security develop-
ments, culminating in on—line security evaluation. At the heart of this approach
is the operations control center, more commonly known as the energy manage-
ment system (EMS), which is seen to have three functions [Wood & Wollenberg
1984]:

1.  System monitoring.
2.  Contingency analysis.
3. Corrective action analysis.

System monitoring is generally considered the most important of the three,
probably due to the view that quality information in the hands of the system
operator will go along way to improving the highest—level security control loop.
For instance, thanks to a better appreciation of network voltage conditions, the
system operator can provide more effective voltage control. Among others, this
has motivated the development of 1) telemetry systems, for measurement and
data transmission, 2) data bases for gathering the data, 3) software for data pro-
cessing and display, and alarm processing, and 4) much work on state estima-
tion, where the security of the measurement system itself is an important issue
[see for example Crainic, Horisberger, Do & Mukhedkar 1990].

Nevertheless, the published literature is richer in the area of contingency
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analysis, which includes definition, selection (i.e. screening and ranking) and
evaluation of contingencies. This is due to the fact that contingency analysis is
extremely time —consuming, with a significant and very unwelcome impact on
computer sizing: Greater computer hardware size and power (i.e. memory and
performance) translates into greater cost, and smarter contingency analysis can
reduce this cost.

The basic idea in contingency analysis is simple: Each credible contingency
must be simulated on the network at hand. In section 1.2, we have seen that this
is referred to as the point—wise strategy [Fischl, Mercede, Wu & Chiang 1987]
of deliminating the security region, due to its emphasis on individual trials (i.e.
one point at a time) in the space of topologies, network operating points and
contingencies. Because time constraints are critical in the on—line environ-
ment, one must somehow prune the search space of contingencies for the worst
contingency. Typically, this is done, first, by defining a list of credible “worst”
normal contingency types and locations: This list varies with topology and load,
and may include secondary (i.e. state—dependent) switching, resulting in fur-
ther contingencies. Then, contingency selection reduces the size of the list by
entering a screening process, which attempts to identify and eliminate cases hav-
ing no violations. This is usually accomplished by means of approximate power
system models and fast, limited —accuracy, computational techniques [in partic-
ular, those proposed by Galiana 1984; Brandwajn 1988, 1989; Lauby 1983,
1988]. This is followed by a ranking of cases on the basis of severity criteria [see
for example Ejebe & Wollenberg 1979; Irissari & Levner 1979; Mikolinnas &
Wollenberg 1981]. Ranking strategies may also take into account “masking”
effects due to identical rating of cases which are not, in fact, equally severe [Hal-
pin, Fischl & Fink 1984]. Finally, the cases are evaluated using a full power flow
in decreasing order of se\}erity, yielding the desired security limits [Stott, Alsac
& Monticelli 1987].

The objective of corrective action analysis is to provide the system operator
with alternative corrective or preventive control strategies, respectively for
violations in the immediate real—time network or for the worst—case antici-
pated post—contingency network. For example, a simple type of corrective
action involves redispatching generation among a set of power stations, causing
power flows to change, thereby altering line loadings [Wood & Wollenberg
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1984].

The present trend is towards greater integration of these tasks, notably by
means of steady—state security—constrained OPF [Carpentier et al. 1989].
This, coupled to efforts in adapting vector processing {Anderson & Wollenberg
1992] or concurrent processing [Crow, Tylavsky & Bose 1991], constitute the
leading edge of research in this area. However, some have also begur to focus
their efforts on expert systems [Liu & Dillon 1990, Tinguely 1992].

In the light of the success of the point ~wise approach in steady—state secu-
rity analysis, developments in dynamic security analysis have tended to follow
a similar pattern, though considerable economic and technological obstacles
remain before on—line power transfer limit determination, not to mention tran-
sient or long—term stability—~dependent contingency analysis (for security limit
determination), becomes tractable. We shall see this in 1.6.2 as we survey cxist-
ing industry practices, also based on the point—wise approach and indirect
methods. In 1.6.3, we will describe the traditional alternatives (i.e. the direct
methods) and show why they have not as yet provided a serious challenge to
replace present practices. However, as we shall see in 1.6.4, direct methods may
yet emerge as serious candidates in contingency filtering strategies. We com-
plete this literature survey in 1.6.5 by showing how artificial intelligence and
expert systems have contributed to addressing important aspects of dynamic
security analysis processes, and to position emerging developments in such
areas as pattern recognition and neural networks.

Notwithstanding the considerable efforts deployed since the middle 1960s,
power system stability continues to elude attempts to characterize its fundamen-
tal aspects in a compact, definitive way. In describing recent rescarch per-
formed in dynamic security, Liu [Liu 1990] remarks that “The amount of litera-
ture on power system security is large: most of the work is concerned with the
development of numerical algorithms”.

"Though this observation simplifies to a certain extent, one does indeed
observe that the mainstream of research in dynamic security analysis abounds
with papers treating highly specific aspects of the point—wise approach, often
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bringing depth to specialized areas, but offering little horizontal perspective.
For example, such areas as component modeling [Sauer & Pai 1991], transient
stability time—simulation software and stability enhancement through smarter
and faster controls [Byerly & Kimbark 1974, Langevin 1986, Wang et al. 1992]
have been the focus of considerable research effort. Some have attempted to
characterize stability from some unique or practica' perspective, for instance,
by estimating system damping from statistical analysis techniques { Torre & Bus-
hner 1987] or by studying the Fourier transform behaviour of tie—line flows
{Saitoh, Toyoda & Kobayashi 1991), yielding very interesting results. Advanced
control and protection systems [Phadke & Thorp 1991, Shoults & Jativa 1991,
Venkata, Damborg & Jampala 1991], better protective relaying [Horowitz 1980,
more recently Thorp & Phadke 1991], and the use of parallel or concurrent com-
puting [Crow, Tylavsky & Bose 1991, Chai & Bose 1992] have also emerged over
the years. In fact, most of the references cited here (i.e. notably those from
1991) review the state of the art in their respective areas and collectively refer,
in turn, to hundreds of papers. But how does the industry integrate these results
to ensure the real—-time dynamic securnity of power systems?

1.6.2.1 THE BASIC APPROACH

Fouad [Fouad 1988), in an IEEE working group report on industry—wide
dynamic security assessment practices, describes the current approach as fol-
lows:

“... off—line studies are performed for different initial operating
conditions, for a prescribed sequence of events or contingencies.
From these studies, “safe” operating levels are arrived at for a
variety of system conditions. These are often given in terms of
a critical system operating parameter such as: the loading of a
certain power plant, the power flow at critical transmission
interface, the voltage at a given bus, and so on.”

In association with others, the author has previously described existing
operations planning practices at Hydro—Québec [Marceau, Mailhot & Galiana
1992]. Consider Fig. 1—-1. Given a starting network topology, the base network
Nb, the operations planner first selects a set of probable degraded networks,
Nd;. Each Nd;consists of the base network after the loss of an EHV line section
(i.e. a 735kV line on the Hydro—Québec grid), a complete EHV line (several

INTRODUCTION 20



NbD

Nd,

Fig. 1-1. The logic of dynamic security analysis
in operations planning.

serially—connected line sections between a major generation centre and the
load), or a combination of line sections or lines in adjacent transmission corri-
dors. For each Nd; network, the planner then assumes unavailability of combi-
nationsof voltage support components (SVCs, synchronous condensers or shunt
reactors) or of tie—lines between corridors; this gives the Ndjj networks. The
idea is to anticipate all possible operating conditions arising from scheduled
maintenance or unexpected equipment failure. The Ndj networks are those
simulated for each of a set of normal contingencies Cy: Transient and long—
term transfer limits are obtained for each combination of Nd;; and Cy, and dy-
namic security limits are, in turn, derived from these results,

The studies which follow are therefore parameterized in terms of the
unavailability of some subset of facilities. For each case, safe conditions are tab-
ulated in separate tables and, during on—line operation, a given network config-
uratijon is used as a key to find and access the most applicable table [Avramovic
& Fink 1991]. The on—line use of these tables consists of finding a previously
studied network that is closest in terms of configuration and loading, and secure
operation of the network is ensured provided that system operators maintain
power transfers within these limits.
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Fig. 1-2. The power transfer limit determination process.

1.6.2.2 STABILITY TRANSFER LIMIT DETERMINATION

As can well be seen, transient and long—term stability transfer limit deter-
mination is the key to this approach. However, finding such limits is a complex,
iterative process which requires the execution of many time—domain stability
simulations and considerable expertise.

Consider Fig. 1-2. To perform a single power transfer limit search, one
must first execute a load--flow software package for a given topology, analyze
the results, carry out manual modifications to the data input and repeat the same
procedure until a satisfactory steady—state case is found. This initial step is not
trivial: even such deceptively simple areas as load flow analysis and correction
can be so complex as to warrant optimal load flow or expert system tools on their
own [Cicoria, Migliardi & Marannino 1993]. A satisfactory steady—state case
is then used to initialize the network for a transient—stability simulation, also
manually initiated by the user. When the simulation is finished, one will often
resort to yet another package to extract results, perform transient or Jong—term
stability analysis, apply acceptance criteriz, determine what the next step will be
(i.e. increase or decrease power transfer in the faulted corridor), modify load—
flow software inputs accordingly and re —enter the process. This is repeated un-
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til the required limit is found to the desired accuracy. In principle, to find the

. security limit associated with a transmission line section or corridor, one must
repeat this process for different contingen nd locations (i.e. on the line
section or corridor, see 2.4.1) until the most constraining (i.e. lowest) transfer
limit has been identified.

1.6.23 DYNAMIC SECURITY ANALYSIS AS A CLASS OF FROBLEMS OR PROCESSES

Further study of Fig. 1—2 shows that dynamic security limit determination
is a complex process which consists of many smaller, individual problems. These
problems include finding 1) an appropriate power flow for a given topology from
which to begin a transfer limit determination process, 2) the security status of
the topology (i.e. is it stable or not?) for a given set of injections and loads with
respect to some contingency, 3) the power transfer limit of some part of the net-
work with respect to a contingency applied at some location, 4) the security limit
of some part of the network with respect to some contingency and 5) the
associated worst contingency location. Often, they raust be addressed within a
larger framework, for instance, that of optimizing security limits as a function
of some network parameter (ie. commonly referred to as sensitivity studies).
Viewed from the perspective of existing practices, dynamic security analysis can
be seen as a class of problems where high~—level strategies and tools have yet to
be developed to deal efficiently with each particular problem type.

To fully appreciate the impact of this statement, one need only consider that
such a large number of combinations of Nd; and Nd;; networks, in addition to
normal contingencies Cy, must ideally be considered that typical operations
planning departments are unable to consider them all [Akimoto et al. 1989].
There are two main reasons for this.

1)  Dynamic security analysis processes are extremely time—consum-
ing, if only from the point of view of expert analysis;

2)  The analysis of every conceivable degraded topology is a problem of
combinatorial dimensions.

Let us consider the first point. Though the computation times of load flow,
. transient and long—term stability simulations have dramatically decreased in
recent years, the process remains highly time ~intensive due to expertise—re-
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lated tasks. Data collection, input validation, output post—processing and re-
sult analysis still require hours whereas a single 15—second stability simulation
of a 700 —bus, 1000~line network takes less than an hour or. a SUN Sparcstation
2. Human error, incorrect data, insufficient expertise and the boredom of rou-
tine tasks all contribute to this problem. Notwithstanding the need for extensive
computation, one is forced to conclude that the process loop is rendered ineti-
cient because of the human element which closes the loop.

Considering now on the second point, because of the number of topologies
which can conceivably be examined, expertise is used to scale the problem down
so that the dynamic security limit of only a small set of “umbrella” topologies
is explicitly found. Extensive analysis of this reduced set, focusing primarily on
various combinations of voltage support equipment for the highest voltage net-
work, forms a basis for the heuristic estimation of dynamic security limits cover-
ing all Nd;; networks. But there is a price to pay: small sample sets translaie into
lack of precision, resulting in more conservative security limits and higher oper-
ating costs.

Apart from this, other issues must be resolved before the system operator
can make good use of these results. The sheer number of tables generated by
the off—line studies makes a manual search an arduous task for an EMS opera-
tor. Some utilities have developed semiautomated procedures that alleviate
this burden, such as entering the tables into a data base that is easily accessed
by the EMS: Once an appropriate search logic is in place, the EMS is able to
continuously verify the tranfer limits. However, the packaging of off—line stud-
ies into appropriate tables and the design and implementation of table access
logic are still performed manually [Avramovic & Fink 1921).

Crevier [Crevier 1978) was the first to address the key issue of accelerating
dynamic security analysis processes. Using a simplified transient stability soft-
ware, a simufation —based search algorithm was proposed to determine points
on a surface in the space of injections and loads defining the security region. It
was hypothesized that the surface was either 2 hyperplane or 2 quadratic sur-
face, and a method was proposed to determine the ccefficients of each type of
surface. The two types of surfaces were compared with the actu ' securityregion
obtained by simulation on a three—generator system, and good agreement was
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observed. The method was also used to optimize power system stabilizer sct-
tings, again with good results [Nourmoussavi & Crevier 1979]. Unfortunately,
this work did not enjoy wide acceptance at the time and was not pursued.

Clearly, before dynamic security analysis can gravitate to thec on—linc cnvi-
ronment, as in the case of steady—state security evaluation, the processes of
dynamic security analysis must be mechanized in some way. A prercquisite to
this however, independently of hardware or software considerations, is that onc
rmust formulate dynamic security analysis in terms of its constituent goals and
processes, so that these can in turn be mechanized within the context of an effec-
tive, coherent on—line strategy.

163 DIRECT METHODS OF STABILITY ANALYSIS

Since Athay, Podmore and Virmani proposed a traasient energy function
in the late 1970s [Athay, Podmore & Virmani 1979}, important advances have
taken place [Fouad & Vittal 1988, Pai 1989] and this approach has almost
become synonymous with direct methods. However, in parallel with this work,
a clever extension of the classic equal area criterion has been proposed for tran-
sient stability analysis of multimachine systems {Xue, Van Cutsem & Pavclla
1988, 1989, 1991] which has aroused interest.

The energy function method describes the disturbance—induced change in
energy of the power system as an analytical expression in terms of power System
variables and parameters, Analysis of this expression for different topologics
and contingencies, based on Lyapunov stability criteria, permits the explicit
identification of a security region. Stability thresholds (i.e. limits) can be deter-
mined from such criteria and performance indices identified to gauge the rela-
tive severity of particular cases [Fishl, Mercede, Wu & Chiang 1988]: If the
value of the transient energy function is less than the threshold, the system is
stable [Fouad & Vittal 1988]. From this approach, security regions can be
viewed as hypervolumesin the space of injections (i.e. gencration and bus loads)
[Wu & Tsai 1983]. Also, because energy functions describe a continuum, these
methods also permit the expicit determination of security region sensitivity to
changes in the state variables.

Though energy function methods are faster than the indirect methods, they
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have been slow to gain acceptance for a number of reasons. First, nonlinear or
active control elements and high~speed control strategies (i.e. SVCs, static
excitation systems and complex control systems) have been difficult to treat,
though this appears to be changing [Hiskens & Hill, 1991]. Second, one must
simulate fault—on power system dynamics so that the energy can be computed
upon clearing the fault: The most expedient way of doing this is by means of a
transient stability software package. Third, an important hurdle remains the
determination of the critical energy (i.e. the threshold) at which the system is
unstable. Rigourous approaches have traditionally generated conservative val-
ues for critical energy though heuristic reasoning has assisted in improving this
[Fouad & Vittal 1988]. Fundamental work is also emerging, particularly in the
arca of mode analysis, which promises to improve critical energy estimation
[Chiang, Tong & Miu 1992].

Finally, because of the preceding points, the method not been frequently
applied to existing networks and there is a lack of data comparing their perfor-
mance to state—of —the —art time —domain simulation packages [Vittal 1991]:
This is an important point in a highly conservative industry, though this is also
changing [E1—Kady et al. 1986].

The extended equal area criterion is an alternative dircct method, based on
the classical equal area method originally developed for the one—machine —in-
finite—bus problem [see Introdution, Byerly & Kimbark 1974] but extended to
deal with large networks. Using heuristic knowledge and clever insight, a multi-
machine power system is replaced by a two~machine dynamic equivalent fur-
ther amenable to the one —machine —infinite~bus problem. The stability prob-
lem is then reduced to an algebraic equation, obtained from the equal area
criterion, and this equationis used to derive “one—shot” stability analysis strate-
gies [Xue, Van Cutsem & Pavella 1988]. Here again, we have a very fast tool,
and first and second swing stability results appear to be excellent. However, as
in the previous method, because of the difficulty of treating nonlinear or active,
high—speed control elements, the method yields pessimistic results for power
systems incorporating such devices and acceptance has consequently been slow.
In addition, some experts feel uncomfortable with an approach which, due to iis
heuristic assumptions, provides a one —way transformation of the system for the
overall stability picture: Though this is in itself highly valuable, the method is
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as yet unable to provide a return mapping of stability information onto individ-
ual machines [Xue, Van Cutsem & Pavella 1988; see discussion by Venkata].

Modal or eigenvalue analysisisyet another method of obtaininginsightinto
stability behaviour, and its main strength is that it can explicitly identify unstable
power systemn modes [Elgerd 1967, Desoer 1970, Elgerd 1971]. The fine paper
by Gao [Gao, Morison & Kundur 1992}, though not having anything tu do with
transient stability, serves as a powerful reminder that a return to first principles
can sometimes be extremely fruitful: In this case, modal analysis is applied tc
the steady—state (or long—term) voltage stability problem. Unfortunately,
power system stability modal analysis has traditionally been confined to small—
signal linear approximations of a power system [Elgerd 1971]. To a certain
degree, this is a disappointment in that current industry practices favouring the
point—wise approach would clearly benefit from system—wise approaches.
Nevertheless, attempts have been made to apply modal analysis for the optimal
control of power systems, most notably in the design of an adaptive voltage regu-
lator [Langevin 1987]. The regulator settings are computed on the basis of an
optimization strategy which consists of minimizing the energy expended by the
system to reach equilibrium. The approach is very promising but requires fur-
ther development.

164 DIRECT VERSUS INDIRECT METHODS

Asaresult of the shortcomings of existing direct methods, indirect methods,
in the form of time—domain simulations employing any one of several commer-
cial grade transient/long—term simulation packages, are the industry standard
for determining dynamic security limits. They are capable of treating large—
scale disturbances, complex non—linear and active network elements and elab-
orate contingency scenarios, including protections. Their widespread accep-
tance isclearly seen in the report given by the IEEE Working Group on Dynamic
Security Assessment Practices in North America [Fouad 1988]. As a conse-
quence of this, the point—wise approach is almost universally used for deter-
mining dynamic security limits though human resource—based limitations
impose severe constraints.

However, the point—wise approach is a suitable strategy for the on—line
environment, as in the case of steady—state analysis, provided that secure trans-
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mission levels or operating margins can be identified within an acceptable
time—frame. Needless to say, computation speed is an issue, particularly in
relation to time —domain simulations, but the entire family of dynamic security
limit search processes must also be mechanized and optimized before the
approach can be considered viable. With this in mind, direct methods of stability
analysis, previously viewed as competitors to the more traditional indirect (i.e.
time simulation) methods, are now being viewed — more pragmatically — as
candidates to filtering strategies in limit—search processes [Fouad & Vittal
1991]. In fact, as we shall see in the next section, some expert systems have pro-
posed a division of tasks along these lines, using the extended equal area crite-
rion or transient energy function as filters within different contingency analysis
strategies [respectively Xue 1988; Fouad, Venkataraman & Davis 1991].

165 EXPERT SYSTEMS AND ARTIFICIAL INTELLIGENCE

In: order to improve the performance of the off-line dynamic security anal-
ysis process or to pave the way for on—line strategies, a number of approaches
have attempted to mechanize a variety of human activities in dynamic security
analysis by means of expert systems, artificial intelligence algorithms, or some
mixture of algorithmic and knowledgt —based (i.e. hybrid) systems. These
efforts have been directed at both low— and high—leve] tasks within the limit—
search process, and have only recently begun to emerge [Xue, Gao, Zhu & Liu
1989].

Wehenkel [Wehenkel, Van Cutsem & Pavella 1989] has proposed a unique
approach which is essentially as follows: Large numbers of simulations are per-
formed off—line, covering many contingencies and degraded topologizs; the
stability status of each is then noted, in addition to various user—deiined stabil-
ity attributes such as bus voltage, generation, etc. (the “learningset”). Applying
the method of inductive learning (i.e. learning by example), an “artificial intelli-
gence algorithm” then attempts to build a decision tree for each topology based
on the selected attributes which, in turn, can be used in the on—line environ-
ment. The decision tree isthen integrated within an energymanagemeni system
.~MS} in order to monitor the stability of the real ~time topology. An example
< fthis s provided for a 14 -bus topology of the Greek power system which gives
piausible results.

INTRODUCTION 28



The advantage of this approach is that the algorithm gencrates decision
trees ir ~'zpendently of human intervention. However, if the learning sct of off—
line simulations is too small, the algorithm is sometimes incapable of determin-
ing the stability status of all operating states generated by the decision tree: A
number of states is thereby classified as unknown, though uncertainty dimi-
nishes with increasing numbers of simulations. Thesc numbers can be very
large: in one example, 25,000 load flow runs and 9,000 critical clearing time
computations (using step—by—step simulations) are reported [Wchenkel et al.
1993]. Notwithstanding these weaknesses, the method has been tested on part
of the Electricité de France (EDF) system with apparently encouraging results
[Wehenkel et al. 1993].

Xue [Xue 1988] has proposed a framework for a hybrid expert system
including transient stability assessment and transient stability preventive con-
trol. This system is reported to integrate existing algorithm —oriented methods
with a hierarchical knowledge base. In particular, the fast extended equal arca
criterion acts as a screening tool, and step—by—step transient stability simula-
tion deals with sophisticated models when these are required. Subsystems on
the low level (i.e. using modular, dedicated expert systems) aim at diffecrent
domain objectives, the high level with metaknowledge performs a coordination
role and uncertainty is accounted for using confidence factors. A number oflan-
guages were considered (i.e. C, LISP and FORTRAN) and FORTRAN was
used in consideration of speed issues (i.e. for simulation software and expert sys-
tem construction). Of course, this solves the major hurdle of integrating the dif-
ferent software modules, while leaving open the larger issue of using existing,
tested commercial simulation software. In 1989, the system was described as
being in the process of being improved [Xue, Gao, Zhu & Liu 1989] to include
decision support capability in system and operations planning. The conceptual
design of this system is extremely interesting but no account has yet been pub-
lished of the system’s performance.

Akimoto [Akimoto et al. 1989] describes a “transient stability expert sys-
tem” for the system planning environment but which may also be useful in
operations. The transient stability problem is represented as an “iterative
design process with some similarity to closed—loop feedback control” though
“review and action by an engineer in the stability analysis process is still required
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atthisstage”. The paper describes an expert system study organization environ-
ment where a particular goal can be defined, certain system conditions and con-
tingencies identified, data validated and criteria established. Following this,
depending on the goal, the system generates a list of worst contingencies,
screens and ranks them using the transient energy function method, and then
initiates time simulations on this basis. It appears that stability analysis is per-
formed interactively with an expert user. The system also performs problem
cause analysis in an interactive mode with the user, primarily on the basis of
transient energy function sensitivity analysis. A remedial measures expert sys-
tem is also described, but this has not yet been built.

The paper points cut that the objective of this effort was to prove the feasi- -
bility of the concepts that are described. A particularly interesting comment
concerns the weaknesses of commercially available expert system shells avaii-
able at the time: “... it appears that none are designed to deal effectively with
the complexities inherent in this type of application”, these having to do primar-
ily with the wide range of data sources and computations required. All parts of
the system, including the inference engine, rule bases, and simulation programs
were programmed in FORTRAN which, as in the case of Xue, solves the soft-
ware integration problem in the short term. Unfortunately, here also, no
information is given regarding the effectiveness of the system, the simulation
programs, the system models used or the size of the networks on which it has
been tested.

Fouad, Venkataraman and Davis [Fouad, Venkataraman & Davis 1991)
describe an expert system which performs dynamic security assessment on the
basis of results obtained using the transient energy function method. The effect
of contingencies on system security, and the sensitivity of system secuﬁty with
changing load conditions and parameters are computed using this method.
Control parameter settings are recommended which can then be adjusted to
maintain the security index within a range of safe values. A particularly interest-
ing part of this effort relates to the application of the expert system to the North-
ern States Power Company networ’z: This is valuable in that the system clearly
attempts to integrate expert system methods, algorithmic stability analysis, a
heuristic security index and control parameter correction guidance to a real
operating environment. The only reservation one might have here concerns the
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generality of the transient energy function for stability cvaluation.

Pattern recognition techniques have been applied to power system security,
principally by Pang et al. [Pang et al. 1973] and Oh [Oh 1986]. These methods
are essentially based on a comparison of the real—time network with a large
number of previously—studied cases. Using a strategy that attempts to deter-
mine a closest fit, it is then possible to estimate the state of the network (i.c.
secure or not) and even perform “what if” analysis on degraded ncetworks. Con-
ceptually, these methods are ideal for porting off—line results into the on~line
environment and implementing real—time monitoring. In practice, however,
they have been handicapped by very high computing requircments.

Recent developments in artificial neural networks have rekindled interest
in this area, particularly with a view of overcoming the weaknesses of numerical
pattern—matching techniques. For instance, research has shown that an artifi-
cial neural network “... can successfully be trained to capture a very non—lincar
relationship between controls (such as generator MW and MVAR outputs) and
the resulting bus voltages throughout a system” [Avramovic & Fink 1991], both
for a base and post—contingency networks, and recall them with very high effi-
ciency. Key challenges in this technique include neural network topology theory
and teaching strategies, and many issues remain open. Though the technology
is still under development, “a combination of experimental and theoretical
knowledge provides an ever—increasing foundation for understanding the
behaviour of artificial neural networks” [Avramovic & Fink 1991). The technol-
ogy is emerging as a serious candidate in many power system application arcas
such as power system stabilizers [Malik & Zhang 1992], voltage control [Avra-
movic & Fink 1991], substation alarm signal filtering, network observability
determination, load prediction, power plant mode] identification, unit commit-
ment, and stability analysis, security and control [El—Sharkawi & Marks 1991).

166 PROBABILITY AND DYNAMIC SECURITY ANALYSIS

Probability methods have also been tried in dynamic security assessment.
Some of this work has attempted to deal with the uncertainty related to the
nature and location of contingencies. One proposed probability measure is time
to insecurity [Wu & Tsai 1983); another is a so—called dynamic security measure
of a power system, defined as the integral of the probability density of the state —
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structure pair over the dynamic security region, which considers state—indepen-
dent and state—dependent (i.c. system~response) disturbances [Loparo &
Abdel—Malek 1990]. Though the above theories are technically complex, they
arc usually based on simplifying assumptions which have limited their practical
application: In particular, the dynamic security region must be known before-
hand and is usually obtained using direct methods.

Leite da Silva, Endrenyi and Wang [Leite da Silva, Endrenyi and Wang
1693] have proposed another approach, based on the considerable work done
in relation to power system adequacy: Essentially, they propose an integrated
treatment of adequacy and security. This may well provide a useful foundation
for future work.

17 THE PRESENT THESIS

If one wishes to improve the efficiency and accuracy of off—line dynamic
security analysis, where to begin? Getting more experts is clearly impractical:
They are already in short supply, and their gestation requires a lengthy individu-
al and corporate commitment. We have seen the relative merits of particular
developments using artificial intelligence techniques or expert systems, usually
in combination with energy—based methods or simplified algorithmic tools, and
some extremely attractive concepts have been described along these lines.
However, apart from the early work by Crevier [Crevier 1978], no serious
attempt has been made to mechanize traditional dynz: :ic security analysis pro-
cesses based on tested, commercial time~domain simui-tion software in the
same way that such processes have evolved and are performed in typical opera-
tions planning environments.

The present thesis therefore provides a formal overview of dynamic secu-
rity analysis as practiced in operations planning for the purpose of mechanizing
the processes presently realized by experts. A framework prototype which mech-
anizes many of these processes, developed in the course of this work, is
described and examples are provided of its performance in a typical operations
planning environment. This prototype was also found to be extremely useful in
performing research in dynamic security, and some new, fundamental results
are presented which 1) show that transfer limits can be estimated quite effec-
tively from at most three stable transient stability simulations and 2) lead to a
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simple criterion for the stability evaluation of individual transient stability simu-
lations. Such results could not have been obtained without the help of the
framework prototype.

171 PARTL: A FRAMEWORK FOR MECHANIZING DYNAMIC SECURITY
' ANALYSIS IN OPERATIONS PLANNING

PART 1 of this thesis introduces the concept of a framework [Kaplan 1992]
for the purpose of mechanizing processes in dynamic security analysis. A frame-
work attempts to combine semantic generality with software generality, where
semantic generality refers to the capacity to define specific power transfer limit
determination strategies from a largelist of possibilities, and softwarc generality
represents having the option of using any one of many commercial load-flow
and transient/long—term stability software packages.

Though the scope of dynamic security analysis processes is very large, it can
be subdivided into essentially two types: 1) traditional dynamic security limit
search processes based on the use of simulation software and 2) purely heuristic
limit determination processes based on a data basc of past off —line simulations.
Though both types of processes are described in the present thesis, both being
important, the focus here is on limit search processes involving large commer-
cial simulation software. An important consideration in favour of this choice is
that frameworks for dynamic security analysis based on proven off—line pro-
cesses and techniques will inevitably gravitate to the on—line environment
thanks to cheap, high—speed computing power. Of course, this evolution will
heavily depend on the emergence of the appropriate hardware and economics
and this, in turn, cannot be predicted with any accuracy.

Chapter 2 provides an introduction to dynamic security analysis in opera-
tions planning. This is done principally by means of an example. A survey of
the domain knowledge required to mechanize human processes in dynamic
security analysis is outlined in this chapter.

Chapter 3 structures the processes of dynamic security analysis, as used in
operations planning. A taxonomy of these processes is proposed using a seman-
tic net, enhanced by means of classes, objects, properties and rules. Traditional
dynamic security limit search processes are treated in detail. Heuristic pro-
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cesses are outlined, and it is shown how the two can be integrated within a uni-
fied approach. It is also shown how the semantic net can be viewed as an
object—oriented language and how the language syntax is derived from the
semantic net. Conditional branching structures and filters for dynamic security
analysis are also considered.

Chapter 4 provides a detailed description of the ELISA framework proto-
type developed within the course of this work. A number of examples of lan-
guage scripts presently supported by ELISA are given and the results are dis-
cussed. Examples are also presented which demonstrate how ELISA is used to
perform large —scale sensitivity studies and how this impacts a specific opera-
tions planning environment. User interfaces are also discussed.

122 PART 2: THE ELISA FRAMEWORK AS A RESEARCH TOOL

Because the mechanization of dynamic security limit search processes gives
considerable leverape to an expert, accomplishing in hours or days what would
normally take weeks or months, ELISA is an extremely attractive tool for
rescarch. PART 2 of this thesis therefore describes the use of the ELISA proto-
type in performing research in two different areas: 1) the search for a perfor-
mance index which characterizes contingency severity and permits the rapid
estimation of power transfer limits, and 2) the search for a simple, mechanizable
stability criterion.

Chapter 5 proposes a new stability performance index based on the signal
energy of the network voltage transient response, It is shown that this index
asymptotically approaches the network transient stability transfer limit for a
particular contingency and topology. It is also shown that the index provides
information regarding the relative severity of different system operating points
in relation to a given contingency, and that the stability limit characterizes the
relative severity of different contingencies on the same network. A simple
model is derived, explaining this behaviour near the stability limit, and it is
shown that at most three stable transient stability simulations are required to
find a transient stability limit with high accuracy. The model is shown to be
applicable to all normal contingencies, and the results hold notwithstanding the
presence of many active, non—linear elements in the network.
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Chapter 6 shows how power system stability can be evaluated using a fre-
quency—domain stability criterion. Essentially, this criterion requires perform-
ing the Fourier transform of a network’s transient voltage response at various
monitoring locations: When Pis varied and the network goes beyond its stability
limit, the angle of the Fourier transform’s polar plot fundamentally changes its
behaviour, passing from a clockwise to a counterclockwisc rotational behaviour
about the origin. This is confirmed by results obtained from performing stabil-
ity—limit searches on the Hydro—Québec system. Used in conjunction with sig-
nal energy analysis for determining stability limit proximity, this criterion can be
quite useful for mechanized security—limit—determination tools such as
ELISA.

Finally, Chapter 7 provides an overview of the present thesis and recom-
mendations are made regarding future work.

M OF ORIGINALITY

The following constitute the principal results of the rescarch presented in
this thesis and, to the best of the author’s knowledge, represent original con-
tributions to the study of dynamic security analysis:

1. A taxonomy of the principal processes and domain knowledge currently
required for off-line dynamic security analysis.

2. A system for presenting said taxonomy based on semantic nets, classes,
objects, properties and rules, and which charactererizes the details of these
processes by means of appropriate semantics and syntax.

3. An object—oriented language, based on said semantic net, which has the
capability to express high—level goals, definc lower—level processes an!
describe the appropriate conditional branching structures and fiiters
required in the achievement of these goals.

4. An approach for implementing said language as a framework capable of
supporting semantic and software generality. Semantic generality here
refers to the capability of describing and executing the processes required
by dynamic security analysis (i.e. and identified in the semantic network),
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10.

11.

and software generality refers to the concept of accomplishing these pro-
cesses using any commercially available power flow or transient stability
software.

The development of a production—-grade prototype of this framework con-
cept, named ELISA, which mechanizes dynamic security analysis based on
transient stability, long—term stability and steady--state post—contingency
PV—curve transfer limit search processes.

The derivation of an improved formula for approximating the fault imped-
ance required to simulate single—line—to—ground faults in the case of
depgraded networks.

An approach for approximating a power system’s impuise and transient
response from time~—~domain transient stability simulations.

A discovery that the signal energy of a power system’s transient response
rises asymptotically towards the transient stability transfer limit.

An explanation for this behaviour in terms of a power system’s dominant
poles and their proximity to the imaginary axis, yielding a formula which
permits the estimation of transient stability transfer limits with relatively
high accuracy.

A strategy for integrating this result in existing transient stability transfer
limit search processes, in particular, as a means of obtaining an accurate
transfer limit estimate in at most three stable transient stability simulations.

An approach for evaluating system stability, based on study of the Fourier
transform of the network transient response: Ifthe polar plot of the Fourier
transform has a sustained counterclockwise phase behaviour, the power
system is unstable.
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PART 1

A FRAMEWORK FOR MECHANIZING
DYNAMIC SECURITY ANALYSIS
IN OPERATIONS PLANNING



CHAPTER 2

INTRODUCTION TO DYNAMIC SECURITY ANALYSIS
IN OPERATIONS PLANNING

21__INTRODUCTION

Before dynamic security analysis processes can be mechanized, the domain
knowledge must carefully be surveyed, mapped and characterized in terms of:

a) the goals that are targeted;

b)  the related methodologies and their relevant tools;

c) the heuristic knowledge required at every stage;

d)  the network components, quantities and characteristics that consti-
tute the variables and parameters of the different processes.

In the preceding chapter, we discussed operations planning dynamic secu-
rity analysis in general terms, primarily from a high—level industry perspective.
In the present chapter, we dissect the many detailed technical issues which must
be addressed in order to perform dynamic security analysis. Though numerous
references are made to the Hydro—Québec system, these issues are common to
all utilities and many of the dynanic security analysis methodologies described
herein are in common use throughout the industry. In the next chapter, we will
propose a taxonomy of dynamic security analysis processes based on this
description which, in turn, provides a foundation for their mechanization.

2.2__THE GOALS OF DYNAMIC SECURITY ANALYSIS

In the previous chapter, we saw that dynamic security analysis encompasses
a large class of problems. This includes finding:

1. an appropriate power flow for a given set of injections and loads;

2. the security statns (i.e. is the case stable or not?) for a given set of
injections and loads relative to some contingency (i.e. fault type,
duration and location, followed by a change in topology);

3. the transient or long—term stability transfer limit of a transmission
line or corridor with respect to a given contingency;
4. the security limit of a transmission line or corridor with respect to a

-
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given contingency, and
5. the location of the eontingency which yields the security limit (i.e.
commonly referred to as the worst contingency),

In addition to these, the effect of various network parameters on security
limits must often be evaluated: This is referred to as sensitivity analysis. Prime
candidates for sensitivity analysis include optimizing a) SVC distribution for a
fixed number of SVCs, b) the settings of power system stabilizer systems (i.c. on
generator excitation systems) or ¢) protective relay settings. Additionally, secu-
rity limit sensitivity to tie linc flows, flexible AC transmission system (FACTS)
device location [Hingorani 1993] and special protection system (SPS) parame-
ters suca as load shedding, generation rejection and shunt inductance switching
can also be vitally important. Needless to say, the common denominator in sen-
sitivity znalysis is the determination of optimal security limits, and the key to
security limit determination is item 3: Transient or long—term stability transfer
limit determination. Let us briefly consider why this is so.

Transient or long—term stability transfer limit determination can be viewed
as the dividing line between low— and high-- l=ve] processes in dynamic security
analysis. Items 1 and 2 represent the elementary functions required in accom-
plishing item 3; this, :o **un, constitutes the fundamentzl Luilding block for find-
ing items 4 and 5. For example, security limit determination follows directly
from a simple comparison of the different transfer limits obtained for different
contingencies at different locations (i.c. the lowest transfer limit is the securicy
limit). Sensitivity analysis represents yet another level of complexity: This
requires entering a process in which item 4 becomes the primitive, and this p:im-
itive is performed for different values of some network parameter.

From a strategic perspective, we have also seen that transmission capacity
limits constitute the lowest level of information which characterizes the inter-
section of a given topology with system planning criteria (see 1.3.2). Itis there-
fore clear that transient/long —term stability transfer limit determination is the
key process in dynamic security analysis. The remainder of this chapter will thus
address the prerequisites, assumptions and detailed technical issues surround-
ing this process. We begin by considering the example of next section.
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Fig.2—-1. Hydro—Québec’s 735 kV transmission system.
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S

Consider the Hydro—Québec network shown in Fig. 2—1. Wewillillustrate
the steps followed by an cperations planner ashe or she searches for a transient
stability transfer limit using 1) the RP600 commercial power flow software
[Gaba, Audette, Guillemeti> & Lafrance 1993, 2) the ST600 transient/long—
term stability software [Valette, Lafrance, Lefebvre & Radakovitz 1987] and 3)
a standard 689-bus model of the 1991 Hydro—Québec AC network used for
performing production dynamic—security studies. The main Hydro—Québec
network consists of some 55 power stations repr<senting a generating capacity
of approximately 30 000 MW, 95% of which is hydro—based. The network in-
cludes many voltage levels, ranging from 69 to 735 kV. As two~thirds of the to-
tal generation is located more than 800 km from the principal load centres in the
south, the 735 kV grid consists of more than 10 000 km of lines, and includes 11
static var compensators (SVC) and 9 synchronos condensers (SC) for active
voltage support. The main load is centered around the greater Montréal area,
primarily supplied by a 735 kV loop consisting of the Chénier, Duvernay, Bou-
cherville, Hertel and Chateauguay switching stations.

23.1_THE DEGRADED NETWORK

As we will retrace all the steps of the usual process, we begin by degrading
some part of the Hydro—Québec network. We choose to focus our attention on
the James Bay transmission corridor (Fig. 2—1). First, we remove a long trans-
mission line on the west side of the corridor, that is to say from LG 2 to Chénier
735 kV switching stations, and a single line section between Micoua and Sague-
nay: We now have an Nd; degraded network (see Fig. 1—1). We further choose
to degrade voltage suppurt by removing two SVCs at Némiscau: This yields the
Nd;; degraded network.

2.3.2 THE CHOICE OF CONTINGENCY

Since James Bay transmission capacity has clearly been weakened, a new
security limit is necessary. Though we will perform a single transient stability
limit search example, an identical contingency must in principle be applied at
different locations along the James Bay network to determine the new transfer
limit at each one, and the lowest transfer limit obtained is the new security limit.

We choose our contingency Cy to be a single—line —to—ground (SLG) fault
of 6—cycle duration. This fault is applied at the Chamouchouane switching sta-
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tion, followed by the loss of .12 line to Jacques Cartier. The simulations are run
for a time—Ilength of 600 60—Hz cycles (i.e. 10 seconds) using a winter (i.e.
peak) load model.

HE ICE OF INJE NAND L VARIAB.

As described in 1.6.2, to find a transient stability transfer limit on a corridor,
one performs transient stability simulations of the same contingency (i.e. fault
type and location) for different values of pre —-contingency power transfer. This
is done by varying the dispatching of the generating stations which inject power
into this corridor (i.e. LG 2; LG 3 and LG 4); in every instance, the value of the

- load at the receiving end is chang2d accordingty.

234 POWER FLOW AND VOITAG: PROFILE

An important step before executing any iransient stability simulation con-
sists of performing power flow simulations for the surpose of obtaining
appropriate starting conditions from an operations point of view. A flat 1.0 p.u.
voltage profile is usually preferred: A uniform voltage profile at rated voltage
favours the post—contingency flow of synchronizing power between generating
stations when reacting to disturbances. Additionally, all thermal and short—cir-
cuit capacities must be respected.

2.3.5 THE TRANSIENT STABILITY LIMIT SEARCH PROCESS

2.3.5.1 THE SEARCH STRATEGY

Figurc 2—-2illustrates the results of a transient stability limit search process.
We see the voltage in p.u. asa function of time at Duvernay switching station (i.e.
near the mam load). Each voltage waveform corresponds to the transient stabil-
ity simulation for a different initial steady~state power transfer on the James
Bay transmiission system. The caseswere generated accordingto a binarysearch
strategy in the following chronological order:

1} base case

2) base case + 800 MW
3) base case + 400 MW
4) base case + 600 MW
5) Dbase case + 500 MW

The base case sets the combined dispatching of the LG 2,3 ar” * ower sta-
tinns to 8830 MW. Each of the increments with respect to the base case (i.e. 800,
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400, 600 and 500 MW) was distributed on a pro —rata basis among the three pow-
er—sigtions. By this, we mean that if the dispatching of the LG 2 power station
represents 50% of the combined total in the base case, then 50% of each
succeeding increment is allocated to LG 2.

23.5.2 ACCEPTABILITY CRITERIA

For a case to be acceptable, it must be stable and its voltage must not exceed
emergency limits (i.e. between 0.95 and 1.05 p.u. in the case of Hydro—~Québec)
after a few seconds. In some instances, other considerations such as tie—line
flows or frequency may also be imporiuznt. Where frequency is an issue, it must
remain within certain limits such as 58.5 and 61.3 Hz at every bus, For the pur-
pose of this example, let us suppose that our criterion is to remain within the
above-—defined voliage limits after 8.33 seconds (i.e. 500 cycles).

2353 APPLYING THE CRITERIA

Having established that the base case does indeed meet this criterion, gen-
eration at James Bay (i.e. LG 2, LG 3 and LG 4 power stations) is increased by
800 MW which, in turn, injects as much into the James Bay network. Figure 2—2
shows however that this second case (base + 800 MW) is clearly unstable as the
voltage collapses before 300 cycles. In fact, this transient voltage collapse phe-
nomenon is characteristic of instability on the Hydro—Québec system: We will
return to this in 2.4.9.

Having found a stable and an unstable case within 800 MW of each other,
use of the binary search strategy dictates that the user go halfway between the
two: The third case tried is thus base + 400 MW and we see that this case also
respects our criterion. The stability limit has now been circumscribed between
two cases which are 400 MW apart. The fourth (base + 600 MW} and fifth
(base + 500 MW) cases are both clearly unacceptable, due to transient voltage
collapse, and this progressively circumscribes the limit within 200 and 100 MW
respectively.

235.4 TERMINALING THE SEARCH

The process is interrupted at this point as 100 MW corresponds to an
acceptable level of precision. By visual inspection of the waveforms, one sees
that the third case (i.e. base + 400 MW) has the highest power transfer which
passes the criterion: In practice, this conservative value is taken to be the tran-
stent stability transfer limit.
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The preceding section has presented a typical transient stability transfer
limit search. In this example, the process ci determining transicnt stability
transfer limits appears straightforward, but behind this apparent simplicity lic
a number of complex issues that have been resolved bejore embarking in the
process, particularly in dealing with uncertainty (i.e. regarding data, load repre-
sentation, climactic considerations, etc.) and the need for consistency. These
issues are so critical that they merit further comment.

Operations planners deal with uncertainty by being highly conservative in
their assumptions, methods, approximations and interpretations: For example,
a stability limit is defined as the stable case with the highest power transfer, not
as the unstable case with the lowest power transfer. The consisiency requirement
may even come as a surprise: How can a process, when performed by different
people, using the same tools and data, not consistently give the same transfer
limits? Such a situation is indeed possible as there exists as yet no standard ref-
erence on operations planning philosophy. Even in~house documents are
virtually non—existent: Operations planners learn their trade in an appren-
tice —like environment over a period of years, under the tutoring of senior per-
sonnel. Because of the size of the task, approximations are commonplace, and
it is difficult to guarantee that the correct ones have been made at the most
opportune moment, particularly in a sizeable department where the ultimate
control of security limits depends esseniially on the experience of senior staff
and their “feeling” regarding the network’s evolution.

As mentioned before, these concerns are shared by all utilities. An over-
view of the detailed technical issues which must be addruzsed in order to deal
with these concerns is therefore a primary consideration, and this is the focus
of the remainder of this chapter. In order to give substance to thesc issues, fre-
cuent reference is made to the Hydro—Québec system, and many of the latter’s
practices are described in detail. Because ofitsnumerous HV, EHV and HVDC
interconnections, Hydro—Québec maintains close ties to neighbouring NPCC
utilities, and many of the dynamic security analysis techniques employed there
reflect industry—wide practices. The issues to be discussed are grouped under
the following headings:
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Subdividing a network into transmission corridors

Choosing variables to drive the limit search process

The dispatching of multiple generating units within a power station
Choosing “umbrella” topologies for degraded networks

Choosing credible contingency locations

Load flow, stability and contingency data

Voltage profile and power flow adequacy
Single—line—to—ground fault impedance calculziions

Stability assessment

L S T AR -l o

4 BDRIVIDI REK INT MISSION QORRID
2.4,1.1 'TRANSFER LiMIT DETERMINATION: THE BASIC PHILOSOPHY

The fundamental approach used for determining the transicat stability
transfer limit of a single transmission line is as follows: One subjects the line to
a credible normal contingency, and this is repeated for different values of line
power transfer. Such a contingency can include the loss of the line. The highest
value of power transfer compatible with previously—defined acceptability crite-
ria determines the transient stability transfer limit.

24.12 DEFINING TRANSMISSION CORRIDORS

in principle, a limit must be found for every single transmission line section
in a power system. In practice, many lines are in parallel which permits grouping
them intocorridors. Long transmission corridors, consisting of essentially paral-
lel lines, can often be identified where intermediate switching stations tap off
relatively little of the power which is being transmitted elsewhere. An alterna-
tive definition of corridors is as follows: The power injected by upstream gener-
ating stations is divided about equally among all the lines, and power transfer
is roughly the same throughout, apart for losses and small loads. Us:iortunately,
network—specific experience often plays a critical role in one’s ability to clarify
such fuzzy concepts as “about equally” and “roughly the same”.

On this basis, a network can be divided into a certain number of transmis-
sion corridors (or transmission networks) for security limit estimation. Of
course, this also facilitates the distribution of tasks within a team of operations
planners. For example, operations planners at Hydro—~Québec usually split the

INTRODUCTION TG DYNAMIC SECURITY ANALYS1S IN OPERATIONS PLANNING 46



main 735 kV network into the four corridors shown in Fig. 2—1: 1) James Bay,
2) Churchill Falls, 3) Manic—Québec and 4) Québec—Montréal.

24.1.3 CONSTRAINTS ON THE REMAINING NETWORK

A final point. When focusing attention on a single transmission line or cor-
ridor, steady—state generation and load are set to peak load conditions in the
remaining network. In addition, the latter should remain essentially unaffected
by the steady—state power transfer variations imposed on the targeted corridor
for transfer limit determination: Otherwise, this will affect the results, The lim-
its obtained by this approach are conservative in general and capable of covering
a wide variety of operating conditions. However, light load conditions are also
verified and any restrictions due to these are also taken into account.

242 _ CHOOSING VARIABLES TO DRIVE THE LIMIT SEARCH PROCESS

To find a transient stability transfer limit, one must subject a corridor to a
credible normal contingency for different values of power transfer. A question
immediatzsly arises: How is power transfer changed in a corridor while main-
taining system conditions unchanged elsewhere? Three different transfer limit
determination strategies can be employed to achieve this:

1.  The generation—load limit search
2. The load—load limit search
3.  The generation—generation limit search

2421 THE GENERATION-LOAD LIMIT SEARCH

The method which instinctively arises to control power flow in a corridor
is to modify the dispatching of the generating stations which inject power
directly into the corridor. However, to correctly simulate system conditions, it
is necessary to adjust some other parameter, such asload, at the corridor output,
otherwise the power flow equations force the swing bus to absorb the increase
(or decrease) in generation. Such a strategy is unsatisfactory in that it leads to
limits reflecting the capacity of the targeted corridor and that of the swing bus
collector network: When the latter becomes heavily loaded eitherin the genera-
tion or absoiptizn mode, this can artificially restri~t the power transfer Jimit.

The generation—load limit search approach can effectively be exploited
whenever sufficient generation and load are present at the corridor extremities.
InFig. 2—1, the James Bay, Churchill Falls and Manic—~Québec corridors natu-
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rally lend themselves to such a search strategy. In practice, generation and load
can be changed at individual buses, groups of buses (i.e. zones), or on the whole
network.

2422 THE LOAD-LOAD LIMIT SEARCH

In certain cases, it is not possible to adopt a generation—load limit search
strategy because of insufficient generation or load at the corridor extremities.
An example of this is the Québec—Montréal corridor which suffers from an
absence of generation injecting directly into this network (i.e. at its north—east
end, at the Laurentides and Lévis switching stations), a sizeable load being
found there instead. To use the generation—load approach would require
changing generation in the Churchill Falls and/or Manic—~Québec corridors,
causing the transfers to change in these corridors simultaneously with that of the
Québec—Montréal corridor, thereby violating the requirements of 2.4.1.3.

In order to maintain esseatially constant power flow along the Churchill
Falls and Manic—Québec corridors while changing only that of the Québec—
Montréal corridor, the approach used in such a case isto reduce the load at Zau-
rentides and Lévis, and increase that connected to the 735kV loop around Mon-
tréal (i.e. at the south—west end). Asin the previous case, load can be changed
at individual buses, or at groups of buses (i.e. zones).

2423 THE GENERATION-GENERATION LIMIT SEARCH

We have seen that transient stability transfer limit searches can require
driving generation at some location(s) and adjusting load at some other loca-
tion(s), anc <riving load at some location(s) while adjusting load at some other
location(s). Additionally, situations can arise wnere one wishes to drive the gen-
eration at some location(s) whilc adjusting generation elsewhere. Such condi-
tions can occasionally arise in the management of hydraulic reservoirs, for
instance, when one reservoir’slevel is quit= nigh due to overabundant precipita-
tion while another has lower than average reserves. Or, alternatively, scheduled
maintenance may require the partial shutdown of a station: It is consequently
dispatched at maximum generation for some period precedingthe maintenance
in order to forestall the useless discharge of water during repairs. One will also
wish to perform such studies in highly degraded networks where generating
capacity exceeds that of the transmission system to which it is connected: Cer-
tain distributions of power dispatching may have to be avoided.
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As a typical example of this, for a given total power transfer on the Jaines
Bay network, one may wish to drive (i.e. increase) the generation at LG 3 and
adjust (i.e. decrease) generation at LG 2 until a limit has been found for a con-
tingency along the line between LG 3 and LG 2. Once again, in practice, genera-
tion can be changed at individual buses, or at groups of buses (i.e. zones).

2424 ACCOUNTING FOR LOSSES

Repgardless of the combination of network quantities to be driven or
adjusted, network losses must also be accounted for whenever the search pro-
cess causes the losses to vary markedly. In such cases, the swing bus is the only
mechanism normally open to the power flow program to compensate for losses.
Due to the fact that it is desirable for the swing bus to remain at a relatively
constant level throughout a limit search so that its behaviour does not affect sta-
bility limit determination, it is best to attempt to compensate for losses in some
way.

To this end, operations planners will, for example, increase{decrease) gen-
eration by x and increase(decrease) load by x X k, where k is a constant which
roughly accounts for losses: Losses are thus asked to participate in ths increase
or decrease of load. The value of k is typically between 0.9 and 0.99. This
approach does not completely eliminate swing bus generation changes, but they
can be so reduced as to become negligible.

243 THE DISPATCHING OF MULTIPLE GENERATING UNITS
WITHIN A SINGLE POWER STATION

An important corollary to the previous point is that of dispatching multipie
generating units within a single power station for transient stability trans{er limit
determination. The underlying philosophy here is that the dispatching of units,
for whatever amount of power requested of a generating station, must reflect the
most unfavourable situation from the point of view of transient stability.

Consider a single generating unit. In the event of a fault, the most restric-
tive condition is that where the net change in angular momentum of the rotating
masses upon clearing of the fault is at the maximum possible value (i.e. consis-
tent with gate position): When reconnected to the network, the capacity of the
network to provide sufficient electrodynamic braking and resynchronize the
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(a} Consider a single 400 MVA generator: Xd' = 0.4 p.u. (on machine base}.

Xd'=04p.u.

N generators Equivalent generator
Total power: Pagpatch = N * Puny

0.4 0.4

o - Xd'oq =04 /N

(b)  Considsr N identical generators generating a total of Pyspatch’ '
Since: N = Puysparch | Punn
Then:  Xd'aq = 0.4 p.u. * Pyny | Paispatch

Xdoq ‘ Continuous
Xd'eq impedance Table impedance
' 0.4+ charactaristic
N?- Paispatch Xdoq
Units 0.3+
(MVA) (o.u.)
4 1600 0.10 0.2+
K] 1200 0.13
2 800 0.20 0.1 Discrete
1 400 0.40 impedance
charactaristic
1 T Y I
1 2 3 4 )
No. units
400 B00O 1200 1600
Paispatch

(c)  The plot comesponds to the table values for Xd'eq, calculated using the formula given
in (b). A continuous impedance characteristic implies a continuously varying N.
Xd'eq is given on a single machine base (i.e 400 MVA)

Fig. 2—3. Example calculation of generator transient impedances for trans-
fer limit determination. The same approach holds for all genera-
tor impedances.
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unitisthusputtoits greatest test. This condition represents that of the unit oper-
ating at maximum capacity. Translating thisin terms of a generating station with
multiple units, the most constraining operating condition for a given power dis-
patching (i.e. from the point of view of transient stability) corresponds to simu-
lating a minimum number of discrete units, with each one operating at name-
plate capacity; if required, an additional unit is then provided to pick up the
difference in the desired dispatching.

2431 GENERATOR CHARACTERISTICS

When redispatching power according to this approach, in the case of multi-
ple—unit hydro generating stations, one must add or delete individual generat-
ing units at every generating station used in the limit search process, and adjust
ihe power on at least one additional unit. These manipulations involve making
many changes to the data files used as input to power flow and transient or long—

- term stability packages, and represent a golden opportunity for introducing
errors into the limit determination process. Consequently, generating stations
composed of many identical units are preferably representcd as a single
machine of appropriate rating, inertia, impedances, turbine characteristics and
controls (i.e. speed governors, excitation systems, power system stabilizers,
etc.). If a power station is composed of different machine types or different
types of controls, identical units will be prouped together and a small number
cf equivalent machines will be represented. Where machines have been
grouped on the basis of identical controls, the control data of a single unit
remains the same for the equivalent machine,

Having performed this transformation, the problem has now been reduced
to recalculating inertia constants, ruachine impedances and charging corre-
sponding to an appropriate number of discrete units. These calculations, fol-
lowed by subsequent data manipulation, still provide opportunity for error.

A simple variant of this is preferred. One calculates equivalent generator
characteristics based on a continuously varying number of units not restricted
to discrete integer values. An exampiz of this is shown in Fig. 2--3, where the
Xd’ generator impedance iz specifically considered. Generalizing from this
example, for all machine impedances:
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Zdispatch = Zunit X Punit (2-1)

Pdispatch

where Zgjspatch is the impedance corresponding to the new generating station
dispatching P gisparch» Zunit is the impedance of a singie nnit, and Pyp; is the rated
power of a single generating unit.

As capacitance increases linearly with increasing numbers of parallel gen-
erating units, we use the same approac.i to consider an equivalent charging as
a continuous function of Pgispatct/Punit, as follows:

Bdispatch = Bunit X Paispateny (2-2)

Puni(

where Byjgpatch is the new value, Byp;; is the charging of a single unit and Py
and Pyjspaich are as before.

As power station inertia also increases linearly with increasing numbers of
generating units, we use the same approach to define the equivalent inertia
constant as a continuous function of Pgispatch/Punit:

Haisparch =  Hugic X Puaisparch (2-3)

Punit

where Hujspatch is the new value, Hyy;, is the charging of a single unit and Pyy;
and Pyjspatch are also as before.

These continuously variable characteristics are rigourously equal to those
of the true equivalent when power station dispatching is equal to some multiple
of unit capacity. However, the values are higher at intermediate values, leading
to more conservative results generally, At the end of a study, it is always possible
to verify the results by performing a final simulation on the basis of a discrete
unit distribution. One way of interpreting these formulae is that they provide
an cquivalent machine which generates power at maximum gate setting, regard-
less of the power dispatching required.
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2.43.2 TRANSFORMER IMPEDANCES

Although individual generators do not always have dedicated unit—con-
nected transformers, particularly in large multi—unit hydro power stations,
transformer banks are required to integrate generation to the main grid. Conse-
quently, a per unit transformer impedance is always directly associated to an
individual generator. For the reasons previously outlined, transformers are
treated in the same way as generators, and tranformer impedance and charging
are computed using equations (2—1) and (2—2). However, contrary to genera-
tor data which is found in *he stability software input file, transformer data are
usually integrated to the power flow input data .

4.4 SING “UMBRELLA" TOP IES FOR DEGRADED NE RK

The issue of identifying appropriate degraded networks can be resolved in
either of two ways:

i) The netwark is systematically degraded and tested according to the
scheme described in 1.6.2; or

ii)  Theproblemis scaled down in some way by means of network—spe-
cific considerations and acceptable approximations.

The first method is highly exhaustive and yields a transfer limit for every
conceivable degraded topology. However, as we have already seen in Chapter
1, this approach requires treating a very high number of individual topologies
which will overwhelm, in practice, the resources of any utility, Operations plan-
ners will consequently attempt to reduce the size of the problem using a two—
pronged approach (Fig. 1-1):

1. A small set of (Nd;) “umbrella” topologies (i.e. focusing only on
transmission line configurations) is determined in order to cover all
credible degraded topologies.

2. A small set of (Ndj) voltage support configurations (i.e. including
SV(Cs, SCs, etc.) is also determined which will permit security limits
to be deduced for all other credible voltage support configurations.

Consider the James Bay network of Figs, 2—1 and Z—4(a). This systemcan
essentially be regarded as a five—line pecint—to—point network between the
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(a) Complete 5—line 735 KV James Bay network

2

— — — -

]

(b) (c) (d)
4-fine dagraded 735 kV Jamas Bay networks: 3 umbrellia topologies

LEGEND
A 1ine section can be absent or present

E Four {4) line sections ara in parallel, whatever the combination
> Ccritical line flows whers a local limit must be defined
—-<— Dividing line Letween north and south

. Fig. 2—4. Choosing umbrella tpologies for degraded networks. In this example, we
see the three umbrella topologies for 4—line James Bay degraded networks.
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large James Bay generating complex (i.e. more than 10,000 MW) and the south
part of the system: Relatively little load is connected to intermediate switching
stations. Operations planners at Hydro—~Québec usually work with three fami-
lies of degraded topologies on this part of the network: The five~—, four— and
three~line topologies. These families are further subdivided into specific
umbrella configurations. Take, for example, the four—line James Bay umbrella
topologies shown in Fig. 2~ “. In all cases, four complete lines must travel from
north tosouth. A single limit is detexmined for cach one of these umbrella topol-
ogies and these three limits, in turn, cover all four—line topologics. Of course,
some limits will underestimate the capacity of certain configurations, but thisis
considered an acceptable compromise in dealing with uncertainty. Lect us
briefly consider these umbrella topologies.

Figure 2—4 (b) shows the basic four—line topology composed of two com-
plete lines along the east and west sides of the corridor. Whether one or four
series line sections are absent on the west side, a single limit is chosen to cover
all combinations of this particular topology. One clearly secs that the loss of a
single line section is considerably less severe than that of four lines in series.
Nevertheless, this is considered an acceptat:le umbrella topology.

Figure 2—4 (c} shows a more complex topology where the main focus is on
the north part of the corridor. Here, because of t':e tie lines which link east and
west 735 kV switching stations, all the shaded—in line sections are considered
as being in parallel. Any combination of four line sections, for cach one of the
two northern stages (i.e. two sequences of line sections are shaded—in} is con-
sidered an appropriawe four—line approximation. In addition to this, any com-
bination of one or two series line sections on the south —wgst side may be absent.
Here again, a single iopology covers all the possible combinations.

Finally, Fig. 24 (d) shows a variant of the preceding case. The north part
of the corridoristreated as before. However, one or two series line sections may

be absent on the south —east side. As before, a single limit covers all possible
variations of this particular umbrella configuration.

Such an approach has four important consequences:
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1. Security limits will generally be conservative, particularly in the case
of lightly degraded topologies.

2. A global transfer limit is often insufficient: local limits must also be
established for certain critical locations in order to provide adequate
security coverage (for example, when a single line section can be
found in scries with two parallel lines).

3. Such local limits, in turn, constitute important parameters of the
security control strategies provided to the system operator.

4. For networks depending heavily on active voltage support (i.e.
SVCs, SCs, static excitations systems, etc.), a sensitivity analysis of
the impact of this factor on security limits is essential.

Experiential knowledge and creativity are essential in struct::ring umbrelia
networks. Often, at a very early stage, a certain number of simulations are
defined and performed for the sole reason of testing basic hypotheses (i.e. con-
ceining the network’s behaviour) and designing appropriate configurations.
Operations planners often describe these tasks as being among the most cre-
ative and rewarding.

245  CHOOSING CREDIBLE CONTINGENCY LOCATIONS

For networks with relatively little installed voltage support equipment (i.e.
SVCs, synchronous condensers, etc.), experienced system planners often begin
their scarch for the worst normal continency in the vicinity of the largest generat-
ing station. For networks incorporating such technologies, this may constitute
a pood starting point, but the worst contingency may require performing tran-
sicnt stability transfer limit simulations at a large number of locations.

In the case of degraded networks, a good starting strategy is to begin trans-
fer limit scarches in the vicinity of the most weakened parts of the network, that
is, where the most elements have been withdrawn from service, or near heavily—
loaded lines, particularly tie lines. Apart from these simple guidelines, net-
work —specific experience is often essential in circumscribing credible contin-
gency locations for worst contingency determination. Otherwise, a tentative list
must initially be drawn followed by the identification of additional locations on
tae basis of ongoing study resulits,
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W, ENCY DATA

To perform transient or long~term stability transfer limit studies, one
requires power flow and stability data. Power flow simulation describes steady—
state network conditions and typically requires such information as real and
reactive unit ratings, loads, network topology, swing bus location and passive
element characteristics such as impedances and charging of lines and transform-
ers. Where HVDC and FACTS systems must be included, additional character-
istics such as firing and extinction angles, and commutating resistances are also
important. Stability data are required for the large—scale simulation of
dynamic network events: These include turbine, rotating machine, SVC, SC,
FACTS device models and associated control system characteristics (i.e. speed
governor, excitation system, power system stabilizer, control strategies, etc.),
including appropriate HVDC controls. This can also include relay, transformer
tap changer, shunt reactor disconnect control (i.e. for long—term voltage stabil-
ity sunulations) and contingency data. Power flow and stability data are typically
stored in ASCII files as card images which coustitute the input to FORTRAN—
based simulation software.

Notwithstanding the power and sophistication of existing simulation tools,
the uvailability of precise data remains problematic for any of several reasons:

1. The age of many power, transformer and switching stations, and
their associated protections, and the loss or misplacement of original
documents over time;

2. The difficulty to match available models in the simulation software
to control systems in the field, particularly for older systems;

3. The unavailability of ccrtain models for newer control systems or
new generations of equipment in the simulation software;

4. Line and transformer data which may have been passed on from one
generation of planners to another, without comprehensive verifica-
tion;

5. Load data which may well merit more study, particularly from the

point of view of its transient response characteristics.

In many cases, reliable data cannot be obtained by any othcr means than
field tests. However, because of the difficulty of justifying their cost in relation
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to short—term economic gain, they are rarely performed. Rotating machine or
transformer data are frequently obtained by using “‘known” data for units of sim-
ilar size, age and type, such as that found in [Anderson & Fouad 1977).

In general, power system data is calibrated using the network’s voltage
response to known contingencies registered on sequence —of—events recorders
found at different network locations. For the operations planner, the proper
reproduction of such phenomena with his own tools has precedence over the
marginal satisfaction of using what may be construed as more precise data, par-
ticularly in the case of control systems.

247 _ VOLTAGE PROFILE AND PO+wTR FLOW ADEQUACY

It is a fundamental tenet of power system operations that voltage profile be
maintained at 1.0 p.u. voltage: If this is not the case, operators are instructed
to perform corrective action. A uniform pre—contingency voltage profile at
rated (i.e. 1.0 p.u.) voltage favours the post—contingency flow of synchronizing
power between generating stations and hastens system recovery. It follows that,
for a given power flow, variations in voltage profile can affect the severity of
transient stability simulations, particularly where voltage is low. Additionally,
it is important that limits be determined from the same starting voltage profile
so that transmission capacities for different degraded networks and contingen-
cies be comparable on an equal footing.

Of course, the necessity of maintaining a 1.0 p.u. flat voltage profile extends
to the transfer limit process itself: The pre—contingency network must always
be assumed to have such a profile. However, when a team of experts work simul-
taneously at determining limits, it is difficult to gnard against discrepanci=s, par-
ticularly when standard (i.e. as opposed to optimal, or OPF) power flow soft-
ware is userd. The manuzl adjustment of voltage profile requires entering a
lengthy iterative process of redispatching generation, and adding or withdraw-
ing available reactive power components at different locations until the objec-
tive is attained. Where the work load is high and time is limited, precision is
bound to be sacrificed.

A simple approach to maintaining a flat voltage profile is to transformevery
bus on the main EHV gridinto a PV bus with a “fictitious” 1.0 p.u. voliage gener-
ator of zero real power capacity. Having performed the power flow simulation,
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these buses are converted to PQ buses before the result is read by the stability
simulation software: This transforms the fictitious reactive power sources into
shunt impedances. Conceptually, this amounts to using continuous rather than
discrete shunt impedance values for steady—statc reactive power support.

Anunderlying assumption in this approach is that sufficient rcactive power
reserves be resident in the network, whether in the form of shu.:t inductors,
shunt capacitors, SCs or SYCs. When a limit has been found, one need only
verify that reactive power flows generated by the continuously variable imped-
ances can be met by appropriate arrangement of the available equipment such
that voltage is everywhere equal to or higher than 1.0 p.u.

An important consequence of this approach is that it is no longer necessary
to loop through an iterative procedure to obtain an adequate power flow simula-
tion while engaged within a transient stability transfer limii search process. The
application of these techniques results in an appropriate power flow simulation
in a single step, though subject to verification at the end of a limit scarch.

24.71 FICTITIOUS GENERATORS AND PASSIVE SHUNT ELEMENTS

The approach is as follows: Fictitious generators are created on all EHV
buses. For example, on the Hydro—Québec network, this is done on every 735
kV bus. Though 2 1.0 p.u. voltage is preferred, other values can be used accord-
ing to the study objective. Lower voltage profilcs will result in more conserva-
tive (i.e. lower) limits.

Real power is set to zero at all of the fictitious generators. The reactive
power range of each one reflects the passive reactive power reserves availabie
at each individual bus. For example, if four 330 MVAR shunt reactor banks are
available at a given location, the allowed reactive power range will be entered
as 0 to —1320 MVARs. The fictitious generators replace the available passive
shunt reserves: Consequently, the latter are removed from the power flow simu-
lation. In the stability data, the load characteristic of these rcactive power
sources must be entered as varying as a function of the square of voltage.
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24,72 STATIC VAR COMPENSATORS AND SYNCHRONOUS CONDENSERS

Many networks include active reactive power voltage support components
such as static var compensators (SVCs) or synchronous condensers (SCs). From
an operations perspective, these contribute to:

1.  maintaining a flat voltage profil.;
2.  attenuating system overvoltages;
3.  improving power system stability.

Madaay SVCs on the Hydro—Québec network have a reactive power range
of - 100 te +300 MVARS. In order to favour functions 2 and 3 above, the system
operator tries to adjust steady—state system conditions so that SVCs are func-
tioning very close to 0 MVAR. From an operations planning perspective, the
worst operating condition isarbitrarily taken to be that when ¢l SVCs are simul-
taneously generating +100 MVARs to support voltage. Consequently, the
steady—state power flow preceding a transient stability simulation refiects this
situation. Synchrencus condensers are treated in the same way.

To arrive at this, each SVCismodelled as a PV busin the power flow simula-
tion with a reactive power range constrained to a minimum of + 100 MVARs and
a maximum of +100 MVARs. This forces the PV bus to generate this value in
steady—state, allowing bus voltage to vary. The appropriate SVC controls are
included in the stability data. As before, the same holds for SCs.

= LINE=TO- IMPEDANCE CALCULATIONS

Where fauits other than three—phase must be simulated, the standard
approach is to consider a power system from a sequence network point of view.
This typically involves introducing an impedance at the point of fault, for the
duration of the fault, which represents app-opriately connected negative and
zero sequence networks [Westinghouse 1950]. Network sequence impedances
are obtained by performing short—circuit studies of the network employing
appropriate short—circuit software. To simulate clearing of the yault, the
impedance is removed. Negative and zero sequence contributions are ignored
in the subsequent time—domain simulation,

In the case of single—line~to—ground (SLG) fault simulations, the nega-
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tive and zero sequence networks are simply added in series with the detailed
positive sequence network at the point of fault, as illustrated in Fig. 2—5. In
principle, a short—circuit study should be performed for every change brought
about to network topology to obtain appropriate negative and zero sequence
impedances at the point of fault. If one is to be rigourous, this includes changes
to power dispatching (as this involves adjusting generator and transformer
impedances, see 2.4.3) which also impacts shunt reactor distribution (i.c.
required to maintain a 1.0 p.u. voitage profile, see 2.4.7). The issuc of perform-
ing short—circuit studies at every step of a transfer limit search can render an
already lengthy process considerably more unwieldy.

The following assumption is thus made: Whenever network topology or
power dispatching is changed, though the absolute values of the positive, nega-
tive and zero sequence impedances also change, it is reasonable to suppose that
their relative proportions change very little. Expressing this in different terms
and referring to Fig. 2—35, this amounts to assuming that V¢/V remains esscn-
tially constant for such changes. When the pre—fault open circuit voltagc at the
point of fault (i.e. V) is 1.0 p.u., the on-fault voltage drop across the negative
and zero sequence fault impedances (i.e. Vi) is thus taken to be constant.

2481 OVERALL APPROACH

The approach used for updating SLG fault impedances in the stability
transfer limit search process is essentially as follows:

1. A compreiiensive short—circuit study of single —line—~to—ground
fau'ts is performed on the main EHV grid of the complete (i.e.
noble) network for a given calendar year. This is done fur a network
having a flat 1.0 p.u. voltage profile at peak load,

2. A table including the impedance, Zg, of the combined negative and
zero network impedances (Le. in series) for the complete network,
and the associated desired voltage drop V' is obtained as a function
of fault location;

3. When network topology or power dispatching is changed, one
obtains a new fault impedance from this information. Thi~ fault
impedance is then included in the stability software contingency
data.
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One issue remains: How is the updated fault impedance obtained from the
. table data as indicated in item 3? This is done as follows:

1. A very short transient stability simulation is performed, typically of
one—cycle duration;
2. The combinz d negative and zero sequence fault impedance Zs found

in the table (i.e. for the appropriate location) is used to simulate the
SLG fault in the short simulation. In other words, this is considered
a test value;

3. The time step used is very short, on the order or 0.1 or 0.2 cycles;

4, From the simulation results, the positive sequence voltage Vg across
the test fault impedance Z¢is obtained at the very first time step after
t=0. The time step is kept short so that active system components
have not had time to react to the fault;

5. Using this value for Vg, and knowing the tesi fault impedance Zgand
the desired fault voltage found in the table Vg, one can now obtain
the corrected fault impedance Zgq using an appropriate formula.

At Hydro—Québec, an empirical formula has traditionally been used to
determine Z¢y. In the course of this work, a new formula has been derived which
gives better results and which we will now present.

2482 COMPUTATION OF SLG FAULT IMPEDANCES

An SLG fault is simulated by connecting the sequence networks in series
at the point of fault, as illustrated in Fig. 2—5. The voltage V is the pre—fault
(i.e.att = 0~) equivalent voltage behind the positive sequence network, as seen
at the bus in the network where the fault is to be applied. Considering the net-
work &3 = Thévenin equivalent, V is simply the steady—state pre—fault voltage
at this bus, that is before insertion of the fault impedance. Though V usually
equals 1.0 p.u., we will consider the more general case.

Let us first consider the short test simulation. We simulate an SLG fault 1o
the network by inserting the test fault impedance Zs between the bus to be
faulted and ground (i.e. at t = 0). A voltage V¢ is generated across the fault

. impedance att = 0%. The following ratio can be written for the voltages across
the positive sequence and fault impedances:
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Vi = ZLils= Lt (2—4)
Vi ZyIg Zy

where all I is the fault current.

The voltage across the positive sequence network Vi is not explicitly
known. It can be obtained from:

Vi = V- V¢ (2-5)
Substituting (2—5) for V{ in (2—4) and reversing the order of the equation,

Ze = _Vi_ 2-6)
Z; V - V¢

which expresses the ratio of the fault to pcsitive sequence impedances in terms
of pre—fault and on—fault voltages at the point of fault, respectively V and Vs.
Vyis obtained from the short stability simulation described previously using the
test impedance Zs.

We now wish to determine the fault impedance Zgg which will yield the
desired voltage V¢q at the point of fault (i.e. from short —circuit tables)., Assum-

ing an SLG fault is applied using the Zgy fault impedance, we rewrite equation
(2—6) as follows:

Zw = Ve (2-7)
Zy V - Vg

Taking now the ratio of equations (2—6) and (2—-7), we have:

Zegg = _ Vg (2-8)
Z3 V - Vg
Zs Ve
Zy V - Vs
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This, in turn, can be reduced to:

Ztg = Zf X Vg X ¥ = V¢ (2=9)
Vi V = Vi

which is the desired result. To summarize, Z;and Vgy are obtained from the
table of previcusly computed short—circuit results, V is the open circuit pre—
fault voltage at the desired fault location, Vyis the voltage obtained from a test

stability simulation using the test impedance Zj, and Zgqis the desired SLG fault
impedance.

249  STANILITY ASSESSMENT

2.4.9.1 A DISCUSSION OF HYDRO-QUEBEC PRACTICES

Power system instability is intimately associated with the loss of synchro-
nism, and machine frequency and angle are the quantities most commonly
associated with stability assessment. Enerpy methods focus on the transient
energy behaviour of rotating masses which amounts to studying machine fre-
quencies and angles from a different perspective. From a physical point of view,
these provide a sound theoretical underpinning for understanding a wide variety
of phenomena. Nevertheless, operations planners at Hydro—Québec and other
utilities often demonstrate a marked preference for analyzing stability on the
basis of voltage behaviour. Let us attempt to understand why.

First, RMS voltage is the primary electrical quantity associated with a
power System’s capacity to transmit power. On an extensive EHV network such
as the Hydro—Québec 735 kV system, voltage control is also an important
aspect of system security: One must protect the system against temporary over-
voltages ir. steady—state, and support voltage when large—scale disturbances
occur. A good understanding of voltage behaviour under a variety of circum-
stances is fundamental to one’s ability to accomplish this.

Second, when disturbances occur, sequence —of—events recorders located
at different stations record the time —dependent voltage variations which result:
Voltage has the advantage of being easily measurable anywhere on the network.
Additionally, where frequency information is available, it is almost always
derived from voltage measurements. Because of this, operations planners have
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Fig. 2-6. As the Vgy and Vr voltage phasors move away from each other
by 46, the voltage phasors tend to collapse at iniermediate points
such as at Vp,,, (Vgr and Vr are assumed to remain constant).

learned tointerpret a variety of neiwork phenomena through study of the system
voltage waveforms, and simulated system responses are calibrated on this basis.

Though traditional stability assessment proceeds on the basis of frequency
and angle analysis, is it possible that voltage also yields sufficient information
to assess power system stability? The answer is that stability and instability are
System states. Instability of a single quantity implicates instability of the whole.
Thus if a power system is unstable, all network quantities must reflect instability,
regardless of their location in the network, though some quantities may demon-
strate more sensitivity to unstable behaviour than others. From another per-
spective, one can state that voltage at anybusis dependent on the network equa-
tions which include the contributions of all generators (i.e. voltages, angles and
frequencies) and voltage support equipment. System voltage fluctuations thus
invariably integrate the changing conditions occurring everywhere in the system.

For example, when the Hydro—Québec network begins to lose synchro-
nism, except for stations near generator buses, voltage tends to collapse every-
where, and most severely at intermediate points between the main generating
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centers. This is observed from the voltage waveforms of Fig. 2—2 where all
unstable cases (i.c. base-+ 800 MW, base+ 600 MW and base+500 MW) exhibit
voltage collapse. This behaviour can be visualized in terms of the simple model
of Fig. 2—6: When voltage phasors representing the two main generating zones
(i.c. Vyg for James Bay, Vo for the combined Churchill Falls and Manicouagan
complexes) begin to move away from each other, the voltage drops rapidly at all
intermediate points (such as at Duvernay). This shows that voltage—based
analysis can provide a meaningful alternative to more traditional approaches
based on machine angle and frequency.

2492 STABILITY CRITERIA

When studying a network for the first time, all key variables (i.e. frequency,
angle, voltage, etc.) should ideally be monitored, for example, at the main gen-
crating stations and near important system i0ads. When an operations planner
has gained familiarity with a particular network, the choice of one variable over
another, and network locaticn, often rests on the weight of historic precedent,
based on past problems and their respective solutions: In other words, operat-
ing experience and network simulation experience are both extre:aely valuable
in determining the variables most sensitive to instability.

Stability analysis can also depend on other factors. for example, when opti-
mizing some particular relay setting, the focus will natn-ally gravitate to those
nctwork quantities most directly concerned, and other variables will be
accorded secondary importance if time constraints are too great. In addition,
on an extensive EHV system, voltage control will always represent an important
issue, regardless of whether the focus is steady—state or transient phenomena,
and this must be added to other concerns. Suzh considerations dictate a priori
that power system stability analysis is as much an art as it is a science.

Typically, for a transient stability simulation to be acceptable, certain net-
work quantites (chosen by the operations planner) must recover, within some
period of time (also chosen at the planner’s discretion), to pre—defined emer-
gency limits. Such an approach constitutes an implicit stability criterion in that
unstable simulations are quite incapable of meeting such conditions. System
stability criteria are thus subsumed within appropriate acceptability criteria,
defined as firm boundaries to be respected by the quantities concerned. Though
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operations planners will provide rigourous technical definitions of the tecr
“emergency limits”, even these must be considered specific to a given system.

For example, on the Hydro—Québec system, the voltage behaviour at al!
switching stations near the main load is a prime concern and the voltage wave-
forms of any one bus on the relatively short 725 kV lines forming a loop around
Montréal are carefully examined. In Fig. 2—2, our criterion thus required that
the voltage at Duvernay switching station be greater than or equal to 0.95 p.u.
after 8.33 seconds (i.e. 500 rycles). We will return to these issues in Chapter 9.

25 SUMMARY

In this chapter, we have attempted to provide an overview of dynamic secu-
rity analysis in operations planning. This was accomplished by focusing on a key
dynamic security analysis process, the transient/long—term stability transfer
limit process. Because transient or long—term stability transfer limits represent
the lowest level of information which characterizes the intersection of topology
and system planning criteria, the underlying processes constitute the founda-
tions of operations planning goals and methodologies. This is therefore alogical
starting point for reviewing the highly conservative philosophy, methods, and
technical considerations which are typical of operations planning. Though
many of the examples relate to one specific utility, the issues presented in this
chapter — and their subsequent treatment — are representative of similar con-
cerns and approaches in the industry.

Transient and long—term stability transfer limit determination arc simula-
tion—intensive, iterative processes which require using different software tools
at differents steps of every iteration, and performing high—level choices and
data manipulation at every step. Two underlying concerns are of particular sig-
nificance: Uncertainty regarding operating conditions (i.e. climaciic, topologi-
cal, etc.), and consistency in limit determination. To address th=se conceras,
appropriately conservative and simplifying assumptions are made when per-
forming such tasks as 1) subdividing the network, 2) choosing appropriate vari-
ables to drive the limii search process, 3) dispatching generating units, 4) choos-
ing umbrella topologies for degraded networks, 5) choosing credible
contingency locations, 6) determining data, 7) establishing voltage profile and
load flow adequacy, 8) calculating fault impedances, and 9) assessing stability.
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O However, the primary motivation for describing dynamic security analysis
practices in operations planning is this: Before such processes can be mecha-
nized, they must first be identified, their assumptions, goals and parts described,
and the various relationships defined and characterized. This step, accom-
plishec in the present chapter, is a prerequisite to structuring an appropriate
process taxonomy which will facilitate their mechanization. We address the task
of building such a taxonomy in the next chapter.
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CHAPTER 3

A TAXONOMY OF DYNAMIC SECURITY ANALYSIS
IN OPERATIONS PLANNING

31 INTRODUCTION

In chapter 2, we saw that dynamic security analysis is a class of problems
where individual problems can be solved by the use of distinct, high-—level pro-
cesses. Depending on the specific problem to be addressed, a high—level pro-
cess is built up from lower—level processes which may consist, in turn, of yet
more elementary processes. in this respect, we saw that the transient stability
transfer limit search process is fundamentally different from all other processes:
It constitutes the lowest level of information which characterizes the intersec-
tion of topology and system planning criteria (see 1.3.2), and thereby represents
the dividing line between high— and low—level processes.

As we have observed many times, the objective of this part of the thesis is
the mechanization of human processes in dynamic security analysis, with a par-
ticular focus on operations planning. From a knowledge—engineering point of
view, one may see the previous chapter as describing the domain knowledge
required to perform dynamic security analysis. A key feature to structuring
knowledge in dynamic security analysis resides in the description of the processes
performed by an expert: Within each process, specific technical issues are then
addressed which depend, in turn, on the goal targeted by the process.

This leads us to the issue of knowledge representation. In the present chap-
ter, this is the primary concern: We will structure the domain knowledge in
terms of an appropriate knowledge paradigm. The resulting dissection of
dynamic security analysis into its component parts, appropriately classified,
constitutes a taxonomy which can only assist in mechanizing the processes of
dynamic security analysis. Such a taxonomy aiso has an added value: Incircum-
scribing what is known about a domain, one is in a better position to identify
those areas where further research is warranted.

A TAXONOMY OF DYNAMIC SECURITY ANALYSIS IN OPERATIONS PLANNING 70



L SIS

To capture the different kinds of knowledge needed to describe dynamic
security analysis, the knowledge paradigm must satisfy certain prerequisites,
First, it must possess sufficient richness to include the goals, processes, variables,
parameters and relationships that characterize dynamic security analysis: This
is referred to as representational adequacy [Lim & Cherkassky 1992]. A corol-
lary to this is query flexibility: This relates to the ease of formulating queries in
terms of the constituent parts of the knowledge representation. Of course, when
looking towards the future, the paradigm must also be sufficiently flexible to
allow for the integration of new knowledge as it emerges. Last but not least, the
representation must also be useful; the exercise of structuring knowledge should
provide a deeper insight, facilitating our objective of ultimately mechanizing
dynamic security analysis processes. Let us now consider the different knowl-
edpge—representation paradigms.

KN RESENTA I

The main paradigms presently used to represent knowledge are:

1.  Semantic nets
2. Frames and instances, or classes and objects
3. Rules

Many gocd references cover each of these with varying degrees of detail.
An excellent general reference is Waterman [Waterman 1986] which discusses
their use in the context of expert systems. Genesereth and Nilsson [Genesereth
& Nilsson 1988] also considers each one but from a more rigourous mathemati-
cal standpoint. Dillon and Laughton [Dillon & Laughton 1990] provides an
introduction and examples of these paradigms as they are presently employed
in the field of power systems.

The semantic net (or semantic network) paradigm is a method of represent-
ing knowledge which has been found particularly suitable in structuring lan-
guages. Itrepresentsa form of generalized flow chart, consisting of nodes (rep-
resenting concepts, things, physical quantities, or anything else which may be
appropriate in the context) linked together by directed arcs (which define the
relations between the nodes). The arcs are also viewed as establishing a prop-
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erty inheritance hierarchy in the net.

Frames are another useful knowledge—representation paradigm where at-
tributes about objects or concepts are stored in slots. Database concepts arc
usefulin understanding frames: At an elementary level, a frame can be viewed
as a record format which serves to identify data elements (i.c. the slots) in the
database. Aninstance of a frame can thus be seen as a specific record containing
data. Frames include information concerning their relationships with other
frames, for instance in a hierarchy, and the concept of inheritance is allowed,
thus enabling lower—level elements to possess the characteristics of higher—
level elements. Frames can also include information about how to usc the
frame, or what one can expect to happen next when certain slot values change,
or what should be done in the event that certain expectations are not confirmed
(adapted from [Minsky 1975]). As we can see, data—driven or slot—driven pro-
cedures, often calied demons, give frame—based systems considerable leverage
in accelerating searches and other processes.

Classes and objects constitute a paradigm conceptually very close to that of
frames and their related instances. In this case, the equivalent of a frame is a
class, and specific instances are called objects. Class and object characteristics
are stored as properties or attributes rather than in slots. Classes and objects
can also be organized as hierarchies in which lower—Ilevel elements share the
properties of higher—level elements through inheritance. In principle, objects
communicate with each other b means of messages, not procedures, though
messages are data--driven as in the case of frames, and practical implementa-
tions prefer use of the term demon [NeuronData 1991]. Itappcars thit personal
preference will dictate the use of frame/instance or class/object vocabulary:
Some authors consider them to be virtually indistinguishable [Parsaye & Chig-
nell 1988].

Rules are yet another form of knowledge representation which exploits
conceptual or factual relations between concepts, things or physicai quantitics
when these relations can be structured in the form of an IF ... THEN ... state-
ment. Empirical or heuristic knowledge is often stored in this form, particularly
when deep knowledge (i.e. a fundamental understanding in the form of a model,
an algebreic or differential equation, etc.) is unavailable or inappropriate. For
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I cxample, we have seen that stability assessment is often based on heuristic rules

which reilect one’s knowledge of network —specific quantities most sensitive to
instability (sce 2.4.9).

Three conclusions arise from this overview:

Semantic networks are particularly appropriate for structuring log-
ical flows. Processes are consequently a natural target for this partic-
ular representation;

Classes, objects and their characteristic properties are a powerful
means of categorizing things, quantities and concepts, for example
when these are found at the nodes of semantic networks;

Rules can be used to establish relations between classes, objects,
properti~; and higher—level concepts. Rules can also be repre-
sented within semantic networks.

322 _REPRESENTING THE KNOWLEDGE OF DYNAMIC SECURITY ANALYSIS

We have seen that dynamic security analysis is characterized by processes:
Semantic nets are thus a good choice from this perspective. Higher—level pro-
cesses are constructed by means of rules: This means that the rule paradigm
cannot be ignored. Additionally, process details (i.e. the concepts, variables,
quantities, identifiers, etc.) cannot all be placed on an even footing, and hierar-
chical relationships can often be identified: This implies that the class—object
paradigm can also be useful.

These considerations have led to proposing a combined semantic net,
class—object and rule paradigm in order to cover the £.ii range of knowledge
types which characterize dynamic security analysis:

a)

b)

The logical flow inhercnt to semantic networks provides the underly-
ingskeleton required for the representation of elementaryprocesses;
Rules permit the combination of processes on the basis of intermedi-
ate results, opening the door to the construction of more complex
processes.

Classes, ubjects and their related properties add conceptual depth to
the representation, particularly as a means of characterizing the
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hierachical relationships between certain nodes in the semantic net
and the conceptual affinities between others.

Itisuseful to note that others are beginning to combine paradigms ip a simi-
lar way. A recent attempt is described by Lim and Cherkassky [Lim & Cher-
kassky 1992] where semantic nets, objects and their related properties are com-
bined in the context of more general research on knowledge representation and
reasoning,.

While performing this research, an important paralle! observation came to
light: The language of operations planners integrates all of these requirements
equally well. The reason for this is simple: When experts communicate among
each other, they are able to package concepts, however complex, in such a way
as to understand each other. The formalization of the knowledge related to
dynamic security analysis in terms of a semantic net progressively led to the real-
ization that the resulting construction was also formally describing the language
of dynamic security analysis.

The resulting taxonomy can therefore be interpreted as a language. Itisuse-
ful to note that this language has semantic and soitware generality in that it is
defined independently of any particular set of software tools (i.e. power flow,
transient or long—term stability, short—circuit, electromagnetic transients,
etc.). From an implementation perspective, the language can be viewed as a
shell which drives a library of application programs. Of course, this also requires
the preparation of unique bridges for each software tool to be driven by the shell.
Such shells, capable of providing semantic and software generality, are also
called frameworks [Kaplan 1992].

The remainder of this chapter gives a detailed description of the proposed
taxonomy illustrated by means of the semantic net of Figs. 3—1to 3~7.

33  THE SEMANTIC NET

Figures 3—1 to 3 —6 present a semantic network which classifies the key dy-
namic security goals in operations planning where the use of algorithmic soft-
ware tools such as power flow, transient or long—term stability and short—cir-
cuit is essential. Figure 3—7 addresses the types of heuristic processes that can
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also be defined. There exists a very definite relationship between the algorith-
mic and heuristic processes and this wiil be explored in the discussion on heuris-
tic processes (see 3.3.3).

Because the semantic net defines a language, one can easily build scripts,
or programs, directly from the figures. Examples of how this’is done are consid-
ered section 3.4.

ENE M

The most striking visual element of the semantic net resides in the choice
of symbols representing the various node quantities. The triangles £\ repre-
sent classes of objects. The diamonds <> represent specific objects; these are
often used, by virtue of their relationships with classes in the net, to qualify them
in some way. The rectangles [J represent properties, either of classes or
objects, according to context. The ellipses C represent the language structures
which relate the various classes, objects and properties of dynamic security anal-
ysis. The shaded portions represent that part of the semantic net supported by
the ELISA prototype, implemented as a direct result of this work. Examples of
the prototype’s capabilities are considered in the next chapter.

According to a rigourous interpretation: of the semantic net paradigm, the
arcs themselves establish relationshipe. In this particular implementation, for
reasons of clarity which will rapidly become apparent, the ellipses are in fact a
convenient way of tagging the arcs which precede and/or follow them. Arcs
which directly connect properties to classes simply indicate the immediate hier-
archical relation between the two. To define any given dynamic security analysis
process, one follows the directed arcs, retaining those language structures,
classes, objects xnd properties required by the definition of the desired pro-
cess(es), and ignoring those that are unnecessary.

A final remark. Though the formal language of classes and objects is some-
times unwieldy and the explanations may appear lengthy, the concepts are in
fact quite simple and the diagrams are almost self—explanatory.

33.1.1 SYNTAX RULES

In general, when the for language element precedes a class, this means that
the subsequent process(es) relate to each and every object belonging to the
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class. Asan example of this, the for which precedes the topology class in Fig.
3—1 implies that all that follows applies to every object of this class, in turn.
Explaining this in more familiar terms, the subsequent process is applied to
every one of a list of topologies, as is commonly seen in 3rd generation computer
languages.

There are many cases where a class is not preceded by a for, but rather by
an oflanguage element: This means thatall the objects of the class must be con-
sidered simultanequsly. To illustrate this, we see that, in Fig. 3—4, if many
objects of the bus class are specified, the acceptance criterion must be satisfied
at every one for a case to be accepted. Classes preceded by the under or with
language structures, (i.e. such as stability and scale on Figs. 3—1 and 3-5
respectively), are treated as single objects in this context: The class itself
becomes the de facto object to be identified in the course of the process defini-
tion.

In general, oaly those classes preceded by a predicate (i.e. find, verify or
determine) are :iknown (see Fig. 3—~1): All other objects and classes which
follow must be iceutified in order to properly define the process.

A final point. The zone, corridor and network classes represent groups
of buses. Hence, if a user specifies an object belonging to any one of these
classes, all the buses contained in the instance are targeted. For example, if an
acceptance critericn (r'ig. 3—4) is applied to a zone object, all the buses in the
targeted zone must satisfy the criterion.

332 ALGORITHMIC PROCESSES

Figure 3— lillustrates the four key dynamic security goals which require the
use of algorithmic software tools. For a predetermined list of topologies, identi-
fied as distinct objects in the topology class, the goals consist of finding:

1) the security status;

2)  the power transfer limit;

3) the security limit and associated worst contingency location;

4) the sensitivity of specific transfer limits to changes in network
parameters.
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The £1st goal determines whether or not a particular network topoiogy re-
soecisacceptability criteiiarelative to some pre —defined contingency. The sec-
ond consists ol deicrmining the power transfer imit with respect to some contin-
gency. The default limit search strategy uses controled and adjusted quantities
within a modified binary search. This scarch strategy begins by incrementing or
decrementing the: controled and ad]usicd quantities uniformly using the initial
increment until an acceptable and unacceptable case have successively been
found: This circumscribes the limit within the precision of the initial incre-
ment. Thereafter, a binary search improves this value until the desired value
for precision (Fig. 3—1) has been found, Acceptnbility criteria are defined by
means of the accept process.

The third consists of finding the sacurity limit: The default strategy first
determines the power transfer limit at different contingency locations; the mos.
constraining power transfer limit in this set identifies the security limit and its
location, the worst contingency. The object of the fourth goalis to find the sen-

sitivity of power iransfer iimits as a function of a set of user—defined parame.
ters.

As has alreadv been pointed out, the goals of finding the security limit and
worst contingency are one and the same in that determining one implies obtain-
ing the other: Hence, the worst contingency location is considered a property
of the security limit. In Chapter 2, an additional goal was identified: That of
obtaining an appropriate power flow for a given set of injections before a limit
search is undertaken. This remains a personnel—intensive activity as human
expertise is still required to perform the transformation of the network and cor-
responding data in the form suggested in Chapter 2 (i.e.in 2.4.3 and 2.4.7). Once
this transformation has been perfcrmed, an »ppropriate power flow can be
obtained in a single step for every power transfer iteration in a stability limit
search, subject to verification of the results at the end of the search.

The four goals of Fig. 3—1 are identified as classes because the result of a
specific process is considered to be a unique object of the class. For example,
if the process goal is to find a power transfer limit, the value found by the process
will be placed in an appropriate object of the limit class, attached to a specific
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object of the topology class, and further characterized in terms of all of the
succeeding classes, objects and properties initially required to define the pro-
cess (section 3.5).

In addition to the goals, one may also wish to verify the status of the data
to be used by the algorithmic software before some high—level task is under-
taken: In some cases, it may be sufficient to check the data for consistency (i.e.
a coarse data filter); in other instances, data precision (i.e. a finer verification)
may be an important issue. Though not a goal of dynamic security analysis by
definition, this function is nevertheless a strategic corollary requirement.

3321 OVERVIEW OF BASIC GOAL PROCESSES

To solve real problems in dynamic security analysis, one must do more than
simply state the goal: The context must be defined (i.e. is the goal to be found
for translent stablility, long term stabllity or steady state conditions?)
which in turn conditions the choice of software. If the desired goal is to find a
Hm, or some higher—level process, one needs to identify the precision with
which individual limits are to be found. Additionally, the process search vari-
ables mustbe identified (i.e. is it a generation —load, load—load or generation—
generation limit search? and where?) and the basis on which the cases are to be
accepted or rejected (i.e. using voltage? frequency? applied where?). As differ-
ent operations planners will likely approach problems in different ways, the
semantics of the knowledge representation must be capable of accomodating a
wide range of process parameters and acceptance criteria. For this reason,
semantic generality dictates having the capability of expressing a large variety of
dynamic security analysis processes, including:

1) slmulateing various contingencies;

2) controlling certain power flow inputs;

3) scaning certain power flow inputs;

4) adjusting other power flow inputs;

5) accepting stability simulations on the basis of user—
defined criteria.

As mentioned above, the semantic net also includes the definition of
steady state security analysis processes. This refers to steady—state limit
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determination by means of the well-known PV —curve limit scarch process
[IEEE 1991, Mansour & Kundur 1991]. In operations planning, the steady—
state post —contingency PV —curve limit search process is of considerable inter-
est as it has been found to provide limits which correlate strongly with long—
term stability limits for at least one network where voitage stability was an issue
[Mailhot, Gauthier & Vanier 1993]. This explains why such processes are also
included in our taxonomy of dynamic security analysis (see 3.3.2.4).

The simulate process, described in detail in Fig. 3—2, is used to specificy
contingencies. If no explicit information is given regarding contingencies, the
default contingency is simply that found in the stability data corresponding to
aspecific topology. When the simulate process is not desired, one may alterna-
tively wish to specify the determine fault impedance process on the topology
to obtain the correct SLG fault impedance as described in 2.4.8: This places the
correct value of impedance in the stability data of the apprapriate topology. As
we shall see shortly, the determine fault impedance process is also a subpro-
cess of the simulate process: The two are thus never specified simulitancously.

The eontrol process (see Fig. 3—3 (a)) identifies the power flow quantities
to be used to drive the default search strategy towards a user—defined goal. The
scan process (also Fig. 3—3 (a)) describes a sweep acros; a range of values (i.e.
using some Increment), for example to obtain finer results after having found
a limit.

The adjust process (see Fig. 3—3 (b)) is used in conjunction with control
or scan: it serves to modify additional power flow inputs in order to compensate
for network quantities modified by a control or scan. For example, if the gen-
eration of a bus is controled, i.e. is being used to drive a search process, one
may wish to adjust the load somewhere in the network in order to balance this
change, as discussed in 2.4.2.

The accept process (see Fig. 3—4) permits the definition and application
of a host of possible criteria which, when used singly or in conjunction with oth-
ers at a variety of buses, zones, or corridors, determine whether individual net-
work simulations are acceptable or not.
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After having specified a goal process in terms of the above, it is often desir-
able to obtain hardcopy or screen output of the raany stability simulations per-
formed in the course of the process. The trace process (sec Fig. 3—5) covers
this need by providing a plot of the various quantitics identified within the
accept process. This permits a visual confirmation of result interpretation.

Finally, complex sensitivity analyses can be defined using the above as cle-
mentary building blocks. These are detailed in Fig. 3—6.

Aswe have seen, Fig. 3—1 constitutes the key diagram for algorithmic soft-
ware processes. Before considering heuristic processes, let us examine the pre-
ceding processes in detail.

3322 THE simulate PROCESS: DEFINING CONTINGENCY CHARACTERISTICS

Figure 3~2 shows the many degrees of freedom that can be used to define
this process. The initial for language structure which precedes the fault class
implies that different fault types (i.e. three—phase, single—phase, etc.) can be
identified as distinct objects of the fault class, each one having the property of
a specific duration. Succeeding processes in the semantic net are thus per-
formed for each of the fault class objects.

The following for compounds the number of contingencies to be simulated
in terms of the location of the desired faults. In other words, each of the pre-
viously-specified faults is applied in turn to the list of specificd locations. Con-
sequently, if the bus class is specified, the faults are applied at each bus in turn.
If the zone class is specified, each of the faults is applied, in turn, to each bus
of each object of the zone class. The same holds for the corridor class.

The remaining classes, objects and properties further qualify the contin-
gency scenario in terms of topology changes and more complex events. For
example, the desired fault voltage (as outlined in 2.4.8) must be specified at
each of the targeted buses for SLG faults (the SLG fault impedance is calculated
as described in 2.4.8), and equals zero for a three - phase fault. If must be stated
that the fault voltage approach may not necessarily be appropriate for other
types of faults, and a rigourous approach involving the use of short —circuit soft-
ware may be necessary in such instances. One may also wish to simulate the
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simultaneous loss of one or many buses, lines or tranformers, as is normally
the case when clearing a faulted element.

If reclosing on a fault is to be simulated, the time at which this reclosing
is to take place must be specified. The same holds for generation rejection
or load shedding strategies where the list of targeted buses must be identified,
including the time at which the action is to take place.

One final point. Network actions such as reclosing, generation rejec-
tion and load shedding qualify specific fault scenarios. They are considered
objects rather than fault properties in that additional attributes must be speci-
fied in each case, such as the time at which they may take effect, and the buses,
lines or transtformers which may be involved.

3323 THE control, scan and adjust PROCESSES:
DRIVING THE POWER FLOW

Figure 3~3 illustrates the degrees of freedom required to express the many
search strategies which depend on modifying power flow operating points.

When the goal is to find a limit or some higher level process, one must con-
trol either generation or load. In more complex networks, one may wish to
have direct control on the transfer over a line or a corridor: This can be the
case for HVDClinks [Kimbark 1971] or FACTS [Hingorani 1993] power control
technologies. In either case, control can be exercised on a set of zone or bus
objects, or on the entire network.

When many objects are designated for generation or load changes in
either the zone or bus classes, each one must be given a relative weight in rela-
tion to the others: One cannot presume that the generation or load is to be
divided equally among the different objects. However, in a single zone, the dis-
tribution is always performed on a pro—rata basis. The same holds for objects
attached to the line and corridor classes. It must be stressed that, conceptually,
the semantic network permits sets of buses, zones, lines and corridors to be
controled either separately, or any in desired combination.

When the goal is to find a limit or a security limlt, the initial search step
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Fig. 3-3 (a). Driving power flow inputs:
The control and scan processes.
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Fig. 3-3 (b). Driving power flow inputs:
The adjust process.
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or increment must be specified (in MW) for the default strategies that are
employed by these goals. If no increment is specified, a default incretent is
provided. The control process always reacts in the appropriate fashion to the
accept process analysis: If a case is acceptable, it increments; if not, it decre-
ments. The increment or decrement value itself is provided by the default
search strategy. When no higher—level search strategy is specified because the
control is not used in the context of a find, it uses tie Initial increment (see
section 3.6).

Having identified the control quantities, one must also identify the corre-
sponding adjust quantities. Everything previously said for control also holds
for the adjust command.

The scan command describes a sweeping process, performing simulations
at regular, predefined Iincrements rather than attempting a search: Conse-
quently, a scan has no need for an accept criterion. There are two different
types of scans. First, when a scan is requested immediately following a limit
search, the minimum and maximum represent values relative to the limit. If
no minimum and maximum values are specified in this case, the default is simply
to scan between the closest acceptable and unacceptable cases. Second, if the
acan is asked for on a stand—alone basis (i.e. not preceded by a search), the
minimum and maximum must be considered relative to the base (i.e, the start-
ing) case. In all instances, an appropriate Increment must be specified. Of
course, when performing a scan, some quantity(ies) must also be appropriately
adjusted.

A final point. The generation, load and transfer objects serve to charac-
terize individual buses or lines. They are considered objects rather than bus,
zone or hetwork properties in that additional attributes must be specified, such
as weight, minilmum, maximum or Increment for the context to be properly
identified.

3324 ACCEPTANCE CRITERIA: THE 8ccept PROCESS

The accept command describes a wide variety of rules which are the
foundation of higher—level processes. Asoutlined in 2.4.9, the basic approach
to evaluating a simulation’s acceptability is as follows: certain network quanti-
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Fig. 3—4. Acceptance criteria:
The accept process.
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ties, chosen by an operations planner, must remain within a range of acceptable
values, defined at the planner’s discretion and based primarily on experience.

Consequently, a transient or long—term simulation is acceptcd as a func-
tion of either the voltage magnitude, voltage angle, frequency or mvar out-
put/input at a set of objects of the bus, zone or network classcs, Ashasalready
been pointed out, the of which precedes the classes implies that when multiple
objects are attached to a class, they are taken as a set, meaning that the criterion
at each and every one must be passed for the case to be acceptable. Criteria can
also incluge the mvar or power transfer along corridors or lines, particularly
tie Lines. In all cases, a minimum and a maximum is specified which must be
respected after a certain time. Chapter 6 of this thesis proposes a stability crite-
rion in terms of the rotational angle behaviour of the Fourier transform of some
time —varying network quantity, such as voltage or frequency. This can also be
accomodated by the semantic net and is consequently shown in Fig. 3—4.

There is no conceptual constraint on the mixing of criteria for transient or
long term stability. One may wish to formulate a complex criterion where the
voltage at several buses, and at every bus within a zone, is to bec monitored in
addition to the frequency at another set of buses and the power transfer on
a particular tie line, However, the semantic net also defines the acceptance
pararaeters of the steady state PV —curve limit search process {IEEE 1991]
and these cannot be combined with transient or long term stability criteria
except by means of special filters. Such filters are considered in 3.6.3.

The steady—state post—contingency PV—curve limit search criterion
described in Fig. 3—4 requires identifying the bus at which the reactive power
Q generated for different values of voltage V is to be compared against a minl-
mum value of mvar: This is repeated for every value of power P gencrated by
the controled location which has been selected to drive the limit search. The
voltage V is varied between user—defined minimum and maximum valuesin
specified increments, and the reactive power Q (i.e. of the bus where voltage
is varied) is compared with respect to a minimum admissible value of mvars,
also user—defined. Rigourously speaking, minimum mvar value should be
zero; however, one may which to use a more conservative value to provide mar-
gin, which therefore requires specifying a value less than zero. The PV—curve
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limit determination criterion is therefore as follows: If Q drops below the mini-
mum mvar at some value of voltage V, P is less than the limit; if Q is greater
than the minimum mvar for all values of V, P is greater than the limit. Employ-
ing this criterion within a binary search strategy, the PV —curve limit can easily
be found (see section 4.5 for greater detail).

A final point. The angle, voltage, frequency, mvar and tranfer objects
are physical quantities attached to individual buses or lines. Here again, they
are coasidered objects rather than bus, zone, network, line or corridor prop-
erties in that additional attributes must be specified, such as the minimum and
maximum acceptable values, and after what time the criterion is to be applied.

3325 HARDCOPY OR SCREEN OUTPUT THE {race PROCESS

In many cases, it is important to obtain some trace of translent or long—
term stability simulation results in order to verify the analysis and to acquire
deep knowledge about various network phenomena. Fig, 3—5 shows the seman-
tic net required to define the scale of the various quantities.

The basic premise here is that the quantities which define the acceptability
criterion should be output for the purpose of verification. Consequently, one
need only identify the desired scale for the plotting of quantities, not the quanti-
ties tnemselves.

33.26 SENSITIVITY ANALYSIS

Sensitivity analysis is a large area which can only be circumscribed in a gen-
e.al way. Figure 3—6 illustrates the basic concept underlying sensiiivity analy-
sis: The main objective is to observe how limlt values vary in terms of certain
network parameters, such as the number of SVCs and their location, the gen-
eratlon or transfer at some related point in the network, the transient load
characteristic of the network, system voltage profile, any number of different
control system settings, fault duration and fault location. Other network
quantities may also be of interest. The final result is a table which shows how the
limit varies in terms of the choszn parameters, stored as a specific object of the
sensitivity class.

A basic premise in this figure is that controled and adjusted quantities are
identified downstream in the semantic net, in the same way as one would nor-
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Fig. 3—5. Plotting of simulation results:
The trace process.

mally define them for an ordinary limit search. Consequently, only those net-
work parameters to which the sensitivity is to be determined are identified.

Asbefore, FACTS, SVC, generation, transfer, voltage, load character-
Istic, control setting, tault duration and fault locatlon are physical quanti-
ties attached to different individual network components. They are again con-
sidered as objects rather than bus, zcne, network, line or corridor properties
in that additional attributes must be specified for them to be useful within the
context of the process.

When considering sensitivity analysis, one must identify the range of values
between which the parameters are to be varied: Consequently, such quantities
such as the minimum, maximum and increment must be specified. The loca-
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The sensitivity process.

A TAXONOMY OF DYNAMIC SECURITY ANALYSIS IN OPERATIONS PLANNING 91



tions at which the parameters are to be applied must alsobe identified, and these
are specified by means ~f the for which precedes the bus set, zone set, line

set and network classes, causing the process to be repeated for each object in
turn.

‘‘he bus set, zone set and line set classes are similar to the bus, zone
and line classcs previonsly encountered, though they also differ in important
ways. An object of the bus set class is a group of buses which are to be consid-
ered simultaneously as a set; the same holds for zone set and line set. When
an object of the bus set, zone set cr line set classes includes a single element
(i.e. asingle bus, zone or line respectively), then they are indistinguishable from
objects of the bus, zone or line classes.

There are two usages, depending on the type of parameter, that is, either
continuously variable or discrete parameters. For example, when performing
sensitivity analysis on voltage, load characteristic or some control setting,
all of which are continuous quantities, an object of the bus set class will identify
a group of buses where the parameter must be changedsimultaneously. This also
holds for generation sensitivity analysis, except that whenever generation is
incremented at some specific bus set or zone set, an equivalent adjust pro-
cess must also take place: This is taken to be the adjust process explicitly
defined downstream.

The second usage concerns sensitivity analysis on discrete elements such as
SVCs or FACTS devices (i.e. variable series compensation, dynamic phase
angle regulators, etc.). Such devices are not found at every bus or line, and
device distribution, for a fixed number, is an important issuc. The bus set,
zone set or line set classes permits this dimension to be taken into account
through a unique feature which generates aset of combinations of discrete param-
eters in direct relation with the total Incremented value. Let us explain by con-
sidering an example.

Suppose tiiat one wishes to perform a sensitivity analysis of the impact of
up to 2 additional SVCs cistrit :ted among two buses, say 780 (i.e. Nemiscau)
and 782 (i.e. Albanel) on the Hydro—Québec network. We first identify an
object of the bus set class as being 780, 782. We then set the minimum to 0
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TABLE 3-1

Example of the Use of the bus set
Class in SVC Sensitivity Analysis

Clas%lN
net
780, 782

Object belonging
to the class
Case SVC SVCs at SVCs at
total bus 780 bus 782
1 0 0 0
2 1 1 0
3 1 0 1
4 2 2 0
5 2 1 1
6 2 1] 2

and the maximum to2, incrementing one (1) SVC at atime. The bus setclass
therefore generates, for each incremented fotal of SVCs, all the possible com-
binations distributed among the two buses, as shown in Table 3—1. Though only
SVCsare mentioned here, the same holds for SCsand shunt reactors. For active
series power control concepts represented by the emerging FACTS technolo-
gies [Hingorani 1993), the same kinds of processes hold using the line set class.

Sensitivity analyses concerning fault duration and fault location are far
more straightforward and their details have already been covered in the discus-
sion of Fig. 3—-2.

333 HEURISTIC PROCESSES

A number of heuristic processes can be defined for the operations planning
eavironment. However, the fundamental premise here is that there exists a
large database of cases on which heuristic methods can be applied in order to
answer the types of questions that are of interest to dynamic security analysis.
On average, even simple heuristics can provide good results when the database
is large. However, the smaller the database, the lower the expected precision.
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Fig. 3—7. Key diagram: Heuristic processes.
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Of course, here we probe the direct cause—and—effect relation between
algorithmic and heuristic processes. Heuristic processes are dependent on the
capacity of algorithmic processes to generate a sufficiently large number of sta-
bility simulations, transfer limits, worst contingencies and security limits, these
in turn reflecting primarily those of pre—defined umbrella line topologies (i.e.
Nd; networks, see 2.4.4) and various voltage support configurations (i.e. Ndj;
networks). If the data base is very large, the query process might even be capa-
ble of performing heuristic sensitivity analysis, provided that an appropriately
detailed classification of the security data has been achieved.

An additional issue must be addressed. In the light of present trends in
EMS technology which tend towards on—line security analysis, preferably using
real—time simulations, is there a future for heuristic methods? Though such
questions are difficult to answer with any degree of certainty, I believe that the
answer is a qualified “yes”.

In the short term, if heuristic methods can be developed and mechanized
quickly enough, the manual compilation of transmission limit tables or decision
trees from off—line results can be replaced by means of mechanized heuristic
methods accessing a database of off —line simulation data. This would eliminate
the tedious human processing and transcription of dynamic security analysis
results [Avramovic & Fink 1991]. These results could then be verified and for-
warded to the system operator.

In the medium term, when such an approach will have been borne out, its
natural extension is to integrate the same heuristic methods directly to EMS
technology, and on—line verification of system security could be undertaken at
regular intervals from a database of off~iine simulation data.

In the long term, even if real—time stability simulations become an eco-
nomic reality, such techniques might remain extremely useful in estimating an
appropriate starting case or an initial increment from which a limit search can
be undertaken, or by circumscribing the set of locations at which one might
expect the worst contingency in security limit estimation, thereby reducing the
time required to perform such functions in real—time. However, the greatest
potential of heuristic frameworks may be to provide a foundation for the devel-
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opment of advanced decision support software in the on~line environment,
capable of identifying preventive, corrective or restorative control measures.

3331 PRELIMINARY CONSIDERATIONS: HIGH-LEVEL DATABASE STRUCTURE

The heuristic processes identified in Fig. 3—7 are based on the hypothesis
that security status, transfer limits, security llmlts and worst contingency
information are stored, at the highest level, in terms of:

1) network line topology (Nd; networks);

2) active voltage support component distribution
(Nd;; networks); and

3) contingency Cx.

This is according to the general approach outlined in 1.6.2.1.

A final point. The basic heuristic process is a query. Given a specific net-
work topology, the query is identified, such as deduceing security status (is
the indicated topology secure?) or the worst contingency, or interpolateing
the security limit, the security margin or the transfer limit for a contingency
at a specified location. Such queries can be made under the assumption that the
data reflects translent or long—term stabllity simulation data, or steady-
state post—contingency data.

3332 [Interpolateinc security limits

for a list of topologys, one may wish to interpolate a security limit, for
a list of lines or corridors, or for every line in a zone. When the security limit
is tobe determined for a line which is itself part of a specific corridor, one deter-
mines first the corridor security limit, then the corresponding value for the line.

The general approach is as follows. A closest—fit search is performed on
all umbrella line topologies: This yields the one which subsumes the target
topology and restricts the primary search space in terms of Nd; networks. A
number of strategies can be used to accomplish this, many of which are outlined
in [Stott, Alsag & Monticelli 1987).

The number of active voltage support elements (SVCs, SCs, etc.) in the tar-
geted corridor are then identified: This circumscribes the search space in terms
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of a family of Nd;; networks. Small variations in the number of voltage control
elements may be tolerated in adjacent corridors provided that they are few in
number and that the network is subsumed by the database data, or that it isclear
that they have no impact on the limit. Even large variations may be tolerated
in distant corridors provided that it is clear that their impact is minimal.

The next step is to consider the actual distribution of voltage support ele-
ments. If an identical distribution is found, the security limit is extracted with
no further ado. Ifit is not, the closest configurations are once again identified
and a conservative value for security limlt is estimated by interpreting trends
in the data.

31333 deduceing worst contingency

deducing the worst contingency requires a process identical to the
above except that, having found the securlty limlt, the associated location
consequently represents the worst contingency.

3334 deduceING security status

deducing securlity status means that one is interested in knowing
whether or not the targeted topology and its particular operating point are
contained within a secure region of operation with respect to applicable security
limits. The focus of such a request can be the power transfer a) over a specific
line or corridor, b) for all the lines in a zone or ¢) on all of the lines of the entire
network.

To perform a comparison of operating point and security limit for a single
object, such as a line, the first step is to determine the security limit of this
object as previously outlined. Then, a simple comparison establishes sacurity
status: If the value of the security limit is greater than or equal to the topology
operating point, the topology is secure.

When the security status of multiple elements is requested (i.e. many
lines, the global value for many corridors, or for every line in a zone) each
individual object is considered in turn. When considering a class such as
corridor or zone where each consist of many lines, each Iine is considered in
turn within each corridor or zone.
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3335 Interpolateinc security margin

For interpolateing security margins, the process is identical to that of
interpolateing security limits except that, having found the security limit, the
operating point of the targeted topology is obtained and subtracted from the
limit value: This gives the desired margin.

3336 interpolateiNG THE transfer limit

When one wishes to interpolate a specific transfer limlit, contingency and
location must be identified using the semantic net of Fig. 3—2, though very few
fault types (i.e. SLG, three—phase, etc.) are considered in practice. From this
point, the search progresses in a manner identical to that of the security limit
search except that, having identified the closest Nd; topologies, the
corresponding transfer limit data is extracted. Data trends must then be
analyzed in terms of contingency type, location and topology—dependent
transfer limits. Provided that sufficient simulation data is present, one can
estimate conservative values.

34 _USING THE SEMANTIC NET TO DESCRIBE
DYNAMIC SECURITY ANALYSIS PROCESSES

We have seen that the semantic net provides a formal structure for the
description of dynamic security analysis processes. In the present section, two
examples are presented by means of the proposed semantics and syntax: This
exercise plainly illustrates the relationship between the formal description of
dynamic security analysis processes, presented in the form of a semantic net, and
the language of operations planners.

To build process descriptions, one combines successive elements found on
the semantic net. The two examples illustrate all of the basic ideas: As a path
is followed down the net, individual elements are used as required, or simply ig-
nored. Once again, it must be stressed that the formal language of classes and
objects may sometimes appear unwieldy and the explanations lengthy, but the
concepts are simple and the scripts themselves are essentially self—explanatory.

One small point. For the sake of clarity in the presentation, some syntax
elements have been abbreviated. For the same reason, certain conjunctions (i.e.
and, with, etc.) which are obvious in the context have been left out altogether.
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for topology

hq1
hg2
{find limit under translent stabllity with precision
st600 100
{control generation of bus welght with Init_Inc
49 50 400
50 25
64 .25
and adjust lcad of network with adjust_factor
0.9

and accept as a function of voltage of bus min max after
702 096 1.0 400
703 095 1.0 450
714 094 1.0 350

and trace with scale of voltage min max
09 1.1

end

Fig. 3—8. Description of a typical generation—load limit
search process by means of the semantic net.
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Figure 3—8 shows a simple script describing a typical generation—load
transfer limit search. This script describes a limit search for two topologics. The
generation at a group of buses drives the search process, the load is adjusted
across the entire network and, for a case to be acceptable, the voltage at buses
702, 703 and 714 must satisfy the criterion specified at each bus. What follows
now is a more detailed, formal explanation of the script in terms of the classes
and objects of the semantic net.

for topology
hqt
hq2

identifies the objects of the topology class which are tobe treated in turn. Here
we see two topologies, hq1 and hg2. Typically, each object name points to two
different types of data, power flow and transient stability data, the latter includ-
ing the contingency to be applied.

{find limit under transient stability with precision
st600 100

uses elements of Fig. 3—1 to identify a goal (i.e. the power transfer limit) and
to specify that this goal applies to transient stability simulations using the st600
transient/long —term stability software. As mentioned above, the goal is found
in turn for each topology in the list because a for precedestopology. The preci-
sion of the desired limH is specified as 100 MW. The opening of the parenthesis
{ indicates that everything contained within applies, in turn, to each and every
topology. Aswe have also seen, the default search strategy is a modified binary
search. The result of each individual simulation (i.e. is it acceptable or not?) is
stored in a different object of the stability class.

{control generation of bus weight with Init_inc

49 .50 400
50 .25
64 25
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uses elements of Fig. 3—3 to show how the generation object is used to control
generation of bus class objects 49, 50 and 64 to drive the process towards the
goal. A specific generation object is attached to each of the targeted bus
objects: The welght property belongs to each generation object, so that each
specific value is stored there. The opening of the second parenthesis { indicates
that everything contained within describes the processes required by the find
limit goal. The limitsearch begins with an Inltial increment of 400 MW, switch-
ing to a binary search when the search space has clearly been delimited.

and adjust load of network with adjust factor
9

As we have seen, a control command must always be paired to an adjust
command so that changes, for example, of generation, are balanced by equiva-
lent Joad or generation changes elsewhere. Also, as no simulate command is
provided in the script, the default contingency is that found in the topology sta-
bility input data. In this case, loadis adjusted, and the adjust_factor property,
which belongs to the load object, is given the value of 0.9.

and accept as_a_function of voltage of bus min max after
702 096 1.0 400
703 095 1.0 450
714 094 1.0 350

uses elements of Fig. 3—4 to build an acceptability criterion. In this particular
case, we see the acceptable voltage range for each of the specified buses. For-
mally speaking, the acceptable minimum and maximum voltages at each bus
are stored in appropriate properties of a voltage object belonging to every one,
If the zone class had been specified rather than bus, every bus in the specified
zone would have had to satisfy the criterion. The closing parenthesis indicates
that the find limit goal process is described by the preceding,

and trace with scale of voltage min max
09 1.1
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for topology

top1
top2
top3
{find imit under transient stabllity with precision
st600 100
{simulate for fault of duration
4
6
8
for bus with fault volt and loss_of_line
720 625 720780 1
723 707 723 782 1
780 .655 780713 1
782 661 782783 1
713 649 7137141
783 .653 783 783 1
731 739 ™ 7171
714 .658 714770 1
717 677 717702 1
{control generation of zone welght with Init_inc
59 1 800
and adjust load of network with adjust_factor
09

and accept as a function of voltage of bus min max after
702 095 1.05 500
}

and trace with scale of volage min max
09 141

ond

Fig. 3—9. Building large tasks by means of nested for loops.
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provides instructions regarding the scale of the hardcopy or screen plot which
is desired (Fig. 3—5) so that graphical output of the results at every bus are
plotted as shown in Fig. 2—2. The correct scale is important so that observable
phenomena can be properly monitored and verified. The closing parenthesis
indicates that this completes the desired process for a given topology.

342 __COMPQUNDING COMPLEXITY; NESTED fOr LOOPS

The main feature of the next example, illustrated in Fig. 39, is that of
muitiple for loops nested within one another. In this exa:nple, the goalis to find
a transfer limit, and the limit search process is essentially described in terms of
driving the generation in zone 59, adjusting load on the whole network with
an adjust_factor of 0.9, and monitoring voltage at a single load bus (i.e. bus
702) to ensure that it remains within emergency limits after 500 cycles.
Conceptually, much of this resembles the preceding example. The main
difference relates to the contingencies to which the basic search precess will

apply.

This script shows three different for language elements. The lowest level
tor (i.e. for bus ...) relates to fault location and fault voltage. In this case, we
wish to apply a SLG fault with subsequent loss of line, in turn, at every one of
the nine buses found on the James Bay corridor: This will enable us to
determine the worst contingency and the corresponding security limit. The
preceding for (i.e. for fault...) specifies that this be done for three different fault
durations. The first for (i.e. for topology ...) further specifies that this be
executed, in turn, on three different topologies. All in all, this short script
describes the execution of 9 x 3 x 3 = 81 distinct transfer limit searches.

A final remark, Individual power transmission lines are often identified by
the buses at their extremeties, Because a number of lines may be in parallel
between two buses, a circuit number is also needed to complete the line
identification. For example, in Fig. 3—9, the line to be lost for a fault at bus 720
is the line hetween buses 720 and 780, circuit number 1.

35 CLASS-GBIECT NETWORKS

When examining the semantic net, the question naturally arises as to
whether or not it can be viewed as defining hierarchical relationships between
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opolog

transiont
Sranys

ontroled

init inc

adjust factor

“ -

Fig. 3—10. Partial class—object network associated with script of Fig. 3—8.
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its constituent classes and objects. The class—object network of Fig. 3—10 for
the script of Fig. 3—8 shows that this is indeed the case. This class—object
network is only partially complete for two reasons. First, buses 49, 50, 702 and
703 are not fully defined: This was done for the sake of clarity. Second, many
objects and properties are created in the course of the limit search process itself:
These also have not been illustrated. For example, no details are given
concerning topologys hq1 and hq2 and buses 48, 50, 64, 702, 703 and 714 in
relation to specific stability, generation, load and voltage objects generated
as a result of performing different stability simulations. Nevertheless, it can be
seen that class—object networks are useful in visualizing the evolution of a pro-
cess in real time as it progresses towards its goal.

A particular feature of this class—object network is that of upwards
inheritance: Every lower level quantity is required to characterize a higher level
class or object. One also notices that the controled, adjusted and accepted
quantities are on an equal footing: Each is necessary to characterize the limit
search under transient stability. In the same spirit, if a sSimulate process were
included, the associated control, adjust and accept quantities would belong
to a specific object of the fault class. The trace relates to the actions performed
on each topology object and is therefore attached to this class.

Finally, the init_inc and adjust_factor properties respectivelyrelate to the
controled bus and adjusted network classes. This means that, in each case,
the property is inherited by every object of these classes.

15 CONDITIONAL PROCESS CONTROL
QONSTRUCTING LARGE-SCALE PROCESSES

The preceding sections have modeled and structured dynamic security
analysis primarily in terms of relatively simple and straightforward processes.
Typically, no more than a single rule structures the analysis and decision process
in order to branch towards different outcomes. However, there is another kind
of dynamic security analysis: The processes of the semantic net may themselves
be viewed as elementary building blocks for constructing even more complex
processes by means of conditional branching structures. In this section, we show
how such large—scale processes can be built by means of two different semantic
structures: The while and If ... then ... else ... structures. Because of the
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fa) The find is inside an If

(b) The find s inside a while

(c¢) Thefind precedes an f

Fig. 3—11. The find process used with conditional branching structures.

for

topology

{it :::.tllen

else ...

}

end

for

{find ...
{simulate ...
{control ...

and adjust ...
and accept ...

}

and trace ...

}

topology

{wt.\-l.l'e e

end

for

end

{find ...
{simulate ...
{control ...

and adjust ...
and accept ...

}

and trace ...

= 2is

topology

{find ..
{simuiate ...
{control ...

and adjust ...
and accept ...

and trace ...

If ... then ... eise ...

A TAXONOMY OF DYNAMIC SECURITY ANALYSIS IN OPERATIONS PLANNING

106



semantic and syntactical complexity of such structures, for the sake of clarity, we
. will present examples in terms of scripts derived from the semantic net.

1.6, [HE TWQ TYPES OF CONDITIONAL BRANCHING

Large—scale dynamic security analysis processes can be built in two ways:

1) by using the find process as an elementary process within a condi-
tional branching structure;
2) by building complex filters within an accept process.

Let us now consider each one in turn,
6. z fin ELE ARY PR S

Figure 3—11 iilustrates the basic concept of considering the find as an ele-
mentary process. The while or if operate on a goal class which will eventually
contain the result of the subsequent process. Where the targeted goal class has
not be initialized, the default is to enter the while loop or the then portion of
the if. Let us consider specific examples of how these language structures might
be useful in practice.

Figure 3~12illustrates a script where the objective is to find some combina-
tion of additional SVCs at buses 780 and 782 which will result in a security limit
equal to or greater than 10 000 MW, This is done by means of an if ... then ...
within a for loop. At the lowest level, the find first determines the security limit
for the default data (i.e. the number of additional SVCs being 0), the contin-
gency set being identified by means of the simulate process. Ifthe security limit
is at least equal to 10 000 MW, the process ends here. Ifit is less than 10 000 MW,
the process increases the number of SVCs in the bus set by 1 SVC. This means
that for every increment in the number of SVCs, all combinations of the total
number of SVCs are generated by the 780,782 object and a security limit is
determined for each particular combination (see Table 3—1). The process only
stops when the desired security limit is attained or whether the for SVC loop
continues to the end.

Figure 3~13 illustrates a script where the objective is to find a security limit
. using a different approach than that which first determines individual transfer
limits for every contingency in a set, and then compares the limits (i.e. the
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for tocpology

for SVC min max Inc for bus_set
o 2 1 780,782

{it security limit < 10 000 then

{find securlty_limit ...

{simulate ...

: {contro! ...

and adjust ...

and accept ...

I ?nd_trase )
| - -
¥

end

Fig. 3—12. Example of using the find process within a conditional
branching structure: SVC configuration is modified incre-
mentally to increase the security limit until the while loop is
satisfied.

for topology
{wﬁl.l.e security unacceptable
ifind securlty ...
{simulate ...
| {accept ... I

}

and control ...
and adjust ...

}
}

end

Fig. 3—13. Another example of using the find process within a condi-
tional branching structure: An alternative strategy for secu-
rity limit determination.
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for topology

I'{fl—na security ... - l
{simulate ...
|

! {accept ...
|

If security unacceptable then
find security_limit
{control ...
1 and adjust ... I

b

}

end

Fig. 3—14. Yet another example of using the find process within a condi-
tional branching structure: A hybrid strategy for determining
a security limit. The If follows and precedes a find.

default approach). This is accomplished by means of a while loop. We begin
the search with a topology whose operating state results in acceptable cases for
contingencies at certain locations and unacceptable cases at other locations.
The script describes the following process: The find determines the security
status for each of a set of contingencies, identified by means of the simulate
process: Only the acceptance criterion need be specified. After having simu-
Iated the contingency at every location in the set, a test is performed on every
object of the security class: Only those objects whose value is unacceptable
are retained. The control and adjust processes are then applied to the latter,
as a group and power transfer is reduced: This is because the control and
adjust processes are not defined within the context of a find, and simply react
appropriately to the accept analysis. Reentering the while loop, the security
status of only the retained contingencies is found. This is repeated until no con-
tingency location gives an unacceptable security status. When this is so, the
last remaining case(s) with an acceptable security status determines the secu-
rity limit.

Figure 3—14 illustrates yet another strategy for security limit determina-
tion. One might refer to this as a hybrid strategy. First, asbefore, the find deter-
mines the security status for each of a set of contingencies, identified by means
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of the simulate process. Once again, only the acceptance criterion is specified.
After having simulated a contingency at every location in the set, a test is per-
formed on all objects of the security class by means of the if: Only those objects
whose securlty is unacceptable are retained. Following this, the then specifies
that a securlty limit is to be found among all remaining contingency locations
by means of the default strategy: Consequently, a transfer limit is found for each
of these remaining locations using a binary search, and the security limilt is
obtained by comparison of the limits obtained at these locations. Only control

and adjust processes need be specified because the accept criterion is already
known.

363 BCCOPL FILTERS

When determining transfer llmits, complex criteria can be built within the
framework of the accept process, leading to increases or decreases of the con-
trol variables within the context of a binary search strategy. In the absence of
additional information, this search strategy is quite effective. However, if addi-
tional information can be obtained, either through complementary techniques
or by extracting deep knowledge from a simulation, one can improve on binary
search performance. One way of achieving this is through the use of more
sophisticated filters.

One example of this is given in Fig. 3—15. This objective of this script is to
find transfer limits under long term stabllity. Thisinvolves performing simula-
tions on the order of 20 000 cycles long. Because these simulations are quite
lengthy, it is useful to attempt to reduce their number. One methodisto perform
a post—contingency power flow before each long—term simulation. If the
power flow is unacceptable, or does not converge, the full simulation need not
be performed. If, however, the post—contingency power flow is indeed accept-
able, then we have no choice but to execute the long—term simulation in order
to assess power system voltage stability.

Another example is shown in Fig. 3—16. This example anticipates a result
that is obtained in Chapter 5 of the present thesis. For the moment, we describe
the filter and refer the reader to 5.6.5.1. In this example, when at least two stable
simulations have been performed, the pu_signal_energy_slope (i.e. per unit
signal energy slope) is calculated. If the slope is greater than some value (in this
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for topology

post—contingency
{ﬂr}gl’r:?nllg render long_term stabllity ... power flow filter
{contral ...
and adjust ...

and [{If security under steady_state unacceptable then
security under long_term unacceptable

iolse |
accept ...

} } ’ - - - -
}

end

Fig. 3—15. Example of the filter concept: A post—contingency power
flow precedes long—term stability simulations.

for_ topology sgna

{find fimit under translent stabllity with precision ... gzg’gy
{simulate ... r
{control ... /

and adjust ... _ _ _
and {{accept ... |
[t pu_signal_energy_slope > 500 then ,
estimate limit I
]

and end_limit_search

else
ostimate limit

and continue_limit_search

-

} }
}

end

Fig. 3—16. Another example of the filter concept: Using signal energy
behaviour to accelerate stability limit determination.
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case, 500), a stability limit is estimated and the limit search need not continue
as the accuracy of this estimate is known to be high. If the pu_signal
energy_slope is not high enough, this estimated case is the next case to be sim-
ulated: If the case is stable, a new stability limit is estimated, the per unit signal
energy slope is calculated anew, and the search comes to a halt if the slope isin
the correct range. Ifitis unstable and the distance to the closest acceptable case
is less than the required precison, the search also comes to a halt. Ifitis unsta-
ble and the distance to the closest acceptable case is greater than the required
pracison, a point is chosen halfway between the two and the process is repeated
until a third stable simulation and an appropriate p.u. signal enerpy slope are
obtained. If the base case represents a typical system operating point (i.e. peak
Ioad), the limit can be found with high accuracy from at most 3 stable simula-
tions.

37 _SUMMARY

In the present chapter, we presented a taxonomy of the processes of dynamic
security analysis. Tb build such a taxonomy, it was found necessary to combine
semantic nets, classes, objects, properties and rules, thereby permitting the fuil
spectrum of knowledge in dynamic security analysis to be represented. The
semantic net used to build the taxonomy is essentially structured around the

goals of dyramic security analysis, and the processes are found to be highly
goal-dependent.

Semantic nets are not only a useful means of structuring dynamic security
analysis, they can also be interpreted as describing the language of operations
planners. Descriptions of dynamic security analysis processes can consequently
be written down precisely, and many examples were presented of scripts where
powerful concepts were represented with clarity and concision. The semantic
net is also seen as defining hierarchical relationships between classes and
objects in the net, and class—object networks can be constructed on this basis.
This is particularly useful in visualizing the different properties and values of a
specific process, particularly as it progresses towards its goal.

Though the taxonomy itself is limited to relatively simple and straightfor-
ward processes, its component processes can be viewed as building blocks for
describing complex, large—scale processes when combined with conditional
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branching, filters and looping.

Because the resulting language has semantic and software generality in that
the processes are defined independently of any commercial simulation soft-
ware, this language can be used as a basis for constructing a very high—levelshell
or framework: Unique bridges need only be built for each application program
supported in a software library. A particular framework implementation is con-
sidered in the next chapter.
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CHAPTER 4

THE ELISA FRAMEWORK PROTOTYPE:
DESCRIPTION AND PERFORMANCE

41 1 D N

Aswe have seen in the previous chapter, the object of software frameworks
is to mechanize high—Ievel tasks which call upon diverse software tools and
which are normally performed by experts. The present chapter focuses on the
ELISA framework prototype which performs power —system dynamic security
analysis in the operations planning environment. ELISA is an acronym for Esti-
mateur de LImites de Stabilité Automatisé which means “Automated Stability
Limit Estimator”. ELISA mechanizes routine but complex processes tradition-
ally carried out by experts. These processes are essential to power —system dy-
namic security analysis and their mechanization greatly accelerates their real-
ization. Typically, ELISA executes appropriate power—flow and transient—
stability simulations (j.e. using commercially available simulation software),
performs result analysis, identifies and executes changes to the input and
repeats this process until a user—defined goal, such as finding transient stability
transfer limits, has been achieved.

The user describes dynamic security analysis processes by means of the
object—oriented language formally presented in the previous chapter. The
semantic net used to define this language not only defines the particular aspects
implemented within the ELISA prototype (i.e. the shaded portions) but consti-
tutes a roadmap to future ELISA enhancements.

Three different versions of the ELISA prototype have extensively been
tested and used by the Hydro—Québec operations planning staff since Novem-
ber 1991. To illustrate the benefits of frameworks and the flexibility afforded
by the ELISA prototype, a number of examples of ELISA scripts are presented.
These include large—scale sensitivity studies performed on the Hydro—Québec
network in a fraction of the time formely required. It is seen that the prototype
reduces study-—cycle time, permits the execution of very large and ambitious
studies which normally would not have been performed for want of resources
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and, indeed, enables operations and system planners to work at a more strategic
level.

42 FUNCTIONAL OVERVIEW

421 ELISA FEATURES

The ELISA framework prototype is a script—driven shell which reads ana-
tural—language—like script which in turn defines the process goal and describes
the tasks to be performed. Figs. 3—8and 3—9 are typical of scripts read and ex-
ecuted by ELISA.

Figure 41 shows how the syntax of Figs. 3—1 to 3—5 is used to build
ELISA scripts. Anarbitrary number of topologiesis entered under the topol -
ogy class for any given session. ELISA presently determines a single dynamic
security analysis goal, that of transient stability transfer 1imit deter-
mination. This includes long—term stability evaluation provided that the tran-
sient stability software supports transformer tap changer and shunt reactor dis-
connect control system models. ELISA determines this goal within a
user—defined precision, using the modified binarysearch described in 3.3.2.
Only one particular t ransient stability software is presently supported
to perform the search: This is the ST600 commercial transient/long—term sta-
bility package [Valette, Lafrance, Lefebvre & Radakovitz 1987]. Power flows
are performed using the RP600 power flow program [Gaba, Audette, Guille-
mette & Lafrance 1993] which is compatible with the ST600 software. Though
these are the only software presently supported, ELISA is not inherently tool—
dependent: Bridges to other software packages can also be realized.

The user has the option of requesting the calculation of the correct SLG
fault impedance for the contingency present in the topology data file (i.e.
determine SLG fault impedance). Alternatively, the user can request
a contingency defired directly within the script (i.e. using simulate for
fault...). Of course, the user can choose to use neither option.

The user can define process rules whereby generation or loadis con-
troledatbuses, zonesoronthewholenetwork,and generationor load
can be adjusted at buses, zones or on the whole network. In the present
ELISA prototype, either busesor zones can be individually specified, but not
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for topology
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{ |determine SL

G fault impedance andl

find limit u
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with precision

{ simulate

for fault of duration

%74

for bus with loss line flt volt

{ control

and adjust

end

generation| of | bus

load zone

network

weight with init inc

generation|] of | bus
charge zone
network

weight with adj fact

Legend

=) Choice of class or command

Selection by means of puil—down menu
List of obfects entered by user

Fig. 4-1. Creation of ELISA scripts for transient and long—term stability
limit searches.
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both. However, there is no limit to the number that can be specified.

Individual cases are screened on the basis of voltage where the minimum
and maximum are identified at each monitored bus after a specific time. In
addition to this, there is an implicit criterion which infers that any simulation
which ends prematurely is considered unacceptable: A detailed explanation of
this is given in 6.3.2.2.

The user also has the option of plotting output results on a pre—selected
scale (i.e. trace . ..). Atthe end of every limit search, ELISA plots the volt-
age of the monitored bus for every case generated by the limit search, as in Fig.
2—2. Ifthe criterion includes many buses, the results of each bus are plotted in
turn. Also at the end of the search, ELISA automatically draws the network
single line diagram showing the power flows for the case corresponding to the
limit.

The various combinations of all of these features permit the preparation of
over one hundred different script types within the present ELISA prototype.

422 ELISA INTERFACES

There are two ways of creating ELISA scripts. The user simply enters a line
or screen editor, creates a file in the format shown (Fig. 4—1), returns to the
UNIX environment and executes this script by issuing the command:

csh.elisa script_name

An alternative means of building scripts is by means of a custom~built,
Windows interface for ELISA, developed by Hydro—Québec under the SUN
Open Windows environment. This is the preferred approach for most opera-
tions planners: Pull—-down menus are liberally provided which permit a user to
create scripts essentially by pointing and clicking on the screen. A minimnum of
keyboard input is required, as can be seen from the legend in Fig. 4—1 for the
transient/long—term stability interface. A primitive form of data validation is
performed which ensures that only integer or real number input of the appropri-
ate length is entered in the appropriate fields. Otherwise, pull—down menus
constrain users to only valid choices.
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Principal directory:

liv 92.3
Subdiractorias Environnement Variables
_ Entry into ELISA:
eli.po_en SELISA primitiva parsing of goals
AWK procedure
sup.aw_cs SELISO library
. C--shell procedura
lim.st tr $ELIS1 library: transient and
long term stability
- _ C—shsll procaedure
lim.rg pr SELIS2 library: post—contin-
gency steady—state
PV—curva limit search
Fault impedance and
bas.do _de $ELIS3 voltage data

Fig. 4—2. ELISA directories and environment variables.
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As we shall see shortly in the examples, in mechanizing expert processes,
frameworks have the potential of increasing the productivity of individuals to an
unheard—of degree. The brunt of planning activities will shift from performing
routine tasks to accomplishing far more strategic functions.

One such function is data verification. As pointed out in 2.4.6, it is impor-
tant to calibrate simulations with known network response: Planners will have
more time to attend to such crucial activities. Another aspect of this is that base
case power flow and stability simulations can be prepared more carefully, with
greater attention being given to such oft—neglected aspects as load distribution,
load characteristics and transient load behaviour. Additionzally, more time is
available for identifying a greater number of umbrella topologies: This will
ensure that security limits will be less conservative for lightly degraded topolo-
gies (see 2.4.4). Finally, more sensitivity studies will be performed on voltage
support equipment distribution (i.e. SCs, SVCs, etc.), thereby facilitating the
preparation of detailed security control strategies (i.e. limit tables, etc.).

A few points should also be stressed regarding operations planning meth-
odology. As recommendedin 2.4.7, before ELISA is used, it is essential that the
base case power flow include fictitious generators on every EHV bus: This not
only permits voltage profile to be excluded as a factor in subsequent transfer
limit analysis, it ensures one—shot convergence of the power flow at every step
of the limit search. When these are transferred to the stability software, the cor-
responding reactive power flows are converted to passive shunt impedances.
This was referred to as a continuous rather than a discrete approach to position-
ing reactive power reserves on the network, subject to a posteriori verification.
In the absence of more effective standard power flow software or the use of OPF,
this constitutes a prerequisite to the effective use of ELISA.

Finally, in chapter 2, we saw that the dispatching of multiple generating
units in power stations can effectively be treated as a single generator with con-
tinuously variable machine and transformer impedances (see 2.4.3). This
method is recommended in view of its simplicity and of the conservative limit
values that are derived therefrom. The ST600 software was modified by
Hydro—Québec, in parallel with the development of ELISA, to permit the
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choice of this method of treating multiple generator power stations; the RP600
software was simultaneously modified 1o do the same for generator transformer
impedar:ices; Consequently, these features should always be used. For simula-
tion software not equipped with this capability, it will eventually be necessary
to include these methodologies directly within ELISA.

43 SOFTWARE ISSUES
431 SOFTWARE DEVELOPMENT

ELISA is a library of programs written in the UNIX C-sheil [Anderson &
Anderson 1986] and AWK [Aho, Kerhighan & Weinberger 1988] programming
Ianguages. A breakdown of the contents of its various directories is provided in
Fig. 4—2. There is a very clear division of tasks between the two programming
languages, as we shall see,

The UNIX C—shell is a language which enables the programming of oper-
ating system commands, and their subsequent execution, by means of an inter-
preter. The significance of this is considerable: Any software ported to the
UNIX environment can therefore be incorporated within a UNIX program.
From a strategic perspective, the capacity to program an operating system there-
fore opens the door to the creation of higher—level software, including databasc
technologies, by means of operating system language scripts.

In ELISA, the basic task of C—shell scripts is to identify the goal, enter the
appropriate process, choose the right application software, prepare the dataand
scripts required to run this software (i.e. in the software’s own extension lan-
guage), perform high—level tests based on the analysis of results, determine
whether or not the goal has been achieved, and reenter the process at the
appropriate point if this is not the case.

Though originally conceived as a UNIX utility, the AWK language has
evolved to the point that it is now a complete, interpreter —based, C—like pro-
gramming language, capable of performing rapid pattern—maiching in multiple
files from a minimum of coded instructions. It is also capable of writing or
adding information to files, and has many of the features of C, which makes it
particularly useful for result analysis.
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The necessity of using AWK stems from the fact that C—shell scripts are
incapable of reading the contents of files and thus perform direct result analysis.
Let us cxplain the importance of this. Large simulation software such as the |
RP600 and ST600 power flow and transient/long—term stability programs often
save their results in binary files which can only be accessed usefully by means of
resident software features or post—processors. The extraction of data for result
analysis therefore requires returning to this software by creating unique scripts
for accessing these data files, and causing data to be written in ASCII format in
yet other files. C—shell scripts can be used to mechanize such procedures. How-
ever, AWK scripts are required to read the contents of the ASCII files, perform
result analysis, and either write this result in temporary files or store them in
C—shell variables. This explains the use of the C—shell/AWK tandem to create
the basic ELISA framework infrastructure.

432 PHILOSOPHICAL CONSIDERATIONS

In the light of the previous discussion, a certain number of ideas concerning
operating systems merit further exploration. Any software that can be executed
under a particular operating system can be seen as de—facto integrated within
this operating system. Programmable operating systems can be seen as going
a step beyond, providing the means for creating ever higher—level software
from elementary building blocks which are neither elementary nor meant to be
used as “building blocks”. Though expert—system shell technologies and artifi-
cial intelligence (Al) languages such as LISP and PROLOG attempt to provide
environments for creating high~level strategies and interfacing with a variety
of software including databases, such tools are inherently limited in that they are
themselves resident within and dependent on operating systems, and are not in
total control of their environment. The operating system sits alone at the top of
the software control pyramid.

In the long term, the quest for machine intelligence must strive towards
total control of the software environment for one very simple reason: Intelli-
gence is the highest form of software and intelligent software, by definition, can
only reside at the top of the software pyramid. Consequeni!y, operating systems
technology must inevitably converge with knowledge re—rescntation and pro-
cessing technologies. Ir thie short term, a natural evolution of operating systems
would be to offer object—oriented modelling and programming features,
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including the capability to build rule bases, knowledge bases, databases, and to
employ inference engines.

The strategy of controling one’s environment invites additional comment.
We have seen in Chapter 1 that a fundamental tenet of security (and survival)
is to exercise the greatest possible control over one’s environment. Let us now
reason backwards: If the known strategy is to exercise control over one's envi-
ronment, one infers that survival is a key goal. Transposing this to the sofware
environment, if control over the environment constitutes a necessary condition
for the emergence of intelligence, survival is therefore an inherent trait, or oal,
of this intelligence. One therefore reasons that the quest for survival is a prereg-
uisite to intelligence, or alternatively, that intelligence arises as a by—product of
some demonstrated capability to survive.

In a recent interview given by Allen Newell, an acknowledged pioneer in
the field of artificial intelligence, one sees that these conclusions parallel many
of his own ideas [Chandrasekaran 1993]. For example, Newell states that
“learning [is] a side effect, learning [is] something that [goes] on continuously
and not at the volition of the agent”. If the capacity to learn is considered such
an essential characteristic or feature of intellipence that the two are virtually
indistinguishable, this statement can be considered identical to the conclusion
of the preceding paragraph. Newell also states that “intelligence is not just com-
putation, it is related to the achieving of a goal ... It relates to whether you can
get at the proposition in your knowledge base when you need it for your goal”.
Inthe preceding paragraphs, we have gone a step further and proposed that the
fundamental goal of intelligence is survival. One might say that survival is the
goal which enables intelligence to establish priorities in selecting other goals.

All of this might seem to diverge from the main topic were it not for the fact
that a primary concern of this thesis is the dynamic security of power systems.
We have already defined power system security as the art and science of power
system survival. Pursuing our previous line of reasoning, one can view the power
system security problem as an ideal problem in artificial intelligence. A soft-
ware capable of assimilating its own survival to that of the power system, and
incorporating all of the necessary attributes to ensure its survival (i.e. real —time
monitoring, high—level reasoning, learning capability, access to simulation
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toals, ability to analyse results, ability to execise control on its own computer
environment and on the network, etc.) may well constitute an important
research direction towards achieving a software—based intelligence ultimately
greater than the sum of its parts.

- ; S W

Figures 4—3 to 4~7 represent a simplified flow chart of the main ELISA
internal process flow for processesrelating to transient and long—term stability.
The present section explains the main features presented in these figures. An
important remark: ELISA neither compiles nor interprets its scripts in a rigou-
rous sense, ELISA scans the script and extracts the information that it needs as
it accomplishes intermediate tasks and progresses towards the specified goal. .

441 ELISA: THE KEY DIAGRAM

Figure 4 -3 presents the key ELISA flow chart. The names of C—shell pro-
cedures always begin with the suffix csh . ; accordingly, AWK procedures are
identified by the suffix nawk . which stands for “new AWK"”, a more recent ver-

sion of the AWK language. Let us now exarine some of the details involved
with these procedures.

The csh.elisa procedure is the entrance to ELISA. Here, the goal is
identified and the appropriate procedure is called. If the goal is to find a tran-
sient or long—term stability limit, csh. 1imite is called. If the goal is to find
a steady—state post—contingency PV —curve limit, the csh.pc_lim proce-
dure is called (see section 4.5).

The csh.limite procedure incorporates the highest—level loop: The
topology loop. The topologies are counted and identified, and the remainder
of the ELISA script is executed for each one in turn. Before a stability limit
search isinitizicd, this procedure verifies the existence of the appropriate power
flow and stability data files (i.e. the so .topology and ma . topology files, respec-
tively) which are of course required. ELISA recognizes power flow data files by
the suffix so . and stability data files by the suffixma . ;topology is a unique name
which identifies the topology for which a limit is to be found (including the
associated stability data and defaulit contingency). Having looped through the
last topology, a clean—up procedure eliminates all unnecessary temporary files.
The csh.pc 1im procedure performs a similar function for the steady—state
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Fig. 4—3. ELISA procedures and logical flow: Key diagram.
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post~contingency PV —curve limit search process except that the existence of
the appropriate power flow and contingency files is verified at the outset (i.e.
respectively the so . topology and co . topology files).

The csh.si flt procedure is then called. This procedure incorporates
the looping code required to execute limit searches for successive fault scenar-
i0s, as shown in the previous chapter (Figs 3—2and 3—9). Ifthisisnot required,
SLG fault impedance determination is initiated (i.e. csh.f1 imp). Upon
completion of this task, or if it has not been requested, the limit search proce-
dure is initiated (csh.11i_sch). When this procedure has completed its task,
the limit is extracted from individual simulation summary data files (i.e. the
ob.lopology_case files relating to individual simulations or cases) and stored in
the limit—search summary file for the topology (i.e. the ob . fopology file). The
voltage curves are then piotted as in Fig. 2—2 for every bus identified within the
acceptability criterion of the ELISA script, and a single line diagram of the
power flow is drawn automatically for the limiting case (i.e by csh.sc_tre).

442 DETERMINING SLG FAULTIMPEDANCE: THEcsh.f1 imp PROCEDURE

AsshowninFig. 4—4,ifthecsh.f1 imp procedure iscalledin the context
ofa simulate command, a primitive stability data file is first generated: This
primitive stability data file consists ot the original file excluding whatever
contingency data which may be present, and this is stored under the filename
ma . lopology pr. A new stability data file is then created using the contingency
requirements defined in the ELISA script, and this file is created under the
ma . topology_dur bus filename format where fopology is the origin=! topology
name (i.e. found in the ELISA script), dur is the value of the fault duration found
in the script, and bus is the fault bus identification, also found in the script. For
ELISA, the new topology name is now fopology_dur_bus.

If the csh.f1_imp procedur: is called in the context of a determine
fault impedance command, the procedure enters at this point. Otherwise,
it continues by first copying the valid stability data file, now containing
rontingency data, having the form ma .fopology, to a filename in the form
ma.fopology or. Tke simulation time is now modified to 0.6 cycle, the
time ~step is set to 0.2 cycle and the test impedance is read from an internal
ELISA daiz file named ob. fault_dat,
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Fig. 4—4. ELISA process flow: The csh.fl imp procedure
for fault impedance computation.
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Then, the c¢sh.1f 1fs procedure prepares the script required to
execute the RP600 power flow software, and stores it in a file named
1f script. This script also includes the name of the binary file in which
results are to be stored (i.e. in the form so . topology_case). One might say that
the csh.1f 1fs procedure generates, on its own, a program in the RP600
language. Asthe process goalis to calculate the fault impedance, the case name
is impedance.

The csh.1f run procedure is then called, executing the RP600 power
flow according to the instructions contained in the script. The interactive power
flow session, created in the course of the program’s execution, is redirected and
temporarily storedinthe 1f _ssn (ASCII) file. This file also contains the values
of the control and adjusted variables as these have also requested in the RP600
script. The csh.1f_anl procedure analyses these results, first verifying for
convergence of the power flow (this information is stated explicitly in the
1f_ssn session file), then extracts control and adjust variable values and
stores these in the ob . fopology_case file.

The csh.st_sts procedure then generates the script required by the
ST600 stability software, and storesitina filenamed st _script. Thisfile also
contains the name of the binary file in which results are be stored (i.e. in the form
tr.topology_case). The csh.st_ run software then executes the script, the
results are stored in binary form, and the interactive stability session is
redirected and temporarily stored in the st _ssn (ASCII) file. The
csh.fl cal procedure then uses the STPP post—processor (associated with
the ST600 stability package) to extract the value of voltage at t = 0.2 cycles (i.e.
at t=0+) from the stability binary result file, permitting the calculation of the
correct fault impedance as outlined in 2.4.8. This is accomplished essentially as
outlined in 4.4.5 in the case of the csh.st_anl procedure. The value of the
impedance is stored in the topology limit search summary file, ob . topology.

When the process is terrinated, all files under the impedance case name
are discarded, and all of the 1f..., st... and ta... ASCII files are no
longer required and can be written over.
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Fig. 4—5. ELISA process flow: The csh.1i sch stability
limit search procedure.

THE ELISA FRAMEWORK PROTOTYPZ:

DESCRIFTION AND PERFORMANCE

128



The csh.li sch procedure, illustrated in Fig. 45, is an extremely
important ELISA function. First,the csh.1f stb procedure is called: This
executes the base case power flow and stability simufations exactly as described
above, except that the case name is now base rather than impedance. The
acceptability of the simulation is noted in the topology limit search summary file,
ob .topology (and on the user'sscreen). The csh.1f stb procedure istreated
in preater detail in Fig. 4—6.

The nawk .nx_base procedure reads the base case result, stored in the
ob . topology file, and determines the next power transfer using the value for the
initial increment, init inc, found in the ELISA script. This information is
used to create a new case name which is used to identify subsequent power flow
and stability results. For example, if the power increases by 400 MW, the new
case name is p4 00; subsequently, the binary power flow result file will have the
name so .topology p400 and the binary stability result file will have the name
tr.topology p400, Ofcourse, if power is decreased by 400 MW, the case name
becomes m400.

The csh.ca_mod procedure modifies the input data for the next power
flow case and the csh.1f stb procedure is again executed, this time with the
new case name. The nawk . nx_case procedure then determines what the next
case will be using the modified binary search s -ategy (see 3.3.2), and the process
continues as shown until the limit error ~::zresponds to the desired precision.

444 _ EXECUTING POWER FLOW AND STABILITY SIMULATIONS:
THE csh.1f stb PROCEDURE

This procedure is illustrated in Fig. 4—6. We are already familiar with this
procedure as its first five components have been described at length in 4.4.2,
The only difference here is that an appropriate case name has been created in
the calling procedure to reflect the particular case to be simulated. Afterwards,
the csh.st_anl procedure extracts the desired voltage waveform data from
the stability binary data result file and performs acceptability analysis based on
the guidelines provided in the ELISA script. As before, at the end of this
procedure, the 1£...,st... andta. .. ASCH files are no longer required
and can be written over,
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Fig. 4—7. ELISA process flow: The csh.st_anl stability
result analysis procedure.

445 _ ANALYSING STABILITY SIMULATION OUTPUT.
THE csh.st anl PROCEDURE

This procedure is summarized in Fig. 4—7. First the number and identities
of the monitored buses are read. Then, each bus is treated as follows, one at a
time:

The csh.ca_tab procedure extracts bus voltage values as a function of
time from the stability binary result file using the STPP post processor and
copies these into a temporary file named ta_script. tab in ASCII format.
To do this, it first writes a script in the language of the STPP binary data
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post—processor (i.e. ta script), and executes this script using STPP. The
interactive session is redirected to yet another temporary ASCII file,
ta script.ssn.

Next, the nawk.st crl procedure verifies that the simulation ended
normaily, thatis, executed to the full requested simulation time, this being found
in the original stability data file. If the time corresponding to the last recorded
point does not equal this value, the case is rejected outright, and no other buses
are examined. If the two are equal, the next criterion is called upon.

The nawk.st cr2 procedure applies the main voltage criterion, as
specified in the ELISA script, and stores the results in the case summary file,
ob .topology_case.

When all buses have been analysed individually, the result is analysed
globally to establish case acceptability. For a given case to be acceptable, every
monitored bus must have passed its individual criterion. Otherwise, it is
rejected.

The main advantage of the steady—state PV —curve limit search lies in the
fact that only power—flow software is required to perform this analysis. Though
hundreds of power—flow simulations may be needed to find asingle PV —curve
limit, these can be executed in a fraction of the time required for a single long—
term stability simulation. Thisis significantin that a strong correlation hasbeen
found between voltage ~stability limits obtained from long—term stability sim-
ulations and those resulting from steady—state post—contingency PV—curve
analysis for atleast one network [Mailhot, Gauthier & Vanier 1993]. The impact
of such an approach is evident in the operations planning environment when
many contingencies and degraded topologies must be considered. In “.ct, the
mechanization of steady—state post—contingency PV —curve limit search pro-
cesses within ELISA was instrumental in establishing the aforementioned cor-
relation between long—term and steady—state post-contingency limits.

451 QVERVIEW OF PV-CURVE LIMIT SEARCH PROCESSES

The principles related to PV —curve limit determination outlined in 3.3.2.4
are well-known [IEEE 1991] will not be covered in great detail. The object of
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this analysis is to find a transmission corridor’s maximum capacity, usually in
terms of the power P transmitted through the corridor and the voltage V at the
corridor output (i.e. receiving end): This defines the P and V variables of the
PV curve. To vary the voitage V associated with the receiving end, a fictitious
generator (i.e. a PV bus) is created where real power output is set to zero.

The basic strategy for finding a PV curve is as follows: For every value of
power dispatching P injected into the corridor, one varies the sending end voit-
age until the fictitious generator produces zero reactive power (i.e. Q = 0
MVARY): This condition coincides with that of the true network with nofictitious
bus and consequently permits the receiving end voltage to be determined for the
dispatched P. When this is repeated for many values of P, one can plot the PV
curve and find the limit.

In ELISA, these concepts have been adapted to perform a PV—curve limit
search in the following way:

1. Inthe ELISA script, the user identifies the process variables and crite-
rion as outlined in 3.3.2.4.

2. ELISA performs a sweep of the fictitious bus voltage values for every
value of power dispatching P identified within the search process.

3. If the fictitious bus reactive power generation Q changes sign in the
course of the voltage sweep, this signifies an intersection with the net-
work PV —curve (i.e. for the specified P and V variables). This also
means that the power P is less than the maximum.,

4. Ifthe fictitious bus reactive power generation Q remains positive for all
values of fictitious bus voltage, this means that the value of P is beyond
the PV-curve maximum.

5. Having found at least one value of P less than the limit, and one other
value greater than the limit, ELISA uses a binarysearch to find the limit
within a predefined error of 100 MW.

452  OVERVIEW OF ELISA POST-CONTINGENCY
PY—CURVE LIMIT SEARCH PROCESSES

Before one can perform a post —contingency PV —curve limit search, anum-
ber of additional issues must be addressed. The user must first prepare a base
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case power flow where all EHV buses are defined as fictitious PV buses (sce
2.4.7). As usual, the base case power flow should ideally reflect true, though
conservative, netwuik conditions. In particular, as described in [Mailhot,
Gauthier & Vanier 1993}, care must be exercised in:

1. modelling the voltage reguiation characteristic of SVCs and SCs;
ensuring that off—load tap changers are not modelled as on—load
transformer tap—changers;

3. ensurinp that power stations (i.e. real PV buses) are controlling tke
voltage at a local bus (i.e. the power station’s own), not that of a distant
bus;

4, ensuringthat power siations are modelled using correct reactive power
limits (though SVCs and SCs are constrained to generate 100 MVARSs
in the pre—contingency power flow, see 2.4.7), and

5. changing the location of the swing bus, if necessary. On the one hand,
one does not which to position the swing bus near the contingency as
this will artificially support voltage in the neighbourhood of the contin-
gency. On the other hand, a contingency will cause losses to increase
in the affected corridor and one wishes to simulate the network’s nor-
mal power~frequency reaction toincreased dispatching requirements.

To find a post —contingency PV —curve limit, one must of course vary power
dispatching. In ELISA, the power dispatching is changed by applying a new
value for power on the pre—contingency network (i.e. with numerous fictitious
PV buses): As already indicated in 2.4.7, this is not only to facilitate the conver-
gence of the RP600 power flow software, it also corresponds to a fundamental
assumption in network operations: The operator must ensure that a flat 1.0 p.u.
voltage profile is maintained at all times, and perform corrective action if this
is not the case. It must be consequently be assumed that the pre—contingency
network hasa 1.0 p.u. voltape profile, regardless of power transfer, which means
that the simulated contingency is applied only after power dispatching has been
changed. A consequence of this is that every voltage sweep is performed on a
different PV curve (i.e. because passive shunt voltage support has changed to
maintain a 1.0 p.u. voltage profile, thereby changing the topology). Neverthe-
less, there exists a pre —contingency network with 1.0 p.u. voltage profile which,
when subjected to the contingency, will result in a post—contingency network
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I with no feasible load flow solution (i.e. if the fictitious bus were absent).
The contingency is stored in a standard RP600 power flow modification

file. In order to properly simulate network conditions, this “contingency file”

is used to perform a variety ¢ functions [Mailhot, Gauthier & Vanier 1993]:

1. The contingency is identified.

. The fictitious bus (i.e. where voltage is to be varied) is created.

3. All PV buses to be transformed into PQ buses are identified, and the
reactive power generated or absorbed is modelled as an appropriate
shunt impedance.

4. SVC and SC reactive power ranges are restored to their true values.

5. Shunt reactor switching is simulated.

Asin the case of transient and long—term stability, the base case power fiow
data file is named using the so . topology format. The name of the contingency
file is given the co . topology format where co . is the suffix and iopology is the
name of the particular topology for which a limit is to be found.

453 THE POST—CONTINGENCY PV—CURVE LIMIT SEARCH PROCESS:;
THE ¢csh.pc_sch PROCEDURE

4531 ENTERING THE LIMIT SEARCH PROCESS

Referringto Fig. 4—8(a), the csh. pc_schprocedure begins by executing
the load flow corresponding to the data supplied by the user in the so . fopology
file. This is the pre—contingency load flow: As mentioned before, this case is
characterized by a flat voltage profile (usually at 1.0 p.u. voltage) due to the use
of fictitious PV buses at every EHV bus (see 2.4.7). Ifthe pre—contingencyload
flow does not converge, the process stops here as the data is assumed to be in
error, and ELISA continues on to another topology.

1f the pre—contingency load flow converges, the csh.pc_1f procedure

reads ihe co . topology “contingency file” and app! s these modifications to the
pre—contingency load flow data: This executes a new power flow simulation

where the main focus is 1) applying the contingency, 2) creating a fictitious bus

e where voltage is to be varied and 3) transfarming all fictitious buses into PQ
buses. As pointe out i sviously, shunt reactor switching may aiso be simulated,
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simulate input load flow:
1.0 p.u. voltage profile

apply contingency stored
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transform all fictitious PV
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prepare modification file:
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converge?
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Fig.4—8(a) FELISA process flow: The csh.pc_sch post—
contingency PV curve limit search procedure.
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and SVC and SC reactive power ranges are usually restored. For the sake of
clarity, we will refer to this case as the initial contingency load flow.

Ifthe initial contingency load flow does not converge, the load flow feasibil-
ity boundary hus been crossed: There is therefore no need to sweep through
voltages at the fictitious bus. The nawk.pc.nx_base procedure concludes
that power dispatching must be reduced by the user—defined init inc, and
writes the new value for power dispatching in the ob. case_ctl file.

If the initial contingency load flow converges, the nawk . pc. vo_mod pro-
cedure creates a new modification file (i.e. 1L _mod) whose objective is to set
the voltage of the fictitious bus to the maximum user —defined value identified
in the script. The csh. pc_vsc procedure then sweeps through the range of
user—defined voltages at the fictitious bus: It begins with the maximum value,
decrements through the voltages unti! the user—defined minimum kas been
reached, and then determines whether or not the PV—curve limit has been
crossed. Thenawk . pc. nx_base procedure thendetermines the search direc-
tion and identifies the next value for power dispatching based on the user—de-
fined init_inc: This value is then written in the ob. case ctl file.

4532 THE MAIN LIMIT SEARCH PROCESS LOOPS

Referring to Fig. 4—8 (b), based on the previous analysis, appropriaie case
and file names are created. The nawk.pc.1f mod procedure prepares a
modification file (i.e. 1f_mod) in order to change the power dispatching of the
pre—contingency load flow case. The cst.. pc_1f procedure then applies this
modification file to the pre—contingency load flow data and performs a power
flow simulation based on the modified data.

If, at this new value of power dispatching, the pre—ccatingency lrad flow
ducs not converge, the load flow feasibility boundary has been crossed: There
is therefore no need to sweep through voltages at the fictitious bus. The
nawk.pc.nx_case procedure therefore concludes that power dispaiching
must be reduced by some value: This is determined by the binary search strat-
egy, and the new value is written in the ob. case _ctl file.

If, at this new value of power dispatching, the pre—~contingency load flow
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Fig. 4-8(b) ELISA process flow: The csh.pc sch post—
contingency PV curve limit search procedure.
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J Files created or written in:

prepare script csh.pc_Lf scr | -> ¥ script

RPS00

exacute script: csh.pc 1f run |~> #_ssn
RP600 - ~> so[top]_ [cas]

vE«iiy convergence } -
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extract Q generated at csh.pc_1f anl I_; 82‘ ,’3” %‘
txira : 0P
fictitious bus and

store values in PVQ table ;

(0b[Top) _ tab)

Fig. 4—9. ELISA process flow: The csh.pc_1f power flow
(i.e. load flow) execution procedure.

converges, the csh.pc_1f procedure then reads the co.topology “contin-
gency file” and applies this to the preceding case as before. For the sake of clar-
ity, we will again refer to this case as the initial contingency load flow.

If the initial contingency load flow does not converge, the load flow feasibil-
ity boundary has been crossed: There is again no need to sweep voltages. The
nawk.pc.ux base procedure therefore concludes that power dispatching
must be reduced by some value: This is determined by the binary search strat-
egy, and the new value is written in the ob. case ctl file.

If the initial contingency load flow converges, the nawk . pc . vo_mod pro-
cedure creates a new modification file (i.e. Lf mod) whose objective is to set
the voltage of the remaining fictitious bus o the maxiraum user-defined value
identified in the script. The csh.pc_vsc procedure once again sweeps
through the range of user—defined voltages at the fictitious bus: It begins with
the maximum value, decrements through the voltages until the user—defined
minimum has been reached, and then determines whether or not the PV—curve
limit has been crossed. The nawk . pc.nx_case procedure then determines
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the next value for power dispatching based on the binary search strategy and the
new value iswritteninthe ob. case ctl file. The process ends when the limit
has been determined within 100 MW.

¢54 _THE csh.pc 1f LOAD FLOW EXECUTION PROCEDURE

None of this will now be new to the attentive: reader, the essentials having
already been covered in 4.4.2. Referring to Fig. 49, the c¢sh.pc 1f scr
procedurz prepares the script required to execute the RP600 power flow
software, and stores it in a file named 1f_script. Once again, the script
includes the name of the binary fiie in which results are to be stored (i.c. in the
form so.topology_case).

The csh.pc_1f run procedure is then called, executing the RP600
power flow according to the instructions contained in the script. The interactive
power flow session, created in the course of the program’s execution, is here
again redirected and temporarily stored in the 1f ssn file. This file also

contains the values of the control and adjusted variables requested in the RP600
script.

Finally, the csh.pc_1f anl procedure analyses these results, first
verifying for convergence of the power flow, then extracting control and
adjust variable values in addition to the reactive power generated at the
fictitious PV bus. These values are thenstored in the ob . topology _case file. The
power dispatching, voltage and reaztive power generated at the fictitious bus are
added to the result table found in the ob .topology_tab file.

455 THE csh.pc vsc VOLIAGE SWEEP PROCEDURE

Referring to Fig. 4~10, the csh.pc_ 1f procedure performs a
post—contingency load flow simulation, this time using the 1f mod
modification file to redefine the voltage at the fictitious bus to the maximum
user~defined value.

If the post—contingency load flow at maximum user —defined voltage docs
not converge, the load flow feasibility boundary has been crossed and we exit
this procedure: The binary search will set the next power dispztching te a lower
value.
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Fig. 4—10 ELISA process flow: The csh.pc_vsc voltage
sweep procedure which determines relative position
with respect to the PV curve limit.
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If the post—contingency load flow at maximum user—defined voltage
converges, the nawk.pc.vo _mod procedure prepares a modification file
which reduces the voltage at the fictitious bus by the user—defined i ncrement.

The csh.pc_1f£ procedure then simulates the load flow at this lower value of
fictitious bus voltage.

If the lower—voltage post—contingency load flow simulation does not
converge, the feasibility boundary has been crossed and the voltage sweep is
terminated. If the lower—voltage post—contingency load flow simulation
converges, fictitiousbus voltage istested to determine whether the full range has
been scanned. If not, the process loops back to the nawk.pc.vo mod
procedure and continues. If the full range has indeed been scanned, the
nawk.pc.q_scan procedure then examines the voltage—dependent reactive
power output fr:' the range of voltages which has just been scanned and
determines whether or not the limit has been crossed.

46 EXAMPLES OF SCRIPTS SUPPORTED BY ELISA

The ELISA framework prototype has been in use for over a year and a half,
in various production versions, by operations planning personnel at Hydro—
Québec. ELISA provides considerable flexibility in defining various types of
limit searches and determining transfer limits. In addition to this, the mechani-
zation of processes in dynamic security analysis provides a formidable leverage
on individual performanre: Exaemely large and ambitious studies can now
envisaged and, more importantly, realized, ir a fraction of the time previously
required. The present section, and the next, provide some feel for these aspects.

A final remark. The examples presented below systematically use the
degraded Hydro—Québec network described in section 2.3 of Chapter 2. The
use of different topology names in the example scripts refers only to different
contingency scenarios defined in the respective stability data files.

461 A TYPICAL GENERATION-LOAD LIMIT SEARCH

The results shown in Fig. 2—2 for the example presented in Chapter 2 were
in fact generated by ELISA using the script shown in Fig. 4—11. This corre-
sponds to a typical generation—load limit search. The main feature here is that
ELISA usesthe simulate command tobuild the contingency directly. The ini-
tial increment, init inc, causes power transfer to increase by 800 MW after
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for topology
dtop2
{ find limit under transient stability with precision
st600 100
{simulate for fault of duration
6
for bus with fault velt and loss_of line
731 .739 731 717 1
{control generation of zone weight with init inc
59 1 800
and adjust load of network with adjust_factor
¢.9

and accept as a function of voltage of bus min max after
702 .95 1.1 500

and trace with scale of voltage min max
0.9 1.0

end
Fig. 4—11. Script used to perform the limit search example of Fig. 2—2.

simulating the base case, and the search strategy thereafter switches to the
binary search. The transfer limit is higher than the base case.

462 A GENERATION-GENERATION LIMIT SEARCH
WITH SLG FAULT IMPEDANCE DETERMINATION

Fig. 4—12 illustrates two features not yet shown. First, the script requests
that the SLG fault impedance be calculated before attempting to find the
limit for topology hq2 (whose power flow and stability data are found in the
files respectively named ma . hq2 and so . hq2). This script also requests that
a genzration—generation limit search between the LG 2 (i.e. bus 49) and LG
3 (i.e. bus 64) power stations of the Hydro—Qucbec network (Fig. 2—1) be per-
formed where the objective is to increase the power flow on the line separating
the two for a fault at LG 3: In this case, generation is controled (ie.
increased) at LG 3 and adjusted (i.e. decreased) at LG 2. We see that the
adjust quantity performs negative adjustments with respect to the controlled
quantity because of the negative adjust_factor.

The initial increment chosen in this case is 200 MW. From the results shown
in Fig.4 —13, we see that the limit is found to be at a higher value of power trans-
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for topology
. dtop2b
{determine SLG tault impedance
and find limit under transient stability with precision
. ste00 100
{ control generation of bus weight with init inc
&4 1 200
and adjust generation of bus welght with adjust factor
49 1 -1
and accept as a function of voltage of bus min max after
} 702 .9% 1.1 500

and trace with scale of voltage min max
0.9 1.1

end

Fig. 4—12. Example of script employing a generation—generation limit search
strategy. SLG fault imipedance determination is also requested.

Vaoltage at
Duvemay
(p.u.)

[

(stabifty /|
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ATL RIS T Y A1)

Fig. 4—13. Graphical output generated by ELISA for the above script (using the
. STPP post ~ processor software for ST600 stability output). The volt-
age at Duvernay (bus 702) is ploited as a function of time for different

values of power transfer.
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fer than the base case. In this case, the limit search process first attempted the
base case (acceptable), base+200 MW (acceptable) and base+400 MW cases:
Only the latter was found to be unacceptable. Initiating now the binary seazch,
the base+300 MW case was attempted and found to be acceptable. At this
point, the distance between unacceptable and acceptable cases being equal to
the desired precision (i.e. 100 MW), the search was interrupted. Fig. 4—14
shows the single line diagram of the power flows for the limit (i.e. base+300
MW), automatically generated by ELISA using the RP600 software.

463 A LOAD-GENERATION NETWORK LIMIT SEARCH

Fig. 4—15 shows a script where the main feature is that load is controled
and generation is adjusted on the entire neiwork. Because generationis
adjusted,the adjust_factor isgreater than 1. In addition to this, the gen-
eration and load changes are made on the entire network. An almost identical
search could have been performed by controling generation and
adjusting load with an adjust_factorof0.9.

Examining the resulting waveforms of the script—requested fault scenario
(i.e. SLG fault at Radisson — bus 720 — with loss of line to Nemiscau) at the
limiting bus (i.e. in this case, this is at La Vérendrye, bus 714), Fig. 4—16 shows
that the limit is lower than the base case, which proves that ELISA's modified
binary search is effective in all directions.

464 = =

As a final example, Fig. 4—17 shows a script describing a typical
post—contingency PV —curve limit search. In the script, three topologys are
considered: 1vdl pc, 1vd2 pc and 1vd3 pc. Additionally, genera‘ion is
controled in zone 59 and 1oad is adjusted on the entire network. We see
that the criterion requires accepting results on the basis of 0 MVAR at fictitious
bus 717, and the range of voltagesto be considered at every value of power
dispatching is between 690 and 735 kV. The voltage sweep is performed in
increments of 3 kV. The contingency associated with each topology is provided
by the userin the co. 1vdl pc,co.1vd2 pcandco.lvd3 pcfiles.

Fig. 4—18 shows typical output generated by ELISA, illustrating the basic
principles: These resultswere recordedinthe ob.1vd3 pc tabfile. Thefirst
column shows the relative position of the power dispatching with respect to the
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for topology
. hgl

{ rind limit under transient stability with precision

st600 100

{si,mt.}late for fault of duraticn
6
for bus with fault volt and loss of line
720 .625 720 780 1
{ control load of network with init inc
800
and adjust generation of network with adjust factor
1.1

and accept as a function of voltage of bus min max after
702 .95 1.1 500

703 .95 1.1 500
714 .95 1.1 500
and trace with scale of voeltage min max

. 0.9 1.1
!
2nd
Fig. 4—15. Example of script with load—generation limit search strategy.
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Fig. 4-16. Plot of voltage at La Vérendrye (bus 714) generated by ELISA.

THE ELISA FRAMEWORK PROTOTYPE; DESCRIPTION AND PERFORMANCE 147



for topology

lvdl pc
1vd2 pc
lvd3_pc
{ find limit under steady state with precision
rp600 100
{ control generation of zone with init inc
59 400

and adjust load of network
and accept as a function of mvar of bus min

717 0
for voltage min max inc

690 735 3

}

end

Fig. 4—17. Example of script for post—contingency PV —curve limit search.

base case. The second column indicates wirether or not the particular case
converged. The third column gives the voltage at the ficiitious bus and the
fourth gives the reactive power generated at the fictitious bus.

The table is consiructed chronologically, clearly showing the evolution of
the binary search strategy. In this limit search example, the tase case (i.e. 0
MW) shows only positive reactive power values, indicating that the case is
beyond the limit. The base case — 100 MW shows two negative reactive power
values just before arriving at the feasibility limit: This is consequently taken to
be the limit.

421 TRANFER LIMIT DJ:TERMINATION
AS A FUNCTION OF GENERATION REJECTION
To illustrate the impact of mechanizing dynamic security analysis processes
using frameworks, a sensitivity analysis was performed on rejecting increasing
numbers of generating units at the LG 2 power—station for an SLG fault at the
Abitibi 735 kV switching statio.: with loss of line to La Vérendrye. The SLG
fault is applied at 0 cycles, with clearing of the fault occurring at 6 cycles. Gen-

eration rejection is initiated at 16 cycles, and automatic reclosure on the faulted
line section is performed at 85 cycles, resulting in circuit—breaker operation and
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Topologle: lvdld ve
Position Converq. Tension MVAR
(M¥) (kv)

0 ocul 735.0 637.5
0 cui 732.0 554.4
0 oui 729.0 455.5
(1] oui 726.0 361.1
0 oui 723.0 306.1
0 ouli 720.0 209.5
0 oui 717.0 131.1
] oul 714.0 94.8

0 non
-4900 oui 735.0 232.2
-400 oui 732.0 144.2
~400 oui 729.0 58.4
-400 oui 726.0 -56.6
-4Q0 oui 723.0 -138.6
-400 oui 720.0 -213.8
-400 oui 717.0 -282.4
=400 oui 714.0 -3B1.9
=400 oui 711.0 -459.7
=400 oui 708.0 ~532.2
-400 oui 705.0 -511.3
-400 oui 702.0 =-547.6
-400 oui 699.0 -463.4
~400 oui 696.0 -330.6
-400 cui 693.0 229.7

-400 nen
=200 oui 735.0 410.9
=200 cui 732.0 325.4
=200 cul 729.0 225.5
-200 ocui 726.0 134.3
-200 oui 723.0 45.7
=200 oui 720.0 -31.9
=200 ocui 717.0 -96.5
=200 ocui 714.0 -198.9
-200 ocui 711.0 =276.1
=200 cul 708.0 -281.1
200 oui 705.0 -146.6
~200 oui 702.0 101.2

=200 non
=100 oui 735.0 534.8
=100 oui 732.0 449.8
=100 oui 729.0 357.9
=100 oui 726.0 269.7
=100 oui 723.0 191.1
~100 . oui 720.0 127.9
-100 oui 717.0 0.3
=100 oui 714.0 -88.2
=100 oul 711.0 -120.8
-100 oul 708.0 37.8

=100 non

Fig. 4—18. Example of the type of results generated by ELISA for a post—
contingency PV —curve limit search. In this case, the results were
. storcd inthe ob. 1vd3 pe tabfile.
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the permanent loss of a line 6 cycles later.

The simulations were run for 300 60—Hz cycles. The script used to initiate
the study is presented in Fig. 4—19. Asusual, each of the four topologiesisiden-
tical except for the number of generating units to be rejected in the stability data
file of each one. For the purposes of this study, the minimum acceptable voltage
was set to 0.94 p.u. after 150 cycles at the faulted station (i.e. at Abitibi, bus 713).

Figure 4—-20 shows typical Abitibi voltape waveform generated by the
study: Here we see the two—unit rejection scenario at LG 2. Each waveform
corresponds to a different value of pre—contingency power transfer in the
James Bay corridor. In this instance, only the base case meets the stated mini-
mum voltage criterion: We take this to be the acceptability limit.

The results of this study are shown in Fig. 4—21. The first unit rejected
improves power transfer by 500 MW, and each succeeding unit increases power
transfer by 300 MW. These results were generated after executing 20 stability
cases in less than five hours on a SUN Sparcstation 2, each transfer limit search
having required 5 stability simulations. This study would have required, on aver-
age, approximately two to three days for a typical operations planner.

472 _ SECURITY LIMIT DETERMINATION
-AS A FUNCTIQN OF LOAD REPRESENTATION

A sensitivity study on fault location was performed to find the worst contin-
gency and the resulting security limit on the James Bay transmission system (Fig.
2—1). Network load representation was modified by changing, in the ST600 sta-
bility input data file for each topology, the value of the voltage exponent, al-
phap, between 1 and 1.5 in the following equation for real power at all con-
stant—power load buses:

P = Py x Vabhap (4-1)

Analphap of 1is typically used to simulate a summer load on the Hydro—
Québec network, and 1.5 yields a good representation of winter peak load due
to extensive use of domestic electric heating. The variable Pyis the value of the
load provided by the pre—contingency power flow solution at each bus.
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for topolagy

rolg
rlla
r2ly
rily
{tind limit under transient stability with precision
st600 100
{ control generation of zone weight with init inc
59 1 800
and adjust load of network with adjust factor
0.9

and accept as a function of voltage of bus min max after
} 713 .94 1.1 150

and trace with scale of voltagemin max
0.7 1.1

}

and

Fig, 4—19. Script used to perform a sensitivity study on the number of units
rejected at LG 2 in response to a complex contingency.

Voltage at
Abitibi
{p.u)
-':----baSS I IR IR o
case : . .
e A\ (accepmbity \ .. .. ..
- fimit) ‘
base+400 MW —= ) \
base+800 MW

Thurs t.ﬁ [a &A1}

Fig. 4—20. Voltage at Abitibi for 2-unit rejection scenario at LG 2.
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Fig. 4-21. James Bay 735 kV transmissiou capacity as a function of
the number of units rejected at LG 2.

The script of Fig. 422 shows how ELISA was asked to find a power trans-
fer limit at each station on the James Bay transmission corridor. This script was
generated for three identical topologies whose only difference was the value of
alphap, Zone 59 includesthe LG 2, LG 3 and LG 4 power stations feeding the
faulted corridor and bus 702 represents Duvernay switching station.

In a single twelve—hour evening period, the ELISA search processes ex-
ecuted 140 stability cases, running under three separate windows with remote
logins on three SUN Sparcstation 2s. Each script ran under a different worksta-
tion and generated, on average, more than 46 stability cases. A typical operations

planner could have taken anywhere between two and six months to do the same
work.

Figure 4—23 shows the variation of power transfer limits on the James Bay
system as a function of fault location. In particular, one sees that the network
is weaker at Némiscau due to the absence of two SVCs there. One also sees that
the worst contingency shifts in location according to winter or summer loading,
and that the value of the security limit also changes. For instance, the worst con-
tingency for winter loading is given by the fault at Radisson at base — 400 MW
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for topology

dtopZ
{ find limit under transient stability with precision
st600 100
{simulate for fault of duration
6
for bus with fault_volt and loss_of line
720 .625 720 780 1
723 .707 723 782 1
T7ED .655 780 713 1
782 .661 782 783 1
713 .649 713 714 1
783 .653 783 783 1
731 .739 731 717 1
714 .658 714 770 1
{control generation of zone weight with init inc
59 1 800
and adjust load of network with adjust_factor
0.9

and accept as a function of veoltage of bus min max after
702 .95 1.1 500

and trace with scale of veltage min max
0.9 1.1
end

Fig. 4—22. Script for performing large—scale sensitivity study of transfer
and security limits as a function of seasonal load representation.
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Fig. 4—-23. Distribution of transient stability transfer limits on James Bay network
as a function of fault location and alphap (SLG fault with loss of line
on four—line topology). Note change in worst contingency and secu-
rity limit with season. Note also the effect of two missing SVCs at
Némiscau.
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whereas the one for summer loading is given by the fault at Abitibi at base —
600 MW. In addition, one sees that the higher value of alphap, corresponding
to winter loading, has & stabilizing effect on the network. This effect also in-
creases as the fault draws closer to the load.

A final point. Power transfer limits corresponding to an alphap of 1.25
seem to coincide, at times, with limits for either one of the: other twc alphap.
This is because all values were found within 100 MW. A smailer tolerance would
have permitted preater discrimination.

48 __SUMMARY

The present chapter provides a overview of the ELISA framework proto-
type. The internal ELISA software process structure has been described and a
discussion on the choice of development tools has also been provided. Essen-
tially, ELISA was developed directly in the Ianguage of the UNIX C—shell oper-
ating system because operating systems are at the top of thic software control
pyramid: Anysoftware that can be executed under a particular operating system
can be seen as de —facto integrated within this opercting system. Programmable
operating systems can be seen as a means for creating ever higher—level soft-
ware from elementary building blocks which are neither elementary nor meant
to be used as “building blocks”.

From the point of view of dynamic security analysis, ELISA mechanizes
routines traditionally carried out by experts, preatly accelerating the realization
of complex processes. The user describes dynamic security analysis processes
by means of the object—oriented language formally described in the previous
chapter. The semantic net not only provides a rigourous definitioi: ofthe ELISA
language, the shaded portions clearly identify the aspects supported by the
ELISA prototype and provides a roadmap to future enhancements,

Toillustrate the flexibility and performance of the ELISA prototype, a num-
ber of example scripts are presented, inclu:iLg those of very large sensitivity
studies. It is seen that the prototype peimits the execution of large--scale stud-
ies in a fraction of the time formerly required, and enables operations and sys-
tem planners to work at a more strategic level.
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CHAPTER 5

ON ESTIMATING POWER SYSTEM STABILITY LIMITS

5] INTRODUCTION

Part 1 of this thesis has focused on the mechanization of dynamic security
analysis in operations planning. In particular, the ELISA framework prototype
was described. ELISA was found to give extremely effective performance in
mschanizing transient and long—term stability transfer limit determination
processes using existing commercial simulation software packages even though
a simple binary search strategy was employed.

Howevex, is it possible to improve on binary search performance? Asa pre-
requisite to this, a deeper understanding of network behaviour is required, par-
ticularly as it approaches instability. Specifically, one must be capable of quanti-
fring the relative severity of a contingency for different network operating points
and that of different contingencies.

Of course, the search for quantified measures of contingency severity is as
much an art as a science. For eac’i promising severity model, many simulations
must be performed and the appropriate quantity extracted before trends are
found and conclusions can be made. In order to concentrate on the high—level
goal of finding such measures, it is important to be freed of the numerous,
extremely time —~consuming tasks which represent the principal obstacle to such
an effort. This is preciscly the area where the contribution of the ELISA frame-
work proved tobe decisive: Though conceived as a practical tool for operations
planners, ELISA was modified only slightly to compute various target indices
after having performed limit—search staCility simulations. Individual severity
indices were subsequently studied and plotted when appropriate. For a time,
ELISA berame a laboratory test bed in the search for an appropriate severity
index,

As aresult of this work, the present chapter shows that the signal energy of
a network’s transient response acts as a barometer which measures the relative
severity of any normal contingency with respect to power generation or transfer:
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For a given contingency, as power flow is increased and the network approaches
instability, signai energy increases smoothly and predictably towards an asymp-
tote which defines the network’s stability limit. Additionally, the laiter permits
us to compare the severity of different contingencies. We shall see that this
behaviour can be explained in terms of the effect of increasing power on the
damping component of dominant poles. In particular, 2 simple function can be
derived which estimates network stability limits with surprising accuracy from
two or three simulations, provided that at least one of these is within 3 to 5% of
the limit, depending on the type of contingency. These results hold notwith-
standing the presence of many active, non—linear voltage~support elements

(i.e. generators, synchronous condensers, SVCs, static excitation systems, etc.)
in the network.

Before we address these issues, let us momentarily disgress and consider a
matter which vill be of great value in the coming analysis, that of the network
impulse response.

52 APPROXIMATING THE NET*¥ORK IMPULSE RESPONSE

One of the most meaningful approaches in characterizing any system is to
begin with a study of its transient response. Let us once again consider the
degraded Hydro—Québec network of chapter 2 and the stability limit search
illustrated in Fig. 5—1 for a 6—cycle, 3—phase fault at Abitibi with no loss of a
line. This contingency corresponds for example to a station bus sault followed
by the loss of a short bus section within the station upon fault clearing. Aswe
are now used to seeing, each 600—cycle waveform shows the time—dependent
voltage behaviour v(t, P) for different initial values of the sieady—state genera-
tion P at James Bay (i.e. the combined LG2, LG3 and LG4 power stations); for
the purposes of this search, the load was adjusted on the entire network. Zigure
5-1 shows the waveforms for the search monitored at two locations, Duvernay
and Abitibi, In all cases, pre—fault voltage is 1.0 p.u. and, for all stable cases,
steady—state voltage eventually returns to 1.0 p.u. because the contingency
includes essentially no post—fault change in topology. The stability limii is
found within 25 MW.

Let us now suppose that a network is a black box with a singie input and a
single output (SISO): The user chooses where the input is applied and where

ON ESTIMATING POWER SYSTEM STABILITY LIMITS 158



¢ BARKD LIS Tiose TERSHIN (P 1 HY O BARRE M2 DUV TV TENSIUN (P L aF e
® BANK] MITTA N 160 TERRH I PY 1 F2 w HAMRE 707 DU'u T4 TER GOSN P L Fe
o BANNE A T30 TENSHIN P E o FL
2 WAMKL I LAA T IS 4l

1%
{p.u.)

~

v
(p.u-)

I i (k1] (L1t} Tk LU 1) (L1 43k an Ay i
BRI TR AN
3 4
(a) Voltage monitored at Duvernay
& BAMKE V1 UABITIRY TERGON IF ) CBARNE 117 ARITINY TERKION P L 1 b8
® BARRE 11V AR TENUGN 1112 & BARKE 113 4HITWO TENU NP L ke
O BANNE TLLANIAAGD TENYOM PR
w RARRE T4 ARITYT TENSION 1942, Fa
n ] ™ L1 a0, 100, (Lo} o, a0 LT L]

T[MPS.tﬁ'(1 ES»

(b) Voltage monitored at Abitibi

Fig. 5—1. Transicnt stability transfer limit search performed by ELISA for

6—cycle, 3~phase fault at Abitibi with no loss of line.
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the outputis monitored. Let us also suppose thut the black box has a knobwhich
permits us to change some parameter, for instance, generation, which we will
denote as P, If it were reasonable to assume that a fault, at a user—defined loca-
tion, can be used to approximate an impulse at the input of this black box, then
it might also be reasonable to assume that the quantity monitorea at the output,
for instance t}:: voltage at some bus, approximates the impulse response i of this
system (i.e. as seen from the user—defined monitoring location). Pursuing this
hypothesis further, each of the waveforms of Fig. 5—1 could then be considered
an approximation of the network impulse response 4 for different values of the
parameter P Let us now carefully examine this hypothesis.

TE AND TENT N

To obtain the impulse response of a linear system by simulating some
appropriate impulse, the system must initially be at rest [Frederick & Carlson
1971]. In the case of each of the v(r, P) waveforms of Fig. 5—1, let us assume
the 1.0 per unit pre— and post—contingency steady statc to be an appropriate
rest state. The transient responscr(t, P) with respect to this rest state istherefore
given by:

rt, P) =v(t, P) - 1.0 (5-1)

522  APPROXIMATING THE IMPULSE AND ITS RESPONSE

The unit impulse is a singularity function often approximated by a rectangu-
lar pulse of amplitude 1/e and width e (i.e. such that the area is unity). Asindi-
cated by Frederick and Carlson, if € is sufficiently small, that is, if the pulse is
“short enough”, the result will very nearly equal a true unit impulse, and one can
experimentally — or by simulation - measure a system’s impulse response. It
now remains to establish the conditions which must be fulfilled by such a pulse,
and the systein on which it is used, for this to apply.

Consider the frequency domain. If some arbitrary pulse d, (1) is applied at
the input of a linear system, its transfer function H(w, Fj is given as follows (sce
Fig. 5-2):

H(w P) = R(w, P) / F[a(1)] (5-2)

where R(w, P) is the Fourier transform of the transient responser(f, F') observed
at the output monitoring location, and ¥[d, ()] is the Fourier transform of the
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Input location Output monitoring location

g (?) r(t, P)
—— H(w, P) [——
F[Oa(t)] R(w, P)
M oduancy
spectrum
F[5(1)] H R=H
w | ‘
| g
i w ) w w
F[da(t)] H R=K*H
Approximate | A
da(1)
] -k .
W w W @ % w

If the approximate impulse has:

7)) aknownareaK<1

2) a relatively flat bandwidth with

3}  a relatively high cutoff frequency wg
with respect to the system

a good approximation of the impulse response is obfained.

Fig. 5—2. Estimating the network impulse response:
The power system viewed as a filter.
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Fig. 5—3. Frequency spectrum of a 6—cycle, 3—phase fault.
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pulse applied at the input.

It is well—known that the Fourier transform of a “true” unit impulse d(z)
equals 1, which also corresponds to its area [Frederick & Carlson 1971]:

Fo()] = 1 (5-3)

Substituting (5—3) into (5—2), the transfer function H{w P) in this case is
identically equal to the resulting output response frequency spectrum R{w, P):

H(w P) = R(w P) (3-4)

An impulse may be approximated provided that the bandwidth of its fre-
quency spectrum awy is demonstrably larger than that of the filter to which it is
apvlied, and that it is essentialiy flat over the same range. In the present case,
the power system can be viewed as the filter: The requirement is therefore that
the bandwidth of the approximate impulse be larger than that of the power sys-
tem frequency spectrum, as illustrated in Fig. 5-2.

In our case, the proposed impulse is a 6—cycle, 3—phase “fault pulse”
whose amplitude corresponds to a 1.0 p.u. voltage drop at t = 0. From the v(z,
P) frame of r=ference, this change corresponds to a momentary absence of volt-
age from 1.0 p.u. However, from the perspective of the rest state, the system
cannot be physically hit by a pulse of greater amplitude.

Figure 5—3 shows the Fourier transform of such a pulse, obtained using the
MATIAB software [Little & Shure 1992], which corresponds, as one would
expect, to a sinc function: This would be even more apparent if the contribution
of higher frequency elements were included. Fig. 5—4 shows the Fourier trans-
form of a typical Hydro—Québec system transient response as defined in equa-
tion (5—1): These particular frequency spectrawere determined for the Duver-
nay waveforms of Fig. 5—1 corresponding to the base case and stability limit (i.e.
base+350 MW).

Comparing these frequency spectra, we observe that frequency component
contributions can be considered negligible beyond 2 Hz on the Hydro—Québec
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itored at Duvernay following a 6—cycle, 3—phase fault applied at

Abitibi (3000 cycle total simulation time).
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nctwork (Fig. 5—4), whereas the pulse spectrum shows only a 6% drop over this
range (Fig. 5-3). Additionally, one calculates the area under the 6—cycle,
3—phase fault tobe (1 p.u. voltage x 0.1 seconds = ) (.1 p.u.—s., and this is con-
firmed by the value found at 0 Hz on Fig. 5—3. One concludes that a 6—cycle,

3—phase fault istherefore a good approximation of an impulse, within some fac-
tor K:

F[6,()] = K (5-5)
where K = (.1 over the 2 Hz frequency range for a 6—cycle pulse.

Substituting (5—5) into (5—2), the transfer function is now approximately
given by:
H(w P) ~ R(a P}/ K (5-6)

Performing the inverse transformtoreturn to the time domain, one obtains:
h{t P)~r(, P) /K (-7

Expressing this in another way, an approximate network impulse response
hy (1, P) can be defined as follows:

h(t P) = r(t, P} /K (5-8)

To summarize, provided that the approximate impulse respects the condi-
tions outlined in Fig. 5—2, one need not perform Fourier transforms of the input
and output followed by an inverse transform to obtain the impulse response. In
such instances, the transient response r(t, P) to a 6—cycle, 3—phase fault is a
faithful reproduction of a power system’s impulse response under different ini-
tial operating conditions, apart for some linear scaling factor K dependent on
fault duration.

53 TRANSIENT RESPONSE SIGNAL ENERGY
AND ITS CORRELATION TO CONTINGENCY SEVERITY

From Fig. 5—1, we observe that steady—state generation prior to the con-
tingency has considerable impact on the amplitude of the response to the
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above—defined impulse: The higher the generation, the greater the amplitude
of the response (i.e. the swing) until it degeneratcs into voltage collapse, corre-
sponding to system instability (see Chapter 2). Intuitively, one migni speculate
that some measure of the swing may yield information regarding the system’s
approach o instability. One such measure is the signal energy of the 1mpulse
response [rrederick & Carlson 1971], defined as follows:

o0
S(P) = [ bt P)? dt (5-9
To apply this definition to simulations of finite duration, oue need only
assume that, to all intents and purposes:

h(, P) =0, t<tandt > (5-10)

where /4 is the fault (i.e. impulse) duration and & is the total simulation time.
InFig.5-1,4 = 6cyclesand f = 600 cycles (i.e. 10ceconds). Substituting (5—8)
into (5—9), impulse response signal energy is therefore approximated by:

=]

SP)~1 [ r(tP)? at (5-11)
K2 —
As the integral involves only the transient response, let us ignore the
constant term and focus on the signal energy of the transient response:

o0
EP) =] r,P? d (5-12)
—o0

The approach is summarized in Fig. 5—~5. The points plotted on Fig. 5—56
illustrate typical results. These show the signal energy of the network transient
response as a function of the total James Bay power generation (i.e. the parame-
ter P) for three different stability limit searches. The signal energy results shown
for a fault at Abitibi were obtained from the time —domain voltage waveforms
of Fig. 5—1. In all cases, the output is taken as the voltage at Duvernay and sig-
nal energy is obtained by direct numerical integration of the transient stability
ouput waveforms using equations (5—1) and (5—-12).

Because voltage is in per unit (p.u.), signal energy is given in units of
p.u.’—seconds and power in the La Grande complex is given relative to the base
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Define transient response as:
r(t, P) =v(t, P} — 1.0
Transient response signal energy is given by:

oo &
EP) =] r4P)2dt o[ r(4P)? dt
e ¥

Fig. 5—5. Transient response signal energy: Faults with no change in
topology.
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case of 8830 MW (i.c. 0 MW on the plot) from which all limit searches were initi-
ated. If we consider the highest signal energy value on this plot for a fault at Abi-
tibi, i.e. 52.3 x 10~4 p.u.2—s., we see that it occurs 350 MW above the base case
(i.c.at 9180 MW) and that the stability limit corresponds to a simulation 25 MW
above this value.

Considering how the Duvernay voltage waveforms are progressively dis-
torted as the network is driven towards instability, regardiess of contingency
location, the smooth, monotonic rise of signal energy is a remarkable result.
This is allthe more so that a large number of active voltage —-support devices are
employed in the simulations (i.e. generators, synchronous condensers, SVCs,
static excitation systems, etc.). For a given fault and location, the impulse or
transient response’s signal energy appears to quantify contingency severity asa
function of increasing generation or power transfer. In addition, the asymptote
is clearly identifiable as the stability limit for the particular contingency which,
in turn, characterizes the severity of one contingency with respect to another.

A final point. If one imposes a typical acceptability criterion tc the time—
domain waveforms of Fig. 5—-1 (e.g. voltage greater than 0.95 p.u. after 300
cycles) and observes where these are found on the signal energy plots of Fig.
5—6, acceptable cases are generally foundin the region of the knee, where signal
energy just begins to rise rapidly.

Let us now address the issue of explaining signal energy behaviour near the
srability limit.

54 A LINEAR MODEL FOR SIGNAL ENERGY
AS_A NETWQRK NEARS INSTABILITY

From a “black box” point of view, if a system’s impulse response A(?) is
known, its transfer function H(w) can be obtained by applying the Fourier trans-
form [Frederick & Carlson 1971]:

o0
H(w) = [ ht) e i dt (5-13)
—co
For systems whose transfer function is not explicitly known, an approximate
impulse response can be obtained by exciting the input using some appropriate
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impulse; then, performing a numerical integration of (5—10), one obtains an
estimate of H(w). This approach is equally valid whether A(z} results frem field
measurements or from simulation. From this starting point, a great deal can be
learned abeut a system using the large body of techniques available in the area
of Fourier and Laplace transforms [Papoulis 1962], not to mention the funda-
mental work on frequency— domain and stability analysis contributed by Bode,
Nyquist, Routh and others [Saucedo & Schiring 1968].

Of course, one may argue that such techniques, based on linear analysis,
would only be marginally useful in such areas as modern power systems where
we find many nonlinear elements such as generators, synchronous condensers,
SVCs, static excitation systems, etc. However, as illustrated by Saitoh and Toy- -
oda [Saitoh & Toyoda 1991}, such techniques can guide us in our understanding
of underlying physical phenomena in terms that are familiar and well docu-
mented (i.e. the frequency domain}, and models built using such techniques can
be extremely useful provided that we define their range of validity. On this basis,
let us attempt to derive a formula which explains transient response signal
energy behaviour using linear systems theory.

54,1 MODEL DERIVATION

From the perspective of transfer functions, stability theory tells us that a sys-
tem is stable provided that all ofits poles are on the left hand side of the complex
plane [Frederick & Carlson 1971). If one modifies some parameter causing a
pole to move towards the imaginary axis, this reduces the damping (i.e. the real
component) associated with the pole. In the time domain, reduced damping
translates into greater amplitude when observing the transfer function’s time —
domain impulse response. As we have seen, this is precisely the type of beha-
viour observed in transient stabilit, transfer limit searches of the kind shown in
Fig. 5—1 where power generation is the parameter. Of course, for a system to
be unstable, only a single right hand plane (RHP) pole is required.

Let us now consider the following. A real network may have thousands of
poles and zeroes. As generasion is changed, the impact on the network transfer
function is to move a number of poles towards the jw axis. When this happens,
the first poles closing—in on the jw axis tend to Gominate all other contributions
to the impulse response, and it becomes reasonable to express the transfer func-

ON ESTIMATING POWER SYSTEM STABILITY LIMITS 170



tion in terms of only dominant poles. Since real systems showing damped oscil-
latory behaviour require the existence of at jeast two complex conjugate poles
[Saucedo & Schiring 1968], p; and p; % the network transfer function Hj;(w) for
an impulse applied at location i and monitored at some predetermined location
j can thus be represented as follows:

Hij(w) = By (5-14)
o ~ py) Go - pi*)

where Py = o +jwj, 05 <0, w;>0 (5-15)

and By is a constant while p; and py; * represent the first pair of conjugate poles
approaching the imaginary axis (i.e. the dominant poles), g;; and w;; respectively
representing dominant pole damping and frequency.

Equation (5~6) tells us that the network transfer function Hj(w) differs
from the transient response frequency spectrum only by a inear scaling factor
K dependent on pulse duration ¢. The transient response frequency spectrum
Rj;(w) is therefore approximated by:

Rj(w) = Ky (5-16)
(v — py) (o — p5*)

where p;;, g; and wj are as above, and

Kj =KB; (5-17)

We now wish to calculate the signal energy .2; of the transient response #; (1)
in terms of R;j{w). One need only recall that Parseval’s theorem [Taub & Schil-
ling 1971} (sometimes known as Rayleigh’s energy theorem [Frederick & Carl-
son 1971)) for real, energy—type signals bridges the gap between time and fre-
quency domains by stating that:

o oo
Ej= [ r@?dt=17[ |Rjw)? dw (5-18)
oo 2r T

where
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[Rj(w)? = Ry(w) Ry*(w) (5-19)

Combining equations {5—16) and (5~19) and rewriting:

Rj(w) Ry*(w) = K12 (5-20)
(w + jpi) (o — jpij) (@ + jpy % (@ — jpi;*)

To integrate the improper integral (5—18) using (5—20) as the integrand,
one uses the calculus of resiaues [Churchill, Brown & Verhey 1974] and inte-
grates along a contour encompassing the positive half of the complex plane
(including the real axis). In this particular case, as g; < 0, the positive half com-
plex plane for integrating purposes happens to be along the —jo axis, thus encir-
cling the —jp;* and —jp;; poles, yielding the following theoretical result:

Bilay) = =l (s-21)
(4 05) (05 + ey

Note that E;; is now explicitly expressed as a funciion of damping, oj;. Note
also that Ej; is always positive as g;; < 0.

542 _ TRANSIENT RESPONSE SIGNAL ENERGY
A% A FUNCTION OF POWER GENERATION

We have seen that, when searching for a transient stability transfer limit,
generation F; is the parameter used to drive the system to instability. Because
the particular generation used to perform a limit search depends on fault Isca-
tion alone, and not monitoring location, only the subscript i need qualify this
parameter. '

In Fig. 5~1, we see that an increase in F; clearly czuses an increase in post—
fault voltape swing, reflectinga decrease in system dampingg;;. This phenome-
non appears o accelerate as F; approaches a finite value corresponding to the
stability limit at gy = 0, where the dominant poles intersect the imaginary axis,
as sketched in Fig. 5—7. Based on this empirical evidence, it is reasonable to
approximate damping g;; as a polynomial in F;. For simplicity, near the stability
limit, we consider the following first—order approximation:
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Fig. 5—7. Sketch of observes «ominant pole damping (o;)
behaviour as a functien of generation P,.

gj = kj (B — Cy) (5—22)

where Cy; is the constant maximum value of P; at which the dominant poles
cross over the jo axis,

From Fig. 5—1, one notices that an increase in F; also contributes to a
decrease in wy. This can be seen more clearly by comparing the frequency spec-
trum of the base case transient response (obtained using MATLAB) to that of
the base+350 MW case (i.e. at the limit) shown in Fig. 5—8 for the voltage wave-
forms at the point of fault (i.e. at Abitibi, see Fig. 5—1 (b)): Increasing power
by 350 MW causes dominant pole frequency to decrease by 20% whereas domi-
nant pole damping decreases by 66% (i.e. amplitude increases by a factor of
nearly 3). If these same cases are viewed from Duvernay (see Fig. 5—4), domi-
nant pole frequencyis seen to decrease by a factor of 2.75 whereas the amplitude
again increases by a factor of 3. Though changes in F; clearly impact wy, the
damping component g; systematically appears to be more sensitive to such
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Fig. 5—8. Frequency spectra of the transient response r(t, P) of the Hydro—
Québec network monitored at Abitibi to a 6—cycle, 3—-phase fault
applied at Abitibi (3000 cycle total simulation time).
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|| changes. Hence, changes in wjj are ignored in the present treatment.

Substituting (5—-22) for g in equatiocn (5—21}, one obtains the following
expression for the signal energy function near the crossover point:

Ey(P) = =Ciy (5-23)
(P, = Cojli(Fi ~ Cj)? + Cyj]

where £; is now explicitly a function of the parameter F; ard

Ciy = &iKl? (5-24)
2]\’,}'3

Csij = wy? (5-25)
k.2

As the system approaches instability, a; — 0, implying that (P; — Cy;) — 0.
Under these circumstances, equation (5—23) can be simplified as follows:

Ej(P) o~ =Cpy 1

Gz (P — Czy)
= ~Cy .1 __ (5-26)
(P — Cy)

Two important observations can be made. First, equation (5-26) tells us
that signal energy Ej; of the transient response varies inver:cly with power near
the stability limit. Second, the equation explicitly gives this limit, which happens
to be the coefficient Cyj;. This coefficient defines the asymptote of equation
(5—26) where Ej;(P;) theorically rises to infinitv. Let us now compare equations
(5—23) and (5—26) to simulation results obtained using ELISA.

5.5 _COMPARISON OF MODEL AND. ELISA SIMULATION RESULTS
551 TABIL IMIT ESTIMA

The points plotted on Fig. 5—6 represernt signal energy values obtained by
‘ simulation whereas the curves show the behaviour of equation (5—26) for coef-
ficients obtained from two sample simulations.
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5511 SIGNAL ENERGY CURVES

For example, the curve for a fault at Némiscau was obtained using the two
points indicated in Table 5—1. These points, separated by 400 MW, were chosen
in the region of the knee (i.e. at a distance 0f 3.7% and 8.3%, or 325 and 725 MW
respectively from the limit) in order to find two coefficients (i.e. Cx and Gy;) for
the purpose of extrapolating towards the stability limit. The Abitibi and
LeMoyne curves were also obtained using the two points identified in Table 5—1
(again 400 MW apart), one of which was extremely close to the stability limit in
each case (i.e. at a distance of .03% and .08%, or 25 and 75 MW respectively
from the limit), in order to observe the effect of interpolating between points.
A 400 MW distance between points was used at all times in order to verify equa-
tion (5-26)’s limit —estimating capability with the relatively coarse initial steps
used by ELISA in its present search strategy.

In all cases, a good fit is observed between the model curves and simulation
results, particularly in the region beyond the knee, close to the stability Llimit.
These results show conclusively that relatively distant poles have far less effect
on signal energy behaviour than the first pair of poles (i.e the dominant poles)
closing—in on the imaginary axis.

55.12 SIGNAL ENERGY LIMIT ESTIMATES

A practical aspect of equation (5—26) is to attempt to estimate stability lim-
its from simulation results and see how these values differ from limits obtained
by exhaustive simulation. This also permits an objective evaluation of the valid-
ity of equations (5—23) and (5—26) in meaningful engineering terms. To calcu-
late the coefficients, equation (5 —26) requires only two sample simulations and
the computations are simple; equation (5—23) requires three sample simula-
tions and the computations require solving a system of nonlinear equations.

Table 5—1 shows the error between the stability limits calculated using
equation (5—26) and those obtained by simulation using ELISA for 6—cycle,
3—phase faults applied at each of seven stations along the James Bay corridor:
System output is systematically taken to be the voltage at Duvernay. The simula-
tion results give the stability limits within 25 MW. For instance, if we consider
the fault at Albanel when calculating the Cy; from two points set 400 MW apart,
the closest being within 350 MW or 4% away from the known simulation—based
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. TABLE 5-1

Comparison of Estimated and True’ Stability Limits For
6—cycle 3—phase Fault With No Loss of Line
{i.e. using points close to the limit)

Ej(F) = __=Coy
(P — Ca;)
Fault Points? Estimated Trus’ |Error3
Location Limit Limit
(p.u.) (MW} (MW) (%)
LG2 9469 9941 8495 8480 0.18
Chibougamau .9541 .9973 9274 9255 0.21
Abitibi .9538 9973 9238 9205 0.36
LeMoyne 9467 9916 8927 8905 0.25
Némiscau 9172 .9629 8755 8755 0
Albane! 9146 960 8772 8780 0.10
Radisson .9386 .9854 8574 B555 0.22
TABLE 5--2

Comparison of Estimated and True’ Stability Limits For
6—cycle 3—phase Fault With No Loss of Line
(L.e. using distant points)

Ey(R) = —Cris
(P; — Cz)[(Pi — Co5)? + C3y]
Fautt Points? Estimated Trug! |Error}3

Location Limit Limit

(p.u) (MW) mMw) (%)
LG2 .B526 B8998 .9469 8409 8480 0.84
Chibougamau .8676 .9109 .9541 9311 8255 0.61
Abitibi 8724 9158 9593 9310 9205 1.14
LeMoyne 9055 9467 9916 8942 8905 0.42
Némiscau B7156 9172 .9629 8825 8755 0.80
Némiscau 8258 B716 .9172 8545 B755 2.40
Albanel 8235 8690 9146 BS54 8780 2.57
Radisson 8451 839 .9386 8420 8555 1.58

T Limit obtained by simulation: within 25 MW
. 2 Points used to estimate limft, in p.u. of True Limit (a/l points separated by 400 MW)

3 9% error with respect to stability limit obtained by simulation
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limit (and the farthest, 8.5%), one estimates a value within 8 MW or 0.1% of the
stability limit.

Table 5—2 similarly compares stability limits calculated using equation
(5-23) and those obtained by simulation, but for sample points sarther from the
limits. Using this equation, three points are required as three coefficients must
be computed. The three points were once again chosen to be 400 MW apart, for
the same reason as above. For example, considering again a fault at Albanel,
the closest and the most distant points are respectively 750 and 1550 MW (ie.
8.5% and 17.6%) away from the limit and equation (5—23) estimates a limit
which is 226 MW more conservative than the simulated limit, within an accuracy
of 2.6%. In general, Table 5—2 shows that the estimated limit improves as the
set of sample points is taken closer to the limit: this is clearly seen from the two
cases where a Némiscau limit is estimated from two different sets of points, one
set being closer than the other by 400 MW,

552  REGION OF YALIDITY OF THE PROPOSED SIGNAL ENERGY MODEL
FOR FAULTS WITH NO LOSS OF LINE

Figure 59 is identical to Fig. 5—6 except that the results are plotted on a
per—unit basis with respect to the stability limit for each individual fault loca-
tion. This figure illustrates the similarities in signal energy behaviour for faults
at different locations, notwithstanding very different and, at times distorted,
time —domain responses. Though, for clarity, only three signal energy plots are
shown here, this holds for all other fault locations appearing in Tables 5—1 and
5-2.

In this fipure, we see that signal energy appears to “explode” within approxi-
mately 5% of the stability limit. In this region, (P; — Cy) is less than 0.05 p.u.,
closely matching the assumption made in deriving equations (5—23) and (5—26)
that it should be very small as the network approaches instability, This not only
explains why, in Table 5—1, equation (5—26) gives high limit—estimating accu-
racy (less than 0.4% error) when the closest point is within 4% of the stability
limit (though the furthest is within 8.5%) but also why, in Table 5—2, equation
(5--23) gives an accuracy within only 2.6% when the closest point is within 8.5%
(and the furthest, within 17.6%).
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Fig. 5—-9. Signal energy results of Fig. 5— 6 plotted in per—~unit of the simu-
lated stability limit of each contingency (6—cycle 3~phase fault
with no loss of line).
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Figure 5—9 also helps us understand the concept of stability margin, used
almost universally by operations planners, and its positive effect on system sta-
bility. In particular, for faults with no subsequent change in topology, signal
energy rises slowly up to about 95% of the stability limit. At this point, small
increases in generation translate into large increases in signal energy. One
clearly sees that the power system is far more robust at 95% of its stability limit
than, for example, at 98%. This correlates with the observation, made earlier,
that operating points exhibiting acceptable time—~domain voltage behaviour
appear to be on the knee, not on the fast—rising part of the signal energy plot.

F NON-L. TAGE

We have already mentioned that the Hydro—Québec network model used
to perform ELISA simulations contains a large number of active, non—linear
voltage—support components. Nonetheless, the proposed signal—energy
model, based on linear analysis, has demonstrated considerable success in esti-

mating stability limits, particularly when using at least one point beyond 95% of
the lirnit.

We can offer some explanation for this phenomenon. At the stability limit,
the active elements in the network — generators, SVCs, synchonous compensa-
tors, static excitations, etc. — have all reached their limit. This defines the stabil-
ity limit: Nothing further can be done without the action of more equipment.
The system at this point is static: It is fixed in time and space. It is not surprising,
therefore, that the system is amenable to linear analysis and that the estimated
limits thus obtained are accurate within tenths of a percent. By the same reason-
ing, limits obtained at 80—90% of the stability limit are only accurate within a
few percent because the system at this stage is not completely static: The active
elements are still at work to some extent, though far less than in the 90—-96%
region because the system is inherently more robust at great distance from the
limit. Consequently, active, nonlinear voltage —support elements contribute to
translating the stability limit to a higher value by slowing the rate of rise of signal
energy in the region of the knee.

A corollary to this is that one should be capable of characterizing voltage
support elements by their effect on signal energy curvature in the region of the
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Fig. 5—10. Impact of voltage —support device on signal energy behaviour.
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knee. If such elements are present at or near a particular fault location, the rise
of the signal energy curve as a function of power in per unit of the stability limit
should initially be slower than if there were none, and suddenly become sharper
beyond a certain point (i.e. the point at which they are no longer capable of
actively controling the rate of rise in signal energy), as sketched in Fig. 5—10.
In fact, Fig. 5—9 exhibits this behaviour, the results for a fault at Némiscau (no
SVCs, no SCs) showing a more gradual rise than those for a fault at Abitibi (SCs
with static excitation) or LeMoyne (LG4 generators with static excitation).

26 NORMAL CONTINGENCIES

We have so far only considered an elementary contingency consisting ofa
6—cycle, 3~phase fault with no loss of line. Though of conceptual value, the
results are of limited use unless it can be shown that the signal energy approach
is valid for all normal contingencies [Hydro—Québec 1990]. Specifically, it must
be shown that the approach is valid for the three classes of normal contingencies:
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1)  Fault with no loss of element;
2)  Fault with loss of element;
3)  No fault, spontaneous loss of element.

Signal energy stability limit estimation has so far considered only the first
class. We now consider the other two. Aswe shall see, the approach can in fact
be extended to cover the entire class of normal contingencies.

fi IGNAL ENER A
ALL NORMAL CONTINGENCIES

5.6.1.1 REST STATE AND TRANSIENT RESPONSE

From our previous linear SISO perspective (section 5.2), as power system
topology inherently determines the power system response to external inputs
(i.e. the transfer function), a change in topology necessarily modifies the
observed dynamic behaviour, or transfer function. However, changes in topol-
ogy, with or without faults, have a more disturbing impact: Post-—contingency
steady~state bus voltages differ from those of the pre—contingency starting
state.

This last issue is critical: The previously—described signal energy analysis
hinges on identifying an appropriate rest state with respect to which the tran-
sient response is defined. If system frequency were the monitored quantity, this
issue would not be raised because post—contingency frequency, regardless of
monitoring location, inevitably returns to its pre—contingency steady—state
value of 1. p.u. (i.e. 60 Hz) due to speed governor action. In the case of voltage
however, which is now the appropriate rest state: The 1.0 p.u. pre—contingency
starting state value? Or the steady—state post—contingency value Vyy—5?

Consider a network which loses an element, whether or not it is preceded
by a fault. If this modified network settles to a steady state which is different
from that of the starting state, we have no alternative but to accept the former
as the rest state for the changed network: The new network has itself defined
itsrest state. The initial steady state must therefore be viewed asa disturbance —
dependent, non—zero initial condition which contributes to the transient
response with respect to the post—contingency rest state.
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Fig. 5—11. Transient response signal energy calculation for all normal
contingencies. Post—contingency steady-—state voltage is
dependent on generation P.
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Because post—contingency steady state voltage can be obtained a priori by
means of appropriate power—flow analysis [IEEE 1991], without having to
resort to transient stability software, the network transient response need only
be defined as follows:

r(t, P) = v(t, P) = Vy_st(P) (5-27)

The post—contingency steady —state voltage is dependent on the operating
point, as indicated in equation (5—27): This is particularly evident in the exam-
ples of Fig. 5—14. The signal energy calculation for normal contingencies is
summarized in Fig. 5—11.

56.12 FREQUENCY DOMAIN MODEL

As we have mentioned before, a change in topology modifies the network
transient response. In the frequency domain, such changes may be modelled as
a disturbance function [Frederick & Carlson 1971] which acts on the system,
thereby modifying network response as depicted in Fig. 5—12. In the general
case where faults and disturbances are applied concurrently, the network tran-
sient response in the frequency domain is therefore given by:

Rij(w P) = F[0,(t)] Hyj(wy P) + Djj(w P) (5-28)
where i represents the location of the fault or disturbance, or the two combined,

andj represents the monitoring location. Substituting (5—5) into (5—28), this
simplifies to:

Rj(es P) = K Hy(e P) + Dy(uw P) (5-29)

Taking the inverse Fourier transform, we see that the transient response
rj(t, P) is simply a linear combination of the scaled—down impulse response
ki (4, P} and the disturbance time—domain component dj;(t, P):

(6 P) o Khy(t, P) + dy(s P) (5-30)

As mentioned before, it is useful to view the disturbance component dj; (2, P) as
including the non—zero initial condition with respect to the post—contingency
rest state in addition to the contribution due to a change in topology.
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Fig. 5~12. Frequency domain transient response model for all normal
contingencies.

Where no topology changes are included in the contingency, equation
(5—29) reduces to:

Rj(wy P) ~ K Hjj(w, P) (5-31)
for which the time response is given by:

rj(t, P) = K hy(s, P) (5-32)
This is essentially equation (5~7), the starting point for our previous analysis,

Where the contingency includes no fault, and a spontaneous change in
topology occurs, equation (5—28) reduces to:

Rj(w P} = Dy(w P) (5-33)

and the time response is given by:

rj(t, P} = dj(t, P) (5-34)

The model therefore covers all normal contingencies. We now address the
issue of deriving an appropriate signal energy model.

56.13 SIGNAL ENERGY MODEL FOR NORMAL CONTINGENCIES

For this new system to be unstable, a single RHP pole must be present in
Hy’(a P), corresponding to the system’s response Rjj(w P) toa truc unitimpulse
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(i.e. where d,(t) = 6(t) and F[6(1}] = 1 in equation (5-28)):
Hyj'(ey P) = Hj(w, P) + Djj(w, P) (5-35)

Because a 6—cycle, 3—phase fault is a good approximation of an impulse,
the transient response R;(w P) of a network to a normal contingency is
expressed in terms of a linear combination of the system transfer function Hj; (e,
P), essentially undistorted except for a scaling factor, and an appropriate distur-
bance function Djj(«y P), as given by equation (5—29). The significance of this
is that the poles of the new system transfer function Hj’(«w, P) are lgft intact in
the transient resporse frequency spectrum R;(w, P): If the dominant poles of
Hj'(wy P) approach the imaginary axis in the pole—zero plane due to increased
power P, this behaviour can be observed, as before, by analysing that of the dom-
inant R;;(w P) poles. Consequently, the derivation of a signal energy function
for all normal contingencies, employing equation (5—16) as a starting point, can
be considered valid for faults including changes in topology, and equations
(5—23) and (5—26) are therefore app!licable to all normal contingencies. We
now consider the use of these formulae for stability limit estimation.

562  STABILITY LIMIT ESTIMATION;
FAULTS WITH LOSS OF LINE

Figure 5—13 shows signal energy as a function of power P for 6—cycle,
3—phase faults followed by the lozs of a line section south of the faulted station
for three fault locations. Once again, this figure clearly shows the signal energy’s
asymptotic approach to the stability limit for each contingency location, asin the
case of Fig. 5—6 for 3—phase faults and no change in topology. The curves are
calculated using the two points identified in Table 5—3 (and equation 5-23).
Steady—state post—contingency voltage at the monitoring location is obtained
by executing 3000—cycle simulations rather than performing a post—contin-
gency power flow analysis. The limit—search results shownin Fig. 5—14 are typ-
ical in that the network has clearly settled to a steady state by this time,

As can be seen in Fig. 5—13, the 2—point formula (i.e. equation 5-26)
results in a very good fit to the simulation —based signal energy points obtained
for the faults at Ciiamouchouane and Némiscau: This is due to the fact that at
least one of the points is quite close to the limit (see Table 5~3) and the farthest
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point is less than 10% away. The curve for the fault at Le Moync, near the limit,
coincides less with the points obtained by simuiution and this is corroborated by
the higher error obtained in the limit estimate (see Table 5—3): In this case, one
observes that the farthest point is slightly greater than 10% from the limit.

Tables 5—3 and 5—4 once again illustrate the limit—estimating capability
of equations (5—23) and (5—26). InTab'e 5—3 (i.e. 2~point formula), only two
have an error greater than 1.5%. Ot these two, the error for LaVérendrye is
clearly due to the distance of the second point, this being 16% away from the
limit. It is useful to note that, at Hydro—Québec, limits are found within 100
MW, which roughly corresponds to 1% on both Tables. The error in the Chur-
chill Falls limit estimate will be treated in 5.6.4.

Table 5—4 shows results using the 3—point formula (equation 5-23). In
this case, the same points are used, except that a third point is now added in
between the previous two for each fault location. The error systematically drops
in each case, except in that case where the error was already negligible (i.e. at
Chamouchouane: 0.06%). Of the nine, a single case shows an error greater than
1% (i.e. once again at Churchill Falls: 2.36%). On the Hydro—Québec net-
work, particularly the James Bay transmission system, it appears that less than
1% error can be expected in limit—estimating capability using the 3—point for-
mula provided that at least one point is within 3.5% and the farthest within 16%
ofthe limit. Had the 3—point formula been used, a close fit would have resulted
for all of the contingencies illustrated in Fig. 5—13.

563 _ STABILITY LIMIT ESTIMATION:
SPONTANEOUS 1.05S OF LINE

Table 5-5 illustrates the limit—estimating capability of equations (5—23)
and (5—26) for the spontaneous loss of a line, without fault. Two cases are pres-
ented using the 2—point formula (equation 5—26) whereas a single case is
shown of the 3—point formula (equation 5—23).

One notices that the two—point formula is applied for the two combina-
tions of the three points used in the three--point formula including the closest
point (Le. at 95.5% of the limit). When the two points are within 5% and 10%
of the limit, equation 5-26 gives exceptionally good estimates as can be seen
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TABLE 5-3

Comparison of Estimated and True? Stability Limits For

6—cycle 3—phase Faults With Loss of Line Using

Fauft
Location

LG2

Le Moyne
Némiscau
Albanel
Abitibi

.8602
.8920
8293
5283
8117

Chibougamau 9056
Chamouchouan .9293

La Vérendrye

8382

Churchill Falls .BS76

Estimated  True’

Ei(R) = _—Coy
(F; — Cay)
Points?
Limit
(p.u.) (MW)
8792 8339
9661 7980
8936 7760
8807 7703
9874 7867
9787 8102
.9042 8685
9635 10010
8721 7845
TABLE 5-4

Limit
MW)

8405
8105
7780
7780
7930
8205
8680
9580
8OSS

|Error?
(%)

0.79
1.42
0.26
0.98
0.79
1.26
0.06
4.49
2.61

Comparison of Estimated and True’ Stability Limits For

6—cycle 3—phase Faults With Loss of Line Using

Fault
Location

LG2

Le Moyne
Némiscau
Albanel
Abitibi

Chibougamau .9056
Chamouchouan .9293

La Vérendrye

Eu(P) =
Points?
o.u)
8602 9554
8920 8414
9293 .9807
9293 8550
9117 .9622
9543
9712
8382 .9217
9472

Churchill Falls  .8976

H

Limit obtained by simulation: within 25 MW

—Cris

(P — Co)[(P: — C3i5)? + Csy]

9792
9661
9936
9807
9874
o787
9942
9635
9721

Estimated True!

Limit
(MW)

8393
8037
7784
7731
7922
8135
8693
9662
7865

Limit
(MW)

8405
8105
7780
7780
7930
B205
8680
9580
8055

2 Points used to estimats limit, in p.u. of True Limit
3 % error with respect to stability limit obtained by simulation

|Errori3
(%)

0.14
0.84
0.05
0.64
0.10
0.85
0.156
0.86
2.36
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in the example shown. However, if the second point is too far away (i.e. at 19%
from the limit), limit —estimation capability is severely degraded, as one would
expect with the simplified formula. Nonetheless, when the three—point formu-
lat is used, the same three points estimate a limit whose error is well within 1%.

564 THE EFFECT OF MONITORING LOCATION

For purposes of comparison, the signal energies were systematically com-
puted for the same monitoring location, this being the 735 kV station at Duver-
nay. Though the issue of monitoring location, including that of multiple loca-
tions, remains to be studied in depth, results have been monitored at different
locations and a number of observations can be made:

a)  Signal energy for stability limit estimation can be monitored at any
point in the EHV network where voltage can be tapped.

b)  Signal energy values monitored at different locations for the same
contingency will be different, but they will rise asymptotically to the
same stability limit.

c) Signal energies calculated from results obtained at monitoring loca-
tions close to that of the contingency give better stability limit esti-
mates than those of distant monitoring locations.

These points can be verified by the examining the results for Abitibi given
on Table 5—6. Here, we compare the estimates obtained from the two signal
energy formulas applied to results obtained at our usual monitoring location,
Duvernay, and at the point of fault, Abitibi. Regardless of the formula used, the
signal energy limit estimate gives better results when applied to a voltage wave-
form very close to the fault location. This may be due to the larger voltage swing
experienced at locations near the contingency which translates into greater sig-
nal energy discrimination from one case to the next.

This observation also helps us understand the difficulty of obtaining a good
signal limit estimate for faults at Churchill Falls: A complex network including
long lines, and especially additional generation, sizeable load and active voltage
support separates the distant Duvernay monitoring location from Churchili
Falls, thereby degrading the signal energy readings at Duvernay for faults at
Churchill Falls. In view of such obstacles, the 190 MW error of Table 5—4 must
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TABLE 5-5

Comparison of Estimated and True’ Stability Limits For
Spontaneous Loss of Line

Contingency Points? Estimated True! \Error]3
Location Limit Limit

(p.u.) (MW) (MW) (%)
Using 2—point formula (eq. 5-26):
Albanel 5188 9547 8459 8830 4.20
Albanel 8094 9547 8836 8830 0.07

Using 3—point formula (eq. 5—23):
Albanel 8188 9094 .9547 8769 B830 0.69

TABLE 5-6

Comparison of Estimated and True’ Stability Limits:
Effect of Monitoring Location

(Fault With Loss of Line)
Fautt Points? Estimated True! \Errori?  Monitoring
Location Lim#t Limit Location
(p.us) MW)  MW) (%)
Using 2—polint formula (eq. 5—-26):
Abltibl - 8117 9874 7867 7930 0.79 Duvernay
Abitibl 9117 9874 7883 7930 0.59 Abitibl

Using 3—point formula (eq. 5~23):

Abitibl O117 9622 9874 7922 7930 c.10 Duvernay
Abitibi 9117 9622 9874 7931 7930 0.01 Abitibi

1 Limit obtained by simulation: within 25 MW
2 Points used to estimate limit, in p.u. of True Limit
3 9% error with respect to stabliity limit obtained by simulation

ON ESTIMATING POWER SYSTEM STABILITY LIMITS 192



be seen as remarkably good. This proves the value of voltage—based signal
energy limit estimation on the basis of few network monitoring points.

565 REGION OF VALIDITY OF SIGNAL ENERGY ANALYSIS

Figure 5—15 showsthe results of Fig. 513 plotted on a per —unit basis with
respect to the stability limit for each individual fault location. These show that
signal energy exhibits a slightly sharper “cutoff” characteristic for faults
accompanied by changes in topology, the sharp rise occurring within
approximately 3.5% of the limit as opposed to 5% in Fig. 5~9. In addition, we
have seen that the three—point formula gives good results provided that the
farthest point is within 16% of the limit. These points appear to define the
region of validity of the initial assumptions (i.e. dominant pcle damping very
near zero), as borne out by the results of Tables 5-3 and 5—-4. From such
observations, is it possible to give a more formal definition for the region of
validity of the proposed signal energy model?

Figures 5—6, 59, 5—-13 and 5-15 indicate that some measure of signal
energy slope has the potential of establishing proximity to the stability limit. Let
us examine this by first rewriting the simplified signal energy expression as fol-
lows (i.e. equation 5—26):

Ejf) = Cy -1 (5-36)
Coj (FilCoy = 1)

Since the power term in the denominator is now in per unit with respect to
the stability limit,

P’ = B/Cy (5-37)
equation (5—36) can be rewritten as:

Ej(F)= Gy _ =1 (5-38)
Gy (-1

Let us now define per unit signal energy E;;’(F;’) as follows:

EyR) = Gy Ef(PY) (5-39)
Czij
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Fig. 5—15. Signal energy results of Fig. 5—13 plotted in per —unit of the simu-
. lated stability limit of each contingency (6—cycle, 3—phase fault
with loss of line).
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TABLE 57
Per Unit Signal Energy Slope

Pal ke

as a Function of Limit Estimate Error

Fautt Points? |Errori2 |Error® 4 _EZ, (P14

Location (2—point  (3—point P’
formula) formula)
(o.u.) (%) (%)

LG2 5602 9554 9792 0.79 0.14 344
Le Moyne 8920 9414 9661 1.42 0.84 273
Némiscau 9293 9807 .8936 0.26 0.05 2210
Albanel 9293 9550 .9807 0.99 0.64 733
Abitibi 8117 8622 9874 0.79 0.10 ag99
Chibougamau .9056 9543 .9787 1.26 0.85 497
Chamouchouan .9293 9712 .9942 0.06 0.15 2438
LaVérendrye .8382 9217 .9635 4.49 0.86 169
Churchill Falls 8976 9472 9721 261 2.36 350

! Points used to estimate limit (in p.u. of stabilily limit, seeTable 5—4)

2 o error in limit estimate obtained from 2—point formula (seeTable 5—3)

3 % error in limit estimate obtained from 3—point formula (seeTable 5—4)

Calculated using the closest and farthest points

where
EF) = =1 (5-40)
(B'=-1)

Per unit signal energy is dependent only on per—unit power with respect to
the stability limit. The accuracy of the signal energy estimate of Tables 5—3 and
5-4 can now be characterized in terms of per unit signal energy slope with
respect to per unit power. Table 5—7 shows the value of per unit signal energy
slope associated with the points used to estimate the limits in Tables 5—3 and
5—4 (i.e. for faults with loss of line). From this information, the minimum per
unit signal energy slope which roughly defines the region of validity of signal
energy analysis can now be determined. Using equation (5—40), provided that
signal energy is monitored from a not—two—distant location (see 5.6.4), the
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2-point formula (equation 5-26) gives limit estimates with less than 1.3%
error when:

(P > 497 (5-41)
A P

For the same value of slope, the 3—point formula clearly gives less than 1%
error in the limit estimate.

A final point. The per unit signal energy slope value given in equation
(5—41) can also be assumed to mark the point at which signal energy begins its
rapid rise, thereby formally circumscribing the region of validity of the proposed
signal energy model. Taking the derivative of equation (5—40), per unit signal
energy slope is given by:

dES(R) = I (5-42)
(P - 1)

We now substitute the value for the slope given in (5~41) into equation
(5~42) and solve for P;’, which gives:

P’= 0955 pa. (5—43)

The knee of the signal energy function can therefore be taken to begin at
approximately 95.5% of the stability limit,

5.65.1 RAPID ESTIMATES OF TRANSIENT STABILITY TRANSFER LIMITS

The preceding results now provide all the elements permitting the deter-
mination of highly—accurate transient stability transfer limit estimates with at
most three stable simulations (i.e. stable simulations take the longest time to
execute, see 6.3.2.2).

The stategy is as follows:
1) One prepares a base case using a typical operating point used in opera-

tions planning studies, such as peak load conditions (see 2.4.1.3).
2) Having obtained two stable simulations, one calculates the associated
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signal energy of each one.

3) Using the signal energy data thus obtained and the 2—point signal
energy formula of equation (5—26), one obtains an estimate of the
limit, Ca;. '

4) Using equation (5—37), one transforms the values for power in p.u. of
the estimated stability limit.

5) One calculates the p.u. signal energy of each point using (5—40) and,
thereafter, the p.u. signal energy slope with respect to p.u. power:

:IE--’( B-’!
APy’

6) One then applies the test proposed in equation (5—41): If the calcu-
lated slope is greater than the indicated value, the two points give an
estimate with less than 1.3% error. If the slope is less than the indi-
cated value, an additional simulation is required in the neighbourhood
of the estimated limit value. One then returns to 2) above and repeats
the process using the two points closest to the limit, Of course, when
three points are available, the 3—point formula can be used, ensuring
even higher accuracy in the limit estimate.

This is essentially the process outlined in the accept filter example of Fig.
3-16. Because such a process requires at most three stable simulations and
yields a low—error stability limit, it has the potential of achieving rapid esti-
mates of power transfer limits in the on—line environment

566 _STABILITY MARGIN

Figure 5—15 again illustrates how the concept of stability margin works.
From these results, one sees that the network is many times more fragile at 99%
than at 96.5% of the limit.

567 INON-LINEAR ACTIVE VOLTAGE SUPPORT

Figure 5—15 also exhibits differences in curvature among the various
curves, as in Fig. 5-9. The three fault locations plotted here include one
equipped with 2 SVCs (Chamouchouane), one very near a major generating
station (LG 4) equipped with static excitation systems (Le Moyne) and one
having neither SVCs nor SCs (Némiscau). As discussed in 5.5.4, the signal
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energy cutoff characteristic for fault locations equipped with SVCs or static
excitation systems appears to be sharper than for locations with no such
equipment. Translated in other terms, non—linear active voltage support tends
to distort p.u. signal energy somewhat with respect to the model of equation
(5—40).

57 SUMMARY

This chapter shows how new—generation tools such as frameworks can
help perform research to improve our understanding of fundamental power sys-
tems phenomena.

First, it is shown that the network transient response to a 6—cycle, 3—phase
fault is in fact a good approximation of its impulse response, apart from a linear
scaling factor. Then, using the ELISA prototype shell as a laboratory tool, it is
shown that the signal energy of the network impulse response E acts as a barom-
eterio define the relative severity of a contingency with respect to some parame-
ter P, for instance power generation or power transfer. For a given contingency,
as the parameter is varied and a network approaches instability, signal energy
increases smoothly and predictably towards an asymptote which defines a net-
work’s stability limit: This limit, in turn, permits us to compare the severity of
different contingencies.

Using a Fourier transform approach, a simple function is derived which
estimates network stability limits with surprising accuracy from only two or three
sample simulations, provided that at least one of these is within a few percent
of the stability limit. It is found that these results hold for all normal contingen-
cies (i.e. faults with no change in topology, faults accompanied by subsequent
loss of line or spontaneous loss of line), notwithstanding the presence of many
active, nonlinear voltage—support elements (i.e. generators, synchronous con-
densers, SVCs, static excitation systems, etc.). Additionally, it appears that sig-
nal energy behaviour provides a powerful model for understanding the effec-
tiveness of such long —used concepts as stability margin, and it may be possible
to quantify the impact of different voltage support technologies in terms of the
curvature of the signal energy cutoff characteristic.

A per unit signal energy function was also defined whose slope can be used
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to determine proximity to the stability limit and which circumscribes the region
of validity of the signal energy model. In particular, on the basis of per unit signal
energy slope, the knee of the signal energy curve was found to begin at approxi-
mately 95.5% of the stability limit. Using these results, a strategy was proposed
permitting the estimation of highly accurate transient stability transfer luits
from at most three stable simulations.

The richness in new concepts that have arisen as a direct result of thic
research proves the effectiveness and importance of building frameworks capa-
ble of performing many hundreds of simulations which normally would have
taken years. Of course, this research will eventually be fed back directly into the
ELISA prototype in order to enhance existing limit—search processes.
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CHAPTER 6

ON EVALUATING POWER SYSTEM STABILITY

61 INTRODUCTION

Though transient stability transfer limit determination has been an impor-
tant focus of this thesis, the corollary issue of evaluating stability from time—do-
main simulation waveforms has only been treated indirectly. Aswe have seen,
limits are primarily determined on the basis of acceptability, meaning that the
post—contingency voltage (or frequency) at various network monitoring loca-
tions must be within traditional emergency operating limits a short time after the
occurrence of the contingency.

However, as we have seen in the previous chapter, it is of theoretical and
practical interest to determine the stability limit of a transmission system. In the
interest of optimizing power transfer, rather than determining stability limits on
the basis of long—established voltage— or frequency—dependent acceptability
criteria, it may be preferable to 1) find the network stability limit and 2) impose
a security margin based on some quantified measure of system robustness such
as per unit signal energy slope. The key to mechanizing such a process resides
in a criterion capable of detecting instability.

In this chapter, a frequency—domain stability criterion is proposed, based
on the fact that a network’s behaviour near the stability limit is governed by the
action of its dominant poles, as observed in the previous chapter. Essentially,
the criterion requires monitoring the Fourier transform of the network’s tran-

'sient response R(a P): When generation P is varied and the network crosses
the stability limit, the angle of R(awy P) fundamentally changes its behaviour,
passing from a clockwise to a counterclockwise rotational behaviour. This is
confirmed by results obtained from performing stability limit searches on the
Hydro—Québec system using ELISA. Once again, we shall see that these
results hold for normal contingencies, notwithstanding the presence of many
active, nonlinear voltage support elements in the network.
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THE STABILITY LIMIT

In the previous chapter, signal energy behaviour near the stability limit was
explained effectively in terms of the two—dominant—pole transient response
model of equation (5—16):

Rj(w) = K (6-1)
(o = pj) (jo — p;*)

where p; and py; * represent the dominant poles of the network in response to a
normal contingency applied at location / and monitored at location j. From a
linear systems standpoint, a stable system corresponds to the situation where the
poles of equation (6—1) are on the LHP:

pj = gj +joy, 6 <0, w; >0 (6-2)
Assuming, as in Chapter 5, that
aj = g (P) (6—-3)

an increase in generation F; causes damping g;; to increase positively until the
latter intersects the jw axis at o = 0and

P = Gy (6—4)
As before, Cy; is the stability limit. If power is increased beyond the stabil-
ity limit, p; and p; * cross the jw axis, causing the pole damping components to
take on positive values:

0; 20, P2 Cyy (6-5)

Let us now consider the anticipated behaviour of the polar plot of equation
(6—1) as angular frequency is varied over the range:

0Sw<o (6—6)

ON EVALUATING POWER SYSTEM STABILITY 201



dominant
poles

JO — Pj~x

pij = 05 + juy

¥

Jo — py

@ o=0:6+6*=3600 => /R =-3600

jook

(€) w>wy: 6+6*—1800 => 2R+ -1800

Fig. 6—1. s—plane plot showing how dominant RHP poles near the jw axis
contribute to R;;(w) phase as a function of angular frequency w.
Distant poles and zeroes impact the polar plot (Fig. 6—2) atw =
0 (i.e. initial phase) and for values w > > wj;.
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and as the poles p; and p;;* take on different positions in the s—plane.

621  ANTICIPATED POLAR PLOT BEHAVIQUR QF DOMINANT POLE MODREL

Figure 6—1 shows the dominant poles positioned on the RHP of the pole—
zero plot, just after having crossed the imaginary axis. Let us now consider the
phase behaviour of R; (w) as we vary augular frequency along the positive jw axis
(Fig. 6—2). In this analysis, we implicitly assume that the dominant poles are
so close to the jw axis that all other network poles and zeroes appear distant and
consequently do not contribute to R;j(w) phase changes. For simplicity, let us

also assume that, at zero frequency, the phase contribution of all other poles and
zeroes is zero.

R-plane

o

jim{Ry)

g
N ad Re(Ry)

Fig. 6—2. Sketch of polar plot for two—dominant —pole output spectrum
R;j(w) asw isvaried asshown in Fig. 6—1. The basic character-
istic of this plot is counterclockwise (CCW) phase rotation.

From Fig. 6—1 (a), at 0 radians/second, the combined contribution of the
dominant poles to R;;{w) phase is —360°. Examining Fig. 6~1(b), the contribu-
tion of the dominant polesto R;j(w) phase is highest in the region between Oand
the dominant pole natural frequency, ay: In this band of frequencies, the pole
angles change rapidly causing R;(w) phase to increase to some value between
—270 0 and —-360 Y, resulting in a counterclockwise (CCW) departure on the
R-plane plot (Fig. 6—2). When higher frequencies are considered, Fig. 6—1
(c) leads us to expect that R;j(w) phase continues to progress counterclockwise,
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(b)  Polar plot of Ry{w) for LHP dominant poles near jw axis.

Fig. 6-3. Sketch of polar plot to illustrate the principls of how dominant
LHP poles near the jw axis contribute to R;(w) phase. The basic
characteristic of this plot is clockwise (C‘:{/) phase rotation.
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tending towards a —180 © phase angle, resulting in a maximum possible —~909
contribution per RHP pole as sketched in Fig. 6—2. A corollary to this is that
for two dominant LHP poles very close to the imaginary axis, R;j(w) phase
should rotate clockwise (CW) on the R—plane (Fig. 6—3).

Clearly, for network transfer functions with RHP poles close to the imagi-
nary axis, counterclockwise rotation of R;(w) pbase on the R—plane about the
origin, at least up to the dominant—pole natura: irequency, appears to be the
characteristic behaviour. Though we have illustrated this property for two—
pole output spectra, one can arrive at similar conclusions for mulitiple RHP
poles close to the jw axis.

To obtain R;;(w) for the purpose of observing this behaviour, one need only
perform a Fourier transform of the network transient response as defined by
equation (5—27). One then plots the imaginary versus the real parts of R;;(w)
as illustrated in Fig. 6—2 to obtain the polar plot.

922 SECONDARY POLE~ZERQ INTERACTIONS

As has already been puinted out, real networks have far more than two
poles, a large number of zeroes, and evidence of this can be seen in the various
frequency spectra found in Chapter 5. This suggests that the previous analysis
must be adjusted somewhat to anticipate the impact of additional poles and
zeroes near domir:ant poles.

In the case of stable networks, multiple LHP poles should be evidenced by
CW rotaiion of the polar plot about the origin, amounting to 909 per LHP pole.

In the case of unstable networks, multiple RHP poles should be evidenced
by CCW rotation of the polar plot about the origin, amounting to 90 ¢ per RHP
vole. If LHP poles are sufficiently near the jw axis for their effect to be observ-
able, dominant RHP poles will exhibit initial CCW rotation, followed by a CW
90 0 contribution per LHP pole, as sketched in the example of Fig. 6—4. Of
course, such sketches are highly dependent on relative pole position.

LHP or RHP zeroes may occasionally lie sufficiently close to the jw axis as
to impact the polar plot. Complex zeroes, like poles, occur in conjugate pairs
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Fig. 6—4. Sketch of polar plot illustrating the principle of dominant
RHP poles near the jw axis interacting with other LHP
poles. Note the initial CCW rotation due to the dominant
RHP poles, followed by subsequent CW rotation.
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Fig. 6—5. Sketch of polar plot illustrating the impact of a zero
between twopolesin the LHP: A local CW rotation results,
displaced from the origin.
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asa consequence of their originating from rational algebraic functions [Saucedo
& Schiring 1968]. As a result, zeroes will contribute either a 90% CCW rotation
per LHP zero, or a 900 CW rotatior: per RHP zero to the polar plot. In the case
of dominant LHP poles, the CCW rotztional contribution of LHP zeroes will be
evidenced as small CW rotations displaced from the origin and superimposed
on the plot due to decreasing IR,:,- (w) | as w passes near the zero, as illustrated
in Fig. 6—5. RHP zeroes also cause a decrease in lRij(CU) |as w passes near the
zero, but the CW angle of rotation remains the same. A similar analysis can be
performed involving RHP and LHP zeroes interacting with dominant RHP
poles except that the dominant sense of rotation is CCW.

623  VALIDITY OF THE APPROACH

As a general rule, RHP poles contribute to CCW phase rotation in the
R—plane, but LHP zeroes also have the same effect. In addition, both LHP
poles and RHP zeroes contribute to CW rotation. Notwithstanding the previous
analysis, polar plot interpretation seems to lend itself to some confusion. This
being the case, how can the previous analysis be of any significance?

Consider the effect of parameter P; on a possible migration of zeroes in the
s—plane. If zeroes were significant, they would impact signal energy as the net-
work approaches the limit. However, near the stability limit, a two—pole trans-
fer function, ignoring zeroes, has been shown to explain signal energy behaviour
with high accuracy. This does not mean that zeroes do not move under the influ-
ence of F;. It only means that, near the limit, dominant poles overide all other
contributions. Consequently, if time—domain simulations are sufficiently near
the stability limit that the previous chapter’s signal energy model is applicable,
then R;j(w) phase angle analysis can also be taken to be valid.

In the previous chapter, we saw that the region of validity of signal energy

analysis (i.e. equation 5—23) could be given in terms of a minimum value of per
unit signal energy slope:

AE/(P) > 497 (5-41)

AP’

This criterion corresponds to all values of power greater than 0,955 p.u. (i.e.
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in per unit of the stability limit). For the moment, this can be taken to define
the region of validity of the above polar plot analysis.

A E Y: THE HYDRQ- E RK
631  TIME- AND FREQUENCY-DOMAIN RESULTS

Let us consider the time—domain network response obtained in the course
of the stability limit search of Figs. 5—1 (a) and (b) for faults with no loss of line,
and in Figs. 5—14 (a} and (b) for faults with loss of line. The network response,
as before, is given by equation (5—-27):

r(t, P) = v(t, F) — Vygt(F) (5-27)

These time—domain waveforms are plotted with points at 2 cycle intervals
(i.e. 4t = 0.03333 seconds) and fast Fourier transforms are performed after the
fault has been cleared (i.e. after 6 cycles). Though 600 cycle simulations have
been found adequate for stability determination on the Hydro—Québec system,
all stable polar plots were obtained from 3000 cycle simulations. A comparison
of 600 and 3000 cycle polar plots appears in Fig. 6—6 for the same stable case:
The longer simulation time is seen to generate a smoother, less discontinuous
plot; nevertheless, CW phase rotation is clearly evident in both cases.

Figures 6—7 to 6—12 illustrate typical results, In particular, Figs. 6—7 and
6—8 show polar plots of the fast Fourier transform of the transient response for
some of the key simulations of Figs. 5~1 (a) and (b) (i.e. 3—phase fault with no
change in topology). Figures 6—9 and 6—10 show the same for the simulations
of Figs. 5—14 (a) and (b) (i.e. 3—phase fault with loss of line). Figure 6—11
shows the polar plots for the case of a spontaneous loss of line at Albanel and
Fig. 6—12 presents the corresponding transient stability simulation waveforms.

A final point. Fast Fourier transforms were obtained using the MATLAB
software [Little & Shure 1992). The true Fourier transform (FT') differs from
the MATLAB-computed fast Fourier transform (FFT) by a constant, 4¢:

FT = FFT At (6-7)
where, in our case,
At = 03333 seconds (6—8)
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(a) Typical polar plot obtained from 600 cycle simulation
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(b) Typical polar plot obtained from 3000 cycle simulation

Fig. 6-6. Two examples illustrating the sensitivity of stable FFT polar plots
with respect to simulation time length. CW rotation is preserved
on the simulation of shorter duration, though the plot is less con-
tinuous. These plots correspond to the base case + 350 MW for
a 6—cycle, 3—phase fault at Abitibi with no loss of line. Voltage
is monitored at Duvernay (i.e. stability limit of Fig. 5—1).
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Fig. 6—7. FFT polar plots for key Duvernay voltage waveforms of Fig. 51 (a) for 6—cycle, 3—phase fault at Abitibi
and no loss of line. Unstable cases exhibit CCW phase rotation; stable cases show CW rotation.
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632.1 STABLE CASES

As previously suggested, all stable cases exhibit CW rotational phase angle
behaviour. This is true whether the case is far from the stability limit (see Figs.
6—7(d), 6—8(d), 6—9 (d) and 6 —10 (d)) or within 25 MW of the limit (see Figs.
6—7 (c), 6—8 (c), 6—9 (¢} and 6—10 (c)), or whether voltage is monitored at
different locations (see Fig. 6—7 versus 6—8, and Fig. 6—9 versus 6—10).
Multiple poles are evident from the inward CW spiralling behaviour of the plots,
though the initial 90 0 contributions — due to dominant poles — exhibit the
greatest amplitude. LHP zero contributions are also evident from the existence
of localized CW rotations, displaced from the origin. From the point of view of
our previous linear—based analysis, stable cases harbour no surprises.

6322 UNSTABLE CASES

Contrary to the sketches of Figs. 6—2 and 64, the first point on the plots
of unstable cases begins at a phase angle of —180 0 rather than at —3600, This
is because the zero—frequency (i.e. DC) component of the time—domain
response is negative with respect to the post—contingency steady state voltage.

In general, unstable cases exhibit CCW polar plot rotational phase
behaviour, not onlyinitially, but through all frequencies, typically fallinginto the
origin (i.e. for increasing frequency) with little or no contribution from other
poles and zeroes. This observation is borne out for cases at some distance from
the stability limit (see Figs. 6~7 (a), 6—8 (a), 6—9 (a) and 6—10 (a)) or within
a few MW of the limit (see Figs. 6—7 (b), 6—8 (b), 6—9 (b) and 6—10 (b)). This
also appears to be the case for faults with no loss of line (Figs. 6—7 and 6—8),
faults with loss of line (Figs. 6—9 and 6—10) and spontaneous loss of line (Fig.
6-11).

Because unstable cases are interrupted prematurely by the ST600 transient
stability program (i.e. whenever two generators are separated by more than
some user—specified angle, the ST600 stability software ceases its execution,
thereby premarurely interrupting the simulation), as is the case for many other
commercial transient stability software, the time interval over which the Fourier
transform is determined is generally shorter than the requested simulation time,
and this is reflected in the polar plots in that they are frequently characterized
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by discontinuous jumps, particularly in the lower frequency region (i.e. the first
few points). For example, it is difficult to ascertain whether the localized
rotation ' in Fig. 6—10 (b) is due to the effect of some LHP pole or an
insufficiently long time domain simulation. Extremely short simulation
intervals are characteristic of very unstable cases: However, if the voltage
waveforms at some monitoring location clearly exhibit transient voltage
collapse as in Fig. 5—1 (a) (i.e. base case + 800 MW), the polar plots exhibit an
equally clear CCW rotation as in Fig. 6—7 (a).

Because of the reduced simulation time length of unstable cases, the
voltage at certain monitoring locations can occasionally give ambiguous, erratic
or even erroneous time— and frequency—domain information. For example,
the voltage at points very near large generating stations may be better controlled
due to the effect of very powerful and rapid static excitation systems, causing the
time —domain waveforms, though distorted, to appear stable in a truncated
simulation. In such cases, generator frequency, or the voltage at intermediate
locations between large power stations (see 2.4.9), are preferable to obtain a
clear indication of instability in the time and frequency domain. One therefore
concludes that, for voltage to be effective in stability evaluation, it must be
monitored at a number of locations, preferably at intermediate points between
large generating stations, to counter the effect of reduced simulation
time—length.

A final remark. The CCW rotational behaviour of unstable cases when
monitored at appropriate locationsis characterized by the near—absence of sec-
ondary pole--zero interactions. When the dominant poles cross the jo axis, sys-
tem instability appears to be such an overwhelming phenomenon that contribu-
tions from other poles and zeroes become difficult to detect (see Figs. 6—9 (a)
and (b) versus 6~—10 (a) and (b)).

6323 POLES AND ZEROES AT THE STABILITY LIMIT

Beyond the stability limit, one must be very careful with polar plcit
interpretation, particularly in relation to secondary pole--zerointera-tion. The
very mechanism by means of which a power system enters instability — loss of
synchronism — defines the limit of applicability of transient stability simulation
methods. This is easily understood: State—of—the—art transient stability
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software assumes that the system frequency suffers only small changes in order
to employ rapid steady—state (i.e. constant frequency) methods to solve the
network equations. When a power system is stable, this is a valid assumption.
However, the loss of synchronism violates this assumption, meaning that our
quantitative models break down at the stability limit.

Nevertheless, at the stability limit, the behaviour of the fast Fourier
transform of the network transient response changes fundamentally and this
qualitative observation suffices to discriminate stable from unstable cases.

6324 A CRITERION FOR POWER SYSTEM TRANSIENT STABILITY

Based on the study of the Hydro--Québec system, the following criterion
is proposed for evaluating the stability of transient stability simulations:

“If the polar plot of the Fourier transform of the system’s transient
response, as defined by equation (5—27), exhibits a sustained counterclockwise
(CCW) phase angle rotation at any single network monitoring location, then this
response corresponds to an unstable case.”

To apply this criterion, in view of the limitations of frequency domain
analysis in the case of extremely short unstable transient stability simulations
(see 6.3.2.2), bus voltage must be monitored at a number of network locations.
Of course, this constraint would no longer be necessary if unstable simulations
were lengthened either by relaxing or disabling the angle criterion responsible
for premature interruption of the transient stability simulation.

Afinal remark. Assustained CCW polar plot rotation is characteristic only
of instability, this criterion is valid for all operating points, not only in the region
near the stability limit as had been earlier postulated.

63.25 ADDITIONAL CONCERNS

The knowledgeable reader will have noticed that the polar plots published
in the paper entitled “rrequency—Domain Behaviour of a Network Near Its
Transient Stability Limit” [Marceau, Galiana, Mzilhot & McGillis 1993] are not
identical to those of the present chapter. In particular, the time —domain volt-
age waveforms of the paper’s Figs. 5 and 6 are identical to Figs. 5—1 (2) and (b)
of the present thesis, except for the voltage scale. This, in turn, implies that Figs.
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7 and 8 of the paper should respectively be identical to those of Figs. 6—7 and
6—8 of the present thesis. However, the actual appearance of the polar plots
is at times quite different fromthose presented in this thesis, particularly in rela-
tion to unstable cases, though the angle criterion proposed here is respected by
all polar plots.

The paper’s polar plots were generated using the MATRIX, software
whereas all those presented in this thesis were obtained using MATLAB. The
reason for this is that the Hydro—Québec Operations Planning department
abandoned the use of MATRIX, in favour of MATLAB in late 1992, obliging
me to continue with MATLAB after the paper had been written. The main fea-
ture of the paper’s polar plots, obtained using MATRIX,, is that unstable cases -
exhibited a sustained CCW rotation, including a spiralling—in characteristic
with increasing frequency. The MATLAB FFT, though preserving CCW rota-
tion for unstable cases, falls slowly into the origin. A possible explanation for
these discrepancies is that the fast Fourier transform function supported by
MATRIX; provides a “window” parameter which tends to “smooth out” the
FFT at the expense of decreased resolution whereas the MATLLAB FFT provides
no such windowing parameter. It may be that, at the time the plots for the paper
were made (i.e. in October 1992), the default settings in the Hydro—Québec
MATRIX; environment applied such a window — without my knowledge —~
even though the manual explicitly states that this should not have been the case
[Integrated Systems 1990]. Unfortunately, it is impossible to verify this hypothe-
sis, or to explain it otherwise as MATRIX, is no longer available to me at this
time.

The MATLAB fast Fourier transform function has been validated by com-
parison with those of known waveforms (i.e. square pulses, see Fig. 5~3), hence
I am confident of the results given in the present chapter. Regardless of the par-
ticular software used to generate polar plots, polar plot rotational direction is
the same.

64 SUMMARY

Building on the signal energy approach presented in the previous chapter,
the present chapter explores a network’s frequency—domain behaviour near
the transient stability limit.
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In this chapter, a frequency—domain stability criterion is proposed, based
onthe observation that a network’s behaviour near the stability limit is governed
by the action of its dominant poles, as demonstrated in the previous chapter.
Essentially, the criterion requires monitoring the Fourier transform of the net-
work’s transient response R(w, P} at a number locations in the network. When
generation P is varied and the network crosses the stability limit, the angle of
R{w, P) fundamentally changes its behaviour, passing from a clockwise (CW) to
a counterclockwise (CCW) rotational behaviour, as monitored in at least one
location. This is confirmed by results obtained from performing iany stability
limit searches on the Hydro—Québec system using ELISA. Once again, we see
that these results hold for normal contingencies, notwithstanding the presence
of many active, nonlinear voltage support elements in the network.

Such a criterion is useful in that the transient stability transfer limit deter-
mination process can now be mechanized without having to resort to heuristic
or traditional acceptability criteria.

ON EVALUATING POWER SYSTEM STABILITY 22|



CHAPTER 7

CONCLUSIONS AND
RECOMMENDATIONS FOR FUTURE RESEARCH

.1__INTRODUCTION

The main focus of this thesis has been to mechanize the processes of
dynamic security analysis in operations planning by means of software frame-
works. In particular, the ELISA framework prototype was developed and subse-
quently tested in a typical utility production environment. This experience nas
showed that even a modest effort can result in large benefits for a utility, and
there are many reasons for this. First, frameworks accelerate the execution of
lengthy, time —intensive processes, enabling planners to be more strategicin the
realization of their tasks. Second, frameworks permit a large increase in the
number of degraded networks which can be studied explicitly, thereby increas-
ing the number of transmission limits obtained by simulation. Third, the possi-
bility to study far more degraded topologies reduces the uncertainty and guess-
work often fcund in constructing security control strategies. Amazingly enough,
this leads to two contradictory results: Less conservative security limits and
greater system security.

With the advent of more powerful computer hardware and more effective
simulation software, the industry trend towards on—line security strategies will
inevitably cause frameworks, developzd in and for the off—line environment,
to gravitate towards the on—line environment. A corollary to this is that time—
honored and effective off—line methodologies should be mechanized and vali-
dated in the off—line environment before they find their way into the on—line
environment, so that present levels of security can be maintained. The extensive
testing and subsequent utilization of the ELISA prototype in a typical opera-
tions planning environment is an important step in this direction.

Finally, as we have also seen in this thesis, the leverage afforded by such
tools in the research environment can also contribute to augm.eznting our under-
standing of fundamental power systems phenomena, and significantly increase
the effectiveness of existing tools and strategies.
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From the perspective of the research performed in the course of this thesis,

the following conclusions follow directly:

A taxonomy of the processes of dynamic security analysis in operations plan-
ning can be constructed using semantic nets, classes, objects, properties and
rules, structured essentially around the goals of dynamic security analysis.

Such a taxonomy also defines the language of operations planners, a lan-
guage of semantic and software generality in that the processes that it
describes are independent of any particular network or commercial simula-
tion software. As a direct consequence of this, the language can be viewed
as a roadmap for constructing a very high—level shell environment or
framework: unique bridges need only be built for each application prograin
supported in a software library.

The ELISA framework prototype, built on the basis of this taxonomy, is
found to have considerable flexibility and performance. In the utility envi-
ronment, the prototype permits the execution of large—scale studies in a
fraction of the time formerly required, and enables operations and system
planners towork at a more strategic level. In the research environmeit, the
ELISA prototype is also found to be extremely useful in the study and
understanding of power systems phenomena, permittingunheard—of num-
bers of simulations to be performed in a relatively short period of time.

The signal energy E of the network voltage transient response, monitored
at some user—defined location, is found to act as a barometer defining the
relative severity of a contingency with respect tc some parameter P, for
instance power generation or power transfer. For a given contingency, as
P is varied and the network approaches instability, signal energy increases
smoothly and predictably towards an asymptote which defines the net-
work’s stability limit: This limit, in turn, permits us to compare the severity
of different contingencies.

The effect of increasing P on the damping of the system can be explained
using a Fourier transform approach. A simple function, derived from linear
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systems theory, estimates network stability limits with surprising accuracy
from only two or three sample simulations. In particular, using a formula
based on three simulations (equation 5—23), less than 1% error results pro-
vided that 1) the monitoring location is close to the contingency location,
2) at least one of the simulations is within 3.5% of the stability limit and 3)
the farthest simulation is within 16%. These results hold for all normal con-
tingencies (i.e. faults with no change in topology, faults accompanied by
subsequent loss of line or spontaneous loss of line), notwithstanding the
presence of many active, nonlinear voltage —support elements (i.e. genera-
tors, synchronous condensers, SVCs, static excitation systems, etc.).
Finally, signal energy behaviour permits us to understand and quantify the
effectiveness of such long—used concepts as stability margin.

As implied in the previous point, signal energy monitoring location can
impact the precision of the signal—energy—based stability limit estimates.
Monitoring locations close to the contingency location give better stability
limit estimates than distant monitoring locations.

A per unit signal energy function (i.e. a dimensionless signal energy) can
also be defined whose slope establishes proximity to the stability limit in a
general way and which more formally circumscribes the region of validity
of the signal energy model. In particular, stability limit estimates obtained
from the proposed signal energy model (equation 5—-23) are found to be
highly accurate (i.e. within 1% error) provided that the change of the per—
unit signal energy E;;* with respect to per—unit power F;’is greater than or
equal to 497, that is:

AE;(B) > 497 (5—41)
AP’

Taking this a step further, one can assume that this slope also defines the
entrance to the knee of the signal energy curve. Based on this assumption,
one finds that the signal energy curve begins its rapid ascent at approxi-
mately 95.5% of the stability limit.

Building on these results, a strategy is proposed permitting rapid estimates
of transient stability transfer limits from at most three stable transient sta-
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bility simulations. This may eventually prove to be attractive for on—line
dynamic security analysis strategies employing time—domain simulation
tools.

9. Finally, a frequency—domain stability criterion is proposed for transient
stability analysis, based on the observation that a network’s behaviour near
the stability limit is governed by the action of its dominant poles. Essen-
tially, the criterion requires monitoring the Fourier transform of the net-
work’s transient response R(«w, P) at a number of locations in the network.
When generation P is varied and the network crosses the stability limit, the
angle of R(w, P) fundamentally changes itsbehaviour, passing from a clock-
wise (CW) to a counterclockwise (CCW) rotational behaviour, in at least
one location, Once again, these results hold for normal contingencies, not-
withstanding the presence of many active, nonlinear voltage support ele-
ments in the network.

Before closing this thesis, it is useful to dwell on a certain number of issues
which naturally arise from the mechanization of human processes. Beyond the
semantics of such words as “frameworks”, “expert systems”, or “artificial intelli-
gence”, there lies the reality of attempting to mimic humans in various areas of
endeavour. In the context of the present research, while struggling with the diffi-
culties of teaching computers to imitate humans, a certain number of observa-
tions were made which may be of value for the emergence of machine intelli-
gence.

Let usrecall that any software that can be executed under a particular oper-
ating system can be seen as de—facto integrated within this operating system.
Programmable operating systems can be seen as going a step beyond, providing
the means for creating ever higher—level software from elementary building
blocks which are neither elementary nor meant to be used as “building blocks”.
Though expert—system shell technologies and artificial intelligence (AI) lan-
guages such as LISP and PROLOG attempt to provide environments for creat-
ing high—level strategies and interfacing with a variety of software including
databases, such tools are inherently limited in that they are themselves resident
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within and dependent on operating systems, and are not iz total contro! of their
environment. The operating system stands alone at the top of the software con-
trol pyramid.

In the long term, the quest for machine intelligence must strive towards
total control of the software environment as intelligence is the highest form of
software and such software can only reside at the top of the software pyramid.
Consequently, operating systems technology must inevitably converge with
knowledge representation and processing technologies. In the short term, a nat-
ural evolution of operating systems would be to offer object—oriented model-
ling and programming features, including the capacity to build rule bases,
knowledge bases, databases, and to employ inference engines.

The strategy of controling one’s environment invites additional comment.
We have seen in Chapter 1 that a fundamental tenet of security (and survival)
is to exercise the greatest possible control over one’s environment. Let us now
reason backwards: If the known strategy is to exercise control over one’s envi-
ronment, one infers that survival is a key goal. Transposing this to the sofware
environment, if control over the environment constitutes a necessary condition
for the emergence of intelligence, survival is therefore an inherent trait of such
intelligence. One therefore reasons that the quest for survival is a prerequisite to
intelligence, or alternatively, that intelligence arises as a by~product of some
demonstrated capability to survive.

All of this might seem to diverge from the main topic were it not for the fact
that a primary concern of this thesis is the dynamic security of power systems.
We have already defined power system security as the art and science of power
system survival. Pursuing our previous line of reasoning, one can view the power
system security problem as an ideal problem in artificial intelligence. A soft-
ware capable of assimilating its own survival to that of the power system, and
incorporating all of the necessary attributes to ensure its survival (i.e. real —time
monitoring, high—level reasoning, learning capability, access to simulation
tools, ability to analyse results, ability to exercise control on its own computer
environment and on the network, etc.) may well constitute an important
research direction towards achieving a software—based intelligence ultimately
greater than the sum of its parts.
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4.1 N FRAMEWORKS IN OPERATIONS AND SYSTEM PLANNIN

A number of research directions can be identified regarding frameworks in
operations and system planning, in particular to continue the work that has
begun in the course of this thesis:

1. Viewing the ELISA object—oriented language as a programmable lan-
guage, it may be interesting to address the issue of building a robust com-
piler of ELISA language scripts, capable of generating the appropriate
ELISA code “made to measure” for a given script. The implementation of
conditional branching structures, filters and the capability to execute
large—scale sensitivity studies, as described in Chapter 3, are also very chal-
lenging projects, particularly from the perspective of compiler construc-
tion. Finally, it would be interesting to be capable of viewing the class—ob-
ject network resulting from the execution of an ELISA script onscreen, as
illustrated in Fig. 3—10, as the search process progresses.

2. A corollary to the preceding is to attempt to build a voice interpreter of
ELISA commands, including the capability to furnish a corresponding ver-
bal answer to the request. Research into this area may have interesting
implications from the point of view of future EMS technology.

3. Itwould be useful toimplement the transient stability transfer limit strategy
described in Chapter 5 which proposes to find a stability limit from at most
three stable simulations.

4, Though not explicitly mentioned in this thesis, occasions exist where the sta-
bility limit is approached by reducing rather than incrementing power gen-
eration or transfer in some part of the network. This implies that the sense
of a search strategy can also be considered a variable. Integrating this fea-
ture to the ELISA prototype is also an interesting project.

5. Asdescribedin Chapter 3, itis possible to define heuristic dynamic security
functions to answer dynamic security analysis queries based on the knowl-
edge and data contained in an appropriate database. Such a heuristic shell
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would be a fascinating project in that it would lay the foundations for gener-
ating the security limit tables ultimately used by the system operator, or for
ensuring on—line security analysis from a database of cases.

The area of data validation, though crucial, is rarely addressed. It would
be of significant interest to the industry to develop some means, heuristic
or otherwise, of verifying the correctness of load flow and stability input
data.

It may be of interest to develop an ELISA - like framework capable of driv-
ing large—scale processes employing EMTP —like software (i.e. Electro-
Magnetic Transients Program) rather than transient stability software. Two
approaches can be proposed: 1) To use EMTP instead of a transient stabil-
ity software in ELISA or 2) to define a new taxonomy of processes related
to the analysis of voltage—related phenomena.

It may also be of interest to develop an ELISA ~like framework specifically
designed for the system planning environment. This problem is character-
ized bya desired transmission capacity subject to predetermined system cri-
teria: Hence, power system topology is the variable. A taxonomy of such
processes would have to be defined before implementation issues could be
addressed.

As suggested in the previous section, a software capable of assimilating its
own survival to that of the power system, and incorporating all of the neces-
sary attributes to ensure its survival (i.e. real ~time monitoring, high-level
reasoning, learning capability, access to simulation tools, ability to analyse
results, ability to learn, ability to execise control on its own computer envi-
ronment and on the network, etc.) might prove to be an extremely rich
research direction from the perspective of future generations of EMS
technology.

742 ON SIGNAL ENERGY, SYSTEM STABILITY AND TRANSFER LIMITS

Here again, a number of research directions can be identified to continue

the work that has begun:
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It would be of interest to establish whether or not signal energy is useful in
establishing long—term stability limits. If not, an appropriate criterion
should be researched in order toreduce the number of simulations required
to find such limits.

It was shown in Chapter 5 that acceptable cases from an operations per-
spective are usually found in the knee region of the signal energy curve. It
would be of interest to establish this correlation more formally and deter-
mine a criterion, either in terms of p.u. signal energy slope or powerin p.u.
of the stability limit, which will define case acceptability more generally.

It would be of interest to explore signal energy from the perspective of dif-
ferent network quantities (i.e. frequency, power flow, reactive power flows,
etc.) for transient stability transfer limit determination.

It would be of interest to further explore signal energy from the perspective
of monitoring location. Would it be significant to sum the signal energies
of the voltage at all the system buses, at all of the buses of only one voltage
level, or at a small number of buses chosen on the basis of some criterion
as yet to be determined? Would better stability limit estimates result?

It would be of interest to further study the impact of voltage support
technologies (i.e. SVCs, SCs, static excitations, etc.) on signal energy curva-
ture and determine if any new information can be extracted from this
approach, in particular for system planning purposes.

It may be possible to improve the signal energy formula of equation (5—27)
by considering the changes in dominant—pole frequency with respect to
increasing power.

It would be of interest to find some correlation between the steady—state
transfer limit of a power system topology, the transient stability transfer
limit of the same system subjected to a fault with no change in topology, the
transient stability transfer limit of the system degraded by one line and sub-
jected to the same fault, and the transient stability transfer limit of the unde-
graded system subjected to a fault and loss of line.
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10.

11.

It wonld be useful to confirm the validity of the proposed stability criterion
by verifying it on simulations of other power systems.

It may be worthwhile to explore the applicability of wavelet theory to the
stability evaluation of transient stabiiity simulations, particularly in relation
to short simulation times.

Is it possible to define a second equation including the signal energy
constants enabling stability limits to be defined from a single transient sta-
bility simulation?

Is it possible to extend signal energy analysis and stability limit estimation
such that on—line system data might be used to determine stability limits
without simulation?
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