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Abstract

One of the primary objectives of adaptive fini te element analysis research is to

Jetenlline how to effectively discretize a problenl in arder ta obtaill a sufficiently

accurate solution efficiently. Consequently, a major research issue in adaptive finite

elenlent analysis is the feedhack control system used to guide the adaption; essential1y,

one lleeds to resolve which error data to feed back after each iteration, and how to use

it to initialize the next adaptive step. Currently, there exists substantial evidence sug­

gesting that the optimality of a finite elenlcnt discretization plays a significant role in

the accuracy of computed solutions at given levels of problem refinement. Therefore,

in order to exploit the potential henefits in adaptive finite element methods, the char­

acterization of optimal finite element discretizations has been investigated extensively.

However, valid criteria for characterizing optimal finite element discretizations for a

sufIicielltly \Vide range of problem applications have not been reported. A theoreti­

cal formulation for the numerical study of optimal finite element solutions to partial

differential equations of macroscopic electromagnetics is presented. The formulation

is based on variational aspects of optilual discretizations for Helnlholtz systems that

are closely related to the underlying stationarity principle used in conlputing fini te

clement solutions to continuum problems. The optimal characteristics of approxi­

nlate finite element solutions, as predicted by the theory and observed numerically,

have been employed to develop new optimal discretization-based feedback refinement

criteria for use with advanced strategy adaption models in Hnite elernent electromag­

lletics. Numerical tests indicate that they are effective and economical for efficiently

and reliably guiding practical h-, p- and hp-type adaption models towards accurate

solutions.

[n addi tion, a series of important benchmark adaption problems are introduced

to exanlÎne the validity of the theoretical concepts and the practical value of the

new refinement criteria. lVloreover, nlany of the computational and theoretical diffi­

culties inherent in the currently available characterizations of optimal fiuite element

discretizations are explained and il1ustrated with numerical results computed for the

same benchmark problems.
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Résumé

lJ n des objectifs principaux de recherche d'analyse des éléments finis adaptifs

est de déterminer comment discrétiser un problème afin cl 'obtenir une solution ef­

ficiente et en même temps suffisamment précise. Par conséquent. une question de

recherche majeure dans l'analyse des éléments finis adaptifs est le système de contrôle

de rétroactions utilisé pour diriger Padaption: essentiellement. il est nécessaire de

résoudre quelles données d'erreur à calculer après chaque itération, et comment les

utiliser afin d'initialiser l'étape adaptive subséquente. Il existe présentement des

évidences substantielles dans la revue de la documentation qui suggèrent que ropti­

malité d~une discrétisation des éléments finis joue un rôle significatif dans la précision

des solutions calculées à différents niveaux de raffinement de problèmes. Donc, la

caractérisation des discrétisations optimales des éléments finis a été vastement ex­

aminé. afin d'exploiter les profits potentiels dans les méthodes des éléments finis

adaptifs. Cependant. les critères valides pour caractériser les discretisations op­

timales des éléments finis n'a pas été rapporté pour une portée suffisament large

d~applications de problèmes. Une formulation théorique est présentée pour l'étude

numérique des solutions optimales des éléments finis aux équations différentielles par­

tielles de "macroscopic~ électromagnétique. La formulation est basée sur les aspects

variationaux des discrétisations optimales pour les systèmes de Helmholtz. qui ressem­

blent au principe fondamental de "stationarity~ utilisé afin de calculer les solutions

des éléments finis aux problèmes de continuum. Les caractéristiques optimales des

solutions des éléments finis approximatives, comme prédit par la théorie et observé

numériquement. a été employé pour développer de nouveaux critères de raffinement

de rétroactions basés sur les discrétisations optimales pour Pusage avec les modèles

d'adaption de stratégies avancées dans les éléments finis électromagnétiques. Les

résultats numériques indiquent qu'ils sont efficaces et économiques pour fiablement

diriger les nlodèles d'adaption pratique h-, p- et hp-type vers des solutions précises.

En plus. une serie de problèmes importants d'adaption de référence est introduite

pour examiner la validité des concepts théoriques et la valeur pratique des nouveaux

critères de raffinement. De plus, des difficultés computationnelles ainsi que théoriques

inhérentes aux caractérisations actuellement disponibles des discrétisations optimales

des éléments finis sont expliquées et sont illustrées avec des résultats numériques .
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Chapter 1

Introduction

The science of electromagnetism~ from its origins ln classical antiquity to its

contemporary study. has played a vital role in the intellectual development and the

technological progress of rnankind [1-9]. The ancients. who were familiar with the

attractive power of loadstone and rubbed ambeL contemplated the curious properties

of these two substances and speculated about their nature. Sorne of the earliest

observations of such magnetic and electric phenornena are attributed to Thales of

~'[iletus. who lived in the sixth century B.C. and reasoned that ~the magnet has a

soul in it. because it moves the iron~ [2]. One of the first practical applications of

magnetic phenomena was the use of the compass for navigation. \vith the earliest

written reference to it being by Alexander Neckam in A.D. 1186 [:3]: undoubtedly. the

llse of the earth ~s magnetic field for guiding explorers and voyagers has had sorne of the

most significant consequences for mankind since the Nliddle Ages. \Vith the advent of

the con1pass there also came further insight into the nature of the magnetic properties

of D1aterials. For example. in A.D. 1269 Pierre de Maricourt announced the discovery

of the poles of a magnet: thus. giving rise to the theory of polarisation~ which has

since played a role of fundamental importance in natural philosophy [4]. The modern

history of electricity and magnetism has its beginnings in the Renaissance, for it \Vas

in A.O. 1600 that \Villiam Gilbert published De J.\Ja9nete~ a work highly regarded not

only for the significant findings presented therein. but also for the progress achieved by

its clear statement of the scientific method [5]. Of forernost importance were Gilbert ~s

cliscoveries that (i) the earth itself is a great magnet; thus. explaining the action of

a compass. and (ii) that quite a large class of bodies could be induced by friction to

display effects sirnilar to the attractive power of rubbed arnber. Gilbert's work helped

1
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inspire a succession of experimental and theoretical investigations. culminating in the

formulation of ~'Iaxwelrs equations during the second half of the nineteenth century

[6]. The solid mathematical foundatioD formulated by ~laxwell provided a unified

electromagnetic field theory~ which has endured and has had profound implications

in areas ranging from communications technology to relativity theory [7. 8]. Today~

t he st udy of electromagnetism continues to he at the forefront of scientific inquiry.

where the electromagnetic field is considered one of the four fundamental force fields

essential for describing and understanding the nature of our universe [9].

1.1 Finite Element Methods in Computational Electromagnetics

Our ability to understand electromagnetic phenomena and to analyze and design

electric and magnetic devices. through the use of analytical and numerical meth­

ods. plays a vital role in modern society. It is only necessary to consider that elec­

tromagnetics encompasses. in part. the generation. storage. transmission~ reception.

transformation. and interpretation of electric and magnetic information and energy.

to realize just how expansive the range of areas involving electromagnetism is. For

instance. communications systems incorporating microwave and optical components.

biOInedical applications such as nuclear magnetic resonance (NNIR) devices~ direct­

and alternating-current machines. high-voltage power distribution systems. and elec­

lronic con1puting systems represent only a fraction of the types of areas in which

electron1agnetics analysis and design are essential. but illustrate clearly the poten­

tial need to solve a diverse assortment of sophisticated engineering electromagnetics

problems [10-1:3]. j\;Iathematical models~ such as ~1axwelrs differential or integral

equations~ which descrihe physical electromagnetic phenomena macroscopically~can

be used to obtain closed-form or quasi-analytical solutions to certain electrical en­

gineering problems in terms of their electromagnetic fields [14-17]. However. there

are many practical and important instances where only approximate solutions can he

obtained through the use of numerical methods. For example, consider the prohlem

2
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of the scattering of radio waves by a metallic circular cylinder, which has a closed­

forrn solution in terms of trigonometric and Bessel functions. In contrast, the similar

problem involving a metaHic rectangular cylinder necessitates the use of numerical

analysis rnethods for its solution [18].

The finite element method (FE~I) is a powerful numerical analysis technique which

is well-suited to and appropriate for solving a large class of electrornagnetics problems

computationally [19-27]. Essentially, in order to solve the differential or integral equa­

tians that nlathematically describe a physical electrolnagnetic system by using the

FEl\'l, the problem region is first divided into a finite number of geometric sub-regions,

or elements. A model of the solution is then constructed over each individual element

by an approximating function, which is uniquely defined by the numerical values of a

set of paranleters associated with it. These numerical values are subsequently com­

puted based on satisfying global constraints which are rnathematically equivalent to

solviug the original differential or integral equation describing the system. Amongst

the many methods used within eomputational electromagnetics [26-35], the FEM's

ability ta handle problems with complex geolnetries, as weil as its applicability to

statie, quasi-statie, wave and transient problenls and to problems eontaining material

regions that are nonlinear, inhomogeneous, and anisotropie rnake it one of the most

versatile and powerful computational techniques available today [23-2ï]. Moreover,

the solid theoretical foundations upon which the FEM is based, as weil as the rigor­

ous mathematical analyses concerning the existence, convergence, and uniqueness of

finite element solutions that have been established, further justify its use in electro­

magnetics research and design [36-4ï]. Currently, finite element analysis (FEA) is

widely used in electromagnetics design and research - typically, FEA tools are used

to numerically simulate and evaluate the performance of a new device design before

building a prototype, or to computationally investigate the electromagnetic charac­

teristics of natural and man-made systems and their interaction with, or impact on,

their surrounding environments [13,48-51].

3
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1.2 Adaptive Finite Element Methods

\Vhile fini te element methods (FENls) are presently employed extensively for elec­

tromagnetics analysis and design [.52..53]. the use of adaptive finite element methods

(:-\FE~ls) has gained considerable attention in recent years from numerical analysts

for solving problems more efficiently than standard FEMs allow for [.54]. In gen­

eral. finite element solutions are inherently approximate: fundamentally~ FEMs are

based upon the principle of representing solutions to continuum problems by finite­

din1ensional approximations computed over fiuitely discretized domains [5.5]- There­

fore. the accuracy of a finite element solution is directly dependent on both the number

of free parameters used to mathematically model the problem. and on how effec­

tivel.y those parameters. or mathematical degrees of freedom (DüF). are distributed

t hroughollt the problem space. Furthermore. the computational cost associated with

obtaining a finite element solution is related to the number of Düf used in the dis­

cretization of the problem. Consequently~ the most efficient distribution of degrees

of freedom for a problem is that which yields a sufficiently accurate solution for the

lowest number of free parameters. Currently. the only practical way to achieve this

objective is by using adaptive solution strategies which are capable of intelligently

evolving and improving an efficient distribution of DüF over the problem domain by

establishing solution error distributions~ and then adjusting or adding DOF to the

discretization to correct them [.56-.58].

Standard FENIs increase the number of Düf throughout the problem domain

ln a uniform fashion by augmenting the existing Ievel of discretization in each sub­

region (clement) equally. Generally. this can result in an inefficient solution process.

since most field solutions rarely conform to the initial distribution of DüF over the

entire problem domain for electromagnetics problems with complicated geometries

and material properties~ and uniform refinements do Ilot allow for this distribution to

he changed. In other words, the rate of solution variation may vary over the problem

4



•

•

domain: therefore. for a given level of relatively uniform discretization. the error in

a finite element solution may also vary throughout the problem domain. Thus. by

increasing the number of DaF in the regions of higher solution error only~ it is possible

to make the most significant improvement in the global accuracy of the finite-element

solution for the least additional computational cost. In contrasL uniformly increasing

the number of free pararneters throughout the problem dornain could provide an even

greater overall improvement in the computed solution accuracy: however~ the per

capita increase in accuracy for each new Daf may not be as high. since new Daf

added to regions which \Vere already sufficiently weIl refined \\·oltld not necessarily

contribute to a significant improvement in the solution accuracy [56.57].

One of the primary objectives of AFEwls is to compute the solution to an engi­

neering problem to within pre-specified accuracy tolerances for the lowest possible

computational cost. In order to achieve this objective. the fundamental approach

underlying the majority of AFE~'1s involves the efficient. iterative improvement. of

a convergent sequence of increasingly accurate approximations of the true solution

to a given engineering problem. A simple conceptual framework which is meaningful

for the study of AFENls is shown within the context of the general finite element

solution scheme in Figure l.i. where the individual steps of an adaptive method are

constituents of one or the other of two major. procedural components: namely~ the

adaption model and the feedback control system used ta guide the adaptive finite

clenlent process. Simply put. the adaption nlodei includes those steps involved with

Ilpdating a discretization. \vhile the feedback control system is concerned with pro­

cedures related to resolving how to increase the level of discretization for a problem.

Consequently~ the specification of an adaption model and a feedback control strateg)'

defines an adaptive method within this paradigm. More specifically, the procedure

followed by most adaptive solution schernes. as outlined in Figure 1.2 along the lines

described in [.59L is to first create an initial discretization for the problem (A). and

then solve the finite element problem based on this initial discretization (8). Once a

5
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Adaptive Feedback Loop

Pre-Processor ~
Finite Element - Feedback Control - Post-ProcessorSolver - System

A

,r
Adaption Model

Figure 1.1: The adaption model and feedhack control system framework for the study
of :\FEiVls. within the context of the general finite element solution scheme. The
general finite element solution process~ usually. involves: (i) a pre-processing unit
for building a computational model of the problem. (ii) a finite element solver for
con'lputing solutions to the discretized prohlems. and (iii) a post-processing unit for
analyzing the computed solutions.

solution has been obtained. an estimate of by how much it is in error from the true

solution \Vith respect to a specifie measure of error. will determine if a more accurate

solution is required (C). If the error is within acceptable limits. the computed solu­

tion may then be utilized for its intended purposes. [f the accuracy of the solution is

Ilnacceptable. however. the next steps in the adaptive scheme involve first. trying to

estimate in what parts of the problem domain the solution is most in error (D). then

detcrmining the required refinement to most effectively improve the solution accuracy

(E). and subsequently. appropriately adding DOF in the inaccurate regions (F). The

finite element problem is then re-solved (B) to see whether the updated discretization

leads to a sufficiently accurate solution (C). or iffurther refinement is required (D-F).

:\FENls are especially useful for solving complex problems efficiently~ since the

computer resources required can increase at a significant rate with respect to the

problem size: for example. in sorne finite element implementations the approximate

cOInputational cost can be O(n3)~ where n is proportional to the number of DOF used

6
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Create an initial
(A) discretization.

(B) Solve the finite elementt--__...__-t

problem.
Update discretization. (F)

Determine how to
update discretization (E)

most effectively.

(C)

No

Stop

Estimate where the
solution is most in error.

(0)

•
Figure 1.2: The general solution procedure for an adaptive finite element method.
with six of the fundamental steps labeled as (A - F) .
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in the numerical model of the problem [23]. Today. many realistic problems require

a large number of free, or unconstrained, modeling parameters in order to compute

their solutions \Vith sllffi.cient accuracy. This has made the effective discretization of

the physical problem a tacit requirement of efficient modern finite element packages.

The need for such computational efficiency in finite element electromagnetics methods

has led to an increased demand for advanced adaptive solver technologies. Thus. the

research and development of optimized AFE~ls proven to be effective. reliable. and

versatile enough for general application in electromagnetics analysis and design. IS

considered to be a critical component of the state-of-the-art in FEA research.

As noted. an essential part of efficient FEN[S is the effective discretization of the

continu um problem. which involves the construction of (i) a mesh consisting of a finite

number of geometric sub-domains. or elements, llsed to model the physical problem

region under study, and (ii) a set of finite-dimensional approximating functions defined

over the elements in order to compute the solution to the discretized problem. An

adaption mode! is a set of well-defined procedures used in AFEMs for updating a finite

element discretization. Presently. four basic types of adaption models are under study

in the mainstream literature: (i) h-type. (ii) p-type. (iii) combined hp-type, and (iv)

l'-type. Essentially. these models differ only in the techniques used to update the

finite clement discretization \... ithin the adaptive feedback loop [.57]. BrieRy stated.

Il-type adaption models add elements to the mesh to improve a discretization: p­

type adaption models increase the degree of approximation OVer elements within the

mesh ta inlprove a discretization: hp-type adaption nl0dels employa combination of

büth procedures: and l'-type adaption models reposition element vertices in the mesh

tü improve the solution accuracy. Each of these basic models have strong positive

attributes and disadvantages, which make their use in AFE~Is highly effective under

different conditions, and aIl four are considered in this work. The basic adaption

models are described and discussed in greater detail in the following four sections. in

order to illustrate their importance in developing effective practical AFEMs.

8
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1.2.1 The h-type Adaption Model

In h-type adaption models refinement of the finite element discretization is ac­

complished by adapting the size (h) of elements in the mesh. while keeping the order

(p) of the approximating functions over the elements constant. Consequently~in order

to improve the accuracy of a finite element solution using an h-type adaption rrlodel.

the number of free parameters used to compute the solution is increased by increasing

the total number of elements in the mesh: thereby~ decreasing the overall average size.

h(11:g. of elements in the mesh:

( L 1)

•

where hi is the size of theith element in a mesh comprised of a total of ~V elements.

For example~ Figure 1.3 shows a sample representation of four levels of uniform fi­

nite e1ement h-refinement. using triangular elements. corresponding ta four different

relative average element sizes.

It has been proposed that the the point-wise errar in a finite-element solution IS.

approximately. LJ(hmin(p+l,t;)) for an element of size h and polynomial order p. and

where ç is a number proportional to the intensity of any local singularities1 that may

he present in the exact solution of the problem [55.6.5]. This estimate is based on

t he argument that if a pth-order approximating function is used to model the solution

over an element of size h. then the dominant term in the difference between the Taylor

series expansions. about a point within that element. of the fini te-clement and true

solutions will be O(hP+1
) if no singularities2 in the exact solution exist nearby [44.6.5].

ISolution singularities are primarily associated with sharp material edges and corners [60,61].
The intensity of such singularities has been characterized mathematicallyas ç == ~. where Q is the
interior angle (in radians) of a vertex where two line segments composing part of the boundary an of
a problem domain n meet [62]. Using this approach, the intensity of a singularity associated with a
2700 reentrant corner is given by ç = 0.67; however. experimental results suggest that such a corner
would result in a singularity intensity doser to ç = 0.71 in terms of its effect on the solution error
convergence rate [63]. Despite this particular discrepancy. it is generaIly agreed that 0.5 < ç < 1 for
interior angles of the boundary an that lie within the range rr < Q < 2r. radians [55, 64}.

:!The local rate of solution error convergence for aIl values of p used in elements in the vicinity of
any singularity that may be present is dominated by the intensity (ç) of the singularity. This behavior
has been explained. by sorne authors, to be caused by the presence of infinite coefficients associated

9
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(a)

(b)

(c)

(d)

Figure La: An example of four levels of uniform finite element /z-refinement. using
triangular e/ements, corresponding to four relative average element sizes is îllustrated:
(a) "OU9 == 1. (h) /zOU9 == 1/4. (c) /zOU9 == 1/16. and (d) /zOU9 == 1/64.
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For example. based on this estimate. the error in a finite element solution at a given

point in the problem domain will be reduced by a factor of four for a halving of the

clement size, in a region where no singularities are present and first-order polynomial

approximating functions are used. Although this argument~ based on concepts frorn

interpolation theory. is not completely theoretically justified in the context of finite-

clement approximations~estimates of solution error convergence rates based on it can

be achieved asymptotically in practice as elernent sizes tend to zero [55]: therefore.

sllch estimates are useful for understanding approximate error behavior in finite-

element solutions [66].

Based on the above estimates for the error in finite-element solutions. it is evident

that h-type adaption models may be used advantageously in AFENls. For example. by

increasing the number of OüF in the regions of high solution error. through the use of

a larger number of smaller elements in those regions. it is possible to achieve significant

improvements in the global accuracy of the finite-element solution at lower compu-

tational cost in comparison with uniformly increasing the number of free parameters

throughout the entire problem domain. Conceptually. Iz-type adaptive refinement is

uncomplicated: however. the practical implementation of h-adaption models involves

certain complex issues that are addressed in the extensive literature on AFENls. For

example. h-adaption models typically increase the level of discretization in a finite

e1ement mesh by. firsL introducing new vertices. which are then used to define addi-

tional elements. Consequently. the manner in which these new vertices are introduced

ta the discretization and how new elements are subsequently defined. can affect the

quality of the resulting mesh: therefore. considerable attention has been given to these

issues over the past several years [67-76].

Line segments~ triangles. and tetrahedra are types of elen1ents that are commonly

used in one-~ two-, and three-dimensional electromagnetic finite element analyses,

with higher order terms in the Taylor series expansion of the difference between the computed finite
element solution and the true solution to the problem [55]. Furtherrnore, such infinite coefficients
are argued to result from the presence of singularities in the true solution [55] .

Il
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respectively. \Vhile the meshing of vertices into line segments for one-dimensional

finite-element models is straightforward. the formation of meshes in two and three

space dimensions can be more complicated [6ï~ 7ï-ï9]. One difficulty is that there is

usually more than one triangulation or tetrahedral subdivision possible for a given set

of vertices over a two- or three-dimensional domain. respectively: therefore. Delaunay­

type algorithms are frequently implemented in order to produce acceptable finite el­

ement meshes comprised of simplexes [6ï~ 69. ïO~ 75]. Accordingly. sorne of the most

successful h-type adaption models are those that employa Delaunay-type algorithm

t.a re-mesh a set of vertices each time the discretization is updated within the adap­

tive feedback loop [69. ïO]: however. these types of h-adaption models also incur the

added computational expense of incorporating a Delaunay algorithm at each adaptive

iteration.

Although a Delaunay-type algorithm will produce the best possible mesh of sim­

plexes for a given set of vertices~ the quality of the mesh produced may still not be

acceptable due to a poor set of vertices [70]. For example. Delaunay-based meshing

algorithms help prevent. but do not guarantee avoiding the formation of long. thin

elements that can lead to poody conditioned matrices in finite element formulations.

which. in turn. can compromise the accuracy of the conlputed solution [80]. There­

fore. it is also important that a good set of vertices be defined before a finite element

mesh is created. An effective approach for achieving this objective is described in (70],

where the authors develop a new method for adding vertices to the problem domain.

The method for positioning new vertices uses a combination of: (i) criteria based

on the field solution accuracy: and (ii) a geometric criterion so that the quality of

the mesh that will result from a Delaunay triangulation of the complete set of ver­

tices is more likely to be acceptable than if only the field criteria had been used to

decide where to add the new vertices. When element shapes other than simplexes

are used to construct finite element meshes. approaches other than Delaunay-based

algorithms must be considered for ensuring good quality h-adapted meshes. For ex-
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ample. a ··one-Ievel~ rule is described in [72] for obtaining smoothly graded meshes by

subdividing quadrilateral and hexahedral elements. However. the process results in

··one-irregular~ meshes where adjacent elements can differ by up to one level of mesh

refinement: therefore. the computed solution must be properly constrained so that

continuity of the solution is maintained at the interfaces of such elements [61. ï2.81].

Adaptive finite element methods incorporating h-adaption models have been used

sllccessfully for various types of electrical engineering applications [56.69. ï6. 82-93].

In particular. for problems where singularities in the mathematical field solutions

exista such as those at sharp material edges and corners [64J. h-type adaption models

have proven to be quite effective. where a large number of smaller elements are needed

close to the singularities~ but fewer~ larger elements of the same order suffice further

away Ujï. 59,60.8.5.94]. Given that the approximate error in a finite element solution

is O(hmin(p+l.c;]). and that ç < l in the vicinity of most singularities. it is evident that

reducing the element sizes (h) near a singularity may be more advantageous than

increasing the degree of approximation (p). ~umerical studies have also shown that

h-type refinement near singularities in finite element electromagnetics may result ln

ncar optimal rates of convergence for certain levels of discretization [.SïJ.

1.2.2 The p-type Adaption Model

In p-type adaption models refinement of the finite element discretization 15 ac­

complished by adapting the order (p) of approximating functions over elements. while

keeping the size (h) of the elements in the mesh constant. Standard Lagrangian ele­

ITients require the same order of approximating functions throughout the entire mesh

to ensure a continuous finite element solution [23]; however. hierarchal e1ements per­

nlit increasing the order of only certain elements in the mesh. while still ensuring Co

continuity of the computed solution. Thus. it is possible ta evalve efficient distribu­

tions of OüF by raising the polynomial order of the elements only in the inaccurate

parts of the mesh. Based on the interpolation theory error model described in the
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preVlous section. the point-,..,·ise error ln a fini te element solution is approximately

O( hP+ 1
) over regions of a problem domain where no singularities are present. There­

fore. if the finite element mesh is such that the element sizes are sufficiently small in

regions away from singularities. then the improvement in the accuracy of the com­

puted solution will he greater for an increase in the polynomial order (p) of the

approximating functions rather than a decrease in the element size (h). according to

the interpolation theory error model. Numerical studies have also shown that un­

der certain conditions. p-type refinement may result in better rates of solution error

convergence than those that can be achieved using h-adaption models [.57].

In finite element electromagnetics~p-type adaption models incorporating hierar­

chal elements have been shown especially useful in high frequency problems. where the

fields have a wave-like variation. and are better modeled in certain parts of the mesh

by high-order elements. whereas lower order elements provide a sufficiently accurate

approximation in other regions of the mesh [9.5]. As in low-frequency applications.

the objective in high-frequency problems is to obtain a distribution of degrees of free­

dom such that they are more densely concentrated where the field is varying rapidly.

and less so where the variation is slower. The meshes produced hy automatic mesh

generators typically have larger elements away from complex material boundaries.

This type of mesh grading is usually satisfactory for static problems. where the fields

tend to become increasingly uniform further away from boundaries. In high frequency

devices. however. the wave-like fields away from material boundaries are particularly

well represented by high-order polynomial approximating functions~ and p-type re­

finement can be an attractive alternative to h-type refinement since it avoids the cost

of re-meshing [.5.5~59.9.5~96]. Finally, it is worth noting that the use of hierarchal finite

elements in p-type adaption models has also been shown effective for low-frequency

finite element electromagnetics [97].

The practical implementation of p-type adaption models involves key issues which
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must be addressed. For example. the choice of basis functions3 used to form hierarchal

elements can play an important role in the effectiveness of a practical p-type adaption

model. :\lthough different alternatives exist for the set of hierarchal basis functions

that can be used for a specifie element shape and space dimension [.5.5]. attention must

be paid to the linear independence of the basis functions. If the basis functions that

are used to form the approximating function over a given element are not linearly in-

dependent. or are nearly linearly dependent. the resulting finite element matrices used

to compute the nunlerical solution to the discretized problem will he ill-conditioned.

Depending on whether a direct or an iterative method is used to solve the matrix

problem that results from a finite element formulation. ill-conditioned matrices can

lead to inaccurate solutions and slow convergence rates. respectively [80]: therefore.

research on hierarchal basis functions has constituted an important component of the

literature related to p-type adaption models over recent years [95]. One successful

approach that has been adopted in order to develop hierarchal clements that preserve

a reasonable degree of linear independence between their basis functions. has been to

use orthogonal polynomials in the formulation of the basis functions [98]. Finally. it is

interesting to note that. although Lagrangian elements can not be used as hierarchal

clements in t\\·o- and higher-dimensional formulations. they tend to result in finite

element matrices that have better condition numbers than those resulting from non-

Lagrangian elements. This is primarily due to the high degree of linear independence

that is inherent in the Lagrangian basis functions [98].

Adaptive finite element methods incorporating p-type adaption models are par­

ticularly valuable in the computational analysis and design of three-dimensional elec­

tromagnetic systems [58]. For example, the formation of a well-structured mesh

consisting of tetrahedral elements based on Delaunay or other types of algorithms, is

a complicated and relatively expensive task [67,73,99,100]; therefore, p-type adaptive

3 Approximating functions (U) used in numerical methods cano usually, be described as a series
of basis functions (Nd weighted by coefficients (ad, so that U = Lf=o aiNio The number of terms
in the series (p) is related to the polynomial order of the approximating function.
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refinement using hierarchal tetrahedra is often considered more favorable than h-type

adaption for three-dimensional problems [58]. However, it may not be possible to

obtain a sufficiently accurate solution by increasing only the polynomial arder of the

approximating functions defined over the elements in a mesh. if the mesh contains

too few elements or if the highest degree of approximation order available is too low:

thus. a sufficiently h-refined mesh is often a prerequisite for p-type adaption models

to be effective [59, ïO].

1.2.3 The hp-type Adaption Model

In hp-type adaption models refinement of the finite-element discretization is

achieved by adapting both the size (h) and the order (p) of elements in the mesh. In

general. hybrid hp-adaptive approaches combine 11.- and p-type refinements in arder

to exploit the advantages of both these fundamental adaption models. N umerical

results and theoretical work indicate that the ability to independently vary the two

basic discretization parameters. h and p. should afford adaptive methods which em­

ploy combined hp-type adaption models the possibility of realizing superior rates

of solution error convergence compared with those of nlethods that utilizc pure 11.­

or p-type adaption models [62.94, 101-10:3]. The putative enhanced performance of

combined hp-type adaption-based systems derives from the fact that the solution ac­

curacy may be nlore greatly improved by decreasing the element size in certain parts

of the problem domain, whereas, increasing the order of approximating functions over

other parts of the solution realm may have the most significant effect on the solution

accuracy. Therefore. a hybrid adaption model capable of both types of refinements

should~ theoreticaIly, yield optimal rates of solution errar convergence.

The theoretical analysis and practical performance of combined hp-type adaptive

methods have received a considerable amount of attention within the literature on

AFE~vls during the last decade, since, in theory, optimal rates of solution error con­

vergence can be obtained by combining 11.- and p-type adaption models [94, 101. 104]~

16



•

•

however, the implementation and control of a hybrid hp-type system are inherently

nlore complex than that of its simpler h- or p-type counterparts. Accordingly, in

addition to the issues that are relevant to the design and implementation of h- and

p-type adaption models. further concerns arise, related to the coupling of the h- and

p-type refinement procedures, when dealing with cornbined hp-type adaption models.

For example, the increased generality of hybrid hp-systems has practical implications

from a programming perspective; essentially, sufficiently sophisticated data-structures

and data management routines are required \\-"hich can cope with arbitrary distribu­

tions of discretization parameters and the evolutionary interrelationships of these

paranleters as the finite-element discretization is iteratively refined during the adap­

tive process [10.5]. Although these issues have been addressed. to a certain extent. in

the literature, the focus has been primarilyon structured meshes, where the relation­

ships between the discretization parameters associated with consecutive iterations are

well-defined [72.81. 101.102.106].

One major research problem that bas emerged. associated with the implemen­

tation of hybrid hp-type adaption models, has been the development of systematic

approaches for generating discretizations with optimized relative distributions of h

and p [.57.61. 104, 107. 108]. For example. in fully-coupled hp-type adaption mod­

els. where h and p can be adapted simultaneously witbin any given iteration of the

adaptive process. one of the primary difficulties is determining which parts of the dis­

cretization to enhance using h-refinement and where to employ p-refinement in such

a \vay that the greatest improvement in solution accuracy is attained for the given in­

crease in the total number of DüF used to compute the approximate solution [57,61].

Similarly. in decoupled hp-adaption models, where only one or the other of the two

basic types of refinements are exploited during a given iteration within the adaptive

feedhack loop, the dilemma of which discretization parameter. h or p, to adapt at a

given iteration 50 as to achieve the maximal decrease in solution error per unit new

DO F exists [62,108-110]. These problems are tantamount to determining the optinlal

17



•

•

trajectory through the abstract space of admissible hp-distributions. starting from an

initial discretization and given a final. desired solution accuracy; where. the set of

permissible trajectories is dependent upon the constraints of the specifie adaptive

met hod under consideration. that is. the combination of a particular adaption model

and feedback control systenl. The optimal trajectory will be that which involves the

lowcst cumulative computational cast [Ill].

Although sorne theoretical approaches have been suggested for determining op­

tilnal hp-trajectories. the resulting discrete optimization problems are not readily

solvable in a rigorous. analytical manner. if at aIl. for systems of realistic complex­

ity [61.10ï.l12]; therefore. numerical experiments have aiso been relied upon to glean

insight on these problems [57, 104. Il:3]. Based. in part, on theoretical and numerical

investigations. practical techniques have been developed which can, although not nec­

essarily optimally. evolve distributions of the discretization parameters in such a way

t hat hybrid hp-based adaptive methods out-perform pure h- or p-type systems. In

general. such methods rely upon distribution criteria that are rooted in the principles

fundamental to the development of effective h- and p-type adaption models [102.114].

For example. a technique is described in [11.5] that uses h-refinements in regions of

the problem domain that contain strong discontinuities of the solution, and p-type

adaption over relatively smooth parts of the solution. Another approach which has re­

ccntly been developed and applied successfully to electromagnetic AFEA is described

in [116]. and is based on using paraUel processing ta assess different discretization

strategies at each h~refinementstep to help guide the evolution of the adaption. Fi­

nally. numerical studies have shawn that despite the advantages of hp-type adaption

models. simpler adaption models may give superior results under certain conditions.

For example. a Helmholtz benchmark problem is described in [.56]. and examined later

in this work. for which h~adaption is inferior to the p-adaptive methods investigated

for that system. This occurrence is an artifact of the constraints of the particular

hp-adaptive method employed in that instance. Since the initial distribution of OOF
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\Vas reasonably compatible with the spatial variation of the wave solution to the sys­

tem. an almost uniform p-type refinement was doser to the optimal hp-trajectory

than one involving significant modification of the initial distribution of h. However.

the hp-adaptive method considered for this case performed h-adaption initial1y. by

design. and. therefore. did not result in optimal rates of solution error convergence.

1.2.4 The r-type Adaption Model

In r-type adaption models the finite-element discretization is refined by aciapting

the position (r) of element vertices in the mesh~ in order to improve the accuracy of the

computed solution [117]. As noted earlier~ the solution error distribution for a given

finite-element discretization will. in general. vary throughout the problem domain ac­

cording to the relative rate of solution variation and the corresponding concentration

of degrees of freedom (OOf). Therefore. r-type adaption models can evolve efficient

finite-element discretizations by repositioning element vertices such that there is a

sharper Cocus of OOF in regions where the solution variation is most rapid. The

r-type adaption model is mast often employed when maximal solution accuracy is re­

quired from discretizations with a given number of DüF [57.72.101.118.119]. Renee.

r-adaption has been primarily investigated in the context adaptive systems that are

based on evolving optimal finite element discretizations (.56..57. 117. l20-l:l7]. These

types of adaptive systems are discussed in greater depth in subsequent sections of

this chapter. along with the inherent advantages and related costs of using r-type

adaption models for their implementation.
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1.3 Motivation for the Research

Typically. electromagnetic field problems can be cast III the forrn of a general

operator equation such as

.cu = g~ ( 1.2)

•

where. for example. .c is a linear operator which may be defined so that Eq. (1.2) can

represent any of Nlaxwell's integral or differential equations of macroscopic electro­

magnetics. and ':.l and gare symbolic representations of corresponding scalar or vector

fields [1:38]. In general. 9 may be a given source of electromagnetic energy. and u is

the unknown electromagnetic field. or a related auxiliary potential field. which satis­

fies Eq. (1.2) subject to appropriate boundary conditions for a specifie problem under

consideration. \Vhen solving electromagnetic field problems numerically by FE~ts.

the underlying approach is to define a space of admissible approximating functions,

say \/;.. from which the closesl function. say Uh. to the true solution u~ is eventually

computed. The notion of closeness of an approximation. ultimately. depends upon

the chosen measure of error in any given numerical formulation of the problem. Re­

gardless of the specific numerical technique and error measure employed. the problem

of finding the closest or besl approximation to the true solution u can be pictured

geometricallyas shown in Figure 1.4 (a).

The procedures for obtaining the bcst approximate solution Uh from a given space

of admissi ble approximating functions \/;. are well established methods rooted in

functional and numerical analysis [:38.41]. However. many of the prescriptions for

obtaining such solutions usually place certain restrictions on the spaces of admissible

approximating functions they employ. which can limit the potential accuracy of the

cornputed solutions. For exarnple, sorne numerical methods, such as the FE!\1, llse a

finite number of fixed-position geometric sub-domains (elements), over which interpo­

lation functions are used to approxirnate the unknOWD field u. One of the restrictions,

in these cases, is the imposed, a priori distribution of sorne of the mathematical DOF
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used in numerically modeling the physical problem, due to the pre-assigned fixed

topology of the geometric sub-domains. \Vithout this restriction, a higher level of

accuracy in the approximation could, possibly, he achieved by allowing for optimal

distributions of DOF through the optimal discretization of the problem domain. In

other words, if the specification of the geometric sub-domains were left unknown, and

solved for simultaneously along with the underlying field solution. then it might be

possible to model the true solution more accurately.

The increase in accuracy that may be possible by allowing for optimal discretiza­

tion of the problem domain can also be pictured geometrically, as shawn in Fig­

ure lA (b). Here~ the space of admissible approximating functions, lt'i:, is larger than

the space associated \Vith the pre-assigned, fixed-position subdomains, therefore, al­

lowing for the possibility of an approximate solution ll~ to exist which is doser to

the true solution u. However, the computational cost associated \Vith determining

optimal discretizations of the problem domain can be prohibitive, since the problem

then becomes a geornetrically nonlinear one: the approximating functions are, gener-

aHy, dependent on the spatial coordinates defining the geometric sub-domains [129].

Therefore, rather than solving a system of simultaneous linear equations that would

otherwise result from a FEtvl formulation,4 the optimization of the discretization

would lead to a system of simultaneous nonlinear equations to be solved. In theory,

such systems of equations can be solved, despite the added computational complexity

and cast; however, one complication which can arise in the context of computing op-

timal discretizations is that the solutions may not have valid physical meaning [129].

Niost often, this can occur due ta a phenomenon referred to as "'mesh tangling", which,

essentially, results from the overlapping of elements, in turn, leading to negative ele­

nIent areas or an undefined solution in the overlap regions [126]. Another example of

4 Assuming no other nonlinearities exist in the problem formulat.ion, e.g., nonlinear magnetic ma­
Lerial regions in the problem domain. If the original problem aJready involves nonlinear components,
then the incorporation of optimizing the discretization will increase the degree of nonlinearity of the
resulting system of simuJtaneous equations to be solved .

21



•

•

how incorporating the optimization of the prohlem discretization into the finite ele­

ment formulation can lead to non-physical solution characteristics~ is when complex

rnaterial paranleters are used to model lossy materials. In this instance, as weIl as

the previous one. unless preventive measures are built into the problem formulation.

non-physical or imaginary discretizations can ensue. Therefore. the additional math­

enlatical freedom and. thus. potential accuracy that is possible by allowing for a finite

element discretization to be optimized. can also. unfortunately~ lead to pathological

cases.

Solutions that are normally computed uSlng standard FEMs are only optimal

under the given set of restrictions~ i.e.. the pre-assigned element topology. Nonethe­

less. this restricted approach seems to be very successful in terms of implementing

practical computational methods. Yet, if certain characteristics of truly optimal ap­

proximate solutions. that is. the approximate solutions obtained with the restrictions

lifted. were known a priori. then practical algorithms could he employed to adaptively

compute solutions with similar optimal properties. but at a significantly lower cost

than a non-adaptive. geometrically nonlinear formulation. and without the compli­

cations mentioned previously. This would ensure that the computed solutions were

of maximal accuracy for a given level of problem discretization. while simultaneously

benefiting from the efficiency of AFE~'(s. Although AFEN[S are well-suited to the task

of evolving finite element approximations with optimal-discretization solution prop­

erties. this can only be achieved through the effective use of appropriate feedback

refinement criteria for guiding the adaption process towards optimal discretizations.

Therefore. the characterization of solution properties associated with optimal finite

clement discretizations is an essential first step towards this objective.
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Figure 1.4: Geometrie interpretations of best approximate solutions: (a) standard
FE~L and (b) optimal diseretization FElv!. In (aL the spaee of admissible approxi­
nlating functions is symbolically represented by a line. whereas in (b) the represen­
tation is by a planar region. The exact and approximatc solutions are represented as
vectors from sOIne eommon origin. while the difference between them is drawn as a
vector from the approximate to the exact solution .
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Recently. in the rnathematics and engineering communities. there has heen con­

siderable interest in the subject of optimal discretizations for numerical methods
•

1.4 Classical Origins and Review of Recent Work

•

(.56.57.117.120-1:37]. J\t[uch of the work on this topic has heen directly concerned

with. or relevant to. numerical methods for solving equations of mathematical physics.

such as the finite element method (FEM). The most prominent and enduring contri-

butions to emerge in the literature on optimal discretizations for numerical methods

have been based on the so called equidistribution principle (EP). and are discussed

in section 1.4.2. Sorne of the preliminary developments and earlier \vork that have

also played significant roles in this research area are first described. briefly. in the

fol1owing section.

1.4.1 Preliminary Developments and Earlier Work

The concept of improving the accuracy of an approximate solution by optimizing

a discretization has origins in the relatively early stages of the evolution of numerical

nlethods during this century. For example. in 190:3 L. V. Kantorovitch suggested a

variation of the classical full-domain Rayleigh-Ritz and Ga.lerkin methods5 in which

the coefficients of the basis functions were taken to be functions of the space-variables

rather than simply undetermined constants [1:39]. The formulation resulted in a

system of simultaneous differential equations from which the unknown coefficient

functions could be determined. In contrast \Vith the simpler system of sinnlltaneous

algebraic equations that OCClU in the standard full-domain Rayleigh-Ritz and Galerkin

nlethods. Kantorovitch ~s variation could produce approximations of higher accuracy.

but with the trade-off of added complexity in obtaining the solution. His idea was

publishcd again in 1942 [140]. howeveL as pointed-out in [141], the method couLd he

very sensitive to the choice of the first approximation. If this were carefully chosen,

5The classical full-domain Rayleigh-Ritz and Galerkin methods were the early precursors of
FEMs.
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a high degree of accuracy could often he attained with comparatively Little numerical

calculation. but for a less fortunate choice a considerable amount of computational

labour could ensne. In fact~ the method of finite differences (FD) was developed.

partially. in order to overcome the undesirable consequences caused by an unsuitable

choice of the approximating functions for full-domain Rayleigh-Ritz and Galerkin

methods. in general, as explained in [142].

During the early 1970's. there was a resurgence of interest in optimal discretiza-

tions for numerical methods. Interestingly~one of the first works to be published in

the mainstream literature on the topic dealt with the concept of optimal node6 spac­

ings for FD methods [l20]. lt \Vas recognized that improved solution accuracy could.

potentially, be obtained by optimizing the node point distribution for a problem.

Given an initial nodal distribution {yf} with associated truncation error distribution

{T/}. the problem was formulated as one of obtaining successive nodal distributions

{Y7} for which {Tjk} --+ {O}~ that is, the optimal node distribution. An explicit dif-

ference formula was developed for computing the successive nodal distributions. The

sllperscript (1<) denotes the iterate number: iteration being required because the for-

mllia is nonlinear. To illustrate the method. the equation u" + P( u. y )u'+ Q( u. y) = 0

sllbject to the boundary conditions u(O) = 0 and u(l) = 1. was solved for three sets

of P and Q ~ corresponding to test examples from ftuid dynamics. As evident from the

bOllndary conditions. the test problems \Vere confined to one dimension. Nonetheless.

it \Vas round thaL indeed, maximal solution accuracy could be achieved by optimiz­

ing the Dode point distribution. One of the major implications of this finding \Vas

that it would now be possible to extract more accurate expressions for derivatives of

the underlying field solution. Consequently~ an important feature of optimizing the

FD discretization \Vas that more accurate post-processing could be performed~ since

many important engineering quantities are often computed from derivatives of the

fil n FD methods. the problem domain is discretized by a set of rJodes. where difference formulae
are used to approximate derivatives of the unknown being solved for .
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field solutions .

The significance of characterizing solution properties associated with optimal dis­

cretizations for modern FE~ls received a considerable amount of theoretical and ex­

perinlental attention in a series of independent works published during the 1970's

[121-L24]. The first of these publications. put forth the basic hypothesis that the

computation of an optimal finite element solution must consider the problem dis­

cretization as a primary parameter in its formulation [121]. By using a simple one­

dimensional mode!. an inductive argument was presented. based on the monotonie

convergence property for the finite element method [143] and the extreme value theo­

rem of calculus. for the existence of an optimum sub-division of the problem domaine

One limitation of the argument was that it relied on the assumption that a single

paranleter could be used to characterize a discretization. and that proving that an

optimal value of the parameter exists would. thus. also prove that an optimal dis­

cretization exists. Essentially, this assumption limited the argument to being useful

for proving the existence of optimal one-dimensional meshes of only two elements.

However, it was argued. by induction, that the concept should extend to meshes

of any number of elements. The idea \Vas applied to a practical problem of elastic

displacement consisting of a cantilevered beam under different loading conditions.

Due to the inherent symmetry of the problem under investigation. no optimization

was considered in the y-direction. therefore, a one-dimensional analysis \Vas possible

although a two-dimensional problem was being modeled. The solution of the opti­

nlization equations could not be carried out explicitly due to the nonlinear manner

in which the discretization parameters appeared in these equations: therefore, the

authors adopted an itcrative solution technique. This rendered the cost of solving

problems \Vith fine, or highly-discretized meshes. impractical for the added accuracy

that couId be achieved under such conditions. Given this high cost. it was concluded

that what might be more important is what could be gleaned about the characteris­

tics of optimal discretizations, rather than an actual technique for obtaining optimal
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diseretizations for practieal problems. It was found that the optimum geometry dis­

cretization for the problem eonsidered was charaeterized by a uniform (equidistant)

mesh whenever a first-order mismatch occurred; for example~ when the exact solution

was of order x 2 and the fini te element representation was piecewise linear. 1t should

be noted. however. that this type of charaeterization is of little practical value for

approximation methods such as the FE~L where the exact solution is not known.

.~\lthough the results were specifie to the problem being considered and the type of

clements employed. ï the work did establish the existence. if not uniqueness. of opti-

mal finite element discretizations. and thus set the stage for subsequent investigations

into the characterization of optimal finite element meshes.

One of the first analytical resuLts to be published for characterizing optinlal fini te

clement discretizations \Vas based on investigating an example consisting of a linearly

tapered elastic rod that is fixed at one end and carries an axial load al. the other [122].

Once again. a one-dimensional treatment was possible due to the symmetry of the

problem. By assuming a piecewise linear finite element approximation. and byestab-

lishing a formula for the average cross-sectional area of an element given its location

along the elastic rod. it \Vas possible to derive an analytical expression eharaeterizing

an optimal rnesh. It \vas found that the condition that must be satisfied by the op­

tinlal discretization is that the element bounclaries should he defined sueh that the

cross-sectional area at a given element boundary is equivalent to the square-root of the

product of the cross-seetional areas at the adjacent element boundaries. This result

was shown to correspond to eaeh element containing the same amount of strain energy.

This was a rather remarkable finding. since it suggested a very intuitive method for

designing optimal finite element diseretizations. simply by equidistributing the poten­

tial energy of the system throughout aIl of the elements. HoweveL it was conjectured

that this result may he confined to the specifie example of a linearly tapered rod~

and unfortunately, later studies would prove this to be the case [123.124]. One of the

ïBilinear and biquadratic rectangular elements were uscd in computing the results .
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most significant consequences of the finding \Vas that it \Vas the first successful practi­

cal characterization of optimal finite element discretizations. albeit only for a certain

class of problems. since it did not require a priori knowledge of the exact solution. and

prompted other researchers to probe further. For example. a more general character­

ization for optimal meshes was developed for elastic rods of any taper in [123]. The

result was basically an extension of that presented in [122]. and. therefore. included

the same mesh optimality criteria for a linearly tapered elastic rod. Although it \Vas

no\v apparent that the equidistribution of potential energy amongst elements \Vas no

longer a valid characterization of optimal discretization-based solutions. another in­

teresting characteristic of such solutions did emerge. Name1y. it was found that the

first derivative of the solution computed at the element boundaries (vertices) as the

avcrage of the derivative values in adjacent clements \Vas exact for aIl tapers. Aside

from being a more general characterization, this latest finding also added support to

the notion that incorporating the optimization of the problem discretization into the

solution process could result in more accurate post-processing. Subsequently. another

study dealing with elastic rods under various loading conditions also concluded that a

llniversally valid optimality criterion in terms of the average potential energy per ele­

ment lnay not exist [124]. Noteworthy, the thcoretical analyses developed in [122-124]

for characterizing optimal finite element discretizations were based on linear finite el­

ement formulations. Restricting the approximations to first-order functions, allowed

for critical simplifications in the derivations which would not have otherwise been

possible. ~lore importantly, however. these analytically oriented carly works demon­

strated the possibility of mathematically characterizing properties of optimal finite

elenlcnt solutions~ which in turn held great promise for practical applications in terms

of achieving improved solution accuracy and efficiency thrOl!S~ adaptive refinements

guided by optimal solution characteristics.
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1.4.2 Equidistribution Principles

One of the most prominent and enduring trends that eventually emerged in the

literature. in terms of analytically characterizing optimal discretizations for numerical

methods. centered around the 50 called equidistribution princip/e (EP) [117.125-127.

129-1:3.5~1:37]. Although it had been shown earlier that the equidistribution of energy

amongst elements in FE~1 discretizations was not a universally valid mesh optimality

criterion. there \Vas a strong conviction amongst various analysts that there must

exist a universaUy valid mesh optirnality criterion of sorne sort. One of the most

general and powerful formulations to be published in this area was given in [127]. and

introduced the concept of the grading funclion. which would. subsequently. become

a fundamental component of many of the future works to he published on the topic.

In facL a primary form of the grading function approach had been developed and

published earlier in [1251, however. in a less general format which was valid under far

fewer conditions. By definition. a grading function is a function whose value changes

by a constant amount over each elenlent in a discretization. It may be noted. that by

virtue of this basic definition~grading functions have most commonly been developed

in a one-dimensional setting, although sorne atternpts have been made to extend their

application into higher-dimensional analyses [1:32~ 1:34.1:36].

~\'lathematically. a grading function is a convenient means by \vhich to describe.

or characterize. the placement of element vertices in a one-dimensional mesh. For a

mesh \Vith lV elements. a grading fllnction ç( x) must satisfy the following condition:

(1.3 )

•

where Xi-l and Xi are the coordinates of adjacent element vertices defining the i th ele-

ment over the sub-region ni of the discretized problem domain. The general approach

taken in (127] is to derive such a grading function that will minimize the approxima-

tion error in a compllted finite element solution for a given problem. In other words.

the optimal discretization will be that which has element vertices positioned such that
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Eq. (1.:3) is satisfied for the derived grading function. The tirst step in the derivation

involves the definition of a general class of error measures appropriate for interpola-

tion and approximation problems. The errar is defined as the difference between the

exact solution. U~ and approximate solution Uh:

e = u - Uh~ ( lA)

and is measured in terms of the Hm-seminorm. Ielm. over sorne interval [a. b] for the

one-dimensional case:

(1..5 )

where m is the order of differentiation involved. The objective is to then find the

grading function ç(.r) in terms of the approximate solutionuh. such that Eq. (1.5) is

nlinimized with respect to variations in the mesh coordinates. The authors proceed

by representing the error in Eq. (104) and its mth-order derivative as a Fourier sine

series expansion over the sub-region ni spanning the i th element. Parsevars identity

is then used to write the Hm-seminorm~ lel m • as weIl as the Hk+l-seminorm. lelk+l' of

the error in terms of the Fourier series coefficients and the element length. hi~ where:

hi = Xi - Xi-l. ( 1.6)

and where k represents the polynomial order of the approximate solution Uh. By

doing so. it is possible to derive an inequality between the two different seminorms

(1.7)

•

which is valid so long as the polynomial degree of the approximation is greater than

the order of differentiation in the Hm-seminorm of the error. that is~ for k > m. Since

the approximate solution Uh is only of polynomial order k. it is then possible to write

the (k+ l )th-derivative of the error in Eq. (104) solely in terms of the (k+ 1)th-derivative

of the true solution u:

(1.8 )
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This allows the Hm-seminorrn of the error over the entire discretization to be expressed

as the following inequality:

( 1.9)

It is worthwhile to note that the approximate solution Uh does not appear on the

right hand side of the inequality (1.9). nor do any of its derivatives: this has key

implications for the final result from the derivation of the grading function being

sought. The basic condition in Eq. (1.:3) which defines a grading function. is next used

to derive an expression for the length of the i th element~ hi. in terms of the number of

elements in the mesh~ iV. and the first derivative of the unknown grading function. é,'.

This is possible by using the mid-point quadrature rule to approximate the integral

of t.' over the i th element. which appears in Eq. (1.:J). Similarly. the mid-point rule

is used to approximate the integral of [u(k+l)]2 in the inequality (1.9). These two

approximations are then substituted into the right hand side of the inequality (1.9).

which results in:

l :v [u(k+ll(X. )]2
lel 2

m
::; "'" 1-1/2 h.

(iiiV)2(k+l-m) t;; [é,'(Xi_l/2)]2(k+l-m l l~
( 1.10)

where Xi-l/2 represents the micipoint of the i th element. By interpreting the expression

on the right in the above inequality as a Riemann sumo the summation is replaced by

clefinite integration. 50 that:

(1.11)

Finally. to determine the grading function é, that minimizes the integral in the above

inequality. the solution to the corresponding Euler equation.

•
is found to be:

f:[ u(k+l )]2/(2(k+l-m)+l) dx

é, = f:[u(k+l)]2/[2(k+l-m)+1} dx .
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The above result can be used to iteratively generate optimal discretizations by

adj usting element vertices until the grading function ç in Eq. (1.13) changes by the

constant amount l/iV over each element. as required by Eq. (1.:3). It should be noted.

however. that an explicit knowledge of the exact solution. lI. is reGuired: whereas. no

knowledge of the approximate solution~ 1.lh. is assumed. Thus. the grading function

in Eq. (1.1:3) may he \"'ell suited to determining optimal discretizations for interpola­

tion problems~ but it is not appropriate for approximation problems where the exact

solution is not known in advance. Although the authors acknowledge this limitation

of their derivation~ they~ nonetheless. present an argument for the use of the grading

function of Eq. (1.1:3) in approximation methods such as the FE~I1. Their argument

asserts that finite element solutions computed to higb levels of accuracy are close

to the true solution~ and. therefore. may be considered as interpolatory on the true

solution. Although this may be true. under certain conditions. it is clearly not the

case for lo\\' accuracy finite element solutions computed from crude discretizations.

Furthermore. it will be shown later. that for certain finite element approximations it

is possible to compute solutions that are interpolatory at ail levels of discretization.

but for which the above grading function in Eq. (1.1:~) does not correspond to the

optimal discretization. Nloreover. it will be demonstrated that these interpolatory

finite element solutions do correspond to the optimal discretization of the problem

domain. and thus~ ironically~ there is no need to use the grading function approach

to optimize the finite element rneshes under the exact conditions when it would be

most appropriate to do so.

In evaluating the performance of the grading function approach developed in [127]

for an interpolation test problem. it \Vas found that discretizations which were iter­

atively computed based on grading functions produced solutions of higher accuracy

than those computed on uniform meshes. However~ it was found that the results were

highly dependent upon the specifie error measure used. In other words~ meshes that

were graded based on a specifie norm or seminorm resulted in solution errors which
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differed significantly from those of meshes graded based on other measures of the

error.

[t Inay he worthwhile to note. that although the derivation given ln [127] is in

terms of the Hm-seminorm of the error~ it is possible to derive other grading func­

tions for the error in the full Hm-norm. \Vhile such a derivation is not given in [127L

it is a valuable observation since rnany approximation problems are based on formula­

tions which involve the minimization of the error in terms of full norms. However~ the

approximation test problems presented in [127] \Vere chosen such that Hm-seminorm

based grading functions could be llsed. :\.lso. the test problems selected had known

analytical solutions. thus. it was possible to compare the relative performance of

grading functions based on both approximate and exact solutions. It was found that

the errors~ measured in terms of the Hl-seminorm. in the solutions computed from

rneshes graded based on both approximate and exact solutions were lower than the

errors resulting from uniform meshes. as would be expected. However~ it was also

sho\\'n that the meshes generated by using grading functions based on the exact solu­

tion were~ in facto the optimal meshes for the given formulation of the approximation

problems considered. This is significant since discretizations that \Vere evolved using

grading functions based on the approximate solutions differed from the optilnal dis­

cretizations. The reasons for this may lie in certain approximations that were made

in the derivation. Namely~ the midpoint quadrature rule was used to approximate in­

tegrals of derivatives of the unkno\vn grading function. ç~ and the solution~ u. during

the fornlulation. Although this type of approximation can be quite aCCllrate for linear

or la\\' arder functions~ it is not exact for higher order functions. This implies that if

the exact solution~ u~ is of sufficiently high order relative to the polynomial degree. k~

of the approximate solution. Uh~ the quadrature rule used in approximating certain

integrals in the formulation may be a source of error~ since the k + 1-derivative of

the exact solution is involved. [n addition~ the interpretation of the summation in

Eq. (1.10) as a definite integral in Eq. (l.11) is based on the assumption that the
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element length! hi, is sufficiently small. Thus, the general grading function. ç, given

in Eq. (1.1:3) will produce discretizations that are only asymptotically optimal in

terms of minimizing the solution error, in the sense that they should converge to the

truly optimal discretizations once the meshes contain a sufficiently large number of

elements. HoweveL the numerical results given for the approximation test problems

in [127]. indicate that for the solutions computed with the largest number of elements

used. the n1eshes had still not converged to the optimal discretizations.

The grading function in Eq. (1.1:3) is general in the sense that it may be tailored

to different norms and seminorms used in interpolation and approximation methods.

However. there are certain restrictions and drawbacks to its use which have not yet

been mentioned. For example, in finite element electromagnetics the H1-seminorm

and H1-norm are often the measures of solution error that must be minimized in

order ta solve problems appropriately. Since these two error measures involve the

first derivative of the underlying field solution. the approximation functions used

must. therefore. be of at least second-order or higher in order to apply the result in

Eq. (1.1:3). This follows from the condition k > m. that must hold. as described

previously. since nl = 1 in these cases. Additionally, it is evident from Eq. (1.1:3)

that the order of differentiation of the solution. u. involved in the definition of the

grading function which is appropriate for use over a given element is dependent on

the polynomial degree. k. of the approximating functions employed over that element.

This arder of differentiation is always equal to k + 1. and. therefore. always results

identically to zero since the approximation is of arder k, which, in turn results in a

grading function equal to zero. To overcome this difficulty, the authors used extrap­

olation to increase the degree of the approximation for the test problems considered

in [127]. In particular, superconvergence theory \..-as employed in order to compute

the higher-order derivatives necessary [or evaluation of the grading functions. Recent

studies have shown, however, that superconvergence based derivatives of the under­

lying field solution, can give results \Vith large errors for the values of the desired
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derivatives in finite element electromagnetics applications [144] .

The approach defined in [127] is representative of a larger body of work in the

area of analyticaUy characterizing optimal discretizations~ as mentioned previously.

[n particular. the principle of equidistributing sorne quantity related to the problem

solution amongst aU the elements in a mesh is ernbodied by the grading function ap­

proach developed in [12ï]! and has been investigated in numerous other publications

including [11 7 ~ l2.5~ 126~ 129-1:3.5! 1:37]. In facto the formulation given in [12.5] was a

primary form of that developed in [127], as mentioned earlier. but was based strictly

on the assumption that optimal discretizations for onIy first-order finite element ap­

proximations were being sought. Thus. the resulting grading function used in [125] is

consistent with that presented in [127] for k = 1 and m = 1. Consequently. the results

of the computational tests presented in [12.5] for the one-dimensional approximation

test problems considered there. are consistent with the analogous results in [127]. in

that the optimally graded meshes do not correspond exactly to the actual optimal

discretizations for low numbers of elements. but. rather~ tend to them asymptotically

as the element sizes decrease. It \Vas also noted in [125] that the computation of the

optimally graded meshes was not stable under small perturbations in the correspond­

ing approximate solutions. Thus~ the relative accuracy of an approxirnate solution

computed at a given level of discretization could affect the optimality of the mesh

determined from the grading function derived to compute the the optimal mesh.

[n another publication dealing \Vith optimal discretizations for first-order finite

clement methods, the authors adopted the approach of equidistributing the residual

of the governing partial differential equation for one-dimensional test problems [126].

Although no theoretical justification \Vas given for the use of this equidistribution

principle. equidistribution criteria are often chosen heuristically. as pointed out in

the review of equidistribution methods given in [129]. The original intention in [126]

was to compute one-dimensional first-order fini te element solutions based on the EP

mentioned above; however, the system of nonlinear equations resulting from the si-
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multaneous computation of the solution values and element vertex positions could not

be solved directly. due to the occurrence of mesh tangling. Instead, the authors intro­

duced fictitious ""internodal viscosity" and "internodal spring forces" to keep element

vertices at least slightly separated. In order to do so, the values of certain parameters

associated with these fictitious terms had to be set empirical1y based on preliminary

trial runs. Subsequently, it was found that the ability of the method to produce valid

finite element meshes varied for different problem types if the same empirical values

\Vere used for these parameters. AIso, it was observed that if these values were changed

for a given problem. the resulting accuracy of the computed solutions varied. since

the values of the parameters played a role in determining the problem discretization.

Aside from these computational concerns related to the method proposed in [126].

it is al50 important to note that without any theoretical basis for the choice of the

mesh optimality criterion employed. it would be difficult to justify its use in AFE~Is

as a nleans of evolving optimal discretizations. Furthermore. counterexamples will

be given later in this work for which the residual of the governing partial differential

equation is not equidistributed amongst aIl of the elements in optimal discretizations

conlputed for simple one-dimensional electrornagnetic systems.

The equidistribution of error principle was also investigated in [1:31] to study the

potential improvements in accuracy that couId be realized by optimizing the prob­

lem discretization. The equidistribution criteria used in [1:31] to determine the ideal

mcshes is based on interpolation theory error estimates analogous to those used in

superconvcrgence theory for finite element approximations [144]. Although these es­

timates are not strictly applicable to approximation methods such as the FEM. the

numerical results indicate that the solution accuracy was improved by using meshes

that equidistribute the (1/k )th power of the Hk-seminorm of the approximate solution

when kth-order approximation functions were used, compared with the results for uni­

form meshes. It is interesting to note that while the equivalent grading function used

in [131] is similar to that developed in [127], there are slight differences between the
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two results. This is worthy of mention~ since both formulations rely upon assumptions

based on interpolation theory. yet reach different conclusions.

~[ore recently~ the application of the grading function approach developed in [127]

to higher-dimensional problems has been considered in [1:32.1:34-1:36]. Specifical1y. it

is claimed in [132] that the grading function derived in [127] should extend to two­

and three-dimensional interpolation problems for determining optimal discretizations

in terms of minimizing the interpolation error. However~ the claim was based on the

results from one-dimensional test problems given in [1:32.1:1:3]. and the preliminary test

results for two-dimensional interpolation problems. admittedly. suffer significantly

from mesh tangling. Furthermore. the techniques employed by the authors in [1:32.

1:3:3] to overcome mesh-tangling for one-dimensional problems. only partially work for

the two-dimensional cases examined.

The use of a grading function similar to that ln [127] was considered for use in

two-dimensional approximation problems in [1:34]. The meshes employed cODsisted

of quadrilaterals. rather than triangles. and although mesh tangling does not occur.

it was round that the resulting optimal discretizations are not always unique. ~Iore

importantly. it should he noted that the two-dimensional test problems examined

in [1:34] were treated in a one-dimensional fashion: the optimization of the discretiza­

tions in the x- and y-directions v~"ere carried out independently. However. the use

of standard. non-orthogonal basis functions employed in [134]. would seem to not

justify the independent optimization in the two space coordinates. Nloreover~ it was

found that the approach was ineffective in terms of improving solution accuracy for

the two-dimensional test problems considered. In light of these findings, the authors

derived a modified version of their grading function which was based on including

higher-order terms of the truncation errors involved in the approximations used in

the original derivation. Overall, the results were found to be inconclusive~ in that

under certain conditions the new grading function gave better results, whereas~ for

other conditions the performance of the original grading function was superior.
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Similarly~ the grading function approach and EP were explored for use in two­

dimensional interpolation problems in [1:35. 1:36]. [t \Vas found. however. that when

solving problems with large solution gradients. the meshes generated via equidistri­

bution could be very sensitive ta small perturbations in the values of parameters used

ta compute the discretizations. Furthermore. it was observed that the occurrence

of mesh tangling \Vas quite sensitive to the initial mesh used ta evolve an optimal

discretization. The idea of using "'nodal forces~~ as described earlier. to overcome

the negative consequences of mesh tangling is alluded to by the authors in [1:35]. but

is not pursued because of uncertainty as to how ta apply this approach to higher

space dimensions than the one-dimensional context in which it had previously been

LIsed in. Finally. as stated in [1:36L the efficiency of the proposed method relative to

standard. uniform methods was not considered due to the computational difficulties

encountered.

:\ slightly different EP approach is developed in [l17.1:37] for finite element formu­

lations. which involves the LIse of Lagrange multiplier methods in analytically char­

acterizing optimal fini te element discretizations. Although the basic idea in [117.1:37]

is the same as that in [127]. in the sense that the optimal discretization which will

minimize a measure of the error in the approximate solution is the objective. the

formulation and results given in [117~ 1:37] are directly in terms of equidistribution

of the error measure itself. and not an auxiliary grading function. Specifically. it is

shown in [117] that the optimal Rnite element discretization for any problem will be

that \\'hich equidistributes the integral of the square of the solution error over each

clement in the mesh~ regardless of how the solution error is defined. This is a rather

inlpressive daim. but seems ta suggest that for a given finite element formulation.

say one based on olinimizing the global potential energy of the system. different error

criteria would lead to different optimal discretizations. However. for such a formu­

lation. there can only be one true minimum of the potential energy, which should

be associated with the true optimal discretization for a given problem. [t may be
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noted. that in the derivation of the optimality criterion given in [llï]~ there was no

consideration given to the interdependence of elemental errors. In other words. the

derivation was based on the assumption that the error in each individual element

in a mesh could be minimized without influence from the minimization of the error

in other elements in the discretization. In general~ such an assumption is not valid

for approximation problems. where it is essential that the approximate solution over

a given element is somehow related to that of~ at least. adjacent e1ements: thus. ln

general. there is interdependence amongst elemental errors.

A mathematical formulation is given in [13ïJ which is aimed at providing theoreti­

cal justification for the use of an EP published earlier in [1:30] based on eqllidistribut­

ing the energy norm of the error in fini te element approximations. There are key

features of the formulation that may be \vorthwhile to note. First. error estimates

based on interpolation theory are used as the fundamental basis of the derivation.

As mentioned earlier~ such estimates are note in generaL vaUd for finite element ap­

proximations. Nonetheless~ based on these estimates. it is shown that given a finite

element discretization consisting of square elements~ uniformly subdividing those el­

ements which will result in the energy norm of the error being equally distributed

amongst aU the elements in the mesh. will produce the optimal finite element dis­

cretization for the problem. However. this result is to be expected. given that one of

the critical simplifications that occurs early in the formulation~ implicitly constrains

the error to he equally distributed amongst the elements in subsequent refinements of

the mesh. Although~ no numerical results are provided in [13ï] to support the theo­

retical findings. it was shown in [1:30] that while the approach of equidistributing the

encrgy norm of the solution error can provide benefits in terms of improved solution

accuracy under certain conditions. this criterion was unable to concentrate elements

in regions of high solution gradients for the problems examined. Unfortunately, it is

in just such regions that high concentrations of DOF are needed in order to compute

accurate finite element solutions to electromagnetic5 problems efficiently [.57J.
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As noted in the comprehensive review given in [129] of adaptive finite element

methods that involve the optimization of the problem discretization. most methods

move element vertices to equidistribute sorne quantity related to the computed solu­

tion or the approximation error associated with it. However~ tnere has yet ta be found

a universaJ equidistribution criterion appropriate for characterizing optimal finite el­

ement discretizations for a sufficiently wide range of problem applications. Since the

simultaneous computation of the problem discretization and the solution values con­

verts a linear problem into a nonlinear one~ or usually makes a nonlinear problem

all the more diflicult ta solve. it is valid to question the value of expending the ad­

ditional effort required to solve such problems. Furthermore. given the considerable

anl0unt of work that has been done to date. and the key issues which still remain to

be resolved~ it is useful to recall the potential benefits of continued research in this

area. As pointed out in [129]. the field hoIds great promise for developing improved

adaptive methods~ and~ hence~ the reduction of computational costs in many areas in

which the numerical solution of problems plays a vital role in modern day engineering

analysis and design.
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1.5 Thesis Objective

Currently. there exists substantial evidence suggesting that the optimality of a

finite elenlent discretization plays a significant role in the accllracy of computed so­

lutions at given levels of problem refinement. To date. the characterization of mesh

optimality criteria in order ta exploit the potential benefits most advantageously in

AFEl\ls have been investigated extensively. However. the approaches that have been

used have eitheL been inappropriate for finite element applications. or have not pro­

duced sufficiently conclusive findings. The objective of this work is to develop an

adequately general theoretical framework appropriate for the qualitative and numer­

ical study of optimal finite element discretizations for electrornagnetic systems. and

to. ultimately, produce effective refinement criteria for reliably and efficiently guiding

adaptive finite element solvers towards optimal solutions.

1.6 Thesis Outline

The first step towards achieving the objective of the thesis will he to formulate the

problelTI of simultaneously solving for the electromagnetic field solution values along

with the optimal discretization parameters as a well-posed nonlinear optirnization

problem. In Chapter 2, a general formulation, valid for the three cornmon orthogonal

coordinate refel·ence systems, will be given for one-dimensional finite element analysis

of electromagnetic systems possessing appropriate symrnetry. Similarly, a derivation

for the optimization of two-dimensional finite element triangular discretizations and

the extension to tetrahedral meshes for three-dimensional problems will also be pre­

sented in Chapter 2. In aIl cases, the formulations will allow for the polynomial order

of the approximation to vary over a given mesh, 50 that the advantages of optimal

discretizations for h-, p- and hp-type adaption models may be explored. Subsequently,

the formulations will be used to compute truly optimal finite element solutions for a

series of important benchmark electromagnetic systems. In Chapter :3. the optimal so-
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lutions for one-dimensional finite element analysis of electromagnetic systems will be

used ta investigate the validity and usefulness of currently available optimality crite­

ria: to propose a new set of characterizations for optimal finite element discretizations:

and ta evaluate the potential performance advantages of the new characterizations

for the primary adaption models. In Chapter 4, the optimal solutions will he used to

extend the new concepts to two- and three-dimensional analyses of electromagnetic

systems. and the value of the new characterizations for practical AFE~/ls will he as­

sessed. Next. a formulation will be developed for second-order functional derivatives

which will he used to enhance the new characterizations for optimal finite element

discretizations~and the nurnerical performance of the enhanced characterizations will

be examined and evaluated in Chapter 5. Finaily. the theoretical and practical value

of the new optimal discretization-based approach for AFEA will he concluded in

Chapter 6.
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Chapter 2

Formulations for Optimal Finite Element Solutions

The review of the methods used for characterizing optimal finite element dis­

cretizations given in the previous chapter has revealed that the most reliable ap­

proaches for deterrnining optimality criteria are those based on the principle of. first~

computing optimal solutions and, subsequently, analyzing the characteristics of such

solutions. The airn of this chapter is to present a set of noolinear systems of equa­

tions which cao be used to simultaneously compute optimal field solution values along

with optimal geometric discretization parameters corresponding to finite element for­

mulations for one-, two-. and three-dimensional scalar boundary value problems in

macroscopic electromagnetics. In order to derive such systems of equations which

can yield optimal finite element solutions. a rnathematical formulation will he devel­

oped based on well-established variational principles. Nloreover, the formulation will

be sufficiently general to allow for the consideration of a range of electromagnetics

problems including static and time-harmonic phenomena. In addition. fini te element

discretizations with arbitrary distributions of elernent sizes and degrees of approxi­

mating functions will he assurned. 50 that there will be no restrictions irnposed on the

possible distribution of DüF throughout the problem space. other than those inher­

ent in the types of elernents and specific approximating functions used to discretize

the continuum problem.

Although several different choices exist for the shape of the elements to he used in

a finite element mesh, the most basic types of elements employed in finite element elec­

tromagnetics are simplexes. For example, line segments, triangles. and tetrahedra are

cornrnonly used in one-, two-, and three-dimensional electromagnetics finite element

applications, respectively. The algebraic completeness property of the approxirnat-
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ing functions that can be defined over simplexes make such elements geometrically

isotropic~ and therefore appropriate for modeling solutions of arbitrary variation over

different parts of problem domains [23. 145]. Furthermore. any polygonal or poly­

hedral problem domain can he exactly decomposed into a set of simplexes, but not

necessarily into any other standard element shape [l:38]. For this work, simplex el­

ements will be employed exclusively. however. the fornlulation will not he restrieted

to specifie approximating functions.

t'ltilnately~the equations derived from the mathematieal formulation developed in

this chapter will he solved. using standard optimization methods. in order to compute

truly optimal finite element solutions to a series of benehmark electromagnetic sys­

tems. That is. the solutions computed in this manner will be of the highest accuracy

possible for a given level of problem refinement for the variational approach used. as

will he shown later. since the fundamental variational principle underlying the prob­

lem formulation is itself used as the basis for deriving the optimization equations.

Therefore. these solutions will permit for the reliahle determination of theoretically

valid discretization optimality criteria for finite element electromagnetics applications.

2.1 Abstract Variational Problem

One of the standard approaches that is used for solving electromagnetic field prob­

lems numerically by FE~'15 is to reformulate the original continuum problem. east in

terms of Nlaxwelrs field equations, using a variational principle that leads to a system

of algebraic equations. for the discretized problem. whose solution represents that of

the underlying continuum problem [138]. Although such variational reformulations of

electromagnetics problems are based on well established mathematical theory, a brief

description of some of the fundamental principles involved will he given here in order

to develop certain concepts that are necessary for the derivation of the optimization

equations to follow later in this chapter.

The mathematical formulation developed in this chapter for deriving the systems
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• of nonlinear algehraic equations that will eventually he solved in arder ta compute

optimal fiuite element solutions for electromagnetic problems that can he cast in the

fonn of general operator equations such as Eq. (1.2), as explained in section 1.3, is

based upon the variational principle of finding the function u(x, y, z) which renders

the fuIlctional F (u) stationary, where:

l
F(u) = 2" (.cu, u) - (u,g). (2.1 )

lu Eq. (2.1) above, the notation (.,.) denotes the symmetric product defined over the

problem region n as:

(2.2)

where cP and 1/J represent real or complex valued scalar functions. 1 Assurning that .c,

together \Vith its associated boundary conditions, represents a self-adjoint complex

operator, that is,

(2.3)

then it can be sbown [25] that for an arbitrary variation, ou, in the function u(x, y, z),

the functional F( u + Ju) will he stationary about u if:

oF = 0,

where JF is the first variation of F, and is given by:

JF = (ou,.cu - g) .

(2.4)

(2.5 )

Thus, in order for the condition in (2.4) ta hold, the following equation must he

satisfied:

Cu - 9 = 0, (2.6)

•
l The variational principle described in this section is also applicable to vector problems, for which

the inner produet is defined as (a, b} = In a· b dO. However, only problems that can be expressed
in terms of scalar unknowns will be considered in tbis work.
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since the first variation of F must vanish for an arbitrary variation.2 Ju, from Eq. (2.5) .

Therefore, finding the function u(x, y, =) that renders the functional F(u), as defined

in Eq. (2.1), stationary, is equivalent to solving the original electromagnetics problem

in the form of an operator equation such as Eq. (1.2). Furthermore. it should be noted.

that for a given problem, the function u(x, y, =) for which F(u) is stationary. may be

determined uniquely since it must satisfy l\;[axweIrs equations subject to the specifie

boundary conditions associated with the original electromagnetics problem [12].

In FEl\;ls that employ the variational principle described above. the functional F

is uniquely defined by the numerical values of a finite set of parameters that are. in

generaL associated \\'ith the approximating functions used to model the solution over

the discretized problem domain. Thus. for the discretized finite element problem. the

stationarity requirement of Eq. (2.4) aIllounts to finding the stationary point of F

with respect to variations in these parameters. This cao be achieved by the usual

methods of the differential calculus. namely. by setting to zero the first derivative of F

\vith respect to each of the parameters. and solving the resulting system of algebraic

equations [141]. It is a direct consequence of the fact that this type of stationarity

principle is required for the solution of finite element problems formulated llsing the

above variational approach. that such formulations can lead to theoretically justified

methods which are intrinsically suited to optimizing finite element discretizations [.56].

2.2 Generalized Functional for Electromagnetic Systems

In the following, a generalized functional is presented which will be shown to be

appropriate for the variational finite element formulation of a range of one-, tW0-. and

three-dimensional scalar boundary value problems in macroscopic electromagnetics.

21 n the discussion above, it is assumed that only admissible functions, i.e., functions which comply
with the boundary conditions and continuity requirements of the gi\'en electromagnetics problem.
and that are sufficiently differentiable to the degree required to evaluate the functional F as defined
in Eq. (2.1), are considered for determining the stationary point of the functional F. Thus, the
arbitrary variation du referred to above, must vanish on any boundaries of the problem domain for
which u is con5trained, 50 that u +du may also be a member of the set of admissible functions [138] .
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The approach taken is to begin with a sufficiently general differential equation~ to­

gether with associated boundary conditions~ and to apply the variational principle

described earlier in this chapter in order to derive the corresponding functional. A

merit of this type of approach is its generality, since such a formulation, which is valid

for the general differential equation considered here, allows problems in Laplace's

equation. Poisson 's equation, the Helmholtz equation, and a diffusion equation to be

solved by simply dropping terms from the general equation. Thus. problems involv-

ing static. quasi-static. and \\-ave-like phenomena may ail he investigated with the

resulting formulation.

Consider the fol1owing general. second-order. scaIar, partial differential equation:

V' . (pVu) + (k 2 + D)u = g, (2.7)

In the enclosed region n bounded by the surface S. for which the solution u must

satisfy the houndary conditions:

aulan Sn = O.

The symbols appearing in (2.7) and (2.8) have the following meaning:

(2.8)

•

p

k

D

J

is the electromagnetic field unknown to he solved for:

is a material-related parameter equal to ë. 11- 1
• or 1:

is the permittivity;

is the permeability;

is the free space wave number equal to wy'ii€ or 0;

is the frequency in radiansJs;

is a parameter equal to - jwa-ç;

is equai to v=T;
is the conductivity;

is equal to {L, 1, or 0;
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9 is a source function:

Sd represents Dirichlet surfaces; and~

Sn represents Neumann surfaces:

where. Dirichlet surfaces are those parts of the problem domain boundary on which

the solution u must take on a prescribed value Ild. Similarly. on Neumann surfaces

the component of the gradient of the solution in the direction normal to the surface.

ou/an. must take on a prescribed value. zero in this instance. [n addition. it may

he noted that the surface bounding the entire problem region n~ is comprised of the

union of the Dirichlet and Neumann surfaces. i.e.~ S' = S'ri + Sn.

The differential equation (2.7) above may be written in the form of the operator

equation (1.2). if the operator .c is defined as:

L = Y-·(pv)· + (k2 + 0)· (2.9 )

However. due to the inhomogeneous Dirichlet boundary condition expressed in (2.8).

this operator is not self-adjoint for the unknown function Il. [t can be readily shown.

by introducing a new unknown function uo:

(2.10)

where 0 is any function that satisfies the given inhomogeneous boundary condition.

that the operator .c is self-adjoint for this new unknown function. Therefore. if u

is substituted by u o + (jJ in the original operator equation (1.2L then the variational

principle described earlier in this chapter may be applied to the resulting equation for

U O ' Consequently. the corresponding functional, when expanded in terms of Eq. (2.10)

above. may be \vritten as:

where terms that do not contain Il have been discarded. since stationarity of F is

sOl1ght with respect to variations only in the unknown function li. It may be verified.•
111

F(u) = 2" (LU. li) - :2 (.cu. 4» + 2" (u • .cd» - (Il, g) ~ (2.11)

48



•
by using the self-adjoint property of L, for Ua = U - 6. that the first variation of

F with respect to u is given by Eq. (2.5). Therefore~ the function u which is the

solution ta the electromagnetics houndary value problem defined hy the differential

equation (2.7) and the boundary conditions (2.8L will render the functional F( u) of

Eq. (2.11) stationary.

The functional given above may he simplified~so that it can be expressed solely in

terms of the electromagnetic field solution required, u, by substituting the expanded

form of the operator L, of Eq. (2.9) into Eq. (2.11). which after sorne cancellation of

terms renders:

F(u) - ~ ln {v,(pYu) + (k2 + D)u} li dO.

+ ~ f {Uy.(pVdJ) - OY'(pvu)} df!
2 ln

- ln ugdf!. (2.12)

lipan applying Green 's second integral identity to the middle term above~ there re­

sul ts:

F(u) = ~ ln {v.(pvu) + (k2 + D)u} udf!

1 t (at1J au) 1+ - p U-.-' - d>-.- d5 - ug df!.
2 s an an n

(2.13 )

and. since both u and ([> satisfy the boundary conditions of Eq.(2.8), their application

ta the above expression leads to:

F(u) = ~ ln {y.(pvu) + (k 2 + D)u} u dO.

Hawever, terms that do not contain the unknown function u may he discarded, since

they will not appear in the first variation equation (2.4) which must be satisfied in•
l (ad> au).+ - 1 P Ud-' - Ud- d5 - f ugdft
2 JSd an an ln

(2.14 )
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order to determine the stationary point of the functional~ whence it follows that:

1 1 (â )F(u) = :) { {v.(pvu) + (k2 + D)u} li dn - ::; 1 P Ud;;) U liS - [ugdft (2.1.5)_lu _ JS
d

un ln

Next. applying Green ~s first integral identity to the first term of the left-most integral

above. it may be written as the difference between a surface and a volume integration.

namely:

.!. { [v·(pVu)] u dn = ~ 1 u (p ~u) dS - .!. { Vu . (p'Vu) dn.
2 ln 2 Js an 2 ln (2.16)

Subsequently. the surface integral in (2.16) may be separated into two separate com-

ponents. one corresponding to the Dirichlet and the other to the Neumann surfaces of

the problem domaine Upon applying the appropriate boundary conditions of Eq. (2.8)

to each of the resulting surface integrals. it is readily seen that integration over Neu-

mann surfaces will result in zero. However~ the remaining integral over Dirichlet

surfaces is identical~ but opposite in sign~ to that in Eq. (2.15) above. Thus. the

true solution to Eq. (2.7) over the problem domain n is the admissible function u for

which the following functional F is stationary.

(2.17)

or equivalently.

(2.18)

•

since the leading minus sign does not play a role in the first variation equation (2.4)

which must be satisfied for stationarity to hold.

2.3 Nonlinear System Formulation for the Finite Element Equations

As alluded to earlier in this chapter, discretized forms of the functional defined by

(2.18) rnay he used to compute finite element solutions to electromagnetics problems

cast in terms of the general differential equation (2.7) and its associated boundary
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conditions (2.8). Furthermore. such discretized functionals are uniquely defined by

the numerical values of a finite set of unknowns. or solution parameters. The approach

followed in this study. is to. first. develop a nonlinear system of optimization equations

from a variational finite element formulation. which ~an then be solved using standard

optimization methods in order to compute optimal values of the solution unknowns.

The fundanlental stationarity condition of the variational principle presented earlier.

is llsed as the basis of deriving the optimization equations.

The optimization eqllations which will be used to compute optimal finite element

solutions to the general differential equation (2.7) are derived from the first variation

expressions (2.4) for the functional F in (2.18). Conceptually. the dependence of the

functional F~ for which a stationary point is required~ on the solution unknowns may

he expressed as:

F = F(u(x)~ x). (2.19)

where the field solution is symbolically represented by the vector of field solution

parameters u. while x represents a vector whose elements correspond to the uncon-

strained geometric discretization parameters for a given problem. N[oreover. any

dependence of the field solution parameters on the discretization parameters is ex-

pressed by:

u = u(x). (2.20)

Consequently~stationarity of the functional F with respect to variations in u~ with the

geometric discretization held fixed~ is achieved by satisfying the following condition:

âFI = o.au x '
(2.21)

•

which is equivalent to the usual variational finite element formulation for fixed­

position geometric sub-domains. [n addition~ for finite element formulations in which

the geometric discretization for a problem can also vary. stationarity of the functional
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\Vith respect to variations in the geometric discretization implies:

aF âFI au aFI
âx - au ax + ax = o.

x u

Thus, from (2.21) it follows that:

(2.22)

(2.23)8FIôx u = O.

represents the first variation equations corresponding to variations in the geometric

discretization of a problem.

The optimization equations which cao be used to simultaneously compute optimal

field solution values along with optimal geometric discretization parameters for finite

element formulations, i.e. (2.21) and (2.23) may be expressed as a nonlinear system

of equations:

F (U) = o. (2.24)

where the individual elements of the vector F represent first-variation expressions of

the functional F with respect to the corresponding elements of the unknown vector

U. For example. in a problem where .:V is the number of unknowns to be optimized.

then:

F = [F., F 2 , •••• .r:v],

U = [U[,U2 , •• • • UN].

and.
aF

Fi = au
i

'

Thus. the nonlinear system (2.24) \\'ill have the form:

:F.(Ul~U2~""U.V)=0
:F2(Ul~U2,'" .U.v) = 0

(2.2.5 )

(2.26 )

(.) 'r~)_._1

(2.28)

•
and may be solved using standard optimization methods. The solution U of (2.28) is

the characterization of the best approximation, from the space of admissible approx­

imations. to the true solution u of (2.7).
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2.4 Finite Element Optimization Equations

Oiscretized forms of the functional (2.18) given earHer in this chapter~ and the

finite element optimization equations derived from them, based on the first variation

expressions described above. are presented in the following. The discretized func­

tionals are developed using conventional approaches found in standard finite element

references: therefore, only the key steps and results are mentioned here. However, de­

tails differing from the usual treatments, or that are of significance in the derivation

of the fini te element optimization equations. will be considered in greater depth.

2.4.1 One-Dimensional Systems

Electromagnetic systems which possess the appropriate type of geonletric symme­

try may be analyzed using one-dimensional (1-0) finite element formulations. Con­

sicler the 1-0 clement with vertex positions Xe and Xe+l such that (Xe+l > xe), as

shown in Fig. 2.1. The location of a point P(x) within the element may be expressed

in terms of the simplex coordinates, (1 and (2, which are defined as follows:

.r - Xe
(1 - ----

Xe+l - X,,:

and which satisfy the relationship,

(2.29)

(2.:30)

•

The purely local nature of the simplex coordinates defined above, allows for the

development of certain parts of the finite element formulation that follows to be

accomplished in a manner independent of the global coordinate system. Thus~ the

results developecl for any given element can then he applied to any other element by

means of simple coordinate transformation ruLes. Furthermore. it may he noted that

although only one coordinate is needed, from Eq. (2.30), various quantities arising in

sorne stages of the formulation may be more conveniently defined in terms of both (1

and (2'
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P(x)
•

o
-------------

o

.-----------------~.. x

o

Figure 2.1: Simplex coordinates for a L-D finite element.

The required field solution u to the differential equation (2.7) rnay be approxi­

mated. over an individual L-D element. e~ using a linear combination of basis func-

tions. Q:i( (10 (2)' such as:
n ..

U ~ 2: Uia:i«(l~ (2L
i=O

(2.:31 )

\vhere the Ui are real or complexe constant coefficients~ that represent the ne + L field

solution unknowns associated with the element. The basis functions in Eq.(2.:31) are

left general for the moment. however. explicit forms are specified in the next chapter

where numerical results are computed for the benchmark systems considered there.

Substituting the above approximation for u into the functional (2.18) yields:

(2.:12)

\vhere ne represents the portion of the problem domain associated \Vith a single

clemenL e. and F{t:) represents the corresponding portion of the functional.

For one-dimensional systems where x represents the independent coordinate vari-

•
able over which the solution u( x) may vary, the following identity appHes:

aa:i 8a:j
Va:-· va:- = ----

1 J ax ax'
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Each of the partial derivatives of the basis functions with respect to the indepen-

dent coordinate variable in the above identity may be expanded in terms of partial

derivatives with respect to the simplex coordinates. by applying the chain rule of

differentiation as follows:

where. from Eq. (2.29):

(2.34)

a(l __1 .
ax - hr:'

â(2 __~
âx - h-: ~

(.) '3-)_.' .')

in which ht: represents the size of the one-dimensional element e. i.e..

Hence, the identity (2.:33) may be rewritten as:

1 ((Jet i Oet i ) (ao j _ 00j)Vo- . vo = - -- - --
1 ] h; 8(1 Ô(2 8(1 0(2 .

(2.:36 )

( .) '")-)_ ••.J ,

(2.38)

and if the basis functions~Qj«(I, (2L are expressed only in terms of one of the simplex

coordinates. say (1. by using the relationship (2.:30)~ the above expression simplifies

to:
1 BO i âOj

VOi . VOj = h2 âr:; -a:-.
e 1 (,1

Furthermore. for one-dimensional systems in which the independent coordinate vari-

able is represented by .L ~ the following coordinate transformation is applicable:

7'Jow ~ let

dO. = x r dx. (r = 0,1.2).

(2.39)

(2.40)

•
where the parameter l' will be defined shortly. However. from the definition of ()

given in (2.29)~ and using (2.:J6L it is evident that.

(2.41)
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Thus. from Eqs.(2.39) through (2.41 L it follows that

(2.42)

Therefore~ upon substituting Eqs. (2.38) and (2.42) into Eq. (2.32), the general form

of the discretized functional over a typical element e. for which a stationary point is

sought within the finite-dimensional space of admissible approximation functions. is

given by:

l n" n" 1 a:-1
'" '" [,- [i ( Pc Qi uQ j [- 1 ]rh d­:) L-L-i; Je _ h2 Ô- ~ (,1 le +Xe e (,1

-i=Oj=O (t-O e (,lU(,l

where Pt::. k~~ De~ and ge represent the specifie forms of p. k. D. and 9 in nc~ respec-

tively. N[oreover~ these quantities are assumed to be expressed purely in terms of the

single simplex coordinate (1. In addition~ the dependency of the functional on the

underlying coordinate reference system is determined by the value of the parameter

r as fo110\\"5:

r=O

r=l

r=2

corresponds to a Cartesian coordinate system: (x. y . .:-):

corresponds to a circular cylindrical coordinate system: (p. Q• .:-): and.

corresponds to a spherical coordinate system: (R~ O. <t».

•

Although the functional F(e) defined above corresponds to a one-dimensional finite

element formulation~ the relative contribution from each element in a discretization

to the functional over the entire three-dimensional volume associated with a given

problem. must be included in F(e) in order to correctly apply the variational principle
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described earlier in this chapter. Hence. the .Jacobian~ ((lhe + xe(he. in (2.4:3) corre­

sponds to transformations from the more familiar forms of the differential elements

of volume associated with the three common coordinate systems as defined above by

the value of the parameter r. However~ it should be noted that any factors which do

not differ in the unit volume from one element to the next. for a particular coordinate

system. have not been included in the expression above for the elemental fllnctional

F(~). Specifically~when considering one-dimensional problems defined with respect to

the three reference coordinate systems discllssed above. the independent coordinate

variable will he taken to be either x. p. or R in each case. respectively. for the prob-

lems considered in this stlldy. However. the independent coordinate variable in aIl

three cases will be consistently represented by the symhol x. Thus. the volume corre-

sponding to each element in a given one-dimensional discretization is determined. to

within a common multiplicative factor. hy considering the differential volume element

defined in (2.40). or alternatively~ in (2.42).

The functional corresponding to a typical element. E. given ln (2.4:3) may he

expressed more concisely by first defining the following quantities:

•

Equation (2.4:3) may then be written as:

F(e) = ~ ~~ U-U-V<.e) - ~ ~~ U-U·B~~) + ~ U-f~e)
? L- L...- 1 ) IJ ? L- L...- 1 J Il L- 1 1 •

- i=O j=O - i=O j=O i=O

or. in matrix form as:

.5T

(2.44)

(2.4.5 )

(2.46)



•
where. the vector u(e) consists of the field solution unkno\Vns~ Ui • associated with a

specifie element~ e. of a one-dimensional finite element discretization comprised of IV

elements in total. as shown in Fig. (2.2). Thus. the functional corresponding to the

entire discretization is given by:

(2.47)

The optim.ization equations for the field solution parameters. u(e) ~ associated with

a typical element. e~ may be derived by considering the first variation equations

defined by:
aF(e)

âU
i

= O. (i = O. 1. ... ~ ne ) ~

or. equivalently by:
âF(e)

âu(e) = o.

:\pplying the following result:

(2.48 )

(2.49)

(
âu

T) (âwT)-- w+ -- u
âu âu

(âwT)
= w + au u~ (2.50)

and from the symmetry of the matrices v(e) and B(e). it can he readily shown that

Eq. (2.49) yields:

Xz

2

X3

e

XN_I

N - 1

(2 ..51)

N

.'CN+-I

--------.X

•
o

Figure 2.2: A 1-D finite element mesh of IV elements.
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Thus. similar treatment of all the elements in a discretization results ln the set of

equations:

(2.52)

which may be solved for optimizing the values of the entire set of field solution pa­

rameters. u~ for a given problem. It may be noted~ that in practical finite element

implementations sorne of the field solution parameters may be cornmon to more than

one element. The optimization equations corresponding ta any such parameters may

he consolidated into a single equation bYe first. consolidating any field solution param­

eter conlmon to more than one element into a single unknown (see (1:38] for example).

The optimization equations for the geometric discretization parameters may be

derived by considering the first variation equations defined by:

8F
-ô = O. (e = 2. :3, ... ~ .N),
. Xe

(2.53)

where the positions of the end vertices~Xl and XN+h are constrained to the boundaries

of the problem domain~ and. therefore. are not permitted ta vary. lt may be useful

ta recall t hat_
;V

F = L F(e)~

e=l

where the dependence of F(e) on the discretization parameters is such that:

F (e) - F(e)(. h ( . ))- XP.' e Xe_ Xp.+l •

Therefore. (2.5.5) implies:

F (e-l) F(e-l)( h ( »)= Xe-l~ e-l Xe-hIe •

and. thus:

(2..54)

( .) --)_.:):)

(2..56)

8F aF(e-l) aF(e)

ÔXe - aXe + ôxe '

•
where.

ôF(e-l)

-
aXe

.59

aF(e-l) ôhe - l

+ ahe - l Dxe '

(2.57)

(2.58)
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However~ the first term on the right in Eq. (2.58) is equal to zero since Xe does not

appear explicitly in F(e-l) ~ and from (2.:36)~ we have:

ôhe- 1---1
aXe - .

Hence.

(2.59)

aF(e-l)

8x-:
(2.60)

Similarly.
ôF(C) ôF(e) ôF(e) ôhe
-- = -- + ----.

ô;re ôXe ahe aXe
but. from Eq. (2.:36):

Hence.
Ô F(e) aF(e) Ô F(e)

ôXe = aXe - ôhe •

Finally. substituting (2.60) and (2.63) in (2..j7) yields:

ôF ôF(e-l) ôF(e) ôF(e)
-= +-- - --.
ÔX~ ôhe _ 1 ÔXe ôhe

(2.61 )

(2.62)

(2.6:3 )

(2.64)

Thus. the set of optimization equations corresponding to the entire set of geometric

discretization parameters for a given problem is defined by:

8F(e-l) oF(e) 8F(e)

ôh
e

-
l

+ aXe - ah
e

= O. (e=2.:3 V).

which may also be expressed in matrix forro as:

(2.65)

•
+u(e-I)TdCc-lI + u(c)T r(c) _ O~ (e = 2~ :3~ ... ~ IV). (2.66)
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where. the matrices and vectors in the above equation are defined as follows:

• p.(~-t) a V<.e-t).
1) -

8he- t
1) •

".~~) [ ô ô ] V<.e).
'- 1) - aXe 8h-:

t) •

Q~~-t) a
B~~-l)·

1) -
8he- t

1) •

T·(~) - [a~< - a~J B~~)'
Il 1) •

d~e-t) Ô f~e-l). and.-
ôh e - t

1 •

rl~e) _ [_.Ô _~] !,;(e).

Ô Ô
• (2.67)Xe he

Solving the combined set of equations (2..52) and (2.66) simultaneously for the field

solution unknowns~ u. and the discretization parameters~x. will yield the optimal fi-

nite element solution for a given problem within the space of admissible solutions

which can be defined by the chosen sets of basis functions used to model the solution

over the problem domaine It may be noted that (2..52) is equivalent to the set of equa­

tions that can be solved for only the field solution unknowns in conventional finite

clement formulations which have fixed-position elements. Furthermore~ it should be

noted that (2.66) may not be solved independently of (2.52) for the discretization pa-

rameters. since the former have been derived based on the condition of stationarity of

the functional with respect to the field solution parameters. In generaL stationarity of

the functional with respect to the field solution parameters is dependent on the values

of the discretization parameters~ i.e.~ the element vertex positions. This dependence

•
is due to the fact that the approximating functions defined over individual elements

are defined uniquely by the values of both their associated field solution parameters

and the element vertex positions.
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•
2.4.2 Two-Dimensional Systems

Electromagnetic systems that possess translational or rotational symmetries may

be analyzed using two-dimensional (2-D) finite element formulations. For example. in

Cartesian problems where the field solution variation is independent of the coordinate

variable z. i.e.. u = u(x. y). a finite element discretization may be constrtlcted in

the xy-plane. Consider the 2-D triangular element with vertex positions (Xi. yd.

i = 1. 2. :3. as shown in Fig. (2.3). The location of a point P(x. y) within the element

may be expressed in terms of the simplex coordinates. (1' (2. and (3. which are defined

as follows:

Area( P2:3) .
Area( 123) .

Çl =1

l '

_ Area( l P:3)
~2 = :

Area( 123)

_ Area( 12P)
(,3 = .

Area( 123)

~ P(x.y) \

\. 2

(2.68)

o
- ----- -- -- - -- - ------ ---- -- --~---- - --~ ~------- ---~---------- ------ -- - ---~x

•
Figure 2.3: A triangular element \Vith lines of constant (. shown. and the three sub­
simplexes P23. IP2. and 12P used in the definition of (., (2, and (3'
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•
and satisfy the relationship:

(2.69)

.Just as in the 1-0 case. the required field solution. u. to the differential equation (2.7)

may be approximated over each triangular element in a 2-D discretization. For ex­

ample. the following approximation may be used in element e:

n~

U ~ L UiO i ( (1 ~ (2~ (3L
i=O

(2.70 )

where. now. the Oi( (1. (2~ (3) are two-ciinlensional basis functions. Once again. the

Ci are real or complex. constant coefficients. that represent the ne + 1 field solution

unknowns associated with the element e. Similarly~ the source function. g~ in Eq. (2.7)

may be approximated by
n~

9 ~ L GiOi((h (2, (3),
i=O

(2.71)

where. in this case. the Ci are known l'eal or complex. constant coefficients. Following

a similar line of derivation as in the 1-0 case. substitution of the above approximations

for li and 9 in the functional (2.18) yields:

( .) -.))
_.1-

•

where ne represents the portion of the problem domain associated with a single

elenlent. e. and F(e) represents the corresponding portion of the functional.

For two-dimensional systenls where x and y represent the independent coordinate

variables. it follows that:

(2.73 )

The partial derivatives of the basis functions with respect to the independent coordi­

nate variables in the above identity may be expanded in terms of partial derivatives



•
with respect to the simplex coordinates. as follows:

(2.74)

and.

00. ~ OOi 8'-mL- ., C) --)
ay = m=1 a(m ây . _./.)

Furthermore. the partial derivatives of the simplex coordinates with respect to the

independent coordinate variables may be determined explicitly by~ firsL noting that

the area of a triangle~ for example. the 2-D element depicted in Fig. (2.:3 L may he

expressed in determinant form as:

(2.76)
1

A = Area(123) = ­
2

l Xl YI
1 I2 Y2
1 I3 Y3

Similarly. the remaining sub-triangle areas in (2.68) which define the simplex coordi-

nates may be expressed as:

1
1 x y

Area( P23) - 1 X2 Y2
2

1 X3 Y3

1
1 Xl YI

Area( IP3) - 1 x y and.
2

1 X3 Y3

l
l Il YI

Area(12P) l X2 Y2 (') --)-
2

_.1 ,

l x y

Expanding the determinants ln (2.76) and (2.ïï)~ and after sorne rearranging! it

follows from (2.68) that:

(1 - [(X2Y3 - X3Y2) + (Y2 - Y3)X + (X3 - .r2)Y] /2A;

(2 - [(X3YI - ~'IY3) + (Y3 - y.)r + (Xl - X3)Y] /2A;

(3 - [(XIY2 - X2yr) + (YI - Y2)X + (X2 - It}y] /2A; (2.78)

Therefore. it may be readily confirrned that:

• a(i
ax

Yi+l - Yi-I
2A

8(i

ây
Xi-l - Xi+I

-
2A

(2.79)
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(2.80)
•

where the subscripts progress modulo 3~ i.e.~ cyclically around the three vertices of

the triangular element in Fig. (2.3). Thus. (2.74) and (2.75) may be rewritten as:

âOi = _1_ ~ b 8Q i.ax .)A L- m 8 -
- m=l ~m

and.

8Q
i = _1_ t ~ 8Q

i.

8y 2A m=l a(Tn '

where bi and Ci are defined. again in modulo :3 notation~ as:

bi = Yi+l - Yi-l: Ci = Xi-l - Xi+l·

In addition. it may be shown that the coordinate transformation:

(2.81)

(2.82)

(2.8:3 )

yields the fol1owing differential element of area. dn~ for integration in simplex coor-

dinates over a triangular elenlent \Vith area A e :

dn = 2Ae d(l d(2. (2.84)

Hence. by substitution of (2.80) and (2.81) in (2.73)~ the general form of the discretized

functional over a typical elemenL E. for which a stationary point is sought within the

space of admissible approximation functions~ may be written as:

•

- .!:.~~ [J-U· ")A B~e) +~~ [T·C ..) A H(e)
.) ~~ 1 } - e 1) L- L- '1 7) - e ij·
- i=O }=O i=O j=O

where.

6.5

(2.8.5)

(2.86)



•
It should be noted~ that Pe. ke • and De represent the specifie forms of p, k, and D. in

ne' respectively. N[oreover. it is assumed that Pe, ke, DI!' as weIl as the basis functions

Qi. may aIl be expressed entirely in terms of the two simplex coordinates ((1. (2) by

llsing the relationship (2.69). Although sueh an assumption implies that the third

terms in the summations over m and n in (2.80). (2.81), and (2.8.5) need not be

included, they are left intact since. in sorne instances, it may be more eonvenient to

first express derivatives of the basis functions in terms of aIl three simplex coordinates.

The functional corresponding to a typical element. e. given in (2.85) may be

\vritten in matrix form as:

(2.87)

where. u(e) and g(e) are the vectors of the field solution and source term parameters.

respectively. assoeiated with a specifie element. e, of a two-dimensional diseretization:

and the entries of the matrix V ee ) are defined by:

1 33
,-Ce) _ ~ ~ (b b [(el

"ij - ')A L.... L- m n + CmCn) ijmn·
- e m=l n=l

(2.88)

Thus. the functional corresponding to a discretization over the entire problern domain

comprising 1.V elenlents is given by:

N
F = L F(e).

e=l

(2.89)

The optimization equations for the field solution parameters. u(e). associated with

a typical elen1ent. e, may be derived in an analogaus manner ta that presented earlier

for one-dimensional systems: namely, by cansidering the first variation equations:

8F(e)
8u(e) = o. (2.90)

•
By applying the result (2.50), and from the symmetry of the matrices veel and B(e),

it can be readily shawn that that Eq. (2.90) yields:

(2.91 )
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•
Thus. similar treatment of aU the elements in a discretization results ln the set of

equations:

(2.92)

which may be solved for optimizing the values of the entire set of field solution pa­

rameters. u. for a given problem~ if the geometric discretization is held fixed. It may

be noted that. any optimization equations corresponding to field solution unknowns

which are cornmon to more than one element. may be consolidated into a single

optimization equation by~ first. consolidating the cornmon unknowns into a single

unknown parameter.

The optimization equations for the geornetric discretization parameters. i.e.. the

element vertex positions. associated with an element. say e~ may be derived by con-

sidering the first variation equations defined by:

(2.9:l)

(2.94)

•

and.
âF(C)

ôyfe) = O. (l = 1. 2. :3).

where. .ri e
) and y1c

) represent the xand y coordinate values of the position of vertex

1 (l = 1. 2. :3) for element e. respectively. ln the 1-0 formulation presented earlier,

where the mesh topology was known a priori~ it was possible to show that only that

portion of the discretized functional for the entire problem corresponding to the two

elements sharing a cornmon vertex were functions of the position of their cornrnon

vertex. This a prion knowledge allowed the first variation equations for the geometric

discretization parameters to be derived in a global fashion over the entire problem

discretization. However~ in two-dimensional meshes composed of triangular elements.

several elements may share a cornmon vertex. In generaI. it is not possible to pre-

determine the topology of a 2-D rnesh; therefore~ it is necessary to derive the first

variation equations for the 2-D geometric discretization pararneters in a local rnanner~
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•
i.e.. element-wise~just as for the field solution parameters. It should be noted. that for

a specifie 2-D system~ the first variation expressions eorresponding to a discretization

parameter eornmon to more than a single element may also be consolidated into a

single optimization equation.

~'[ore explicit forms of (2.9:3) and (2.94) may be derived as follows. First. eonsider:

Since u(e). g(e). B(e). and H(e) are independent of the geometric discretization param-

~t.ers. the above identity may be rewritten as:

Ô pCe) _ 1 (c)T ( fJ v(e)) (c) 1 (e)T a(2A~) B(e) (e) (e)T 8(2Ae ) H(e) (e)-- -u -- u - -u u + u g
:-1 ( ,., ) - 0) a (e ) .) a (e ) a (e) °
u.r{ - Xl - Xl Xl

(2.96)

Furthermore. it follows from (2.88) that the component-wise partial derivatives of

veel with respect to x~e) are given by:

(2.97)

which may be simplified upon noting from (2.82) that:

•

In addition. it may be confirmed from (2.76) and (2.82) that:

ô(2Ac )-......,{......,)....;.. = b{. (l = 1. 2~ :3).
8x/

Thus. applying the simplifications (2.98) and (2.99) to (2.97) yields:

av<.e) 1 3 3 [0) 8( CnlCn) . ]
~()) = "-Ae • (e) - (b=bn + CmCn) bl l:)~~n'
aXl

e 4Ae2 L- L- a
==1 n=1 Xl

Similarly, it can be readily shown that:
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•
after noting from (2.82) that:

â(CnlCn) _ 0

â
(e) - ~

Yi

and from (2.76) and (2.82) that:

(m,n,l = L2.3), (2.102)

8(2Ae )

8 (e)
Yl

= Cl. (l = L2.:3). (2.103)

Therefore, the set of optimization equations for the geometric discretization parame-

ters associated with a given triangular element. e, in a two-dimensional finite element

mesh is given by:

(2.104 )

and.

(2.105 )

where the entries of the matrices s(e) and T(e) are defined as follows:

~,~e)
... 1)

r{e) =
Il

8l/(e)
__1)__ d

:.-) (e)' an .
uIl

8V_(t:)
1)

:.-"'.1 (e)·
UYl

(2.106 )

•

ft may be noted that the partial derivatives of (bmbn ) and of (emen) with respect to the

elernent vertex positions, which appear in (2.100) and in (2.101), can be determined

directly from (2.82) and are given in Table 2.1 and Table 2.2 for reference~ where they

are expressed in terms of bi and Ci.

The combined set of equations (2.92), (2.104), and (2.105) may be solved simul-

taneously for the optimal values of aIl the unconstrained field solution and geometric

discretization parameters in a given problem. Once again, it may be noted that

the optimization equations for the geometric discretization parameters may not be

sol ved independently of those for the field solution parameters. for the same reasons
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•
as those given for the 1-0 case. Furthermore~ the formulation for two-dimensional

systems presented above. has been developed independently of specifie basis functions

and. therefore. is valid for any choice of legitimate finite element basis functions.

Table 2.1: Explicit forms of 8{bm bn )/8yfe} in terms of bi for m~ n. l = l~ 2.:3.

(m,n)/l 1 2

•

(LI) 0 2b l -"lb 1

(1,2)~ (2.1) -bl b2 bl - b2

(2.2) -2b2 0 2b2

(1,3), (3,1) bl b3 - bl -b3

(2~;3). (3,2) b2 - b3 -b2 b3

(;3.:3 ) 2b3 -2b3 0
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• Table 2.2: Explicit forms of ô( Crr1Cn) / ôx~e) in terms of Ci for m. n. l = 1.2. :3 .

(m. n)/l l 2

(1)) 0 - 2CI 2CI

(1.2), (2.1) Cl -C2 C2 - Cl

(2.2) 2C2 0 - 2C2

(1,:3), (3,1) -Cl Cl - C3 C3

(2.:3). (:3.2) C3 - C2 C2 -C3

(:3.:3 ) - 2C3 2C3 0

2.4.3 Three-Dimensional Systems

~lany practical electromagnetic systems do not possess the appropriate symmetry

to allov·; for one- or two-dimensional treatments. and, therefore. must be analyzed

using full three-dimensional (:3-D) formulations. For example. in problems where

the field solution variation is described in terms of the coordinate variables. x. y.

and z. i.e.. u = u(.r. y, =). the :3-0 counterparts of the optimization equations given

above for 2-D systems may be derived following an exactly analogous procedure in

three dimensions. Consider the tetrahedral element with vertex positions (Xi, Yi. =d,

i = 1.2.:1.4, as shawn in Fig. (2.4). The location of a point P(x.y.=) within the

elenlent may be expressed in terms of the simplex coordinates ( •. (2, (3, and (4,

which are defined as follows:

•
. Volume(P234)

(,l = ;
Volume( 1234)

. _ Volume(12P4).
~3 - •

Volume(1234) .

ïl

_ Volume( 1P34)
~2 = Volume(1234) ;

( _ Volume( 123P) .
4 - Volume(1234) ,

(2.10ï)



•

(X3.Y3-Z3) 'JO":~-------------"

3

.----<----

o

Figure 2.4: A tetrahedral element and the sub-simplex P2:34 used in the definition of
(1-

and satisfy the relationship:

(2.108)

•

Furthermore. the volume of a tetrahedron, for example~ the 3-D element depicted in

Fig. (2.4). may be expressed in determinant form as:

l Xl YI =1

l l X2 Y2 =2V = Volume(l234) = 6"
1 X3 Y3 =3

(2.109)

l X4 Y4 =4

Similarly. the remaining sub-volumes in (2.107) which define the simplex coordinates

-.)
1-



may be expressed as:

• 1 x y =
Volurne( P234)

l l X2 Y2 =2- -
6 1 X3 Y3 =3

l X .. Y .. =..

l Xl YI =1
Volume( 1P34)

1 l x y =- -
6 1 X3 Y3 =3

1 X .. Y .. =..

l XI YI '::1

Volurne( 12P4)
1 1 X2 Y2 '::2

and.- -
6 1 x Y =

1 X .. Y .. =..

1 Xl YI =1
Volume( 123P)

1 1 X2 Y2 Z2 (2.110)- -
6 1 X3 Y3 ':'3

1 x Y ..:.

Expanding the determinants in (2.109) and (2.110)~ and after sorne rearranging~ it

follows from (2.107) that:

and.

·1

6V = Lai.
i=1

(2.111)

(2.112)

where. ai. bi~ Ci~ and di can be defined as follows with the subscripts progressing

modulo 4:

Xi+I Yi+l =i+L
Xi+2 Yi+2 =i+2 .
Xi-l Yi-l Zi-L

(2.11:3 )

1 Yi+l =1+1
1 Yi+2 =i+2 .
1 Yi-l =i-L

•
1 Xi+L Zi+L

Cï=(-l)i+L 1 Xi+2 =i+2

1 Xi-L Zi-L
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• 1 Xi+l Yi+l

di = (-1 r 1 Xi+2 Yi+2

1 Xi-l Yi-l

(2.116)

In addition. it may be shown that the coordinate transformation:

(2.117)

yields the fol1owing differential element of volume. dO. for integration ln simplex

coorciinates over a tetrahedral element with volume Ve :

(2.118)

Subsequently. if the required field solution. H. to the differential equation (2.7) and

the source function~ g~ therein. are approximated over each tetrahedral element anal-

ogously to the 2-D case. it may be shown that the general fornl of the discretized

functional over a typical element~ e. for which a stationary point is sought within the

space of admissible approximation functions. may be written as:

l n,. n.. Tle 7I e

- - '"~ [[-[I ·6V B~~) '" '" U· G 6V H(e)_) LJ LJ 1 J e lJ + LJ LJ i j e ij'
- i=O j=O i=O j=O

where.

(2.119)

•
(2.120 )

It should be noted that the integrands in (2.120) are assumed to be expressed purely

1 d ( ) Th r [Ce) B(e) d H(e)in terms of the three simp ex coor inates (., (2, (3. erelore~ ijmn' ij' an ij
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•
are aH quantities that are independent of both the size and shape of a specifie tetra-

hedral element~ in that they do not involve the geometric discretization parameters

associated with an element. i.e., the element vertex positions.

The functional corresponding to a typical element, e, given III (2.119) may be

written in matrix form similar to that for the 2-D case. i.e..

(2.121)

where. u(e) and g(e) are the vectors of the field solution and source term parameters.

respectively. associated with a specifie element. e, of a three-dimensional discretiza­

tion: and the entries of the matrix veel are defined by:

(2.122)

:\5 before, the functional corresponding to a discretization over the entire problem

dornain conlprising !V elements is given by:

N
F=LF(e).

e=1

(2.12:3)

(2.124)

The optimization equations for the field solution parameters, u(e), associated with

a typical element. e. may be derived by. once again. considering the first variation

cquations:
ôF(e)
ôu(e) = o.

Applying the result (2.50), and by the symmetry of the matrices veel and B(e), it is

readily seen that Eq. (2.124) yields:

(2.12.5)

Thus. similar treatment of all the elements in a discretization results in the set of

eq uations:

• (2.126)
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•
which may be solved for optimizing the values of the entire set of field solution pa­

rameters. u. for a given problem, if the geometric discretization is held fixed. Of

course. any optimization equations corresponding to field solution unknowns which

are cornmon to more than one element. may be consolidated iuto a single optimiza­

tion equation by, first. consolidating the common unknowns into a single unknown

parameter.

The optimization equations for the geometric discretization parameters~ i.e.~ the

element vertex positions. associated \Vith a tetrahedral elemenL e. may be derived by

considering the first variation equations defined by:

and.

âF(e)

â
(e) = O. (l = L 2, 3.4),

Xi

ôF(e)

Ô
(e) = O~ (l = L 2,:l, 4L

Yi

(') 1')-)_. _1

(2.128)

(2.129)

•

âF(e)

ô_Ce) = O~ (l = 1,2. 3. 4)~
-l

where. x~e). Yl(e). and =ie
} represent the x. y. and =coordinate values of the position

of vertex 1 (l = L 2. :3, 4) for element e. respectively. [n three-dimensional meshes

composed of tetrahedral elements, several elements may share a cornmon vertex. [n

generaL it is not possible to pre-determine the topology of a :3-0 mesh: therefore, it is

necessary to derive the first variation equations for the 3-D geometric discretization

parameters in a local manner, i.e., element-wise, just as for the field solution parame-

ters. It should be noted. that for a specifie :3-0 system, the first variation expressions

corresponding to a discretization parameter common to more than a single e1ernent

Inay be consolidated into a single optirnization equation.

Ta derive more explicit forms of (2.127), (2.128), and (2.129), first consider:

76



•
Since u(e), g(e), B(e). and H(e) are independent of the geometric discretization paranl­

eters. the above identity may be rcwritten as:

),-loreover, it may be seen from (2.122) that the cornponent-wise partial derivatives of

vIe) with respect to x}e) are given by:

av(e)
1)

a (e) -
Xl

â(6Ve)]
-(bmbn + Cn1Cn + dmdn ) âx}e)

which may be sirnplified upon noting from (2.114) that:

In <'lrldition. it may be confirmed from (2.109) and (2.114) that:

(2.1:l2)

(2.1:3:3 )

(2.1:34)

Thus. applying the simplifications (2.1:33) and (2.1:34) to (2.1:32) yields:

~,1):: = :36~2 t t [6Ve (ô~",,;:,;,) + Ô~~~n)) -(bmbn + Cm en +dmdn)bl ] 19~n'
uII e m=l n=l xl Xl

(2.1:35 )

Similarly. it can be readily shown that:

arter noting from (2.115) that:

Ô(~~) = O. (m,n,! = 1,2.3,4),
ÔYle .

and from (2.109) and (2.115) that:

• ô(6Ve)
= Cl,a (e)

Yl
U=1,2,3,4) .
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•
AIso~ it may he confirmed that:

since. from (2.116) ~ it may be noted that:

(2.140)

and from (2.109) and (2.116L it may be shown that:

(2.141 )

Therefore~ the set of optimization equations for the geometric discretization param-

cters associated with a given tetrahedral element~ e. in a three-dimensional finite

clement mesh is given by the following three equations:

(2.142)

(2.14=3)

and.

(2.144)

where the entries of the matrices s(e), T(e) ~ and w(e) are defined as follows:

s~~)
av<.e)

-
__tl_.

Il a (e) ~
Xl

T~~)
av<.e)

II .
and~Il - fiW~

YI

IV.(~)
ôV<.e)

• Il (2.145)
'l - ô-(e) .

"'1
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•
ft may be noted that the partial derivatives of(bmbn ), (CrnCn)~ and (dmdn ) with respect

to the element vertex positions~ which appear in (2.I:35L (2.136)~ and (2.139)~ can be

determined directly from (2.114) through (2.116)~ and are given for reference in Table

2.:3 through Table 2.8~ where the quantities Xij • Yij ~ and 2 ii are defined as follows:

Yij - Yi - Yi

(2.146 )

(2.14ï)

(2.148 )

•

Finall'y~ the combined set of optimization equations (2.126L and (2.142) through

(2.144). for ail E. may be solved simultaneously for the optimal values of the field

solution and geometric discretization parameters that are not constrained for a given

problem. As in the 1-D. and 2-D cases. the formulation presented above is valid for

any choice of legitimate finite element basis functions .

ï9



• Table 2.:3: Explicit forms of a(bm bn )/ay1e
) in terms of bi and Zij for m, n~ l = L 2~ 3. 4.

(m.n)/l 1 2 4

•

(Li) 0 2b1Z43 2b1Z 24 2b1Z 32

(L2). (2~1) b l Z 34 b2 Z 43 b2Z 24 + b1Z.tl b2Z 32 + b1Z13

( L:3 ). (:3. 1) b l Z 42 b3 Z 43 + bl 2 14 b 32 24 ~Z32 + b1 Z 21

(lA). (4.1) blZ·n b4Z ..3 + bl Z31 b4 Z 24 +b1Z 12 b"Z32

(2.2 ) 2b2 Z 3•1 0 2b2 Z .. 1 2b2 Z 13

(2.:3). (:3.2) b3Z3-1 + b2 Z ol2 b2 Z 14 b 3 Z 41 b3 Z 13 + b2Z 21

(2.4). (4~2) b4 Z 34 + b22 23 b2 Z 31 bol Z.1I + b2 Z 12 b4 Z 13

(:3.3 ) 2b3Z 42 2~Z14 0 2b3 Z 21

(:3.4 ). (4.:3) b4 Z 42 + b3Z 23 b"Z14 + b3 Z 31 b 3 Z 12 b4Z·11

(4.4 ) 2b4 Z 23 2b4 Z31 2b.,ZI2 0
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• Table 2.4: Explicit forms of ô( bmbn )/ ôz~e) in terms of bi and Yij for m~ n~ l = 1~ 2. 3~ 4.

(m.n)/l 1 2 4

•

( 1.1 ) 0 2b1Y3.. 2b1Y ..2 2b1Y23

(1.2L (2.1) b1Y43 b2Y34 b2Y ..2 + b1Yl-i b2Y23 + b1Y31

( 1.:3). (:3.1) b1Y24 b3 y":w + bl.Y~tl b3Y..2 b3Y23 + b1Yl2

(lA), (4.1) b1Y32 b4'y":w + b1Yl3 b.. )-42 + b1)r21 b..Y23

(2.2) 2b2Y43 0 2b2Y14 2b2Y31

(2 .:3 ). (:3 ~ 2 ) ~Y43 + b2Y24 b2Y.u b3Yl4 ~Y31 + b2y'12

(2.4). (4.2) b4Y ..3 + b2Y32 b2Y13 b..Y14 + b2Y21 b..Y31

(:3.:3 ) 2b3.Y2.. 2b3Y41 0 2b3Yl2

(:3 .4 ). (4.:3) b..Y2 .. + b3Y:32 b..Y41 + b3Y13 b3Y21 b..Y12

(4.4 ) ')b y' ')b Y 2b..Y21 0
-" 32 -" 13
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• Table 2..j: Explicit forms of ô( Cn1cn )/ax~e) in terms of Ci and Zij for m. n. l = 1. 2. :3.4.

(m~ n}/l 1 2 4

•

( 1.1) 0 2C1Z34 2cI Z ..2 2cI Z23

(1.2). (2.1) CI Z 43 C2 Z :Y1 C2 Z ..2 + C 1Zl4 C2 Z 23 + c l 2 31

( 1.:3). (:3.1) C 1 Z24 C3 Z 34 + C I Z41 C3 Z ..2 C3 Z 23 + c l 2 12

(lA). (4.1) C 1 Z32 C"Z34 + CIZ13 C4Z..2 + CI Z 21 C4 Z 23

(2.2) 2C2Z43 0 2C2Z14 2C2Z31

(2.:3L (:3.2) C3 Z 43 + C2 Z 24 C2 Z41 C3 Z 14 C3 Z 31 + C2 Z 12

(2.4). (4.2) c.12'13 + C2 Z32 C2 Z 13 c.. Z ... + C2Z21 C4 Z 31

(:3.:3) 2 C3 Z 24 2C3Z41 0 2C3Z12

(:3.4 ). (4.:3) C'I Z24 + C3 Z32 C4Z41 + C3 Z 13 C3 Z 21 C4 Z 12

(4.4 ) 2C.. Z32 2C"Z13 2C4Z21 0
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• Table 2.6: Explicit forms of 8(Cmc,J/8z1 e
) in terms of Ci and .1:'ij for m~ n. l = 1. 2~ 3~ 4.

(m.n)/l 1 2 4

•

( 1.1) 0 2Cl.1:'43 2Cl.1:'24 2Cl.1:'32

(1.2). (2.1) Cl.1:'34 C2X ..3 C2.1:'24 + Cl.1:'.U C2X32 + Cl.1:'13

( 1.:3). (:3.1) Cl.1:'42 C3 X 43 + Cl X 14 C3.1:'24 C3X32 + Cl.1:'21

(lA)~ (4.1) cl.1:'23 C4,l'43 + C1.1:'31 c4-l'24 + Cl.1:'12 C.. .1:'32

(2.2) 2C2.1:34 0 2C2.1:'41 2c2.1:'13

(2.:3). (:3.2) C3.1:'34 + C2X l2 C2.1:'14 C3.1:'41 C3X13 + C2.1:'21

(2A). (4.2) C4.1:'34 + C2.1:'23 C2 X 31 C4.1:'41 + C2.1:'12 C.,.1:'13

(:3,:3 ) 2C3.t:12 2C3.1:'14 0 2 C3.1:'21

(:3.4 ). (4.3) C4.1:'42 + C3.1:'23 C4.1:'14 + C3.1:'31 c3.1:'12 C.,.1:'21

(4.4 ) 2C4"\:'23 2C4"\:'31 2C""\:'12 0
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• Table 2.7: Explicit forms of a(dmdn)/ax~e) in terms of di and Yij for m, n, l = 1,2, :3, 4.

(In. n) / l 1 2 4

•

(1)) 0 2dlY43 2dlY24 2dlY32

(L2). (2.1) d l Y3-I d2Y43 d2 Y24 + d lY41 d2Y32 + d lYl3

(L:3). (:3,1) dl Y ..2 d3Y..3 + d 1Yl4 d3Y24 d3,}:32 + dl};.

(L4L (4,1) dl )r'23 d",}~3 + d lY31 d..Y24 + d1Y12 d4Y32

(2.2) 2d2Y34 0 2d2Y41 2d2Yl3

(2.:3). (3.2) d3Y34 + d2Y42 d2Y14 d3Y .. l d3 Yl3 + d2Y21

(2.4). (4,2) d4 Y34 + d2Y23 d2Y31 d..Y41 + d2Y12 d..Y13

(:3.:3 ) 2d3 Y42 2d3Yl4 0 2d3 Y21

(:3.4 ). (4.:3) d",}~2 + d3 Y23 d.1Y14 + d3Y31 d3 Yl2 d4Y21

(4.4 ) 2d..Y23 2d..Y31 ')d Y 0- .. 12
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• Table 2.8: Explicit forms of a(drndn )/ayl~) in terms of di and Xi} for m. n. l = 1. 2, :3. 4.

(m.n)/l l 2 3 4

•

(1.1 ) 0 2d1X 34 2d1X 42 2d1X 23

(1.2). (2,1) d 1.1:'43 d2 ...r14 d2 X 42 + dU~14 d2 X 23 + d 1X 31

( 1.:3). (:3.1) d1.1:'24 d3 .1:'34 + dU \'41 d3 ""Y42 d3 X 23 + d 1X 12

(lA), (·LI) d I .1:'32 d.. .1:'34 + d I X 13 d"X42 + d1X 21 d"X23

(2.2 ) 2d2 X 43 0 2d2 .1:'14 2d2 X 31

(2.:3). (:3.2) d3 X 43 + d2 X 24 d2 .l:'41 d3 X I4 d3 X 31 + d2 .-t'12

(2.4). (4.2) d4 ""Y43 + d2'Y32 d2 À:'13 d"XI4 + d2 X 21 d"X31

(:3.:3 ) 2d3 '-\'24 2d3 X 41 0 2d3 .1:'12

(:3.4 ). (4,:3) d.,X24 + d3~l:'32 d.. X.n + d3 .l:'13 d 3 .l'21 d.. X I2

(4.4 ) 2d"X32 2d"XI3 2d.. .l:'21 0
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Chapter 3

Numerical Evaluation of the One-Dimensional Finite Element
Optimization Equations

As previously noted. there exists substantial evidence suggesting that the op­

timality of a finite element discretization plays a significant role in the accuracy of

computed solutions at given levels of problem refinement. Furthermore~ it is believed

that characterizations of optimal finite element solutions which are known a priori~

can be used in adaptive finite element methods to compute solutions with similar

optimal properties in a cost-efficient and reliable manner. The major goal of the

thesis is to develop effective optimal discretization-hased refinement criteria for effi­

ciently and reliably guiding practical adaptive finite element solvers towards accurate

solutions. linfortunately. very little research on the optimality of finite element dis-

cretizations for electromagnetic systems is available~ and. therefore. a very limited

amount of insight on how to achieve the main thesis goal is available. NIoreover, the

review of currently available characterizations of optimal finite element discretizations

presented in section lA has revealed that there are serious shortcomings with these

characterizations. It \Vas conduded that sorne of the most cornmonly used approaches

are derivcd hased on principles and using assunlptions which are not completely the­

oretically justified. In addition. while sorne of the other optimality criteria reported

in the literature appear to work weIl for very specifie types of problems~ they have

not been found to be appropriate for characterizing optimal finite elenlent discretiza­

tions for a sufficiently \Vide range of problem applications to be of practical value.

Furthermore~ many of the investigations in this area which report theoretical char­

acterizations of optimal fini te element discretizations \Vith confidence, fail to support

their daims with sufficiently conclusive numerical results .
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In this chapter~ important benchmark electromagnetic problems are introduced in

order to achieve a threefold objective. FirsL the validity and the fundamental value

of the nonlinear system of one-dimensional finite element optimization equations~ de­

ri ved in the previous chapter ~ are confirmed numerically. In order to achieve this

objective, the equations are used to compute a series of optimal finite element solu­

tions. that is. solutions with both optimal field solution values and optimal geometric

discretization parameters~ for the benchmark problems considered. The results are

confirmed using techniques which are described in subsequent sections of this chapter.

The second objective of this chapter is to use the computed optimal discretization

benchnlarks to investigate the validity of the reported difficulties with the currently

available characterizations of optimal finite element discretizations. to determine to

what extent these problems are present in electromagnetic applications. and to decide

the usefulness of the existing optimality criteria for electromagnetic systems. The fi­

nal objective of this chapter is to provide practical support for the hypothesis that

the optin1ality of a discretization is strongly related to the solution accuracy that can

he achieved for a fixed number of free modeling parameters used at a given itera­

tion within an adaptive finite element solution process. This last objective is directly

related to the main goal of the thesis, and is achieved by using the fini te element op­

timization equations and the analysis of the benchmark results computed t<> develop

a theoretically justifiecL efficienL reHable and practical optimal discretization-based

rcfinement criterion for one-dimensional AFEA. Finally, the performance of the new

refinement criterion is evaluated with a series of studies involving the primary adap­

tion models in order to investigate the potential benefits of using the finit€ element

optimization equations, derived in section 2.4, for practical electromagnetic AFEA.

The primary motivation for this chapter is that the optimization equations for

one-dimensional electromagnetic systems can be directly solved more readily. and

with fewer obstacles, than the corresponding two- and three-dimensional equations .

Consequently, the more comprehensive investigations of one-dimensional systems that
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are possible may~ potentially, provide more useful insight into the practical value of

optimal discretization-based AFEA for electromagnetics than may be gleaned from

the necessarily less exhaustive analyses of two- and three-dimensional systems that

are possible.

3.1 Optimal Discretization Benchmark Systems

In order to confirm the validity of reported problems with existing optimality

criteria. to examine the basic value optimal finite element discretizations for electro­

magnetic analysis. and to evaluate the potential value of developing practical optimal

discretization based refinement criteria for AFEwls, two informative numerical bench­

mark systems are examined comprehensively. Specifically~ the fundamental electro­

magnetic point and line singularity models are used to compute a series of finite

clement solutions with both optimal field solution and optimal geometric discretiza­

tion parameter values. Suhsequently. these optimal benchmark solutions are used in

section :3.2 to examine the optimality criteria reported in the literature and discussed

earlier in this work. As stated in Chapter 2. it is generally accepted that the most

reliable approaches for evaluating the usefulness of optinlality criteria are those based

on the principle of. first. computing optimal solutions and. subsequently. analyzing

the characteristics of such solutions. Accordingly. the approach used in this work to

conduct these types of investigations is based on this principle.

Although there are several possible choices for one-dimensional benchmark sys­

tems which can be used in the principal investigations of this chapter~ the point and

line singularity models where chosen for the following important reasons. First, these

t\\'o fundanlental electromagnetic systems are sufficiently simple to be amenable to

solution by the optimization techniques appropriate for solving the corresponding

nonlinear systems of finite element optirnization equations derived in section 2.4.l.

Second~ as with many one-dimensional electromagnetic systems, analytical expres­

sions for the field solutions and other relevant quantities associated with the point
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and line singularity models can be used to assess the accuracy, efficiency, validity,

or reliability of the key optimality criteria or related procedures considered in this

work. Third, the field solutions associated with the point and lille singularity Inodels

contaiu singularities characteristic of those associated \Vith the sharp material edges

and corners which are present in many practical systems [64,138]. Typical1y, the

presence of sharp material edges and corners can drastically decrease the convergence

rate of the finite element method if appropriate measures are not taken [.5.5, 138];

therefore, the accurate and efficient resolution of the singularities associated with

sharp material edges and corners is an important challenge for ail types of finite el­

ernent analyses and has been addressed by various researcbers. One approach has

been to develop specialized fini te eLement approximating functions which incorporate

appropriate singular basis functions [146-148]. This type of approach has been shown

to work \vell for certain test probLems, but can also suffer from sorne disadvantages

related ta its use as described in [138]. The reduced convergence rate of the fiuite

elenlent nlethod when field singularities are present may also be improved by using

discretizations which have strongly focussed distributions of DOF close to the sin­

gularities. This second approach can be achieved by AFEl\ls which can recognlze

and refine the regions of rapid solution variation near singularities [57,59]. However,

before AFEA can be developed and applied effectively and reliably to practical prob­

lems in which singular field behavior is a significant factor, it is important to first

study the characteristics of optimal fini te element discretizations of electromagnetic

systems where this type of behavior is prevalent and its effects on the convergence

of the finite element method can be isolated from other possible contributing factors.

To this end, the point and line singularity models are ideal choices for computing

the one-dimensional benchrnark results described and discussed in the foL1owing two

sections.
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3.1.1 Benchmark System 1

The first benchmark system is based on the classical free-space point charge model.

The objective for this benchmark system is to compute the functional value based on

the resolution of a radial neighborhood close to the point charge and spanning a 100­

fold decay in electric scalar potential: the point charge~ of magnitude 10-9 /9 (C). is

located at the origin. and the two boundaries of the problem domain are set at radial

distances of 0.1 (m) and 10 (m) away from the charge. The primary feature of this

system is the rapid field solution variation close to the singularity. This feature is

cornmon to many practical devices that contain sharp material corners~ and has been

shawn ta drasticaUy reduce the convergence rate of the finite element method.

The e1ectrostatic system used to establish the optimal discretization benchmark re­

sults of this section was analyzed for electric scalar potential using the one-dimensional

finite element formulation and the corresponding finite element optimization equa­

tians derived in section 2.4.1. Standard Lagrangian basis functions were employed

to approximate the unknown field solution over the elements [23]. Specifically~ first-.

second-. fourth- and eighth-order finite element approximations were considered. The

optimal values of the field solution parameters and geometric discretization parame­

ters were cornputed by solving the nonlinear system of optinlization equations with

a Gauss-Newton method [149] using double-precision arithmetic. The solutions were

conlputed using termination criteria of 10- 10 for both the unknown equation vari­

ables and the residuals of the nonlinear equations. Finally~ the functional values

were calculated from the computed scalar potentials using exact differentiation and

integration.

The optimal discretization benchmark results for this electrostatic system were

conlputed and confirmed using two independent approaches. First, the results were

obtained using explicitly derived analytical expressions for the entries of aU the el­

ement lllatrices required to form the complete system of one-dimensional nonlinear
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finite element optirnization equations. lt should be noted that these matrix entries

are not independent of the placement of an element relative to the global coordinate

system: therefore~ they can only be evaluated numericallyonce the element vertex po..

sitions are specified numerically. Furthermore, the specific matrices required for the

optimal discretization-based analysis of the point-charge model have not previously

been published. Thus. the correctness of the explicit analytical matrix entries could

not be guaranteed. Hence. the computed optimal discretization benchmark results

\Vere confirmed with additional independent calculations of the unknown variables.

Specifical1y, a symbolic mathematics software package [1.50] was used to express the

finite element optimization equations symbolically, and these were evaluated numeri­

cally at each iteration of the solution optimization process. The optimal discretization

results computed by this second method were in complete agreement with those com­

puted using the first approach.

The simplifications arising from the physical symmetry of the benchmark system

considered here, namely. that its field solution behavior can be characterized mathe­

matically by one space variable~ is of definite value in computing the desired numerical

results. Nevertheless. an immense amount of computational effort can still he required

to solve for the optimal solution parameters due to the nonlinearities associated with

incorporating the optimization of the finite element geometric discretizations. More­

avec, the required computational effort increases rapidly with both the number of

elements and the order of the finite element approximation used. Consequently, the

maximum nurnbers of unconstrained parameters used in each of the investigations

described and discussed in this section were determined, primarily, by the following

two important considerations. First, a sufficient range of accuracy in the computed

functional values was required in order to objectively and reliably assess the con­

vergence of the FEM when used with optimal discretizations. Second, as relatively

high solution accuracy levels are achieved with increasingly refined discretizations,

the incremental improvement in functional value accuracy versus the corresponding
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incremental computational effort required can become extremely expensive. Hence.

the range of optimal discretization benchmark results reported next were computed in

order to satisfy the above requirement subject to this computational cost constraint.

A series of 20 optimal first-order finite element solutions were computed for the

first benchmark system by solving the appropriate systems of nonlinear optimization

equations derived in section 2.4.1. The optimal values of the geometric discretization

paranleters~ Xi~ and the field solution parameters~ Ui~ for each of the optimal solutions

computed for meshes ranging from 1 to 20 elements are reported in Tables :3.1­

:3.:3. 1t should be noted. that each first-order element used in these meshes has two

geometric discretization parameters associated with it which define the element ~s

vertex positions~ and two field solution parameters which correspond to the electric

scalar potential multiplicative coefficients of the first-order basis functions defined

over the element. Furthermore. the boundary conditions were enforced by fixing the

positions of the first and last vertices in the mesh to the corresponding geometric

boundaries of the problem domain~ and by setting the the values of the field solution

parameters at the problem boundaries to correspond to the analytical values of the

electric scalar potential there.

The percent error in the functional values computed from the 20 first-order optimal

discretizations specified by Tables 3.1-:3.3 is shown in Figure :3.1. Aiso shown~ for com­

parison. is the percent error in functional values computed from a series of 20 solutions

corresponding to uniform first-order fini te e1ement discretizations. For both cases. the

percent errors were calculated using the analytical functional value of 9.9000 (.J ml F)

for this benchmark system. This functional value is~ simply~ twice the electrostatic po­

tential energy of the system divided by 4rréo~ where é o = 8.854187817 x 10-12 (Flm)

Îs the permittivity of free space. The superior accuracy in the functional values

computed from the first-order optimal discretization solutions relative to the uni­

form results for this benchmark system is directly related to the relative distribution

of DOr over the problem domain: the optimal discretization-based formulation fo-
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Table :3.1: Optimal computed values of the geometric djscretization parameters, Xi,

and field solution parameters, Vi- for first-order fini te element solutions for Benchmark
System 1 llsing 1\" elements, where lV = 1,2, ... , 8.

i(V l :2 :3 4

Xi (Ji Xi [ii Xi Ci X- Ui1

l 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 O.lOOO lO.OOOO
:2 10.0000 0.1000 o.)-?- 0.6707 0.2028 3.7814 0.1740 5.170.).... 1-v
:3 NIA NIA 10.0000 0.1000 0.5485 0.4860 0.:3502 2.071:J
4 NIA NIA NIA NIA 10.0000 0.1000 0.9:J06 0.4098
.5 NIA NIA NIA NIA NIA NIA lO.OOOO 0.1000

il/V .) 6 i 8

x- [fi Xi Ui Xi (Ji Xi Uj1

0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 lO.OOOO
:2 0.1578 6.0080 0.147:J 6..5862 0.1:398 7.01.55 0.1:344 7.3486
:l 0.2724 :3.1863 0.2305 4.0209 0.2044 4.6746 0.1866 .5.2018
4 0..5404 1.:3.595 0.3930 2.19:J8 0.3166 2.9041 0.2704 :3.5087
.) l.:3926 0.:3600 0.7643 0.9958 0.5318 1.6312 0.4141 2.2189
6 lO.OOOO 0.1000 l.8884 0.:3221 1.0097 0.78:18 0.6842 1.2820
1 'Y./A NIA 10.0000 0.1000 2.:3772 0.2921 1.26.57 0.6480
S NIA NIA NIA NIA 10.0000 0.1000 2.8:3.58 0.2681
9 NIA NIA NIA NIA NIA NIA 10.0000 0.1000

Note: The table entries represent radial distance from the origin values for Xi with units (m).
and electrostatic scalar potential values for Ui with units (V) .
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Table :3.2: Optimal computed values of the geometric discretization parameters~ Xi~• and field solution parameters~Ui~ for first-order finite element solutions for Benchmark
System 1 using LV elements, where lv~ = 9~ 10, ... , 16.

ili\[ 9 10 Il 12

x- [Ji Xi [Ti Xi U i Xi Ui1

1 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000
2 0.1302 7.6150 0.1268 7.8:330 0.1242 8.0147 0.1220 8.1683
:3 0.1739 .5.6:}.59 0.1643 5.9994 0.1568 6.3079 0.1.509 6..5728
4 0.2398 4.0262 0.2182 4.4720 0.2022 4.8.591 0.1898 5.1976
.5 0.:3443 2.7494 0.2987 :3.2241 0.2669 a.6478 0.2435 4.0265
6 0..5209 1.7694 0.4250 2.2285 0.:3627 2.6.535 0.:319.5 :3.04:38
1 0.8461 1.0498 0.63.50 1.4583 0.5112 1.8556 0.4311 2.2334
8 1..5244 0.5.547 1.0140 0.8868 0.7.547 1.2337 0.6021 1»793
9 3.2559 0.2489 1.780.5 0.4872 1.1851 0.7673 0.8784 1.0658
10 10.0000 0.1000 3.6367 0.2331 2.0306 0.4362 1.3574 0.6768
Il NIA NIA 10.0000 0.1000 3.9807 0.2202 2.2726 0.396.5
12 NIA NIA NIA NIA 10.0000 0.1000 4.2916 0.2094
1:3 NIA NIA NIA NIA NIA NIA 10.0000 0.1000

il:V 13 14 1.5 16

Xi Ui Xi Ui Xi [F- Xi [T-
'1 '1

l 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000
2 0.1201 8.:3000 0.1186 8.4141 0.1172 8.51:39 0.1161 8.6019
:3 0.1461 6.8028 0.1421 7.0041 0.1:387 7.1818 0.13.58 7.:3398
4 0.1801 .5.4956 0.1722 .5.7598 0.1657 .5.995.5 0.1603 6.2068
.") 0.2256 4.3659 0.2116 4.6711 0.2003 4.9466 0.1910 5.1961
6 0.2879 3.4010 0.2639 3 "·Y·" 0.2452 4.0267 0.2301 4.:3008., _1 ,

7 0.:37.56 2.5883 0.:3352 2.9195 0.3046 3.2277 0.2808 :3.5139
8 0.5033 1.9150 0.4349 2.2363 0.:3851 2.5411 0.:347.5 2.8287
9 0.6966 1.3687 0.5786 1.6679 0.4968 1.9.586 0.4373 2.2382
10 1.0048 0.9366 0.7941 1.2041 0.6566 1.4720 0.5612 1.7355
Il 1.5293 0.6062 1.1329 0.8348 0.8937 1.0728 0.7369 1.3139
12 2 ..5053 0.3649 1.6995 0.5498 1.2618 0.7.529 0.99·50 0.9663
1:3 4..5733 0.2002 2.7282 0.3390 1.8671 0..5040 1.3908 0.6860
14 10.0000 0.1000 4.829:] 0.1924 2.9413 0.:3176 2.031.5 0.4660
15 NIA NIA 10.0000 0.1000 5.0628 0.1857 3.1445 0.2996
16 NIA NIA NIA NIA 10.0000 0.1000 .5.2763 0.1798
17 NIA NIA NIA NIA NIA NIA 10.0000 0.1000

• Note: The table entries represent radial distance from the origin values for Xi \Vith units (m),
and electrostatic scalar potential values for Ui with units (V).
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Table =3.:3: Optimal computed values of the geometric discretization parameters~ Xi.

and field solution parameters~Ui , for first-order fini te elernent solutions for Benchmark
System l using LV elernents~ where lV = 17~ 18~ 19,20.

ij:V 17 18 19 20

Xi Ui Xi Ui Xi lI; Xi Ui

1 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000
2 0.11.51 8.6801 0.1142 8.7500 0.11:34 8.8129 0.1127 8.8698
:3 0.1:3:3:3 7.4811 0.1:311 7.6083 0.1292 7.7233 0.1275 7.8278
-4 0.1.556 6.:3974 0.1.517 6.5700 0.1482 6.7270 0.1452 6.8705
.5 0.1832 5.42:31 0.1767 .5.6:302 0.1711 .5.8199 0.1662 5.9942
6 0.2178 4.5525 0.2076 4.7841 0.1989 4.9978 0.1915 .5.1955
1 0.2617 :3.7798 0.2461 4.0269 0.2332 4.2567 0.2223 4.4708
8 0.:3182 3.0993 0.2949 :3.:3536 0.2758 :3.5923 0.2600 :3.8164
9 0.3924 2.505:3 0.3574 2.7594 0.:3295 3.000.5 0.:3068 :3.2290
10 0.4916 1.9920 0.4:390 2.239.5 0.:3981 2.477:3 0.36.55 2.7048
Il 0.627.5 1.5535 0..5477 1.7890 0.4873 2.0183 0.440:3 2.2404
12 0.8188 1.184:3 0.6956 1.4030 0.60.54 1.6196 0.5370 1.8322
1:3 1.097:3 0.8785 0.9022 1.0766 0.76.50 1.2769 0.6644 1.4766
14 1.5193 0.6303 1.2002 0.8051 0.9866 0.9861 0.83.57 1.1701
15 2.192:3 0.4341 1.6469 0.583.5 1.:3034 0.74:31 1.0717 0.9091
16 :3.:3:382 0.2842 2.:3490 0.4071 1.7731 0.5437 1.4064 0.6901
17 .5.4723 0.1747 3.5227 0.2709 2.5017 0.38:38 1.8977 0.5094
18 10.0000 0.1000 .5.6.528 0.1701 3.6985 0.259:3 2.6.501 0.3637
19 NIA NIA 10.0000 0.1000 ·5.8196 0.1661 3.8660 0.2492
20 NIA NIA NIA NIA 10.0000 0.1000 5.9740 0.1625
21 NIA NIA NIA NIA NIA NIA 10.0000 0.1000

:-\ote: The table entries represent radial distance from the origin values for Xi with units (m).
and electrostatic scalar potential values for Ui \Vith units (V) .
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cuses DOF close to the point charge where the field solution variation is very rapid;

whereas. the DOF are equally distributed over the entire problem domain in the uni­

form case. For example~ Figure :l.2 illustrates the placement of the element vertices

for corresponding optimal and uniform meshes with two~ three and four elements.

The comparison of optimal and uniform meshes ranging from five elements to eight

elenlents is shown in Figure 3.3. Furthermore. it may be noted from the numerical

values reported Table :3.2 and Table :J.3 that the balance of the optimal first-order

discretizations computed for Benchmark System 1 also have element vertex positions

effectively distributed for efficiently resolving the rapid field solution variation close

to the singularity.

Figure :3.4 shows the results of a basic computational experiment designed to con­

firm the validity of the one-dimensional finite element optimization equations used

to compute the optimal first-order finite element discretization results in this sec­

tion. This simple numerical experiment was based on resolving the electrostatic

benchmark system using the most fundamental discretization. Specifical1y. a series

of 100.000 t\vo-element first-order meshes were used to conlpute individual functional

values corresponding to fixing the unconstrained element vertex common to both of

the elements in the mesh at 100.000 regularly spaced positions between the two end

vertices defining the boundaries of the problem domain. It should he noted that for

each of the meshes defined by this method. the single unknown scalar electric po­

tcntial value at the cornmon vertex was computed using the standard finite element

formulation with the geometric discretization held fixed. The results confirmed those

obtained hy solving the finite element optimization equations directly: the position

of the free vertex which yielded the srnallest possible functional value was the same

as that obtained by direct optimization, with an error tolerance of ±4.95 x 10-:> (m).

Furthermore, the functional value corresponding to the mesh defined by this optimal

vertex position represents the minimum e1ectrostatic potential energy configuration

of the two-element first-order finite element rnodel for this benchmark system, as il-
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Figure :3.1: The variation of percent error in functional value with discretization
level for first-order finite element solutions for Benchmark System 1 is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on uniform discretizations. The circle knot results correspond
ta percent error in functional values computed from solutions based on optimal dis­
cretizations.
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Figure :t2: First-order optimal and uniform radial discretizations for the one­
climensional electrostatic potential analysis of Benchmark System 1 are illustrated:
(a) 2 element optimal mesh: (b) 2 element uniform mesh; (c) 3 element optimal mesh:
(cl) :3 clement llniform mesh; (e) 4 element optimal mesh: (f) 4 element llniform mesh.
The radial discretizations are plotted on a logarithmic scale because of the proximity
of the element vertices to each other near the singlliarity in the optimal meshes. Note:
the positions of the element vertices in the optimal meshes are specified in Table :3.1.
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Figure :1.:3: First-ol"del" optimal and uniform radial discretizations for the one­
climensional electrostatic potential analysis of Benchmark System 1 are illustrated:
(a) .=) element optinlal mesh: (b) .=) element unifol"m mesh: (c) 6 element optimal mesh:
(cl) 6 element uniform mesh; (e) 7 element optimal mesh; (f) ï element uniform mesh:
(g) 8 element optimal mesh; (h) 8 element unifol"m mesh. The radial discretizations
are plotted on a logarithmic scale because of the proximity of the element vertices
to each othel" neal" the singularity in the optimal meshes. Note: the positions of the
element vertices in the optimal meshes are specified in Table 3.1 .
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lustrated by Figure :3.4. This is wholly consistent with the underlying stationarity

principle fundamental to the variational finite element formulation used throughout

this work. Final1y~ the error tolerance stated above is. simply~ one-half of the inter­

val used to define successive vertex positions for computing the range of functional

values used to confirm the results obtained by solving the finite element optimization

equations directly.

:-\ series of 16 optimal second-order finite element solutions were computed for

Benchmark System 1 using the same techniques described for the first-order results.

The optimal values of the geometric discretization parameters. Xi. and the field solu­

tion parameters~ Ui , for each of the optimal solutions computed for meshes ranging

from l ta 16 elements are reported in Tables :3.4-3.6. It should be noted, that each

second-order element used in these meshes has two geometric discretization param­

eters associated \Vith it which define the element's vertex positions. and three field

solution parameters which correspond to the e1ectric scalar potential multiplicative

coefficients of the second-order basis functions defined over the element. The bound­

ary conditions used to compute the second-order results were enforced in the same

1l1anner as in the first-order case. Furthermore~ the second-arder optimal discretiza­

tion benchmark results for this electrostatic system were computed twice. using the

same approach described for confirming the accuracy of the first-order results.

The percent error in the functional values computed from the 16 second-order

optimal discretizations specified by Tables :3.4-3.6 is shown in Figure 3..j. Aiso shown

in Figure :3 ..j. is the percent error in functional values computed from a series of 16

solutions corresponding to uniform second-order finite element discretizations. The

superior accuracy in the functional values computed from the second-order optimal

discretization solutions relative ta the uniform results is, again. directl)' related to the

more efficient relative distribution of OOF over the problem domain. For example,

the placenlent of the element vertices for corresponding optimal and uniform second­

order meshes \Vith two~ three and four elements is il1ustrated by Figure 3.6. The
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Figure :3.4: The variation in functiollal value with choice of free vertex position for a
first-orcier two-element mesh is illustrated for Benchmark System 1. The plot is based
on 100.000 functional values computed by fixing the unconstrained element vertex
at 100.000 uniformly spaced positions between the two geometric boundaries of the
problem domain. Logarithmic axes are used for the plot in order to adequately resolve
the variation in the functional value near the optimal vertex position corresponding to
the true minimum in the electrostatic potential energy of the discretized, first-order~

two-element finite element mode!. Note: the optimal vertex position is specified in
Table :3.1.
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• Table :3.4: Optimal computed values of the geometric discretization parameters, Xi,

and field solution parameters, Ui, for second-arder finite element solutions for Bench-
mark System l using IV elernents, where LV = 1,2.... ,8.

illV 1 2 :J 4

Xi Li· X· Ui Xi Ui X· UI'1 1 1

1 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000
:2 10.0000 1.9723 0.4072 3.2685 0.2717 5.2942 0.21.55 6.:3345
:3 ~/A 0.1000 10.0000 1.003:3 1.015:3 :3.3226 0..5427 4.5240
4 NIA NIA NIA 0.2759 10.0000 1.:346:3 1.7622 2..5685
.5 ~/A NIA NIA 0.1000 NIA 0.6.544 10.0000 1.7067
6 ~/A NIA ~/A NIA NIA 0.21.56 NIA 0.8122
( NIA NIA NIA NIA NIA 0.1000 NIA 0.47.54
8 NIA NIA NIA NIA NIA NIA NIA 0.1861
9 NIA NIA NIA NIA NIA NIA NIA 0.1000

illY" ."J 6 1 8

Xi Ui Xi Ui Xi Ui Xi U'1

1 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000l

2 0.18.5.5 7.0098 0.167.5 7.4833 0.1.55.5 7.8:316 0.1471 8.0974
:3 0.:3779 5.:3434 0.2984 .5.9504 0.2528 6.4196 0.22:36 6.79:30
4 0.8762 :3 ..5246 0)57.57 4.28:37 0.4:3:37 4.8946 0.:3.536 .5.:3937
.) 2.4742 2..5857 1.2369 :3.3220 0.7970 :3.9406 0..5864 4.4633
6 10.0000 1..5649 :3.1026 2.2731 1.602.5 2.90.57 1.0:321 3.4610
1 NIA 1.0878 10.0000 1.7074 :3.6475 2.2888 1.9599 2.8183
8 NIA 0..5798 NIA 1.090:3 10.0000 1.6169 4.1194 2.1228
9 NIA 0.:3721 NIA 0.7849 NIA 1.2394 10.0000 1.6955
10 NIA 0.1687 NIA 0.4548 NIA 0.8274 NIA 1.2313
Il NIA 0.1000 NIA 0.3090 NIA 0.6125 NIA 0.9606
12 NIA NIA NIA 0.157:3 NIA 0.3787 NIA 0.66.54
1:3 NIA NIA NIA 0.1000 NIA 0.2679 NIA 0..5041
14 NIA NIA NIA NIA NIA 0.1494 NIA 0.3281
15 NIA NIA NIA NIA NIA 0.1000 NIA 0.2395
16 NIA NIA NIA NIA NIA NIA NIA 0.1434
17 NIA NIA NIA NIA NIA NIA NIA 0.1000

Note: The table entries represent radial distance from the origin values for Xi with units (m),
and electrostatic scalar potential values for Ui with units (V) .

•
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Table :3 ..5: Optimal computed values of the geometric discretization parameters~ Xi~

and field solution parameters. (fi- for second-order finite element solutions for Bench-
mark System 1 using LV elements~ wherelV = 9, 10. Il, 12.

ilA
r 9 10 Il 12

.L' Ui X· Ui Xi Ui Xi U·z l . z

1 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000
2 0.1408 8.3064 0.1:360 8.4748 0.1:l22 8.6132 0.1292 8.7288
:3 0.20:3.5 7.0969 0.1889 7.3488 0.1778 7.5610 0.1691 7.7421
4 0.:3030 5.8074 0.2685 6.1.550 0.2436 6.4508 0.22.50 6.7051
5 0.4672 4.9084 0.:3921 .5.2908 0.3411 5.6219 0.3045 5.9110
6 0.7.517 3.946.5 0.5911 4.3714 0.4895 4.7448 0.4204 5.0744
1 1.273.5 3.2944 0.9253 :3.7205 0.7229 4.1017 0.5936 4.4433
8 2.302.5 2.5937 1.5159 3.0256 1.1041 :3.4191 0.8603 :3.7766
9 4.5300 2.13:39 2.6269 2.5460 1.75.57 2.9287 1.2853 :3.2820
10 10.0000 1.6378 4.8894 2.0320 2.9:322 2.4065 1.9904 2.7581
Il NIA 1.:3246 10.0000 1.6876 .5.2060 2.0401 :3.2182 2.:3767
12 NIA 0.98.51 NIA 1.:3170 10.0000 1.648:3 .5.4867 1.9714
1:J NIA 0.7804 NIA 1.0771 NIA 1.:3807 10.0000 1.6826
14 NIA 0.5577 NIA 0.8178 NIA 1.0935 NIA 1.3747
U5 NIA 0.4:308 NIA 0.6.567 NIA 0.9034 NIA 1.1606
16 NIA 0.2924 NIA 0.4819 NIA 0.6985 NIA 0.9314
17 NIA 0.2189 NIA 0.3786 NIA 0..5677 NIA 0.7765
18 NIA 0.1388 NIA 0.2660 NIA 0.4262 NIA 0.6100
19 NIA 0.1000 NIA 0.2034 NIA 0.3:397 NIA 0..5012
20 NIA NIA NIA 0.1351 NIA 0.2458 NIA 0.3837
21 NIA NIA NIA 0.1000 NIA 0.1914 NIA 0.:3099
22 NIA NIA NIA NIA NIA 0.1321 NIA 0.2298
2:3 NIA NIA NIA NIA NIA 0.1000 NIA 0.1818
24 NIA NIA NIA NIA NIA NIA NIA 0.1296
2.5 NIA NIA NIA NIA NIA NIA NIA 0.1000

Note: The table entries represent radial distance from the origin values for Xi with units (m).
and electrostatic scalar potential values for Ui with units (V) .
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• Table :3.6: Optimal computed values of the geometric discretization parameters, Xi,

and field solution parameters. Ui~ for second-order finite element solutions for Bench-
mark System l using LV elements, where iV = 13, 14, 15, 16.

il:V 13 14 1.5 16

Xi Ui Xi Ui X' [Ji Xi Ui1

l 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000
2 0.1266 8.8268 0.124.5 8.9108 0.1226 8.9839 0.1211 9.0477
:3 0.1622 7.8982 0.1565 8.0342 0.1.517 8.1542 0.1477 8.2603
4 0.210.5 6.9259 0.1989 7.1193 0.1895 7.290.5 0.1816 7.4425
:) 0.2771 6.1651 0.25.59 6.3902 0.2391 6..5913 0.2254 6.7713
6 0.3708 5.:3668 0.3338 .5.6277 0.30.52 .5.8622 0.2825 6.0733
1 0..50.54 4.7501 0.4420 .5.0266 0.3945 .....),...,..~ 0.3.579 5.50.50.')._ ( , ::J

8 0.7031 4.1013 0.59.51 4.3967 0.5172 4.6667 0.4.589 4.9131
9 1.0017 3.6071 0.8168 3.9061 0.6887 4.1818 0.5960 4.4354
10 1.4669 :3.0860 1.14.56 :3.:3908 0.9:334 :3.674:3 0.785.5 :3.9371
Il 2.2184 2.6952 1.647.5 2.9946 1.2906 :3.2758 1.0523 :3.5387
12 :3.48.58 2.2819 2.4:388 .) ...--- 1.8254 2.8579 1.4:Jtj8 :3.1224_.a 1 la

1:3 .5.7:371 1.9773 :3.73.59 2.261.5 2.6.508 2..5:339 2.0004 2.7931
14 10.0000 1.6543 .5.9617 1.9279 :3.9694 2.19:33 2.8.54.5 2.4482
1.5 NIA 1.4208 10.0000 1.6792 6.1640 1.9:327 4.1879 2.1786
16 NIA 1.1725 NIA 1.4160 10.0000 1.6581 6.3473 1.8956
17 NIA 0.9970 NIA 1.2233 NIA 1.4512 10.0000 1.6772
18 NIA 0.8096 NIA 1.0187 NIA 1.2:326 NIA 1.4474
19 NIA 0.6806 NIA 0.8720 NIA 1.0706 NIA 1.2725
20 NIA 0.5423 NIA 0.71.57 NIA 0.8990 NIA 1.0S80
21 NIA 0.4499 NIA 0.606:3 NIA 0.7742 NIA 0.9498
22 NIA 0.3505 NIA 0.4892 NIA 0.6416 NIA 0.8036
2:3 NIA 0.2863 NIA 0.4094 NIA 0..5473 NIA 0.6960
24 NIA 0.2169 NIA 0.:3238 NIA 0.4467 NIA 0..5S19
2.5 'NIA 0.1740 NIA 0.2673 NIA 0.:3768 NIA 0.4995
26 NIA 0.1274 NIA 0.2063 NIA 0.3021 NIA 0.4119
.)- NIA 0.1000 NIA 0.167.5 NIA 0.2516 NIA 0.:3.500~I

28 NIA NIA NIA 0.125.5 NIA 0.1974 NIA 0.2840
29 NIA NIA NIA 0.1000 NIA 0.1621 NIA 0.2386
:30 ~/A NIA NIA NIA NIA 0.1239 NIA 0.lS99
:31 NIA NIA NIA NIA NIA 0.1000 NIA 0.1.574
:32 NIA NIA NIA NIA NIA NIA NIA 0.1225
:3:3 NIA NIA NIA NIA NIA NIA NIA 0.1000

Note: The table entries represent radial distance from the origin values for Xi with units (m),

• and electrostatic scalar potential values for Ui with units (V) .
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comparison of optimal and uniform second-arder meshes ranging from five elements

to eight elements is shown in Figure 3.7. Furthermore, it may be noted from the

numerical values specified in Table :3.5 and Table 3.6 that the balance of the optimal

second-order discretizations computed for Benchmark System l also have effectively

distributed element vertices for efficiently resolving the rapid field solution variation

close to the point charge.

The results of the same basic computational experiment used to confirm the va­

lidity of the optimal first-order discretization results are shown for the second-order

case in Figure :3.8. lt should be noted, however. that for each of the meshes used to

compute the functional values for the second-order experimenL three unknown scalar

e1ectric potential values were computed using the standard finite element formulation

\vith the geometric discretization heId fixed: one potential value uniquely associated

\Vith each element: and one potential value defined at the cornmon vertex. Finally,

the position of the free vertex which yielded the smallest possible functional value

\Vas the same as that obtained by direct optimization, again with an error tolerance

of ±4.9.5 x 10-5 (m) as defined for the first-order case.

[n addition to the first- and second-order optimal discretization results presented

for Benchmark System 1. a series of eight optimal fourth-order finite-element solu­

tions \Vere computed using the same techniques described above. The optimal values

of the geometric discretization parameters. Xi. and the field solution pararneters. Vi.

for each of the optimal fourth-order solutions are reported in Table :3.7 and Table

:3.8. lt should be noted that each element in the fourth-order meshes has two geo­

metric discretization pararneters associated with it which define the element~s vertex

positions~ and five field solution parameters which correspond to the electric scalar

potential multiplicative coefficients of the fourth-order basis functions defined over

the elements. The boundary conditions were enforced as in the previous cases, and

the accuracy of the fourth-order optimal discretization benchmark results were con­

firmed with two independent calculations analogous to those used for the first- and
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Figure :3.5: The variation of percent error in functional value with discretization
level for second-order finite element solutions for Benchmark System 1 is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on uniform discretizations. The circle knot results correspond
to percent error in functional values computed from solutions based on optimal dis­
cretizations.
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Figure :3.6: Second-order optimal and uniform radial discretizations for the one­
climensional electrostatic potential analysis of Benchmark System 1 are illustrated:
(a) :2 element optimal mesh: (b) 2 element uniform mesh: (c) 3 element optimal mesh:
(cl) :3 element uniform mesh: (e) 4 element optimal mesh; (f) 4 element uniform mesh.
The radial discretizations are plotted on a logarithmic scale because of the proximity
of the element vertices to each other near the singularity in the optimal meshes. Note:
the positions of the element vertices in the optimal meshes are specified in Table 3.4.
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Figure :3.7: Second-order optimal and uniform radial discretizations for the one­
dimensional electrostatic potential analysis of Benchmark System 1 are illustratecl:
(a) .j element optimal mesh: (b) .j e1ement uniform mesh; (c) 6 element optimal mesh~
(cl) 6 element uniform mesh; (e) 7 e1ement optimal mesh; (f) 7 element uniform mesh;
(g) 8 element optimal mesh; (h) 8 element uniform mesh. The radial discretizations
are plotted on a logarithmic scale because of the proximity of the element vertices
ta each other near the singularity in the optimal meshes. Note: the positions of the
clement vcrtices in the optimal meshes are specified in Table :3.4.
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Figure :3.8: The variation in functional value with choice of free vertex position for
a second-order two-element mesh is illustrated for Benchmark System 1. The plot
is based on 100.000 functional values computed by fixing the unconstrained element
vertex at 100.000 uniformly spaced positions between the t'NO geometric boundaries
of the problern domaine Logarithrnic axes are used for the plot in order to adequately
resolve the variation in the functional value near the optimal vertex position corre­
sponding to the true minimum in the electrostatic potential energy of the discretized~

second-order~ two-element finite element model. Note: the optimal vertex position is
specified in Table 3.4.
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second-order cases.

The convergence in percent error of the functional values computed from the eight

fourth-order optimal discretizations specified by Table :3.7 and Table :3.8 and the cor­

responding uniform discretizations is illustrated in Figure :3.9. The superior accuracy

in the functional values computed from the fourth-order optimal discretizations rel­

ative to the uniform results is. once more, attributed to the more efficient relative

placement of the element vertices illustrated in Figure 3.10 and Figure 3.11. Finally.

Figure :3.12 shows the results of the two-element basic computational test llsed to

confirm the validity of the fourth-order optimal discretization results. It should be

noted that for each of the meshes used to compute the functional values for the fourth­

order experiment. seven unknown scalar electric potential values were computed using

the standard finite element formulation with the geometric discretization held fixed:

three potential values uniquely associated with each element: and one potential value

defined at the common vertex. The results of the experiment confirmed, with an error

talerance of ±4.95 x 10-:; (m). that the optimal position of the free vertex computed

by direct solution of the finite element optimization equations correctly corresponds

ta the smallest possible functional value for a fourth-order two-element mesh.

The final set of optimal discretization results computed for Benchmark System l

consists of a series of four optimal eighth-order solutions specified by the optimal val­

ues of the geometric discretization parameters. Xi, and the field solution parameters.

[Ji. reported in Table :3.9. The eighth-order optimal results were computed following

completelyanalogous procedures used to compute the first-, second- and fourth-order

results described in the preceding paragraphs. However, it may be noted that each

clement in the eighth-ordcr meshes has two geometric discretization parameters as­

sociated with it which define the element 's vertex positions, and nine field solution

parameters which correspond to the electric scalar potential multiplicative coefficients

of the eighth-order basis functions defined over the elements.

The convergence in percent error of the functional values computed from the
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Table :l. Î: Optimal computed values of the geometric discretization parameters. Xi~

and field solution parameters. [Ji. for fourth-order finite element solutions for Bench-
mark System 1 using IV elements~ where IV = 1~ 2~ :3~ 4.

il:V 1 2 :3 4

X· [T. Xi [Ti Xi Ui X· Vi1 . 1 1

1 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000
2 10.0000 1..584.5 0.6345 4.1645 0.:3477 6.1.571 0.25:39 7.2153
:l NIA 0.4090 10.0000 2.4872 1..5341 4.4437 0.7246 .5.6471
4 ~/A 0.:3.567 NIA 1.8138 10.0000 :3.4992 2.4142 4.6462
.5 ~/A 0.1000 NIA 1.3195 NIA 2.8568 10.0000 :3.9:l6.5

6 NIA NIA NIA 0.3545 NIA 1.5:358 NIA 2.6861
- 'NIA NIA NIA 0.1796 NIA 1.0436 NIA 2.0:398,
8 ~/A NIA NIA 0.14:34 NIA 0.8022 NIA 1.6489
9 NIA NIA NIA 0.1000 NIA 0.6:374 NIA 1.:3777
10 NIA NIA NIA NIA NIA 0.2734 NIA 0.8688
LI NIA NIA NIA NIA NIA 0.1706 NIA 0.634.5
12 NIA NIA NIA NIA NIA 0.1:300 NIA 0..5027
1:3 NIA NIA NIA NIA NIA 0.1000 NIA 0.4128
14 NIA NIA NIA NIA NIA NIA NIA 0.2:312
15 NIA NIA NIA NIA NIA NIA NIA 0.160:3

16 NIA NIA NIA NIA NIA NIA NIA 0.1244
17 NIA NIA NIA NIA NIA NIA NIA 0.1000

Note: The table entries represent radial distance from the origin values for Xi with units (m),
and elcctrostatic scalar potential values for [Ji with units (V) .
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• Table :3.8: Optimal computed values of the geometric discretization parameters~ Xi~

and field soLution parameters~ Ui~ for fourth-order finite element solutions for Bench-
mark System 1 using lV elements. where iV = 5~ 6~ 7,8.

ij:V .5 6 7 8

Xi [Ti Xi [Ti Xi U i .ri [Ti

1 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000
2 0.2101 7.8:l91 O. L852 8.2420 0.1694 8..521:3 0.1.587 8.7196
:3 0.473.5 6.4484 0.3.596 7.0110 0.2967 7.4243 0.2.581 7.7303
4 L.1626 5.4794 0.7376 6.1009 0)5399 6..5779 0.4314 6.9428
.) :3.1791 4.7594 1.6148 5.3980 1.0269 5.9039 0.7439 6.3004
6 10.0000 :3.6219 3.8260 4.:3688 2.05.56 4.969.5 1.3298 .5.4474
, NIA 2.9246 10.0000 3.6700 4.3719 4.2911 2.4770 4.7982
8 NIA 2.4.544 NIA 3.1648 10.0000 3.7760 4.8396 4.2875
9 NIA 2.111.5 NIA 2.7804 NIA :3.370.5 LO.OOOO :3.8745
10 NIA 1.5471 NIA 2.2013 NIA 2.7968 NIA :3.:317.5
11 NIA 1.221.5 NIA 1.8224 NIA 2.:3904 NIA 2.9008
12 NIA 1.010.5 NIA 1.5.554 NIA 2.0874 NIA 2.5772
1:3 NIA 0.8·597 NIA 1.3.556 NIA 1.8.520 NIA 2.3183
14 NIA 0.5991 NIA 1.044.5 NIA 1..5110 NIA 1.9626
1·5 ~/A 0.4600 NIA 0.8499 NIA 1.2764 NIA 1.7017
16 NIA 0.:374:3 NIA 0.7169 NIA 1.10.50 NIA 1.5022
17 NIA 0.:3143 NIA 0.6192 NIA 0.9738 NIA 1.344:3
18 ~/A 0.2044 NIA 0.4610 NIA 0.7786 NIA 1.12:30
19 NIA 0.1.515 NIA 0.:3674 NIA 0.6487 NIA 0.9644
20 NIA 0.1209 NIA 0.:3057 NIA 0..5.562 NIA 0.8452
2L NIA 0.1000 NIA 0.2613 NIA 0.4864 NIA 0.7520
22 NIA NIA NIA 0.1861 NIA 0.3794 NIA 0.6185
2:3 NIA NIA NIA 0.1446 NIA 0.:3111 NIA 0 ..525:l

24 NIA NIA NIA 0.1184 NIA 0.2638 NIA 0.4567
2.5 NIA NIA NIA 0.1000 NIA 0.2287 NIA 0.4037
26 NIA NIA NIA NIA NIA 0.1730 NIA 0.3259
27 NIA NIA NIA NIA NIA 0.1391 NIA 0.2733

28 NIA NIA NIA NIA NIA 0.116.5 NIA 0.2354

29 NIA NIA NIA NIA NIA 0.1000 NIA 0.2066

:30 NIA NIA NIA NIA NIA NIA NIA 0.16:31

:31 NIA NIA NIA NIA NIA NIA NIA 0.1348

:32 NIA NIA NIA NIA NIA NIA NIA 0.1149
:3:3 NIA NIA NIA NIA NIA NIA NIA 0.1000

Note: The table entries represent radial distance from the origin values for Xi with units (m),

• and electrostatic scalar potential values for Ui with units (V) .
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Figure :3.9: The variation of percent error in functional value with discretization
level for fourth-order finite element solutions for Benchmark System 1 is il1ustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on uniform discretizations. The circle knot results correspond
to percent error in functional values computed from solutions based on optimal dis­
cretizations.
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Figure :3.10: Fourth-order optimal and uniform radial discretizations for the one­
dimensional electrostatic potential analysis of Benchmark System 1 are il1ustrated:
(a) 2 element optimal mesh; (b) 2 element uniform mesh; (c) 3 element optimal mesh:
(d) :3 element uniform mesh; (e) 4 element optimal mesh; (f) 4 element uniform mesh.
The radial discretizations are plotted on a logarithmic scale because of the proximity
of the element vertices to each other near the singularity in the optimal meshes. Note:
the positions of the element vertices in the optimal meshes are specified in Table :3.7.
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Figure :3.11: Fourth-order optimal and uniform radial discretizations for the one­
climensional electrostatic potential analysis of Benchmark System 1 are illustrated:
(a) .5 element optimal mesh; (b).5 element uniform mesh; (c) 6 element optimal mesh;
(cl) 6 element uniform mesh; (e) 7 clement optimal mesh; (f) 7 element uniform mesh;
(g) 8 element optimal mesh: (h) 8 element uniJorm mesh. The radial discretizations
are plotted on a logarithmic scale because of the proximity of the element vertices
to each other near the singularity in the optimal meshes. Note: the positions of the
clement vertices in the optinlal meshes are specified in Table :3.8.
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Figure 3.12: The \'ariation in functional value with choice of free vertex position for
a fourth-order two-element mesh is illustrated for Benchmark System 1. The plot
is based on lOO~OOO functional values computed by fixing the unconstrained element
vertex at lOO~OOO uniformly spaced positions between the two geometric boundaries
of the problem domain. A logarithmic scale is used for the x-axis of the plot in order
ta adequately resolve the variation in the fllnctional value near the optimal vertex
position corresponding to the true minimum in the electrostatic potential energy of
the discretized. fourth-order. two-element finite element mode!. Note: the optimal
vertex position is specified in Table :l.t.
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four eighth-order optimal discretizations specified by Table :3.9 and the correspond­

ing uniform discretizations is illustrated in Figure 3.13. The efficient placement of

the element vertices for the optimal discretizations is contrasted \Vith the correspond­

ing uniform discretizations in Figure :3.14. Finally. the results of the two-element

basic computational test used to confirm the validity of the eighth-order optimal

discretization results are shown in Figure 3.1.5. It should be noted that for each of

the meshes used to compute the functional values for the eighth-order experiment.

thirteen unknown scalar electric potential values were computed using the standard

finite e1ement fornlulation with the geometric discretization held fixed: six potential

values uniquely associated with each element: and one potential value defined at the

common vertex. The results of the experiment confirm the optimal position of the

free vertex computed by direct solution of the finite element optimization equations.

\Vith an error tolerance of ±4.95 x 10-5 (m).

[n summary. a total of 48 optimal fini te element solutions \Vere computed for

Benchmark System 1 using first-. second-. fourth- and eighth-order standard La­

grangian basis functions. The accuracy of the computed optimal geometric discretiza­

tion and field solution parameters was confirmed using two independent calculations.

and the validity of the results was verified with basic computational experiments.

These optimal discretization benchmark results will be employed in section 3.2 to

analyze previously reported finite element optimality criteria and. subsequently~ ln

section :3.:3 to evaluate the performance of practical adaption models in resolving

Benchmark System 1.
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• Table :3.9: Optimal computed values of the geometric discretization parameters. Xi •

and field solution parameters. Ui~ for eighth-order finite element solutions for Bench-
mark System 1 using LV elements~ where IV = l, 2~ 3,4.

illV :2 :} 4

Xi Ui Xi Ui Xi U i Xi [Ti

1 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000 0.1000 10.0000
2 10.0000 1.0430 0.8096 .5.2785 0.4020 7.2.585 0.2804 8.1600
:3 NIA 0.7112 10.0000 3.6149 1.8:374 .5.6989 0.8490 6.8921
-t NIA 0.3891 NIA 2.7253 10.0000 4.6890 2.7919 .5.9650
.) NIA 0.2479 NIA 2.1922 NIA 3.9839 10.0000 .5.2578
6 NIA 0.2393 NIA 1.8408 NIA 3.46:36 NIA 4.7006
1 NIA 0.1442 NIA 1.5750 NIA 3.0625 NIA 4.2501
8 NIA 0.1337 NIA 1.3844 NIA 2.745.5 NIA :3.8784
9 NIA 0.1000 NIA 1.2:308 NIA 2.4876 NIA :3 ..5665
10 NIA NIA NIA 0.5039 NIA 1.7194 NIA 2.8452
Il NIA NIA NIA 0.325.5 NIA 1.3147 NIA 2.3667
12 NIA NIA NIA 0.2:34:3 NIA 1.063:3 NIA 2.0259
1:3 NIA NIA NIA 0.1841 NIA 0.8930 NIA 1.7709
14 NIA NIA NIA 0.1539 NIA 0.7699 NIA 1.5730
1.) NIA NIA NIA 0.1291 NIA 0.6762 NIA 1.4148
16 NIA NIA NIA 0.1134 NIA 0.6032 NIA 1.28.5.5
17 ~/A NIA NIA 0.1000 NIA 0.5442 NIA 1.1779
18 NIA NIA NIA NIA NIA 0.:3497 NIA 0.9159
19 NIA NIA NIA NIA NIA 0.2580 NIA 0.749:3
20 NIA NIA NIA NIA NIA 0.2041 NIA 0.6339
21 NIA NIA NIA NIA NIA 0.1689 NIA 0.5493
22 NIA NIA NIA NIA NIA 0.1442 NIA 0.4847
2:3 NIA NIA NIA NIA NIA 0.12.56 NIA 0.4:336
24 NIA NIA NIA NIA NIA 0.1114 NIA 0.:392:3
2.) NIA NIA NIA NIA NIA 0.1000 NIA 0.:3582
26 NIA NIA NIA NIA NIA NIA NIA 0.2708
.)- NIA NIA NIA NIA NIA NIA NIA 0.2177_t

28 NIA NIA NIA NIA NIA NIA NIA 0.1820
29 NIA NIA NIA NIA NIA NIA NIA 0.1563
:30 NIA NIA NIA NIA NIA NIA NIA 0.1:371
:31 NIA NIA NIA NIA NIA NIA NIA 0.1220
:32 NIA NIA NIA NIA NIA NIA NIA 0.1099
:33 NIA NIA NIA NIA NIA NIA NIA 0.1000

Note: The table entries represent radial distance from the origin values for Xi \Vith units (m),

• and electrostatic scalar potential values for Ui with units (V) .
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Figure :3.1:3: The variation of percent error in functional value \Vith discretization
level for eighth-order finite element solutions for Benchmark System l is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on uniform discretizations. The circle knot results correspond
to percent error in functional values computed from solutions based on optimal dis­
cretizations.
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Figure :3.14: Eighth-order optimal and uniform radial discretizations for the one­
dimcnsional electrostatic potential analysis of Benchmark System 1 are illustrated:
(a) 2 element optimal mesh: (b) 2 element uniform mesh; (c):3 element optimal mesh:
(cl) :3 element uniform mesh; (e) 4 element optimal mesh; (f) 4 element uniform mesh.
The radial discretizations are plotted on a logarithmic scale because of the proximity
of the element vertices to each other near the singularity in the optimal meshes. Note:
the positions of the element vertices in the optimal meshes are specified in Table 3.9.
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Figure :J.1.j: The variation in functional value with choice of free vertex position for
an eighth-order two-element mesh is illustrated for Benchmark System 1. The plot
is based on 100.000 functional values computed by fixing the unconstrained element
vertex at 100.000 uniformly spaced positions between the two geometric boundaries
of the problem domain. A logarithmic scale is used for the x-axis of the plot in order
to adequately resolve the variation in the functional value near the optimal vertex
position corresponding ta the true minimuul in the electrostatic potential energy of
the discretized. eighth-order. two-element finite element model. Note: the optimal
vertex position is specified in Table :1.9.
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3.1.2 Benchmark System 2

The second benchmark system is based on a straight, infinitely long, uniform,

static line current in free space. The objective for this benchmark system is to com­

pute the functional value based on the resolution of a radial neighborhood close to the

Line current and spanning a 100-fold decay in magnetic vector potential magnitude:

the line current, of magnitude 5 x 106 (A), is directed along the positive z-coordinate

axis in a circular-cylindrical reference coordinate system, and the two boundaries of

t.he problem domain are fixed at radial distances of 0.1 (m) and LO (m) away from

the current. The primary feature of this system is the rapid field solution variation

close to the singular current source distribution. This feature is cornmon to many

devices that contain sharp material edges. and has been shown to drastically reduce

the convergence rate of the finite element method.

The magnetostatic system used to establish the optimal discretization bench­

mark results of this section was analyzed for magnetic vector potential using the

one-dinlensional fini te element formulation and the corresponding finite element op­

timization equations derived in section 2.4.1. The optimal discretization benchmark

results for this magnetostatic system were computed using exactly the same proce­

dures that \\'ere used for Benchmark System 1. Furthermore. the same range of results

were conlputed. and the same measures \Vere taken to confirm the accuracy of the

nunlerical results that were computed and the validity of the formulation and the

sol ution methods that \\'ere employed to compute these results. Unlike Benchmark

System 1. the analytical nlagnetic vector potential field solution for Benchmark Sys­

tem 2 is. formally. a vector field. However. the physical symmetry inherent in the

magnetostatic system results in a single, z-directed. field component for the magnetic

vector potential corresponding to the system. Moreover, the field solution variation

of the system can be characterized mathematically by one space variable. Therefore.

the saIne scalar one-dimensional finite element formulation presented in section 2.4.1
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and used in section :3.1.1 for the analysis of Benchmark System l, was also used for

the analysis of Benchmark System 2 in this section.

The optimal values of the geometric discretization parameters. Xj~ and the field

solution parameters. U j • for the series of 20 optimal first-order finite element solutions

that were computed for Benchmark System :2 are reported in Tables :3.10-:3.12. The

convergence in percent error of the functional values computed from these optimal dis­

cretizations and the corresponding uniform discretizations is illustrated in Figure :3.16.

The results of the two-element basic computational test which was used to confirm

the validity of the first-order optimal discretization results for Benchmark System

:2 are shown in Figure :l.17. Similarly. the series of 16 optimal second-order fini te

clement solutions conlputed for Benchmark System 2 are reported in Tables :3.1:3­

:3.15: the convergence in the percent errors of the optimal discretization-based and

uniform discretization-based functional values are compared in Figure 3.18; and the

results of the second-arder two-element numerical validation experiment are shown in

Figure :3.19. The analogous set of fourth-order results for Benchmark System 2 are

presented in Tables :3.16-:3.17. Figure :3.20 and Figure :3.21. ln addition. the equivalent

set of eighth-order results are given in Table :3.18. Figure :3.22 and Figure :3.2:3. The

superior accuracy in the functional values computed from the optilnal discretization

solutions relative to the uniform results for this benchmark system may be noted for

the first-. second-~ fourth- and eighth-order cases in Figure :3.16, Figure :3.18, Fig­

ure :3.20 and Figure :3.22, respectively. FinalLy~ aH of the first-. second-. fourth-. and

eighth-order numerical validation experiments confirmed, \Vith the same error toler­

ance reported for Benchmark System 1. that the optimal position of the free vertex

computed by direct solution of the finite element optimization equations correctly

corresponds to the smallest possible functional value in each case, as il1ustrated by

Figure :3.17, Figure :3.19. Figure :3.21 and Figure :3.23, respectively.

Although the analyses of Benchmark System 1 and Benchmark System 2 are very

similar. there are sorne important differences which are discussed next. First, the
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Table :3.10: Optimal computed values of the geometric discretization parameters~ Xi~

and field solution parameters~Ui~ for first-order finite element solutions for Benchmark
System 2 using LV elements~ where LV = 1. 2.... ~ 8.

i/~V 1 2 :3 4

U Ui Ui [TiXi '. Xi X· Xi1 1

1 0.1000 4.6517 0.1000 4.6517 0.1000 4.6.517 0.1000 4.6.517
:2 10.0000 0.046.5 1.0000 2.3491 0.4642 :3.1166 0.3162 3..5004
:3 NIA NIA 10.0000 0.0465 2.1544 1..5816 1.0000 2.3491
4 ':'/A NIA NIA NIA 10.0000 0.0465 3.162:3 1.1978
5 NIA NIA NIA NIA NIA ~/A 10.0000 0.046.5

il·V ·5 6 , 8

Xi U i X· [ri X· Vi X· [Ji1 1 1

1 0.1000 4.6517 0.1000 4.6517 0.1000 4.6.517 0.1000 4.6.517
2 0.2.512 :3.7306 0.2154 3.8842 0.1931 3.9938 0.1778 4.0760
:3 0.6:310 2.8096 0.4642 3.1166 0.3728 3.3359 0.:3162 :3.5004
4 1..5849 1.8886 1.0000 2.:3491 0.7197 2.6780 0..5623 2.9247
5 3.9811 0.967.5 2.1544 1.5816 1.:389.5 2.0202 1.0000 2.3491
6 10.0000 0.046.5 4.6416 0.8140 2.6827 1.:3623 1.7783 1.77:35
, NIA NIA 10.0000 0.046.5 .5.179.5 0.7044 :3.162:3 1.1978
8 NIA NIA NIA NIA 10.0000 0.0465 .5.6234 0.6222
9 NIA NIA NIA NIA NIA NIA 10.0000 0.046.5

Note: The table entries represent radial distance from the origin values for Xi with units (m).
and vector magnetic potential values for [Ti with units (Wb/m) .
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• Table :3.11: Optimal computed values of the geometric discretization parameters. Xi,

and field solution parameters, Ui, for first-order finite element solutions for Benchmark
System 2 using IV elements. where LV = 9, 10, ... , 16.

illV 9 10 11 12

X· [Ti X· Vi X· [Ti X· Uj1 1 1 1

1 0.1000 4.6517 0.1000 4.6517 0.1000 4.6517 0.1000 4.6517
:2 0.1668 4.1400 0.1585 4.1912 0.1520 4.2330 0.1468 4.2679
:l 0.2783 3.6283 0.2512 3.7307 0.2310 :3.8144 0.2154 3.8842
4 0.4642 3.1166 0.3981 3.2701 0.3511 3.3957 0.3162 3.5004
.) 0.7743 2.6049 0.6310 2.8096 0.5337 2.9771 0.4642 3.1166
6 1.2915 2.09:3:3 1.0000 2.3491 0.8111 2..5584 0.681:3 2. i329
1 2.1544 1..5816 1..5849 1.8886 1.2:328 2.1398 1.0000 2.:3491
8 :3..59:38 1.0699 2.5119 1.4281 1.8738 1.7211 1.4678 1.965:3
9 5.9948 0.5.582 :3.9811 0.9676 2.8480 1.:3025 2.1544 1.5816
10 10.0000 0.046.5 6.:3096 0.5070 4.:3288 0.88:38 :3.1623 1.1978
11 NIA NIA 10.0000 0.0465 6.5793 0.4652 4.6416 0.8140
12 NIA NIA NIA NIA 10.0000 0.0465 6.8129 0.4303
1:3 NIA NIA NIA NIA NIA NIA 10.0000 0.0465

ilN' 1:3 14 15 16

Xi [fi Xi Vi Xi [ri X· Uj1

1 0.1000 4.6.517 0.1000 4.6517 0.1000 4.6517 0.1000 4.6517
:2 0.1425 4.2974 0.1:389 4.:3227 0.1:3.59 4.:3447 0.1:3:34 4.:36:39
:3 0.2031 :3.94:32 0.1931 :3.99:38 0.1848 4.0377 0.1778 4.0760
4 0.2894 :3 ..5890 0.268:3 3.6649 0.2.512 :3.7307 0.2371 :J.i882
.) 0.412.5 :3.2:347 0.3728 :3.:3:359 0.:3415 :1.42:36 0.3162 :3.5004
6 0..1878 2.8805 0)5179 :3.0070 0.4642 3.1166 0.4217 :3.2126
- 0.8:377 2..5262 0.7197 2.6780 0.6:310 2.8096 0.5623 2.9247,
8 1.1938 2.1720 1.0000 2.:3491 0.8.577 2..5026 0.7499 2.6:369
9 1.701:3 1.8177 1.:3895 2.0202 1.1659 2.1956 1.0000 2.3491
10 2.424.5 1.46:35 1.9307 1.6912 1.5849 1.8886 1.:33:35 2.0613
11 :3.4.551 1.1092 2.6827 1.3623 2.1544 1..5816 1.7783 1.i73.5
12 4.9239 0.7.550 :3.7276 1.0:333 2.9286 1.2746 2.:3714 1.4856
1:3 7.0170 0.4008 .5.1795 0.7044 3.9811 0.9676 3.1623 1.1978
14 10.0000 0.046':) 7.1969 0.3755 .5.4117 0.6605 4.2170 0.9100
).) NIA NIA 10.0000 0.0465 7.3564 0.3535 .5.6234 0.6222
16 NIA NIA NIA NIA 10.0000 0.0465 7.4989 0.3343
17 NIA NIA NIA NIA NIA NIA 10.0000 0.0465

• Note: The table entries represent radial distance from the origin values for Xi with units (m),
and vector magnetic potential values for Ui with units (\Vb/m).
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•

•

Table :3.12: Optimal computed values of the geometric discretization parameters. Xi.

and field solution parameters~ [Ji, for first-order finite element solutions for Benchmark
System :2 using IV elements. where LV = 17~ 18~ 19~ 20.

illV 17 18 19 20

X· Ui X· Ui X· Ui x- [Ji1 1 1 1

1 0.1000 4.6517 0.1000 4.6.517 0.1000 4.6.517 0.1000 4.6517
:2 0.1311 4.:1808 0.1292 4.3958 0.1274 4.409:3 0.1259 4.4214
:3 0.1719 4.1099 0.1668 4.1400 0.1624 4.1669 0.1.58.5 4.1912
4 0.2254 3.8390 0.2154 3.8842 0.2069 3.9246 0.199.5 3.9609
5 0.2955 :3)5681 0.2783 3.6283 0.2637 3.6822 0.2.512 3.7307
6 0.3875 3.2972 0.3.594 :3.:3725 0.3360 3.4:398 0.3162 :1.5004
( 0.5080 3.0263 0.4642 3.1166 0.4281 3.1974 0.:3981 :3.2701
8 0.6661 2.7554 0.599.5 2.8608 0..5456 2.9.550 0.5012 :3.0399
9 0.87:33 2.484tj 0.774:3 2.6049 0.69.52 2.7127 0.6310 2.8096
la 1.1450 2.21:37 1.0000 2.:3491 0.88·59 2.4703 0.794:3 2..5794
Il 1.501:3 1.9428 1.:29 Uj 2.09:3:3 1.1288 :2.2279 1.0000 2.3491
12 1.9684 1.6719 1.6681 1.8:374 1.4384 1.9855 1.2.589 2.1188
1:3 :2.5809 1.4010 2.1.544 1.5816 1.8:3:30 1.74:32 1.5849 1.8886
14 :3.:3839 1.1:301 2.7826 1.:3275 2.:3:3.57 1.,5008 1.99,53 1.6,583
I.S 4.4:367 0.8.592 :3 ..5938 1.0699 2.9764 1.2.584 2.5119 1.4281
16 .5.8171 0..5883 4.6416 0.8140 :3.7927 1.0160 3.1623 1.1978
17 7.6270 0.3174 .5.9948 0 ..5582 4.8:l29 0.7736 :3.9811 0.9676
18 10.0000 0.046.5 7.7426 0.3024 6.158.5 0.5313 .5.0119 0.7373
19 NIA NIA 10.0000 0.0465 7.8476 0.2889 6.3096 0 ..5070
20 NIA NIA NIA NIA 10.0000 0.0465 7.9433 0.2768
21 NIA NIA NIA NIA NIA NIA 10.0000 0.046.5

Note: The table entries represent radial distance from the origin values for Zi with units (m),
and vector magnetic potential values for Ui with units (Wb/m) .
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Figure :3.16: The variation of percent error in functional value \Vith discretization
level for first-order finite element solutions for Benchmark System 2 is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on uniform discretizations. The circle knot results correspond
to percent error in functional values computed from solutions based on optimal dis­
cretizations.
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Figure :3.17: The variation in functional value with choice of free vertex position for
a nrst-order two-element mesh is illustrated for Benchmark System 2. The plot is
based on lOO~OOO functional values computed by fixing the unconstrained element
vertex at 100,000 uniformly spaced positions between the two geometric boundaries
of the problem domain. A logarithmic scale is used for the x-axis of the plot in order
to adequately resolve the variation in the functional value near the optimal vertex
position corresponding to the true minimum in the magnetostatic potential energy
of the discretized, first-order, two-element finite element model. Note: the optimal
vertex position is specified in Table :3.10.
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• Table :3.13: Optimal computed values of the geometric discretization parameters.
.r.- . and field solution parameters, Ui ! for second-order finite element solutions for
Benchmark System 2 using ~V elements. where lV = 1. 2, ... ,8.

i1~V 2 :3 4

.1: i [Ti Xi [Ti Xi Ui ;l'i [fi

1 0.1000 4.6517 0.1000 4.6517 0.1000 4.6.517 0.1000 4.6517
2 10.0000 1.2206 1.0000 :3.0294 0.4642 3.6364 0.3162 3.9265
:3 NIA 0.046.5 10.0000 2.3491 2.1544 3.1166 1.0000 :3.5004
4 NIA NIA NIA 0.7268 10.0000 2.1014 3.1623 .) ---?_. , , .'J_

;) NIA NIA NIA 0.046.5 NIA 1.5816 10.0000 2.3491
6 NIA NIA NIA NIA NIA 0)566:l NIA 1.6239
{ ~/A NIA NIA NIA NIA 0.046.5 NIA 1.1978
S NIA NIA NIA NIA NIA NIA ':'iIA 0.4726
9 NIA NIA NIA NIA NIA NIA NIA 0.0465

ill\'" .5 6 7 8

[Ti [Ti F UiXi X' Xi ' . Xi1

1 0.1000 4.6.517 0.1000 4.6517 0.1000 4.6.517 0.1000 4.6.517
:2 0.2.512 4.0920 0.21.54 4.1977 0.19:31 4.270.5 0.1778 4.:32:35
:l 0.6:310 :3.7:307 0.4642 :3.8842 0.:3728 :J.99:38 0.:3162 4.0760
~I 1..5849 :3.1710 1.0000 :3.4:302 0.7197 :3.6126 0.562:3 :3.7479
·5 :3.9811 2.8096 2.1.544 :3.1166 1.:389.5 :3.:3:359 1.0000 :3..5004
6 10.0000 2.2500 4.6416 2.6626 2.6827 2.9.548 1.778a :3.172:3
1 NIA 1.8886 10.0000 2.:3491 5.179.5 2.6780 3.1623 2.9247
8 NIA 1.3289 NIA 1.89.51 10.0000 2.2969 5.6234 2.5966
9 NIA 0.9676 NIA 1.5816 NIA 2.0202 10.0000 2.3491
10 NIA 0.4079 NIA 1.1276 NIA 1.6:390 NIA 2.0210
Il NIA 0.046.5 NIA 0.8140 NIA 1.3623 NIA 1.7735
12 NIA NIA NIA 0.:3601 NIA 0.9811 NIA 1.445:3
13 NIA NIA NIA 0.0465 NIA 0.7044 NIA 1.1978
14 NIA NIA NIA NIA NIA 0.3232 NIA 0.8697
1.5 NIA NIA NIA NIA NIA 0.0465 NIA 0.6222
16 NIA NIA NIA NIA NIA NIA NIA 0.2940
17 NIA NIA NIA NIA NIA NIA NIA 0.0465

Note: The table entries represent radial distance from the origin values for Xi \Vith units (m),
and veclor magnetic potential values for Ui with units (Wb/m) .
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•

Table :3.14: Optimal computed values of the geometric discretization parameters~

.r i. and field solution parameters~ [T. for second-order finite element solutions forr·

Benchmark System 2 using LV elements. where .Iv = 9~ 10~ Il. 12.

i/~V 9 10 Il 12

Xi [Ti Xi Ui Xi Ui Xi Ui

1 0.1000 4.6517 0.1000 4.6.517 0.1000 4.6·517 0.1000 4.6517
2 0.1668 4.:3638 0.1.58.5 4.3954 0.1.520 4.4208 0.1468 4.-1416
:3 0.278:3 4.1400 0.2.512 4.1912 0.2:310 4.2:3:30 0.2154 4.2679
4 0.4642 :3.8.521 0.3981 3.9349 0.3.511 4.0021 0.:3162 4.0579
.5 0.7743 :3.6283 0.6:310 :3.7307 0..5337 :3.8144 0.4642 :3.8842
6 1.291.5 :3.:3404 1.0000 :3.4743 0.8111 :3.58:35 0.6813 :3.6741
( 2.1.544 :3.1166 1..5849 3.2701 1.2:328 :3.:39.57 1.0000 :3.5004
8 :3.59:38 2.8288 2..5119 :3.01:38 1.8738 :3.1648 1.4678 :3.2903
9 .5.9948 2.6049 :3.9811 2.8096 2.8480 2.9771 2.1.544 :3.1166
10 10.0000 2.:3171 6.:3096 2..5.533 4.:3288 2.7462 :3.1623 2.9066
Il NIA 2.09:33 10.0000 2.:3491 6..5793 2..5584 4.6416 2.7329
12 NIA 1.80.54 NIA 2.0928 10.0000 2.327.5 6.8129 2..5228
1:3 NIA 1.5816 NIA 1.8886 NIA 2.1:398 10.0000 2.3491
14 NIA 1.2937 NIA 1.6:32:3 NIA 1.9089 NIA 2.1:390
v> NIA 1.0699 NIA 1.4281 NIA 1.7211 NIA 1.96.53
16 NIA 0.7820 NiA 1.1718 NIA 1.4902 NIA 1.75.53
17 NIA 0..5582 NIA 0.9676 NIA 1.302.5 NIA 1.5816
18 NIA 0.2703 NIA 0.7112 NIA 1.0716 NIA 1.371.5
19 NIA 0.0465 NIA 0..5070 NIA 0.8838 NIA 1.1978
20 NIA NIA NIA 0.2507 NIA 0.6.529 NIA 0.9877
:n NIA NIA NIA 0.0465 NIA 0.46.52 NIA 0.8140
22 ~/A NIA NIA NIA NIA 0.2:342 NIA 0.6040
2:3 NIA NIA NIA NIA NIA 0.0465 NIA 0.4:303
24 NIA NIA NIA NIA NIA NIA NIA 0.2202
2.5 NIA NIA NIA NIA NIA NIA NIA 0.0465

Note: The table entries represent radial distance from the origin values for Xi with units (m).
and vector magnetic potential values for [Ti \Vith units (Wb/m) .
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• Table :3.1.5: Optimal computed values of the geometric discretization parameters.
.r i. and field solution pararneters~ Vi ~ for second-order finite element solutions for
Benchmark System 2 using LV elements~ where IV = 1:3, 14, 15, 16.

i/~V 1:3 14 1.5 16

Xi Ui Xi Vi Xi Vi Xi [fi

0.1000 4.6517 0.1000 4.6·517 0.1000 4.6517 0.1000 4.6.517
:2 0.1425 4.4.590 0.1:389 4.4738 0.1:359 4.4865 0.1:3:J4 4.497.5
:3 0.20:31 4.2974 0.1931 4.:3227 0.1848 4.:3447 0.1778 4.:36:39
4 0.2894 4.1048 0.2683 4.1449 0.2512 4.179.5 0.2371 4.2097
5 0.412.5 :1.94:32 0.:3728 :3.99:38 0.:3415 4.0377 0.:3162 4.0760
6 0..5878 3.7.506 0..5179 :3.8159 0.4642 3.8725 0.4217 :3.9218
1 0.8377 3..5890 0.7197 :3.6649 0.6:310 :3.7307 0..5623 :3.7882
8 1.1938 :3.3963 1.0000 3.4870 0.8577 3..565.5 0.7499 3.6340
9 1.7013 3.2347 1.:389.5 3.33.59 1.16.59 :3.4236 1.0000 3)j004
10 2.4245 3.0421 1.9307 3.1580 1.5849 :3.2.584 1.333.5 3.3462
Il :3.4.5.51 2.8805 2.6827 3.0070 2.1.544 :3.1166 1.7783 :3.2126
12 4.92:39 2.6878 :3.7276 2.8291 2.9286 2.9.514 2.:3714 3.0584
13 7.0170 2.5262 .5.179.5 2.6780 :3.9811 2.8096 :3.1623 2.9247
14 10.0000 2.:3:336 7.1969 2..5002 .5.4117 2.6444 4.2170 2.7706
1.5 NIA 2.1720 10.0000 2.3491 7.3.564 2..5026 .5.62:34 2.6369
16 NIA 1.9793 NIA 2.1712 10.0000 2.:3:374 7.4989 2.4827
17 NIA 1.8177 NIA 2.0202 NIA 2.19.56 10.0000 2.3491
18 NIA 1.6251 NIA 1.8423 NIA 2.0:304 NIA 2.1949
19 NIA 1.4635 NIA 1.6912 NIA 1.8886 NIA 2.061:3
20 NIA 1.2708 NIA 1..51:33 NIA 1.72:34 NIA 1.9071
21 NIA 1.1092 NIA 1.:3623 NIA 1.5816 NIA 1.7735
22 NIA 0.9166 NIA 1.1844 NIA 1.-1164 NIA 1.619:3
2:3 NIA 0.7.5.50 NIA 1.03:33 NIA 1.2746 NIA 1.48.56
24 NIA 0..5624 NIA 0.8.555 NIA 1.1094 NIA 1.:3:314
2.5 NIA 004008 NIA 0.7044 NIA 0.9676 NIA 1.1978
26 NIA 0.2081 NIA 0":>265 NIA 0.8024 NIA 1.04:36
.)- NIA 0.046.5 NIA 0.3755 NIA 0.6605 NIA 0.9100_1

28 NIA NIA NIA 0.1976 NIA 004953 NIA 0.75.58
29 NIA NIA NIA 0.0465 NIA 0.3535 NIA 0.6222
:30 NIA NIA NIA NIA NIA 0.1883 NIA 0.4680
:31 NIA NIA NIA NIA NIA 0.046.5 NIA 0.334:3
32 NIA NIA NIA NIA NIA NIA NIA 0.1801
:3:3 NIA NIA NIA NIA NIA NIA NIA 0.0465

Note: The table entries represent radial distance from the origin values for Xi with units (m),

• and vector magnetic potential values for Ui with units (Wb/m) .
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Figure :3.18: The variation of percent error in functional value with discretization
level for second-order finite element solutions for Benchmark System 2 is illustrated.
The triangle knot results correspond to percent error in functional values computed
froIn solutions based on uniform discretizations. The circle knot results correspond
ta percent error in functional values computed from solutions based on optimal dis­
cretizations.
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Figure :3.l9: The variation in functional value with choice of fl'ee vertex position for
a second-order two-element mesh is illustrated for Benchmark System 2. The plot
is based on lOO.OOO functional values computed by fixing the unconstl'ained elenlent
vertex at lOO.OOO uniformly spaced positions between the two geometric bounclaries
of the problem domain. A logarithmic scale is used for the x-axis of the plot in order
to adequately resolve the variation in the functional value near the optimal vertex
posi tion corresponding to the true minimum in the magnetostatic potential energy of
the discretized, second-order, two-element finite element mode!. Note: the optimal
vertex position is specified in Table 3.13.
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Table 3.16: Optimal computed values of the geometric discretization parameters,
.r i. and field solution parameters, U· for fourth-order finite element solutions forl'
Benchrnark System 2 using iV elements, where iV = 1,2,3,4.

illV 1 2 :3 4

Xi Ui X· Ui Xi Ui X· Ui1 l

l 0.1000 4.6.517 0.1000 4.6517 0.1000 4.6517 0.1000 4.6517
2 10.0000 1.6198 1.0000 3.4682 0.4642 4.0021 0.3162 4.2188
:3 NIA 0.8.568 10.0000 2.9485 2.1544 3.6144 1.0000 :3.9187
4 NIA 0.4307 NIA 2.6137 10.0000 3.3369 :3.1623 3.6884
.=) NIA 0.0465 NIA 2.3491 NIA :l.1166 10.0000 :3.5004
6 ~/A NIA NIA 1.1656 NIA 2.4671 NIA :3.0675
- NIA NIA NIA 0.6459 NIA 2.0794 NIA 2.76741

S ~/A NIA NIA 0.:3111 NIA 1.8018 NIA 2.5371
9 NIA NIA NIA 0.0465 NIA 1..5816 NIA 2.:3491
10 NIA NIA NIA NIA NIA 0.9:320 NIA 1.9162
Il NIA NIA NIA NIA NIA 0.544:3 NIA 1.6161
12 NIA NIA NIA NIA NIA 0.2667 NIA 1.3858
1:3 NIA NIA NIA NIA NIA 0.046.5 NIA 1.1978
14 NIA NIA NIA NIA NIA NIA NIA 0.7649
1.5 NIA NIA NIA NIA NIA NIA NIA 0.4648
16 NIA NIA NIA NIA NIA NIA NIA 0.2:34.5
17 NIA NIA NIA NIA NIA NIA NIA 0.046.5

Note: The table entries represent radial distance from the origin values for Xi with units (m),
and vector magnetic potential values for Ui with units (Wh/m) .
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• Table :3.17: Optimal computed values of the geometric discretization parameters.
.r i. and field solution parameters~ U· for fourth-order finite element solutions for

l'

Benchmark System 2 using lV elements. where IV = .5, 6~ 7, 8.

illV .5 6 7 8

Xi Ui Xi Ui Xi Ui Xi Ui

1 0.1000 4.6.517 0.1000 4.6.517 0.1000 4.6.517 0.1000 4.6517
2 0.2.512 4.3308 0.2154 4.:3980 0.1931 ~L4425 0.1778 4.4740
:J 0.6310 4.0887 0.4642 4.1960 0.3728 4.2696 0.:3162 4.3232
4 1..5849 :3.8939 1.0000 4.0281 0.7197 4.122:3 0..5623 4.1922
5 3.9811 3.7307 2.1544 3.8842 1.3895 3.9938 1.0000 4.0760
6 10.0000 :3.4098 4.6416 :3.6:305 2.6827 :3.7846 1.778:3 :3.8986
1 NIA :3.1676 10.0000 :3.4285 5.1795 :3.6117 :3.162:3 a.7478
8 NIA 2.9729 NIA :3.2605 10.0000 3.4644 5.6234 :3.6168
9 NIA 2.8096 NIA :3.1166 NIA 3.3359 10.0000 :3)5004
10 NIA 2.4887 NIA 2.8630 NIA :1.1267 NIA :3.a232
11 NIA 2.2466 NIA 2.6610 NIA 2.9.538 NIA :3.1723
t2 NIA 2.0·519 NIA 2.49:30 NIA 2.8065 NIA :3.041:3
1:3 NIA 1.8886 NIA 2.:3491 NIA 2.6780 NIA 2.9247
14 NIA 1..5677 NIA 2.0954 NIA 2.4688 NIA 2.7476
15 NIA 1.:325.5 NIA 1.8934 NIA 2.2959 NIA 2.5967
16 NIA 1.1:308 NIA 1.7255 NIA 2.1486 NIA 2.46.56
17 NIA 0.9676 NIA 1..5816 NIA 2.0202 NIA 2.:3491
18 NIA 0.6467 NIA 1.:3279 NIA 1.8108 NIA 2.1719
19 NIA 0.404.5 NIA 1.1259 NIA 1.6:380 NIA 2.0210
20 NIA 0.2098 NIA 0.9580 NIA 1.4906 NIA 1.8899
21 NIA 0.046.5 NIA 0.8140 NIA L.:J62:3 NIA 1.7735
22 NIA NIA NIA 0..5604 NIA L.l.529 NIA 1..5961
2:3 NIA NIA NIA 0.:].584 NIA 0.9800 NIA 1.44.52
24 NIA NIA NIA 0.1904 NIA 0.8:327 NIA 1.:3141
.)~ NIA NIA NIA 0.0465 NIA 0.7044 NIA 1.1978_.)

26 NIA NIA NIA NIA NIA 0.4951 NIA 1.0204
.) .... NIA NIA NIA NIA NIA 0.3222 NIA 0.8695_1

28 NIA NIA NIA NIA NIA 0.1750 NIA 0.7:384
29 NIA NIA NIA NIA NIA 0.046.5 NIA 0.6222
:30 NIA NIA NIA NIA NIA NIA NIA 0.4446
:31 NIA NIA NIA NIA NIA NIA NIA 0.29:36
:32 NIA NIA NIA NIA NIA NIA NIA 0.162.5
:3:3 NIA NIA NIA NIA NIA NIA NIA 0.0465

Note: The table entries represent radial distance from the origin values for ~i \Vith units (m),

• and vector magnetic potential values for Ui \Vith units (\Vb/m) .
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Figure :3.20: The variation of percent error in functional value with discretization
level for fourth-order fini te element solutions for Benchmark System 2 is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on uniform discretizations. The circle knot results correspond
1,0 percent error in functional values computed from solutions based on optimal dis­
cretizations.
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Figure :3.21: The variation in functional value with choice of free vertex position for
a fourth-order two-element mesh is illustrated for Benchmark Systenl 2. The plot
is based on 100.000 functional values computed by fixing the unconstrained element
vertex at 100.000 uniformly spaced positions between the two geometric boundaries
of the problem domain. A logarithmic scale is used for the x-axis of the plot in order
to adequately resolve the variation in the functional value near the optimal vertex
position corresponding to the true minimum in the magnetostatic potential energy
of the discretized~ fourth-order. two-element finite element mode!. Note: the optimal
vertex position is specified in Table :3.16.
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• Table :3.18: Optimal computed values of the geometric discretization parameters.
.r i. and field solution parameters. Ui~ for eighth-order finite element solutions for
Benchmark System 2 using lV elements~ where lV = 1~ 2~ 3,4.

il1V l 2 :J 4

Xi Ui Xi Ui Xi Vi Xi Vi

1 0.1000 4.6.517 0.1000 4.6.517 0.1000 4.6517 0.1000 4.6517
2 10.0000 2.0911 1.0000 :3.8969 0.4642 4.2764 0.3162 4.4127
:3 NIA 1.4880 10.0000 :3.4740 2.1.544 4.0043 1.0000 4.2199
~1 NIA 1.0:319 NIA :3.17.52 10.0000 3.790.5 :3.162:3 4.0.584
·5 NIA 0.7:;48 NIA 2.9469 NIA 3.614.5 10.0000 3.9193
6 NIA 0.5411 NIA 2.7613 NIA :3.4650 NIA :3.7973
1 NIA 0.:3319 NIA 2.6036 NIA :3.3348 NIA :3.6885
8 NIA 0.1899 NIA 2.4687 NIA :3.2197 NIA :3.5905
9 NIA 0.046.5 NIA 2.3491 NIA :3.1166 NIA :3.5004
10 NIA NIA NIA 1..5943 NIA 2.741.5 NIA 3.2612
li NIA NIA NIA 1.1714 NIA 2.4695 NIA :J.0678
12 NIA NIA NIA 0.8727 NIA 2.2558 NIA 2.9058
1:3 NIA NIA NIA 0.6443 NIA 2.0799 NIA 2.7665
14 NIA NIA NIA 0.4587 NIA 1.9:303 NIA 2.6442
1.5 NIA NIA NIA 0.3010 NIA 1.8002 NIA 2..53.52
16 NIA NIA NIA 0.1661 NIA 1.6851 NIA 2.4370
17 NIA NIA NIA 0.046.5 NIA 1..5816 NIA 2.:3491
18 NIA N/~ NIA NIA NIA 1.2066 NIA 2.1086• l'

19 NIA NIA NIA NIA NIA 0.9:344 NIA 1.9158
20 NIA NIA NIA NIA NIA 0.7206 NIA 1.7,543
21 NIA NIA NIA NIA NIA 0..5446 NIA 1.6152
22 NIA NIA NIA NIA NIA 0.:3950 NIA 1.49:32
2:J NIA NIA NIA NIA NIA 0.2648 NIA 1.3844
24 NIA NIA NIA NIA NIA 0.1498 NIA 1.2863
2.5 NIA NIA NIA NIA NIA 0.046,5 NIA 1.1978
26 NIA NIA NIA NIA NIA NIA NIA 0.9.580
.)- NIA NIA NIA NIA NIA NIA NIA 0.76.53.. 1

28 NIA NIA NIA NIA NIA NIA NIA 0.6037
29 NIA NIA NIA NIA NIA NIA NIA 0.4647
:30 NIA NIA NIA NIA NIA NIA NIA 0.3427
:n NIA NIA NIA NIA NIA NIA NIA 0.2339
32 NIA NIA NIA NIA NIA NIA NIA 0.13,58
3:3 NIA NIA NIA NIA NIA NIA NIA 0.046':>

Note: The table entries represent radial distance from the origin values for Xi with units (m).

• and vector magnetic potential values for Uj with units (Wb/m) .
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Figure :3.22: The variation of percent error in functional value with discretization
level for eighth-order finite element solutions for Benchrnark System 2 is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on uniform discretizations. The circle knot results correspond
to percent error in functional values computed from solutions based on optimal dis­
cretizations.
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Figure :3.2:3: The variation in functional value with choice of free vertex position for
an eighth-order two-element mesh is il1ustrated for Benchmark System 2. The plot
is based on 100~000 functionaL values computed by fixing the unconstrained element
vertex at lOO~OOO uniformly spaced positions between the two geometric boundaries
of the problem domain. A logarithmic scale is used for the x-axis of the plot in order
ta adequately resolve the variation in the functional value near the optimal vertex
position corresponding to the true minimum in the magnetostatic potential energy
of the discretized~eighth-order. two-element finite element model. Note: the optimal
vertex position is specified in Table :3.18.
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boundary conditions used in Benchrnark System 2 for the magnitude of the magnetic

vector potential were 4.6.51687057 (Wb/m) at x = 0.1 (m) and 4.651687057 x 10-2 at

.r = 10.0 (m), which correspond to the analytical values at the problem boundaries

when the arbitrary zero reference potential is chosen to be at x = 10.47615753 (m).

Second. the analytical functional value of 4.6052 (.JH/m) was used ta calculate the

percent errors in functional values computed from the finite element solutions con­

sidered for Benchmark System 2. This functional value is. simply~ twice the mag­

netostatic potential energy per unit length of the system nlultiplied by the factor

Po/27i. where J.Lo = 47i X 10-i (H/m) is the permeability of free space. Third~ the

optimal discretizations for Benchmark System 2 have the interesting property that

the optimal vertex positions for a mesh comprised of a given number of elements is

independent of the order of the fiuite element approximation used (for the specifie or­

clers considered in this work). For example. the optimal t\\To-element first-order mesh

has exactly the same vertex positions as the optinlal two-element second-. fourth- and

eighth-order meshes. The optimal values of the geometric discretization parameters

reported in Tables 3.10-3.18 may be examined to confirrn that this interesting prop­

erty holds not only for the two-element case~ but also for the full range of optimal

nleshes with equivalent numbers of elements. Hence. the placement of the element

vertices for corresponding optimal and uniform meshes with two. three and four el­

enlCnts in each of the first-. second-. fourth- and eighth-order cases is illustrated by

Figure :3.24: and the comparison of optimal and uniform meshes ranging from five ele­

ments ta eight elements for each of the first-. second- and fourth-order cases is shown

in Figure :l.2.5. It may be noted that the superior accuracy in the functional values

computed from the optimal discretization solutions relative to the uniform results

for Benchmark System 2, is directly related to the more efficient relative distribution

of DOF over the problem domain, as illustrated by Figure :3.24 and Figure 3.25 for

the meshes represented therein. Furthermore, the numerical values specified in Ta­

bles :3.10-:l.18 indicate that the balance of the optimal discretizations computed for
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Benchmark System 2 also have effectively distributed element vertices for efficiently

resolving the rapid field solution variation close to the line current. The fourth. and

final. important distinction between the optimal discretization-based finite element

solutions computed for the two benchmark systems is that the first-order optimal

magnetic vector potential solutions computed for Benchmark System 2. and reported

in Tables :J.IO-:3.12. are interpolatory on the true solution to the continuum prob­

lem. The value of this interesting feature of the first-order optimal results computed

for the magnetostatic system will be discussed in Section 3.1.2. It may be noted

from Tables 3.1:3-:1.18 that the optimal second-. fourth-~ and eighth-order solutions

for Benchmark System 2 also have exact analytical values for the magnitude of the

n1agnetic vector potential at the positions of the element vertices in any given mesh.

but not at the interpolation points within the elements themselves: therefore. only

the first-order optimal solutions are interpolatory on the true solution.

In summary. a total of 48 optimal finite element solutions were computed for

Benchmark System 2 using first-. second-. fourth- and eighth-order standard La­

grangian basis functions. The accuracy and validity of the results were confirmed

using exactly the same methods used for Benchmark System 1. The optimal dis­

cretization benchmark results presented in this section will be employed in section

:3.2 to analyze previously reported finite element optimality criteria and. subsequently.

in section :3.3 to evaluate the performance of practical adaption models in resolving

Benchmark System 2.
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Figure :3.24: First-, second-. fourth-. and eighth-order optimal and uniform radial dis­
cretizations for the one-dimensional vector magnetic potential analysis of Benchmark
System:2 are il1ustrated: (a) 2 element optimal mesh: (b) 2 eiement uniform mesh; (c)
:~ element optimal mesh: (d) :3 clement uniform mesh: (e) 4 element optimal mesh: (f)
cl element uniform mesh. The radial discretizations are plotted on a logarithmic scale
because of the proximity of the element vertices to each other near the singularity
in the optimal meshes. Note: the positions of the element vertices in the optimal
meshes are specified in Table 3.10, 3.13. 3.16 and :3.18.
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Figure :3.2.5: First-. second-. and fourth-order optimal and uniform radial discretiza­
tians for the one-dimensional vector magnetic potential analysis of Benchmark System
:2 are illustrated: (a) .5 element optimal mesh~ (b) 5 element uniform mesh: (c) 6 el­
ement optimal mesh; (d) 6 element uniform mesh; (e) 7 element optimal mesh; (f) 7
clement uniform mesh; (g) 8 element optimal mesh; (h) 8 element uniform mesh. The
ra.dial discretizations are plotted on a logarithmic scale because of the proximity of
the element vertices to each other near the singularity in the optimal meshes. Note:
the positions of the element vertices in the optimal meshes are specified in Table 3.10,
:3.1:3, and 3.17.
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3.2 Finite Element Optimality Criteria Evaluations

In this section. reported problems \Vith currently available finite element optimal­

ity criteria will be investigated with the optimal discretization results computed for

the two benchmark systems considered above. The objective is to determine to what

extent the problems are present in electromagnetic applications. and to evaluate the

usefulness of the optimality criteria that are examined for AFEA of electromagnetic

systems. The specifie optimality criteria that are studied in this section were consid­

ered based on the foUowing important reasons. First, optimality criteria which have,

potentially, the most significant implications for AFEA of electromagnetic systems,

but that have not been previously evaluated \Vith optimal finite element solutions for

electromagnetic benchmark systems are considered in this ......·ork. Second~ optimality

criteria which have previously been found to be ineffective based on conclusive numer­

ical evidence are not considered in this work. Finally, many of the most commonly

llsed optimality criteria rely on approximations based on superconvergence theory;

therefore. the validity of certain relevant superconvergence concepts is evaluated in

this section. in order to assess the implications for the broad range of optimality

criteria which rely upon the correctness of those concepts.

3.2.1 Benchmark System 1

As noted in the review of currently available characterizations of optimal finite

element discretizations presented in section lA, one of the most general and pow­

erful formulations to be published in the mainstream literature is the grading func­

tion approach developed in [127]. In fact, this grading function approach has been

used as the basis for developing and investigating numerous other optimality crite­

ria [125.132-1:36], also discussed in section lA. lts popularity has been attributed.

mainly, to the rigorous mathematical analysis used in its derivation, and to the wide

range of problem types to which it may be applied. However. as previously noted,

there are certain key assumptions used in the derivation and specifie approximations
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t hat must be used when the grading function approach developed in [127] is applied

ta finite element approximate solutions of continuum problems. which may limit the

effectiveness of related optimality criteria. In order to address this concern. the ap­

propriate forms of the grading function reported in [127] were analyzed using the

optimal discretization results computed for Benchmark System 1. Specifically~ the

grading function corresponding to the H1-seminorrn of the solution error was exam­

ined. which is consistent with the variational finite element formulation used in this

work [12.5. 127]. Furthermore. the analytical field solution for 8enchmark System 1

\\'as used. as ideally prescribed in [127]~ to evaluate the grading functions suitable for

the first-. second-. fourth- and eighth-order optimal finite element solutions computed

for the electrostatic benchnlark system. [t may be noted that the use of the analytical

field solution in evaluating the grading functions eliminates the reliance on supercon­

vergence and extrapolation methods that would otherwise be required to compute the

necessary derivatives of the finite element approxinlate field solutions. To this end.

the existence of an analytical field solution for the electrostatic benchmark system

extinguishes the adverse affects that these auxiliary procedures might introduce. The

results of the numerical evaluation of the grading functions examined for Benchmark

System lare discussed next.

The average percent errors in the grading function optimality criteria computed

for the first-order optimal discretizations for Benchmark System lare shown in Fig­

ure :3.26. The percent errors were calculated based on satisfying the fundamental

equidistribution principle of Eq. (1.:3) in section 1.4.2. which is also the definition of

a grading function: a function that must change by the same amount. 1/IV ~ over each

element in a mesh comprised of LV elements. Hence~ for each of the optimal first-order

solutions considered, the average percent error in the grading function optimality cri­

teria was calculated as the mean of the percent error in satisfying this basic definition

over each individual element. lt should be noted that the general rorm of the grading

function that \Vas examined (given by Eq. (1.13) in section 1.4.2), will, by definition~
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change by an average amount of 1/Nover each element in any LV-element mesh:

however. for an optimal lV-element mesh the grading function should change by the

exact amount of l/~V over each element. As illustrated by Figure :3.26~ the average

error in equidistributing the change in the grading function over each element in a

mesh ranged from approximately 28 to 57 percent for the optimal first-order solutions

computed for meshes ranging from 2 to 20 elements. It should be noted that the H 1
_

seminorm form of the grading function developed in [127]. and examined here. is not.

strictly. applicable to the case of first-order approximations according to the deriva­

tion presentecl in [127]; however. since exactly the same form of the grading function

was derived in [125] specifical1y for first-order fini te element solutions~ it is evaluated

in this section for the first-order optimal discretization-based solutions compllted for

Benchmark System 1. The average percent errors in the grading function optimality

criteria compllted for the second-order optimal discretizations for Benchmark System

1 are shown in Figure 3.27. These percent errors were compllted using exactly the

same procedure that was used for the first-order case described above. The average

error in equidistributing the change in the grading function over each element in a

mesh is shown to lie in the range from approximately 22 ta 41 percent for the optimal

second-order solutions computed for meshes ranging from 2 ta 16 elements. Similarly.

a range of average errors from approximately 17 to 24 percent for the grading function

optimality criteria corresponding to the fourth-order optimal solutions computed for

Benchmark System 1 is shown in Figure :3.28. Finally~ the analogous eighth-order re­

sllits are shawn in Figure :3.29. where the average error in equidistributing the change

in the grading function over each element in a mesh is shown to be within the range

of approximately Il to 13 percent.

The relatively high percent errors reported above for the grading function optimal­

ity criteria evaluated for Benchmark System l confirm that there are serious problems

associated with using these optimality criteria for electrostatic AFEA. Namely~ for the

optimal finite element discretizations considered. the corresponding grading functions
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did not change by the same amount over each of the clements comprising the optimal

nleshes. Furthermore, it should he noted that the error in equidistrihuting the change

in the grading functions over ail of the elements in a mesh did not improve with in­

creasing numhers of elements (i.e.. with increasing finite element solution accuracy)

in the optimal meshes o'ler each of the first-. second-. fourth- and eighth-order series

of optimal discretizations computed for Benchmark System 1. In fact, the grading

functions appear to change more uniformly over the elements in the optimal meshes

cOlnprised of the smallest numhers of elements! This is in contrast with the findings

reported in [125. 127}, where the change in the grading functions o'ler the elements

in a mesh asymptotically approached a uniform distribution with increasing solution

accuracy: howe'ler~ the test cases examined in [12.5.127] did not in'lol'le the same type

of singular field solutions as those corresponding to Benchmark System 1. Therefore.

the principle of equidistributing the change in the grading function. examined in this

work. o'ler each element in a mesh cannot be recommended for use as an optimal

refinement criterion for adapti'lely evol'ling efficient distributions of DOF in order to

effectively resol'le regions of rapid field solution variation in electrostatic AFEA.

A second type of optimality criterion. which is based on the principle of equidis­

tributing the residual of the governing partial differential equation (PDE) of a physical

system. is considered next. Unlike the grading function optimality criteria discussed

above. the approach of equidistributing the residual of the POE governing the field

solution behavior of a physical system has not been justified with rigorous theoreti­

cal analyses~ but rather~ has most often been employed heuristically~ as pointed out

in [129]. Ne'lertheless, PDE residual hased optimality criteria have, potentially, signif­

icant implications for AFEA of electromagnetic systems for the fol1owing important

reason. One of the strongest positive attributes of POE residual based optimality

criteria is the direct measure they can provide of how weIl the computed approximate

solutions satisfy the equations used to mathematically model a physical system. This

mathematically intuitive and simple approach is more often weil understood and
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readily accepted by fini te element engineering communities than more mathemati­

caUy abstract optimality criteria. for example~ those based on the grading function

approach described above. Thus, PDE residual based refinement criteria have been

developed and investigated extensively for AFEA [151]; however. PDE residual based

optimality criteria have not been previously evaluated with optimal finite element

solutions for electromagnetic benchmark systems. The results of the numerical eval­

uation of the POE residual optimality criteria examined for Benchmark System 1 are

discussed next.

The average percent errors in the POE residual optimality criteria computed for

the first-order optimal discretizations for Benchmark System 1 are shown in Fig­

ure :l.26. The percent errors were calculated based on equidistributing the residual of

t.he PD E corresponding to the electrostatic benchmark system (the approach devel­

oped and recommended in [126]). Hence. for each of the optimal first-order solutions

considered, the average percent error in the PDE residual was calculated as the mean

of the percent error in equidistributing the PDE residual over each individual ele­

ment. As illustrated by Figure :3.26, the average error in equidistributing the POE

resid ual over each element in a mesh ranged from approximately 8:3 to 98 percent for

the optimal first-order solutions computed for meshes ranging from 2 to 20 elements.

The average percent errors coolputed for the second-order optimal discretizations for

Benchmark System 1 are shown in Figure 3.27. These percent errors were computed

lIsing exactly the same procedure that \Vas used for the first-order case described

abovc. The average error in equidistributing the PDE residllal over each element in a

mesh is shown to lie in the range from approxiulately 90 to 96 percent for the optimal

second-order solutions computed for meshes ranging from 2 to L6 clements. Similarly,

a range of average errors from approximately 89 to 94 percent for equidistributing

the PDE residual corresponding to the fourth-order optimal solutions computed for

Benchmark System 1 is shown in Figure 3.28. Finally~ the analogous eighth-order

results are shown in Figure 3.29, where the average error is seen to be within the
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range of approximately 85 to 9.5 percent.

In the course of evaluating the POE residual optimality criteria described and

discussed above. it \\Tas noted that a minor modification in how the optimality criteria

are defined had interesting consequences. Specifically~when the POE residual over an

clement scaled by the size of that element \Vas evaluated for the optimal discretization­

based solutions computed for Benchmark System 1. it was observed that~ overalL the

error in equidistributing this modified criterion was significantly reduced compared

ta the unscaled version considered above. Figure 3.26 shows that the average error

ln equidistributing the POE residual scaled by the element size over each element

ln a mesh ranged from approximately 0.27 to :37 percent (compare with 83 to 98

percent for the unscaled version) for the optimal first-order solutions computed for

meshes ranging from 2 to 20 elements. The corresponding second-order errors are

shown by Figure 3.27 to lie in the range from approximately 0.05 to 17 percent

(compare with 90 to 96 percent for the unscaled version); a range of average errors

from approximately 0.:31 to 0.94 percent (compare with 89 to 94 percent for the

unscaled version) correspanding to the fourth-order case is shown in Figure :3.28: and

the eighth-order results are shown in Figure :3.29. \vhere the average error is seen

to be within the range of approximately 1.6 to :3.0 percent (compare with 85 to 95

percent for the unscaled version).

The relatively high percent errors rcported above for the POE residuai optimality

criteria evaluated for Benchmark System l confirnl that there are serious problems

associated with using these optimality criteria for electrostatic AFEA. Namely~ for

the optimal finite element discretizations considered, the corresponding POE residual

was not equidistributed over each of the elements comprising the optimal meshes.

Furthermore~ it should be noted that the error in equidistributing the PDE resid­

ual over aIl of the elements in a mesh did Dot improve substantially with increasing

numbers of elements (i.e.~ with increasing finite element solution accuracy) in the

optimal meshes over each of the first-, second-. fourth- and eighth-order series of op-
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Figure 3.26: Evaluation of optimal discretization properties for optimal first-order
discretizations for Benchmark System 1. The plot il1ustrates the variation of equidis­
tribution error with the number of eLements in a mesh. The square knot results
correspond to the error in equidistributing the grading function over each element
in a mesh. The circle knot results correspond to the error in equidistributing the
residual of the partial differential equation over each element in a mesh. The triangle
knot resuLts correspond to the error in equidistributing the residual of the partial
differcntial equation scaled by the element size.
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Figure 3.27: Evaluation of optimal discretization properties for optimal second-order
discretizations for Benchmark System 1. The plot illustrates the variation of equidis­
tribution error with the number of elements in a mesh. The square knot results
correspond to the error in equidistributing the grading function over each element
in a mesh. The circle knot results correspond to the error in equidistributing the
residual of the partial differential equation over each element in a mesh. The triangle
knot results correspond to the error in equidistributing the residual of the partial
differential equation scaled by the element size.
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Figure :3.28: Evaluation of optimal discretization properties for optimal fourth-order
discretizations for Bcnchmark System 1. The plot il1ustrates the variation of equidis­
tribution error with the number of clements in a mesh. The square knot results
correspond to the error in cquidistributing the grading function over each element
in a mesh. The circle knot results correspond to the error in equidistributing the
residual of the partial differential equation over each element in a mesh. The triangle
knot results correspond to the error in equidistributing the residual of the partial
differential equation scaled by the element size.
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Figure :3.29: Evaluation of optimal discretization properties for optimal eighth-order
discretizations for Benchmark System 1. The plot il1ustrates the variation of equidis­
tribution error with the number of elements in a mesh. The square knot results
correspond to the error in equidistributing the grading function over each element
in a mesh. The circle knot results correspond to the error in equidistributing the
residual of the partial differential equation over each element in a mesh. The triangle
knot results correspond to the error in equidistributing the residual of the partial
differential equation scaled by the element size.
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timal discretizations computed for Benchmark System 1. However. it may he noted

from Figure :1.26 and Figure :3.27. that the error in equidistrihuting the POE residual

scaled by the element size over aIl of the elements in a mesh did improve signifi­

cantly with increasing numbers of elements in the optimal meshes over both of the

first- and second-order series of optimal discretizations~ respectively. ~Ioreover. the

average error in equidistrihuting this scaled version of the POE residual was always

less than land 3 percent for the fourth- and eight-order optimal meshes. respec­

tively. Therefore~ the fol1owing may be concLuded from the findings revealed by these

investigations. First. the principle of equidistributing the POE residual over each

clement in a mesh cannot he recommended for use as an optimal refinement criterion

for adaptively evolving efficient distributions of OOF in order to effectively resolve

regions of rapid field solution variation in electrostatic AFE:-\.. Second. the princi­

pIe of equidistributing the POE residual scaled by the element size appears to he

more effective for characterizing optimal finite element discretizations for Benchmark

System 1: however~ it would not he prudent to recommend this modified principle as

the basis for developing refinement criteria without providing theoretical justification.

and without further investigating its effectiveness for a wider range of prohlems.

3.2.2 Benchmark System 2

The grading function and POE residual optimality criteria examined with the

optimal discretization results for Benchmark System 1~ are also evaluated in this sec­

tion \Vith the optinlal finite element solutions computed for Benchmark System 2. In

addition. the first-order optimal discretization results for Benchrnark System 2 are

llsed to evaluate derivative superconvergence properties employed in the derivation

and application of many commonly used optimality and refinement criteria for AFEA.

The significance of evaluating both the grading function and POE residual optimality

criteria has been addressed~ in the preceding section, in terms of the implications that

these optimality criteria hold for electromagnetic AFEA; therefore, the results from
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the numerical evaluation of these criteria for Benchmark System 2 are presented in

this section without further elaboration. However. the implications of the evalua­

tion of derivative superconvergence properties will he explained. since they have not

previously been discussed in sufficient detail. j\'loreover. the features of the optimal

first-order fini te element solutions corresponding to the magnetostatic benchmark

system which provide the ideal experimental evidence required to rigorously examine

the fundamental daims of superconvergence theory will he elucidated.

The average percent errors in the grading function optimality criteria computed

for the Rrst-order optimal discretizations for Benchmark System 2 are shown in Fig­

ure :3.:30. The percent errors \Vere calculated in exactly the same \Vay as described

for Benchmark System 1. As illustrated by Figure :3.:30. the average error in equidis­

tributing the change in the grading function over each clement in a mesh ranged from

approximately 3.5 to :37 percent for the optimal first-order solutions computed for

meshes ranging from 2 to 20 elements. These first-order results are extremely inter­

esting for the following important reason. As noted in section :3.1.2. the first-order

optimal magnetic vector potential solutions computed for Benchmark System 2 are

interpolatory on the true solution to the continuum problem: therefore. according to

the arguments presented in [127]. these first-order finite e1ement approximate solu­

tions are ideally suited for use \Vith the approach of equidistrihuting the change in

the grading function over each element in a mesh in order to determine the optimal

discretization of the problem domaine However. since these interpolatory finite ele­

ment solutions do correspond to the optimal discretization of the problem domaine

there is. ironically. no need ta use the grading function approach to optimize the finite

clement meshes under the exact conditions when it would be most appropriate to do

so. The average percent errors in the grading function optimality criteria computed

for the second-order optimal discretizations for Benchmark System 2 are shown by

Figure :3.:11 to lie in the range from approximately 21 to 23 percent for meshes ranging

from 2 to 16 elements. Similarly~ a range of average errors from approximately 12 to
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1:3 percent for the grading function optimality criteria corresponding to the fourth­

order optimal solutions computed for Benchmark System 2 is shown in Figure 3.32.

Finally. the analogous eighth-order results are shown in Figure :3.:33. where the aver­

age error in equidistributing the change in the grading function over each element in

a mesh is shown to be within the range of 6 to ï percent.

The relatively high percent errOrs reported above for the grading function op­

timality criteria evaluated for Benchmark System 2 confirm that there are serious

reliability problems associated \vith using these optimality criteria for magnetostatic

AFEA. Namely~ for the optimal finite element discretizations considered. the corre­

sponding grading functions did not change by the same amount over each element

comprising the optimal meshes. Furthermore. it should be noted that the error in

equidistributing the change in the grading functions over aIl of the elements in a

mesh did not vary by more than approximately 2 percent with increasing numbers

of elements (i.e.~ with increasing fini te element solution accuracy) in the optimal

meshes over each of the first-. second-, fourth- and eighth-order series of optimal dis­

cretizations computed for Benchmark System 2. This is in contrast \Vith the findings

reported in [12.5. 12ï]. where the change in the grading functions over the elements

in a mesh asynlptotically approached a uniform distribution with increasing solution

accuracy. as previously noted. Therefore. the principle of equidistributing the change

in the grading functions examined in this work over each element in a mesh cannot be

recommended for use as an optimal refinement criterion for adaptively evolving effi­

cient distributions of DOF in order to effectively resolve regions of rapid field solution

variation in magnetostatic AFEA.

The average percent errors in the PDE residual optimality criteria computed for

the first-order optimal discretizations for Benchmark System 2 are shawn in Fig­

ure :3.:30. The percent errors were calculated based on equidistributing the residual of

the PDE corresponding to the magnetostatic benchmark system over each element in

a mesh. As illustrated by Figure :3.31, the average errors ranged from approximately
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82 to 92 percent for the optimal first-order solutions computed for meshes ranging

from :2 to 20 elements. The average error in equidistributing the PDE residual over

each element in a mesh is shown to lie in the range from approximately 82 to 9.5

percent for the optimal second-arder solutions computed for meshes ranging from 2

to 16 elements. Similarly~ a range of average errors from approximately 88 ta 92

percent for equidistributing the POE residual corresponding to the fourth-order op­

timal solutions computed for Benchmark System 2 is shown in Figure :3.:32. Finally.

it should be noted that the analogous eighth-order results could not be computed for

this benchmark system. l

Figure :3.=30 shows that the average error in equidistributing the POE residual

scalcd by the element size over each element in a mesh was identically zero for the

optimal first-order solutions computed for meshes ranging from 2 ta 20 elements

(compare with 82 to 92 percent for the unscaled version). The corresponding second­

and fourth-order errors are shown hy Figure :3.31 and :3.:32. respectively~ to also be

identically zero for aIl of the optimal discretizations considered (compare with 82 to

95 and 88 to 92 percent for the unscaled second- and fourth-order versions. respec­

tively). Finall'y~ it should be noted that the analogous eighth-order results could not

he computed for this benchmark system~ for the same re~on stated above.

The relatively high percent errors reported above for the PDE residual optimality

criteria evaluated for Benchmark System 2 confirm that there are significant reliabil­

ity problems associated with using these optimality criteria for magnetostatic AFEA.

Namely. for the optimal finite element discretizations considered, the corresponding

POE residual was not equidistributed over each of the elements comprising the opti­

mal meshes. Furthermore it should be noted, that the error in equidistributing the

POE residual over aIl of the elements in a mesh did not improve \vith increasing num­

bers of elements (i.e.~ \\'ith increasing fini te element solution accuracy) in the optimal

meshes over each of the first-, second- and fourth-order series of optimal discretizations

1 Due to a commercial software configuration dilemma not yet resolved by the manufacturer.
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computed for Benchmark System 2. However~ it may he noted from Figures :3.30­

:3.:32 that the PDE residual scaled by the element size was exactly equidistributed

over each of the elements in a mesh for ail of the first-. second- and fourth-order

optimal discretizations computed for Benchrnark System 2. Therefore~ the fol1owing

may be concluded from the findings revealed hy these investigations. First. the prin­

ciple of equidistrihuting the PDE residual aver each element in a mesh cannot be

recommended for use an an optimal refinernent criterion for adaptively evolving effi­

cient distributions of DüF in order to effectively resolve regions of rapid field solution

variation in magnetostatic AFEA. Second. the principle of equidistributing the POE

residual scaled by the element size appears to be entirely sufficient for characteriz­

ing the first-. second- and fourth-order optimal discretizations for Benchmark System

2. Final1y. it would not he prudent to recommend developing refinement criteria

based on this modified principle without providing theoretical justification for its use

and without further exarnining its effectiveness for a wider range of magnetostatic

problems.

In addition to the grading function and PDE residual optimality criteria eval­

uated for Benchmark System 2. the usefulness of superconvergence phenomena in

finite element magnetics is investigated in this section. Specifical1y. reports on the

superconvergent characteristics of potential-based derivatives at the Gauss-Legendre

quadrature points of first-order elements are tested. In recent years~ the develop­

ment and application of superconvergence concepts for FEA error estimation and

control has attracted a good deal of interest in the research community [1.52.153]. In

essence. superconvergence theory states that a finite element solution is inherently

more accurate at certain points in the discretization than it is at others - and that

these high accuracy locations are known a priori [154]. The computational analysis

and design of magnetic devices frequently involves quantities related to derivatives of

the underlying potential field solutions; therefore, superconvergence of derivative val­

ues of finite element potential solutions could have significant implications [1.5.5-157] .
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Figure :3.30: Evaluation of optimal discretization properties for optimal first-order
discretizations for Benchmark System 2. The plot illustrates the variation of equidis­
tribution error with the number of elements in a mesh. The square knot results
correspond to the error in equidistributing the grading function over each element
in a mesh. The circle knot results correspond ta the error in equidistributing the
residual of the partial differential equation over each element in a mesh. The triangle
knot results correspond ta the error in equidistributing the residual of the partial
differential equation scaled by the element size.
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Figure :3.:31: Evaluation of optimal discretization properties for optimal second-order
discretizations for Benchmark System 2. The plot illustrates the variation of equidis­
tribution error with the number of elements in a mesh. The square knot results
correspond to the errar in equidistributing the grading function over each element
in a mesh. The circle knot results correspond to the error in equidistributing the
residual of the partial differential equation over each element in a mesh. The triangle
knot results correspond to the error in equidistributing the residual of the partial
differential equation scaled by the element size.

161



•

o -------------fr----fr----f'r----f'r----/"r-----{'r----I\

100 ~---;-----::--------;-----;----~----:------,

· . . ~ . ............. -_ .. -- -- _ - -- -_ -- -- - _ -_ -_ ...· . . . . .· .. .
:.:;:k:'-==-::.:--ç')-'='=::::~:::::::=~9="==~=9_._----------;----------- --;---_. -..::--~-_._---_ .... .

-- -- -------- -~ -- - -- -0-_-- i------------- -t ----------- --t----- ----- ---i-_o. _o ~_ -- --- -- -. ----

-~:-~-:~:~~J:~~~:::~~-:T~:~~~-~--~L~-~~~~:-J~-:~::~:~~--L::~--~:-J:~~-~::~-~~:
: : : : : :

~~~~~~~~~~~~l~~~~~~~~~~~~+~~~~~~~~~~~~~r~~~~~~~~~~~~~;~~~~~~~~~~~~~t~~~~~~~~~~~r~~~~~~~~~~~~
· . . . . .
, 1 • • • 1........... .- - -_ _ -- -_ -_ - _ --_ .. -_ - --_ - ~ - --_ -_ -· . . . . .
• • • • • 1

... _. __ ..._------~-------------~--------------~-------------~----_. __._---~--_ .. _-------_ ...~-_ ....... _.. _-------
· . . . . .
• 1 • • • ,

:::-:::::::].::-:::-:--]:::::::::::t--~~:::::::I-:~:::::~J-~-:::::::::L:-~:-::-~:
: : : : : :

~ ~ ~~ ~ ~ ~ ~ ~ ~ ~ ~~L~~ ~~~ ~~ ~ ~~ ~r~ ~ ~~~ ~~ ~ ~ ~~I~ ~~ ~~~~~~ ~ ~~r~~ ~~~~~ ~~ ~ ~ ~l ~~ ~ ~ ~~ ~~ ~~ ~ ~r~~ ~~ ~ ~ ~ ~ ~~ ~ ~

75

lo-.
0
1:
~....,
c 50eu
~

~

25

2 4 6

Number of Elements

8

Figure :3.:32: Evaluation of optimal discretization properties for optimal fourth-order
discretizations for Benchnlark System 2. The plot illustrates the variation of equidis­
tribution error \Vith the number of elements in a mesh. The square knot results
correspond to the error in equidistributing the grading function over each element
in a mesh. The circle knot results correspond to the error in equidistributing the
residual of the partial differential equation over each element in a mesh. The triangle
knot results correspond to the error in equidistributing the residual of the partial
differential equation scaled by the element size.
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Figure :3.:3:3: Evaluation of optimal discretization properties for optimal eighth-order
discretizations for Benchmark System 2. The plot illustrates the variation of equidis­
tribution error with the number of elements in a mesh. The square knot results
correspond to the error in equidistributing the grading function over each e1ement in
a mesh. Note: only the equidistribution errors for the grading function were computed
for the eighth-order optimal discretizations of the line singularity benchmark.
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:\'Ioreover~ sorne of the most general and powerful optimality criteria~ for example. the

grading function criteria developed in [12ï]~ rely on superconvergence based deriva­

tives of the underlying field solution in order to compute the necessary derivatives

from the approximate fini te element solutions. Furthermore, other very general op­

timality criteria are derived primarily from principles that are directly related to

derivative superconvergence concepts [131]. In facto recent theoretical analyses on

finite element superconvergence have focused on the development of superconvergent

derivatives. Under certain assumptions. a number of these studies have determined

that quantities related to first-derivatives of finite element potential solutions should

possess superconvergent properties. Further. these studies have concluded that the

most accurate derivative values over a given finite element are to be found at the

Gauss-Legendre quadrature points of that element [1.58]. Specifically. it has been ar­

gued that when a finite element potential solution computed over first-order elements

is interpolatory on the true solution to the continuum problem. the derivatives will

be most accurate at the midpoints of the elements [154~ 1.58]. It cao be shown, with

the mean-value theorem of calculus. that this is not true in general, but may be valid

under certain conditions. However, the objective here is to investigate the practical

value of superconvergence phenomena in finite element magnetics using computa­

tional experiments. in order to better understand the true impact and merit of the

concept.

lJsing the magoetostatic benchmark system, exact derivatives offirst-order, poten­

tial-based. finite element solutions \Vere examined for properties characteristic of su­

perconvcrgence. The series of 20 optimal and 20 uniform first-order finite element

discretizations were used to compute the results for these investigations. Figure :3.:34

illustrates the optimal discretization test results. The triangle knot curve shows the

distance between the theoretical derivative superconvergence points (element mid­

points) and the actual ones, expressed as a percentage of half the element length.

The circle knot curve shows the error in the computed flux density at the theoretical
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superconvergence points. Both curves are derived from a series of 20 solutions and are

graphed as fUIlctions of FEA fUllcLional enor. These error quautities do oot vary from

c1ClllCllt to eleOlent over any optimal o1esh. Further, the cOluputed potential values

are exact at the element vertices for the optimal discretizations: the first-order FEA

solutions are interpolatory on the true solution to the continuum problern. Therefore,

according to superconvergence theory, the Gauss-Legendre quadrature points should

l'l'ovide the 010St accurate derivatives within the eleolents. However, as described

by Figure :3.:34, the cOIuputed derivatives are exact at oUter locations within the ele­

ments. which vary with global solution accuracy. Also, by superconvergence theory,

the error in the computed flux density at these Gauss-Legendre points should con­

verge more rapidly than the global solution error. But, as seen in Figure 3.34, the

ratio of these two errors is unity. The results given in Figure 3.35 for the uniforrn

lneshes are similar, except the error in the position of the theoretical superconver­

gence points (triangle knot results) varies from element to element within each mesh:

ouly the IninÏInurn value is plotted.

The results of the above experirnental studies indicate that supercollvergence phe­

nomena, as commonly defined for first-order FEA applications, are not apparent in

Benclunark System 2. In particular, these investigations have dernonstrated that, for

the first-order FEA cases considered, derivatives of potential-based solutions are not

generally more accurate at the Guass-Legendre points. Nevertheless, it was observed

that, the properties attributed to superconvergence for FEA applications appear to

become increasingly evident with increasing solution accuracy. This secondary result

suggests that further theoretical and experimental studies may be useful to clearly

establish the practical value of superconvergence in engineering FEA applications.

However, based on the results fronl the investigations of the silnple rnagnetostatic

systenl considered here, the following conclusion is inevitable. Optirnality criteria

which rely aIl the validity of derivative superconvergence concepts, either for their

derivation or for their application, cannot he recommended for practical first-order
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FEA of Inaglletostatic systenls with regiolls of rapid field solution variation. For

exanlple~ the grading function approaeh discussed above has been recommended for

lise \Vith fiuit.e eleIllent approxilnate solutions [12ï]; however, ils effectiveuess can be

contingent on the accuracy of the superconvergenee-hased derivatives of the finite

eleInent field solutions which are required and recommended for its application. Fur­

thernlore~ it should be noted that the specifie grading function optinlality criteria in

question, \Vere prone to serious reliahility problems when evaluated with the first­

order optimal diseretizations computed for Benchmark System 2. Also, reeall that

the analytical field solution was used to compute the derivatives required to evaluate

the grading functions. However, the superconvergence derivatives eomputed from the

saIne interpolatory first-order optimal finite element solutions displayed large errors

in approxinlating the true derivative values. Thus, if these erroneous superconver­

gence derivative values were substituted for the analytically computed derivatives

in order to evaluate the grading function optimality criteria, the results of such an

evaluation would be unreliable. Moreover, analytical field solutions corresponding

tü practical systems that are typical1y analyzed with FE!vls, are not usuaIly known;

otherwise, there would be no need to use FE!v[s to analyze the systems! Therefore, on

a practical level, the use of field solution superconvergence-based derivatives to eval­

uate a grading function, which, in turn, is used to deterrnine optirual fiuite element

discretizations, could have serious adverse implications. [n particulaL the grading

fUllctions exanlined in this work were designed to be most effective \Vhen used with

analytical derivatives or with derivatives computed [ronl finite eLement solutions of

high accuracy (ideally, interpolatory finite element solutions). However, based on the

serious accuracy problems that have been shown to exist with superconvergence-based

derivatives cOInputed from interpolatory fiuite element solutions, it is reasonabLe to

question how effectively grading function and other types of optimality criteria that

rely on the accuracy of superconvergent derivatives can he used to compute optimal

fini te eLement discretizations for practical systems.
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Figure :3.:34: Evaluation of derivative superconvergence properties for optimal first­
order discretizations for Benchmark System 2. The plot illustrates the variation
in error of two superconvergence properties \Vith functional value accuracy. The
triangle knot results correspond to the distance between the theoretical derivative
superconvergence points (element midpoints) and the actual ones~ expressed as a
percentage of half the element lengths. The circle knot results correspond to the error
in the cornputed magnetic flux density at the theoretical superconvergence points.
Note: bath results are derived from a series of20 solutions computed from the optimal
meshes specified by Tables 3.10-3.12. The two error quantities do not vary from
element to element over any optimal mesh in this study.
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Figure :3.:3.5: Evaluation of derivative superconvergence properties for uniform first­
order discretizations for Benchmark System 2. The plot il1ustrates the variation
in error of two superconvergence properties \Vith functional value accuracy. The
triangle knot results correspond to the distance between the theoretical derivative
superconvergence points (element midpoints) and the actllal ones. expressed as a
percentage of half the elernent lengths. The circle knot results correspond to the error
in the computed magnetic flux density at the theoretical superconvergence points.
Note: both results are derived from a series of 20 solutions computed from uniform
meshes ranging from 1 to 20 elements. In cases where the error quantities vary from
element ta element over any uniform mesh in this study~ only the minimum value is
plotted.
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3.2.3 Discussion

In summary. the validity of commonly llsed finite element optimality criteria has

been evaluated with the optimal discretization benchmark results computed for bath

the electrostatic and magnetostatic systems considered in section 3.1. [n addition~ the

in1plications of using optimality criteria that rely on the accuracy of superconvergent

derivatives of finite element approximate solutions~ have been elucidated based on the

numerical results of very simple. yet very revealing~experiments involving the optimal

first-order finite element solutions computed for the magnetostatic benchmark system.

ft should be noted that sorne of the findings reported for the specifie optirnality criteria

examined in this work~ also have implications for other optimality criteria that were

not explicitly investigated. For example. a number of optimality criteria which have

been reported in the literature [1:32-1:36] are based directly on the grading function

approach originally developed in [127L and examined comprehensively in this work.

:\Iso. the optimality criteria reported in [12.5. 127] are identical in form to grading

functions examined in this work~ under certain conditions. Specifically. the grading

functions developed in [125. 127] are equivalent to the grading function used in this

work to evaluate first-order finite element solutions.

It is worth noting that the optimality criterion based on equidistributing the

potential energy of a system over each of the elements in a finite element discretiza­

tion was also examined for both the electrostatic and the magnetostatic benchmark

systems. However. the results from these potential energy investigations were not

presented because they do not represent new knowledge: it was confirmed that the

optimal solutions for Benchmark System 1 did not have a uniform distribution of

potential energy over each of the elements in any of the given meshes corresponding

to ail of the first-~ second-. fOllrth- and eighth-order series of optimal discretizations:

however. the equidistribution of potential energy was indeed apparent in each of the

corresponding meshes for Benchmark System 2. Thus~ equidistribution of poten-
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tial energy is not a universally valid optimality criterion~ as previously noted in the

li terat ure.

Based on the conclusions reported in this section, it is apparent that the need for

optimality criteria appropriate for characterizing optimal finite element discretizations

over a sufficiently wide range of problem applications still exists. N(oreover. it is

also manifest that such optimality criteria should not be developed heuristically. but

rather. should be based on well-founded and theoretically justified approaches.
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3.3 Benchmark Adaption Studies

The numerical evaluation of currently available optimality criteria presented in

sections :3.2.1 and :3.2.2 has revealed that universally valid characterizations of op­

timal finite element discretizations for electromagnetic systems are needed. which

can be used to develop well-founded and theoretically justified refinement criteria for

practical AFEA. ~Ioreover. it was shown in sections :3.1.1 and :3.1.2 that the finite ele­

ment optimization equations of section 2.4.1 can be successfuIly employed to directly

compute optimal discretizations for electromagnetic systems. The purpose of this

section is to investigate the potential benefits of using new refinement criteria based

on the finite element optimization equations for practical electromagnetic AFEA. The

approach used to achieve this objective was to investigate the effectiveness of the pri­

mary adaption models. when guided bya new optimal discretization-based refinement

criterion. in resolving the two benchmark systems developed above. Hence. in order to

cvaluate the potential performance advantages of optimal discretization-based practi­

cal AFE:-\.. results from a series of adaption stlldies involving /z-. p-. and hp-adaption

rnodels are reported for both benchmark systems considered previollsly. Furthermore.

the llsefulness of the benchmark adaption studies presented in this section for the anal­

ysis and design of optimal hp-adaption strategies will be demonstrated. However ~ the

adaption benchmark results are first preceded by a brief description of how the finite

clement optimization equations are used to develop an optimal discretization-based

refinement criterion for AFEA.

3.3.1 An Optimal Discretization Based Refinement Criterion for AFEA

The perennial challenge for aIl types of adaption in FEA has heen the efficient use

of \vell-defined optimal solution properties as feedhack refinement criteria for guiding

the solution process towards accurate results [1.59]. One potential route to successful

adaption is ta employ local error measures that are closely related ta the variational

principle used ta determine the solution to the fini te element problem. The purpose
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of the present section is to introduce a new refinement criterion for h-. p-~ and hp­

adaption. which is based on the variational properties of optimal discretizations for

the FEA of electromagnetic systems.

As previously noted, the ideal mesh for a given number of DüF. that is~ the mesh

that produces the most accurate solution~ will exhibit optimal element vertex loca­

tions. For such an ideal discretization~the functional corresponding ta the variational

formulation of the problem. will not only be stationary with respect to the field solu-

tion parameters - but also with respect to variations in the geometric discretization

parameters. that is. the element vertex positions. Therefore. one possible way to

detect and rank regions of inferior discretization in a finite element mesh may be to

evaluate the sensitivity of the functional to differential displacements of the element

vertices: a small perturbation of the position of an element vertex in a region of ade-

quate discretization should result in a relatively small change in the functional value:

however~ in a region of relatively poor discretization. a small perturbation in vertex

positions may yield a significantly larger change. Thus~ by computing the gradients

of the functional with respect to element vertex positions, it is possible to determine

where to improve the discretization~ based on a purely local error indicator that is

closely related to the variational principle of the solution. Furthermore, it should

be noted that these functional gradients may he computed directly from the finite

element optimization equations derived in section 2.4. [n facto the fini te element

optimization equations corresponding to the geometric discretization parameters are

precisely the gradients of the functional. with respect to element vertex positions.

equated ta zero! Therefore~ a refinement criterion for identifying regions of inferior

discretization in a fini te element mesh may be defined by the degree to which the

finite element optimization equations are satisfied when evaluated with fixed. but not

necessarily. uptimal values of the element vertex positions; that is~ based on the mag­

nitudes and directions of the functional gradients with respect to the element vertex

positions. Hence~ for the one-dimensional discretizations considered in this chapter~
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the elements in a mesh can be ranked for refinement based directly on the magni­

t udes and directions of the functional gradients computed from the two optimization

equations corresponding to the two geometric discretization parameters associated

with each element which define its vertex positions. The effectiveness of this optimal

discretization-based refinement criterion is evaluated in the fol1owing two sections~

and its implications for practical AFEA are discussed in section :3.:3.4.

3.3.2 Benchmark System 1

In order to evaluate the effectiveness of the optimal discretization-based refine­

ment criterion described above~ results from a series of studies involving the primary

adaption models are reported in this section for Benchmark System 1. Specifical1y.

the convergence of h-~ p- and hp-adaption strategies are investigated when the op­

timal discretization-based refinement criterion is used to guide the adaption. While

h-adaption has become increasingly popular in electromagnetic FEA research during

the past 1,=5 years [8.5~ 160. 161]. and more recently~ effective p-adaption codes have

started to emerge [59. lIa] ~ practical hp-adaption strategies for electromagnetic FEA

are more rare. One important reason for this slow progress - aside from the inherent

complexity of implementing and controlling hp-adaption - is the lack of objective

benchmarks by which to measure the merits and fla\vs of adaptive strategies. As

noted earlier. one of the most important challenges for aIl types of adaption in FEA

is the accurate and efficient resolution of the singularities associated with sharp mate­

rial corners [61,81, 162]. Thus~ a secondary purpose of this section is to illustrate the

usefulness of the adaption benchmark studies in the analysis and design of optimal

hp-adaption strategies. The different types of adaption techniques considered in this

section are intended to represent a range of the basic methods most commonly used

in practice for electromagnetic AFEA. Finally, it should be noted that in order to

obtain the best possible resolution in the rate of convergence for the adaption meth­

ods studied in this work, each adaptive iteration was based on increasing the number
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of DO F in a discretization by the minimal increments appropriate for the type of

adaption being considered.

The convergence of the percent error in functional value for an h-adaption strat­

egy based on element bisection applied to the electrostatic benchmark system is illus­

trated in Figure :3.36 for first-order elements. The initial mesh consisted of a single

element which was bisected~ resulting in a unifonn mesh of two elements. At each

subsequent adaptive iteration, one element in the mesh was selected for refinement

b.y element bisection: the optimal discretization-based refinement criterion described

above \Vas used to rank the elements~ and the element with the highest ranking was

chosen for bisection. It should he noted that the elements were ranked in ascend­

ing order of increasing magnitudes of the functional gradients with respect to the

element vertex positions. The uniform h-refinement baseline and the optimal first­

order discretization functional convergence results are also shown in Figure 3.36 for

comparison. The convergence of the h-adaption element bisection scheme guided by

the optimal discretization-based refinement criterion has the following interesting fea­

ture. InitialIy. the element bisection h-adaption strategy produces discretizations \Vith

functional accuracy levels superior to those of the uniform discretizations with corre­

sponding numbers of elements, but inferior to the optimal first-order discretizations

with equivalent numbers of elements. However, after approximately seven adaptive

steps the functional accuracy achieved by the optimal discretization-hased element

bisection scheme i8 seen ta be remarkably close. and almost equivalent, ta that of the

optimal discretizations. The practical significance of this result is amplified by the

relative computational cost of the two approaches used to compute the corresponding

finite element solutions. The element bisection h-adaption scheme only entails the

evaluation of the nonlinear finite element optimization equations for a given set of

fixed element vertex positions in order to compute the functional gradients required

for the optimal discretization-based refinement criterion, and is relatively inexpensive

compared ta solving the same set of nonlinear equations for the optimal values of the
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element vertex positions which are necessary to determine the optimal discretizations.

The analogous second-order h-adaption results for Benchmark System 1 are shown

lfl Figure :3.:37. The fourth- and eighth-order h-adaption results are shawn in Figure

:3.:38 and Figure 3.39. respectively. For each case, the results \Vere computed us­

ing exactly the same procedures as for the first-order h-adaption results described

above. It may be noted that for the second- and fourth-order cases, the functional

accllracy of the element bisection strategy after approximately seven adaptive steps

is almost equivalent to that of the optimal discretizations. which is consistent with

the first-order results reported above. The eighth-order h-adaption results were not

COfilputed beyond three iterations: however. the element bisection strategy produced

discretizations with functional accuracy levels superior to those of the uniform dis­

cretizations with corresponding numbers of eighth-order elements. Therefore, based

on the complete set of first-. second-. fOllrth- and eighth-order h-adaption results com­

pllted for the electrostatic benchrnark system, it is apparent that the new optimal

discretization-based refinement criterion is effective for evolving efficient distributions

of DO F over the problem domain for Benchmark System 1. Nloreover. based on the

first-. second- and fourth-order h-adaption results reported for Benchmark System l.

it is suggested that the new optimal discretization-based refinement criterion can be

used to efficiently and reliably guide adaptive finite element solvers towards optimal

solutions for electrostatic systems with regions of rapid field solution variation.

The convergence of the percent error in functional value for two p-adaption strate­

gies applied to a range of uniform initial meshes for the electrostatic benchmark sys­

tem is illustrated in Figure 3.40. Specifical1y, uniform and mixed-order p-adaption

schemes were investigated using first-. second-, fourth- and eighth-order elements.

The functional convergence based on uniform p-adaption for initial meshes of four.

eight and h"elve elements is shown by curves A, Band C, respectively. In each

case, the uniform meshes were initially comprised of first-order elements. These ini­

tial meshes were refined by successively increasing the element orders uniformly ta
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Figure :3.:36: The convergence of percent error in functional value with discretization
level for first-order h-adaption studies for Benchmark System 1 is illustrated. The
triangle knot results correspond to percent error in functional values computed from
solutions based on first-order uniform h-refinement discretizations. The asterisk knot
results correspond to percent error in functional values computed from solutions based
on first-order element bisection h-adaption discretizations evolved using the new op­
timal discretization-based refinement criterion. The circle knot results correspond
ta percent error in functional values computed from solutions based on first-order
optimal discretizations.
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Figure 3.37: The convergence of percent error in functional value with discretiza­
tion level for second-order h-adaption studies for Benchmark System 1 is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on second-arder uniform h-refinement discretizations. The as­
terisk knot results correspond ta percent error in functional values computed from
solutions based on second-order element bisection h-adaption discretizations evolved
using the new optimal discretization-based refinement criterion. The circle knot re­
sults correspond to percent error in functional values computed from solutions based
on second-order optimal discretizations.
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Figure 3.:38: The convergence of percent error in functional value with discretiza­
tian level for fourth-order h-adaption studies for Benchmark System 1 is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on fourth-order uniform h-refinement discretizations. The as­
terisk knot results correspond to percent error in functional values computed from
solutions based on fourth-order element bisection h-adaption discretizations evolved
using the new optimal discretization-based refinement criterion. The circle knot re­
sults corresponà to percent error in functional values computed from solutions based
on fourth-order optimal discretizations .
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Figure :3.:39: The convergence of percent error in functional value with discretiza­
tian level for eighth-order h-adaption studies for Benchmark System 1 is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on eighth-order uniform h-refinement discretizations. The as­
terisk knot results correspond to percent error in functional values computed from
solutions based on eighth-order element bisection h-adaption discretizations evolved
tlsing the new optimal discretization-based refinement criterion. The circle knot re­
sults correspond to percent error in functional values computed from solutions based
on eighth-order optimal discretizations.
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second-~ fourth- and eighth-order. The functional convergence for the corresponding

mixed-order p-adaption scheme is shown by curves D, E and F for the four, eight

and twelve element meshes, respectively. For the mixed-order p-adaption scheme,

one element in the mesh was selected for refinement at each adaptive iteration: the

optimal discretization-based refinement criterion described above was used to rank

the elements~ and the order of the element with the highest ranking was augrnented.

IL should be noted that the elements were ranked in exactly the same way that was

used for the h-adaption studies described above. ~Ioreover, the order of an element

selected for refinement was increased successively to second-~ fourth- or eighth-order

each time the element \Vas selected to be refined: however. if an eighth-order element

\Vas chosen for refinement~ the highest ranking lower-order element was refined in­

stead. Based on the convergence of the percent errors shown in Figure 3.40 for the

two p-adaption schemes considered. it is evident that when starting from uniform

initial meshes the mixed-order p-adaption scheme results in a significantly faster rate

of convergence relative to the uniform p-adaption strategy for Benchrnark System l.

[n facto for the four element case investigated. the same maximal functional accuracy

level was achieved with 1:3 OOF by the mixed-order p-adaption scheme compared

with ;J:3 DOF required by the uniform method (a relative savings of approximately 61

percent in the number of OOF). Sinlilarly~ for the eight element case a relative reduc­

tion of approximately 66 percent in the number of DOr required to achieve maximal

functional accuracy \Vas observed when the mixed-order p-adaption scheme was used

l'ather than the uniform method. Analogously~ a 68 percent economy in OOF was

achieved for the twelve element case. Therefore, it is suggested that the new optimal

discretization-based refinement criterion is effective for evolving efficient distributions

of DO F by p-adaption over the problem domain for electrostatic systems with regions

of rapid field solution variation.

The h- and p-adaption results presented above for Benchrnark System 1 have il­

lustrated the effectiveness of the optimal discretization-based refinement criterion for

180



•

l.OE+Ol

1.0E+OO

1.0E+02

1.0E+03 ~--.------:----:---.----.-.--:--~:---:--:---:----:-----:----.,.-----,.---:---:----:--....,.--...,::: :~: :::~::::~::: :~:::: ~:: ::~ ::: :~::::~:: ::~ ::: :~: :::~::::~ ::: :~::::~:: ::~::: :~:::: ~:: ::~ ::::t=:::____ • • a __ ...... _. ••_. ._. ._ ... • A __ .. _ ... __ ... __ .. _ .... __ ..... _ __

--_.. ... ---~-- --~ --- -~ ... --- ~-- _.~ --- .~- -.- ~ -. --~ ..... -~- ---~ _ _~ _.._.. ~ .. --- ~ ..---~ --- .~ .. _.- ~ -.... -~ --- -~ _-
:::: .. -::~:: ::r:::~~: :=:~:: ::E ::~ :~: ::: ~:: ::~ :=: =~= =::~:: ::~ ::::~: ::: ~:= ::~ ::: :~= :::~:: ::~ ::::~::::

~ : : : : : : : : : : : : : : : : : ~--- -r" ~-- --r.-- -r'" ---r-- _Ar --- -r" -.- f-. --r -_ .. -r- ---r-- --r --- -r" --- r-- "-r"'''- -r'" -"-r -_ ... -r --- -r" ---
--. -~ -.. ... -~ --- -~- ---~-- --~ --- -~ ... ---~ -. --~ .-...~- ---~ ..-.._~ --- -~---- ~-- .. _~ --- -~- --- ~-- --~ -- .. -~-_....

: :::::::::: ~ :::
~ ::::::::::::.::::

::::~: :::: ~ ::= -~-:::~::::~::::~::::~::::~::::~::::~::::f::::t::::~::::f::::f::::~::::~::::t::::
.. _- -.-- - -_. .. -- - . -~_ ... _......_- ..... --- ..-.. --. --- _.. ---- .. _- _- --- ~ ...-..-.. -_ .. _..---- ..._.. _.... -- _.. --------;.- .... ... :. .. -r- - . ----;.. --- -;.----~-- --;.--- -~----r-- -~ -- :. _-- ~_ .. --;. --- -;.- -.. _;. .. -_..;. --- -:. ... -....
::::f:: -~ :: ~ ::-::::-< -:-:::: :~: :::~:: ::~ ::: :~: :::~:: ::~ ::::~: ::: ~:: ::~ ::::~: ::: ~:: ::~ ::::~::::
----r--- ~ -- ----r- --r-- ~- -:----f----~----r---oor----f ..---roo---f----r---oor .. --oor---"r--"-r"'---

.---:----, '.. ---T-~--T -~- -~-·--r·-T-·-~---T--T-·T-·T·-T--T--T--T---
___ oo~oo __ oo ~ _ _~ Loo ~ li.. L .. _.. Loo .. __ L .. .. • L _ .. __ .. L .. _ ... _ ... .. ... ..

::::;::::;_-:; :::;::::E:::~ -:: :;::::;::::;::. :~: :::;::::;::::;:::: ~:: ::;::: :;::::;::::;::::;::::
--- -,,- - -- r -~ .. --- p-- r --- -p - --p-- "-,.- _ .. - -p - --- r-- --,. --- -p - - --,. -- --r --- -" - ---
--- .:.- _.... ;. --... :. - .. -~ ... --- r-- --r --- -r- ---;.- - ... - -- -;.- -... . -- --~ -- .. -r ---- ~-- --;. --- -:. -oo- -;. -- --:. --- -~- ---

::::[::::[:::.;::.:t:::P:t::::!::::!::::[i3;: :::~:: ::~ ::::Ë::::[~[::::!::::!::::[::::[::::

~~~ t~~~~~~~~~ _-:-::~~~~~~~~~~~ t~~~~~~~~~ ~~~ ~~t~ ~~~ :~~t~~t: ~~~ :~~ ~~~ ~~~~~~ ~~~ ~~~~I~~~~
____ :. :. :. - - _,._ ..... - - p _oo p __ -poo __ p ~----:.- .. :. :. ;. ~----

::: :~: :::~:: ::~ ::::;-:::~:: ::~::: :~: ::: ~:: ::~::: :~: :::~:: ::~ ::::~:::: ~:: ::~::::~: --: ~:: ::~ ::::~: :::
----r'" --- r- ... --r --- -r ---r-- --r --- -roo --- f-- --r --- -r- ---r-- --r --- -r-" -- r-" --r" -- -r---- ---r-..--r- -------t --- r-- -or --- -r --r---or -.- -r---- ~-- ··r.-. -r- .--~ -. '-r ..--r---- ~ -- --~. -. -r-_o. r-- --: --- -r-.--

. . .
l.OE-OI ~...1..--...1...-...1.-.....i-~~'~~.~~~'=:::2='~~2'::::s'~'~;Lj

-~
co.-~
uc
~

~

c.-

o 25 50 75 100

Number of DOF

Figure 3.40: The convergence of percent error in functional value with discretization
level for the p-adaption studies for Benchmark System 1 is illustrated. Curve A~ B.
and C results correspond to percent error in functional values computed from solutions
based on unifonn p-discretizations for initial rneshes of four~ eight and twelve elernents~

respectively. Curve O. E~ and F results correspond to percent error in functional
valucs computed from solutions based on rnixed-order p-discretizations evolved using
the new optimal discretization-based refinement criterion for initial rneshes of fouL
cight and twelve elements~ respectively.
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these two types of adaption models. It is logical to consider the implications of this

criterion for hp-adaption models next. Specifica11y~ integrated. decoupled and uniform

Izp-adaption models are investigated. The objective for these hp-adaption studies is

not only to evaluate the effectiveness of the optimal discretization-based refinement

criterion for hp-adaption, but also to determine which specifie type of hp-adaption

model is more efficient for resolving the singularity associated with Benchmark Sys­

tem 1. At each adaptive step~ the integrated hp-adaptive strategy improved the dis­

cretization by either bisecting an element or increasing the order of an element. The

decoupled hp-adaptive strategy considered here. first refined the first-order mesh by

elenlent bisection for the first six adaptive steps. and then improved the discretization

by increasing the order of an element in each subsequent adaptive step (i.e.~ mixed­

order p-adaption). For both adaption models~ elements \Vere ranked for refinement us­

ing the optimal discretization-based refinement criterion in the same way as for the h­

and p-adaption methods described above. Furthermore, the mixed-order p-adaption

reflnements were achieved using exactly the same procedures as described previously

for the p-adaption studies. The uniform hp-adaption results were determined using

both an integrated and a decoupled approach. For the integrated approach. ail of the

e1ements in a mesh \Vere bisected and their orders augmented alternately at succes­

sive iterations of the adaption. For the decoupled approach. the first-order mesh was

refined by element bisection for the first three adaptive steps. and the order of the

elements \""as then uniformly increased at each successive adaptive iteration. Finally.

aIl of the hp-adaptive studies considered in this section were based on first-, second-~

fourth- and eighth-order elements only; the results follow.

The convergence of the percent error in functional value for the the hp-adaption

strategies described ahove in resolving the electrostatic benchmark system is illus­

trated in Figure 3.41. It may be noted that the integrated and decoupled schemes

result in superior rates of convergence relative to the uniform hp-adaption strate­

gies for Benchmark System 1. Therefore, it may be concluded that the new optimal
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discretization-based refinement criterion is effective for evolving efficient distribu­

tions of DOF by hp-adaption over the problem domain. Furthermore~ the decoupled

approach is seen to provide a raster rate of convergence relative to the integrated

hp-adaption. Theoretically~decoupled hp-adaption should not produce better conver­

gence performance than fully integrated hp-adaption. However, based on the results

presented for the analysis of Benchmark System 1. the decoupled approach is more

effective for electrostatic systems \vith regions of rapid field solution variation. The

superior hp-adaption performance results of the decoupled approach may he explained

as follows. The two types of hp-adaption produce rather different evolving discretiza­

tians which are compared in Figure 3.42. The integrated approach, initially~ attempts

ta resalve the singularity by increasing element order rather than by element bisection.

The decaupled approach results in a superior distribution of DOF since it produces

meshes with a higher density of DOF near the singularity. compared with the more

unifornl distribution produced by the integrated approach.
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Figure :3.41: The convergence of percent error in functional value with discretization
level for hp-adaption studies for Benchmark System 1 is illustrated. The triangle knot
results correspond ta percent error in functional values computed from solutions based
on integrated hp-discretizations evolved using the new optimal discretization-based
refinement criterion. The circle knot results correspond to percent error in functional
values computed from solutions based on decoupled hp-discretizations evolved using
the new optinlal discretization-based refinement criterion. The asterisk knot results
correspond to percent error in functional values computed from solutions based on
uniform integrated hp-refinement discretizations. The square knot results correspond
to percent error in functional values computed from solutions based on uniform de­
coupled hp-refinement discretizations.
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Figure 3.42: Evolving radial discretizations for hp-adaption for one-dimensional elec­
trostatic potential analysis of Benchmark System 1 are illustrated: (a) integrated
hp-adaption discretizations: and (b) decoupled hp-adaption discretizations. The ra­
dial discretizations are plotted on a logarithmic scale because of the proximity of the
clement vertices to each other near the singularity. Note: the positions of the element
\'ertices in the meshes are determined by element bisection: the orders of the elements
are specified above each element; and the number of OOF in each mesh is shown to
the right of each discretization.

185



•

•

3.3.3 Benchmark System 2

The effectiveness of the new optimal discretization-based refinement criterion is

evaluated in this section for Benchmark System 2 \Vith a series of studies involving

the primary adaption models. Specifically~ the convergence of the same range of h-.

p- and hp-adaption strategies that \Vere investigated for Benchmark System 1 are also

exanlined for Benchmark System 2 when the optimal discretization-based refinement

criterion is used to guide the adaption. As noted earlier. one of the most important

challenges for aIl types of adaption in FEA is the accurate and efficient resolution of

the singularities associated with sharp material edges [61. 81, 162]. ~Ioreover. it has

been noted that the slow progress in developing practical hp-adaption strategies is~

partially. due to the lack of objective benchmarks by which to gauge the strengths

and weaknesses of adaptive strategies. Therefore, the usefulness of the adaption

benchmark results reported in this section for the analysis and design of optimal hp­

adaption strategies will be illustrated. Finally. it should be noted that the adaption

methods employed in this section were implemented using exactly the same procedures

that were llsed for Benchmark System l.

The convergence of the percent error in functional value for an h-adaption strat­

egy based on clement bisection applied to the magnetostatic benchmark system is

illustrated in Figure 3.4;3 for first-orcier e1ements. The optimal discretization-based

refinement criterion \Vas used to rank the elements. and the element bisection refine­

lnents were exccuted in exactly the same way as described for Benchmark System l.

The uniform h-refinement baseline and the optimal first-order discretization functional

convergence results are also shown in Figure 3.43 for comparison. The convergence of

the h-adaption element bisection scheme guided by the optimal discretization-based

refinement criterion is seen to have the same interesting feature that was noted for

Benchmark System 1. Initially! the element bisection h-adaption strategy produces

ciiscretizations with functional accuracy levels superior to those of the uniform dis-
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cretizations with corresponding numbers of elements; moreover~ after approximately

six adaptive steps the functional accuracy achieved by the optimal discretization­

based element bisection scheme is seen to be remarkably close~ and approximately

equivalent~ to that of the optimal discretizations. This similarity in functional ac­

curacy levels for the element bisection h-adaption discretizations and the optimal

discretizations is significant for the same important reason discussed in the preced­

ing section: namely~ the element bisection scheme is relatively inexpensive compared

to solving the the set of nonlinear finite element optimization equations required to

compute the optimal discretizations.

The analogous second-order h-adaption results for Benchmark System 2 are shown

10 Figure 3.44. The fourth- and eighth-order h-adaption results are shown in Figure

:3.4.5 and Figure :3.46~ respectively. It may be noted that for the second- and fourth­

order cases~ the functional accuracy of the element hisection strategy after approx­

imately six adaptive steps is relatively close to that of the optimal discretizations.

which is consistent with the first-order results reported ahove. The eighth-order h­

adaption results were not computed beyond three iterations: howeveL the element

bisection strategy produced discretizations with functional accuracy levels superior

to those of the uniform discretizations with corresponding numhers of eighth-order

elements. Therefore~ based on the complete set of h-adaption results computed for

the magnetostatic system. the new optimal discretization-based refinement criterion

is effective for evolving efficient distributions of DOF over the problem domain for

Benchmark System 2. ~-Ioreover~ based on the first-~ second- and fourth-order h­

adaption results reported for Benchmark System 2. it is suggested that the new

optimal discretization-based refinement criterion cao be used to efficiently and reli­

ably guide adapti ve fini te element solvers towards optimal solutions for magnetostatic

systems with regions of rapid field solution variation.

The convergence of the percent error in functional value for two p-adaption strate­

gies applied to a range of uniform initial meshes for the magnetostatic benchmark
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Figure :3.4:3: The convergence of percent error in functional value \Vith discretization
level for first-order h-adaption studies for Benchmark System :2 is illustrated. The
triangle knot results correspond to percent error in functional values computed from
solutions based on first-order uniform h-refinement discretizations. The asterisk knot
results correspond ta percent error in functionai values computed from solutions based
on first-order element bisection h-adaption discretizations evolved using the new op­
timal discretization-based refinement criterion. The circle knot results correspond
to percent error in functional values computed from solutions based on first-order
optimal discretizations.
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Figure :J.46: The convergence of percent error in functional value with discretiza­
tian level for eighth-order h-adaption stuciies for Benchmark System 2 is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on eighth-order uniforrn h-refinement discretizations. The as­
terisk knot results correspond ta percent error in functional values computed from
solutions based on eighth-order element bisection h-adaption discretizations evolved
using the new optimal discretization-based refinement criterion. The circle knot re­
sults correspond to percent error in functional values computed from solutions based
on eighth-order optimal discretizations.
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system is illustrated in Figure :3.47. Specifically~ the same uniform and mixed-order p­

adaption schemes that were investigated for Benchmark System 1 were also considered

for Benchmark System 2. The functional convergence based on uniform p-adaption

for initial meshes of four, eight and twelve elements is shown by curves A, B and C~ re­

spectively. The functional convergence for the corresponding mixed-order p-adaption

scheme is shawn by curves D~ E and F for the four. eight and twelve element meshes

respectively. In each case. the uniform meshes were initially comprised of first-order

elements. \"lhich were successively refined using second-~ fourth- and eighth-order el­

ements. For the mixed-order p-adaption schem.e. the optimal discretization-based

refinement criterion was used to guide the adaption using exactly the same proce­

dures that were described for Benchmark System 1. Based on the convergence of the

percent errors shawn in Figure 3.47 for the two p-adaption schemes considered. it is

evident that when starting from uniform initial meshes the mixed-order p-adaption

scheme results in a significantly faster rate of convergence relative to the uniform

p-adaption strategy for Benchmark System 2. In fact~ for the four element case in­

vestigated. the same maximal functional accuracy level \Vas achieved \Vith 17 OüF

by the mixed-order p-adaption scheme compared with :33 OüF required by the uni­

form method (a relative savings of approximately 48 percent in the number of DOF).

Similarly. for the eight element case a relative reduction of approximately .58 percent

in the number of DO F required to achieve maximal functional accuracy was observed

when the mixed-order p-adaption scheme \Vas used rather than the uniform method.

Analogously. a 64 percent economy in OOF was achieved for the twelve element

case. Therefore~ it is suggested that the new optimal discretization-based refinement

criterion is effective for evolving efficient distributions of OOF by p-adaption over

the problem domain for magnetostatic systems with regions of rapid field solution

variation.

The same hp-adaption studies that were used to evaluate the effectiveness of the

optimal discretization-based refinement criterion for Benchmark System 1. were also
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Figure :3.47: The convergence of percent err'or in functional value with discretization
level for the p-adaption studies for Benchmark System 2 is illustrated. Curve A~ B.
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based on uniform p-discretizations for initial meshes offour~ eight and twelveelements.
respectively. Curve D~ E, and F results correspond to percent error in functional
values computed from solutions based on mixed-order p-discretizations evolved using
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conducted for Benchrnark System 2. The convergence of the percent error in func­

tional value for the hp-adaption strategies in resolving the magnetostatic henchmark

system is illustrated in Figure 3.48. It may he noted that the integrated and decou­

pIed hp-adaption schemes result in superior convergence rates relative ta the uniform

hp-refinements for Benchrnark System 2. Therefore. it may he concluded that the new

optimal discretization-based refinement criterion is effective for evolving efficient dis­

tributions of OOF by hp-adaption over the prohlem domaine Furthermore~ the decou­

pIed approach is seen to provide a faster rate of convergence relative to the integrated

hp-adaption~ for the same reasons explained for Benchmark System 1: namely~ the de­

coupIed approach produces rneshes with a higher density of OOF near the singularity~

compared with the more uniform distribution produced by the integrated approach.

Therefore~ based on the hp-adaption results presented for Benchmark System 2, the

decoupied approach is more effective for magnetostatic systems with regions of rapid

field solution variation.

3.3.4 Discussion

The results presented ln the two preceding sections demonstrate the value of

employing optimality properties of finite clement discretizations to develop effective

feedback refinement criteria for guiding adaptive systems efficiently and reliably to­

wards accurate solutions. The significance of this is directly related to the implications

that it holds for the development of advanced strateg)' feedhack control systems for

AFEA: currently~ one of the major research issues in AFEMs for electromagnetics.

Essentially~ the perennial challenge has heen to resolve which error data to feedhack

after each iteration, and how to use it ta initialize the next adaptive step. The hy­

pothesis tested and validated in this section was that the underlying, or fundamental,

variational principle on which the finite element rnethod itself is based, could also

he used as the hasis for deriving new refinement criteria for adaptive finite element

solvers. In facto a new refinement criterion was shown to he quite valuable for bath
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Figure :3.48: The convergence of percent error in functional value with discretization
level for hp-adaption studies for Benchmark System 2 is illustrated. The triangle knot
results correspond to percent error in functional values computed from solutions based
on integrated hp-discretizations evolved using the new optimal discretization-based
refinement criterion. The circle knot resllits correspond to percent error in functional
values computed from solutions based on decoupled hp-discretizations evolved using
the new optimal discretization-based refinement criterion. The asterisk knot results
correspond to percent error in functional values computed from solutions based on
uniform integrated hp-refinement discretizations. The square knot results correspond
to percent error in functional values computed from solutions based on uniform de­
coupIed hp-refinement discretizations.
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its generality and reliability: it was effective when used with h-~ p- and hp-adaption

models for the AFEA of both electrostatic and magnetostatic systems.2 Both of these

assets are directly linked to the fundamental and theoretically justified principle used

to derive the new refinement criterion. Furthermore. this underlying principle embod­

ies a stationarity property. which is entirely dependent on the optimality of a finite

element discretization. Therefore~ the refinement criterion developed fronl this princi­

pie possesses the desirab!e benefit of intrinsically guiding an adaptive process towards

optimal finite element solutions. Hence. this new criterion represents an important

milestone in developing efficient practical adaptive methods for evolving sufficiently

accurate solutions.

The two preceding sections also established a set of primary adaption benchmark

results for the two fundamental electromagnetic singularity models. and illustrated

their usefulness in the analysis and design of optimal adaption strategies. This is of

particular importance~since one of the most challenging problems of AFEA in electro­

magnetics over the past 15 years has been the accurate and efficient resolution of the

singularities associated with sharp material edges and corners. The ability to compute

a series of optimal singularity benchmarks has permitted the primary adaption pro­

cedures and control schemes to he evaluated and compared on both a relative and an

absolute performance scale for two of the most demanding electromagnetic adaption

scenarios. This represents a significant advancement over the heuristic assessment

approaches that had formeriy been relied upon. In fact, prior to this work~ it has

been recognized that an important reason for the slow development in this research

area \Vas the lack of objective standards for judging emerging AFEA methods.

The optimal discretization-based refinement criterion examined in this section. is

2The validity of the one-dimensional finite element optimization equations was also confirmed for
a Helmholtz system based on the free-space plane-wave model. In addition, optimal discretizations
computed for the one-dimensional wave model displayed superior functional accuracy levels relative
to corresponding uniform discretizations, suggesting that optimal discretization-based adaption for
Helmholtz systems may be advantageous as weil. A related two-dimensional Helmholtz system is
cOllsidercd later in this work.
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defined by the simple principle of evaluating the finite element optimization equa­

tions in order to assess the degree to which they are satisfied by a given set of fixed

e1ement vertex positions. This principle~ in turn~ is hased on the optimality crite­

rion that the optimization equations will he satisfied exactly by the ideal mesh for a

given number of DOF. that is~ the mesh that produces the most accurate solution.

This optimality criterion has been confirrned numerically for the one dimensional

systems considered~ and the one-dimensional results presented above for the optimal

discretization-based refinement criterion represent an important contribution to the

study and development of feedhack control systems for AFEA. The application of

similar optimal discretization-based refinernent criteria for the AFEA of two- and

three-dimensional electromagnetic systems is considered in the next chapter.
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Chapter 4

N umerical Evaluation of the Two- and Three-Dimensional
Finite Element Optimization Equations

In this chapter ~ important benchmark electromagnetic problems are introduced

in order to achieve a twofold objective. First, the validity of the nonlinear systems of

two- and three-dimensional finite element optimization equations. derived in Chap­

ter 2. are confirmed numerically. [n order to achieve this objective, the equations are

used to compute a series of optimal finite element solutions. that is. solutions with

both optimal field solution values and optimal geometric discretization pararneters,

for the benchmark problems considered. The results are confirmed using techniques

which are described in subsequent sections of this chapter. The second objective

of this chapter is to develop theoretically justified. efficient. reliable and practical

optimal discretization-based refinement criteria for two- and three-dimensional elec-

tromagnetic AFEA. Thus. the optimal solutions are used to extend the new concepts

de\"eloped in the previous chapter to two- and three-dimensional analyses of electro-

rnagnetic systems. The performance of the new refinement criteria are evaluated for

the primary adaption models and compared \Vith those of sorne of the best refine­

ment criteria currently available. In addition, two computational analysis and design

application examples are presented to help illustrate the practical value of the new

opti mal discretization-based approach for AFEA.

4.1 Two-Dimensional Systems

The findings from the one-dimensional studies, reported in the previous chapter,

suggest that the new optimal discretization-based refinement criterion possesses the

required properties to be effective, reliable and efficient for practical AFEA of electro­

magnetic systems. The purpose of this section is to investigate the potential benefits
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of using the finite element optimization equations~ derived in section 2.4.2~ to de­

velop analogous optimal discretization-based refinement criteria for two-dimensional

electromagnetic AFEA. The approach used ta achieve this objective is ta. firsL val­

idate the two-dimensional formulation of section 2.4.2 using a set of numerical tests

on translationally symmetric electromagnetic systems. Sllbsequently, results from a

series of studies on Laplace and Helmholtz benchmark systems involving the primary

adaption models are analyzed. in order to evaluate the effectiveness of the proposed

two-dimensional optimal discretization-based refinement criteria for practical AFEA.

For both cases. the performance of the new optimal discretization-based refinement

criteria are examined with h-, p- and hp-adaptive solvers. In addition, the practical

significance of the new approach is evaluated using performance comparisons with

sorne of the best adaptive solvers currently available. Finally~ it should be noted

t hat the hierarchal basis functions developed in [95] are employed to approximate

the unknown field solutions over triangular elements for aH of the studies reported

throughout this section.

4.1.1 Validation of the Optilllization Equations

In arder to validate the two-dimensional finite element optimization equations

dcrived in section 2.4.2. the x- and y-components of the functional gradients \Vith

respect to element vertex positions were tested with a range of numerical benchmark

evaluations. Specifically, three translationally symmetrical coaxial transmission Une

models \Vere used to compute a series of first-. second-. fourth- and eighth-order

finite clement solutions \Vith both optimal field solution and optimal geometric dis­

cretization parameter values. The three models are distinguished by their differently

shaped cross-sections and~ hence, the corresponding included angles at the sharp

reentrant corners of the two-dimensional problem domains used for the finite element

analyses. These coaxial transmission line systems will be discussed and described

in greater detail subsequently. Although there are several possible choices of two-
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dimensional benchmark systems which can be used for the purpose of this section~

the coaxial transmission line models were chosen for the fol1owing important reason.

In two-dimensional electromagnetic systems~ the electric field becomes singular at

sharp reentrant corners where the included angle exceeds 180 degrees [23]. Conse­

quently~ finite element solutions wiU suffer inaccuracy principally from their inability

ta model the local field behavior near the reentrant corners: typically. the presence

of sharp material edges in three-dimensional physical systems which give rise to such

sharp corners in two-dimensional finite element models~ cao drasticaUy decrease the

convergence rate of the finite element method~ as noted previously. Therefore. the

accu rate and efficient resolution of the singularities associated with sharp material

corners is an important challenge for aU types of finite element analysis. As noted

carlier. the fini te element method can be made more efficient for problems of this sort

by using specialized elements that incorporate basis functions with the right type of

field solution singularities [146-148]; however~ the reduced convergence rate of the

finite element method when field singularities are present may also be improved by

using discretizations which have strongly focussed distributions of OüF close to the

singularities. Thus. AFE~ls which can recognize and refine the regions of rapid solu­

tion variation near the singularities will be effective in producing sufficiently accurate

solutions efficiently. In order to ensure the effectiveness and reliability of new refine­

ment cri teria that are developed~ when applied to practical two-dimensional problems

in which singular field behavior is a significant factor. it is valuable to first study the

characteristics of optimal fini te element discretizations of electromagnetic systems

\vhere this type of behavior is present and its effects on the convergence of the fini te

elen1ent method can he isolated from other possible contributing factors. To this

end. the coaxial transmission line models described and discussed in the following

sections represent ideal systems for validation of the two-dimensional finite element
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optimization equations. 1

4.1.1.1 Benchmark System 3(a)

The first benchmark system used to validate the two-dimensional finite element

optimization equations derived in section 2.4.2 is defined by Figure 4.1. It consists

of an infinitely long, air-filled, uniform. square coaxial Hne in cross-section. The

objective for this benchmark system is to compute the functional value corresponding

to the electrostatic potential energy per unit length stored in the air region between

the two ideal conductors of the system. The primary feature of this system is the

rapid field solution variation close to the sharp reentrant corners with included angles

of 270 degrees at the intersections of the edges of the inuer conductor. This feature is

cornmon to many practical devices that contain sharp material edges. and has been

shown to significantly reduce the convergence rate of the finite e1ement method [23].

The electrostatic system used to establish the optimal discretization benchmark

results of this section. was analyzed for electric scalar potentials using the two­

dimcnsional finite element formulation given in section 2.4.2. and the correspond-

ing finite element optimization equations were used to test the x- and y-components

of the functional gradients with respect to element vertex positions for a series of

numerical benchmark evaluations based on the geometry and eight-element mesh de­

fined by Figure 4.2. It is one-quarter of the square coaxial line in cross-section - the

standard "L~' problem. The conductor boundary conditions (Dirichlet) are l V and

av as indicated: and the symmetry planes are labeled iV (Neumann). There are six

free geometric discretization parameters corresponding to the x- and y-coordinates

of the positions of the element vertices in the mesh labeled L 2 and :3. Moreover.

it may be noted that the optimal positions of the vertices labeled 1 and 3 are each

lIt may be noted that the two-dimensional finite element optimization equations for Helmholtz
systems are validated equally by the results reported for the coaxial transmission line models. This
follows from the fact that the wave and source terms in the two-dimensional optimization equations
involve only the same derivatives of the simplex area with respect to the x- and y-coordinates of
the element vertices which appear in the Laplacian component of the equations (see Eqs. (2.96) and
(2.97), for example).
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constrained by the problem geometry to lie along the Neumann boundaries of the

problem domaine Furthermore. the optimal position of the vertex labeled 2 must lie.

by symmetry~ along the diagonal line segment joining the upper right corners of the

inner and outer conductor boundaries. Finally~ for the first-~ second-~ fourth- and

eighth-order finite element approximations that were computed for this benchmark

system~ the corresponding functional values \Vere calculated from the computed scalar

potentials using exact differentiation and integration.

The basic computational experiment that was performed in order ta confirm the

validity of the two-dimensional finite element optimization equations used to define

the optimal discretization-based refinement criteria later in this section~ is described

next. This simple numerical experiment \Vas based on resolving the electrostatic

benchmark system using the elementary discretization described above and shawn

in Figure 4.2. Specifically~ a series of 127~200 eight-element meshes were used to

compute individual functional values corresponding to fixing the element vertices

labeled 1 and :l at :l00 regularly spaced positions along the Neumann boundaries and

the vertex labeled 2 at 424 regularly spaced positions along the diagonal line joining

the upper right corners of the inner and outer conductor boundaries. It should be

noted that for each of the meshes defined by this method, the unknown scalar electric

potential values for the finite element model were computed using the standard finite

element formulation with the geometric discretization held fixed.

Figure 4.3 shows the optimal first-order eight-element mesh for one-quarter of

the cross-section of the square coaxial line. The results confirmed those obtained by

evaluating the finite element optimization equations directly: the positions of the free

vertices which yielded the smallest possible functional value \Vere the same as those

which yielded the smallest functional gradients along the permissible directions of

optimization described above~ with an error tolerance of ±5.0 x 10-5 (m). Further­

more~ the functional value corresponding to the mesh defined by these optimal vertex

positions represents the minimum electrostatic potential energy configuration of the
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eight-element first-order finite element model for this benchmark system. This is

whoUy consistent with the underlying stationarity principle fundamental to the vari­

ational finite element formulation used throughout this work. It may be noted that

the error tolerance stated above is~ simply~ one-half of the interval used to define suc-

cessive vertex positions for computing the range of functional values used to confirm

the results obtained by evaluating the finite element optimization equations directly.

Similar results were computed for second-. fourth- and eighth-order meshes. In each

case. the functional gradients with respect to element vertex positions correctly iden-

tified the optimal positions of the free element vertices~ to yield the smallest possible

functional value. The optimal second-, fourth-, and eighth-order meshes are shown in

Figure 4.4. 4..j and 4.6. respectively. It is interesting to note the increasingly sharp

Cocus of OüF near the reentrant corner with increasing element order. The improved

finite element model of the field solution over the outer elements, afforded by the

higher-order approximations, allows for this to accur. Finally. the optimal positions

of vertices 1. 2 and :3 are specified in Table 4.1 for each of the cases examined.

Table 4.1: Optimal vertex positions for Benchmark System :3(a).

Order 1 Vertex 1 2 :1

1 0.4667 0.:34:3:3 0.4667
2 0.:3:333 0.1700 0.:333:3
4 0.2167 0.093:3 0.2167
8 0.1700 0.0367 0.1700

Note: The table entries represent the ratios of the optimal vertex posi­
tions along the length of the line segments in the directions of optimization .
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Figure 4.1: A cross-sectional view of Benchmark System :3(a) is illustrated. The two­
dirnensional view depicts an infinitely long, air-filled, uniform, square coaxial line in
cross-section. The shaded annular area represents the air region between the two
idcal conductors. The boundary of the inner conductor is prescribed to he a 1V
cquipotentialline, and the boundary of the outer conductor is prescribed to he a O~/

cqui potential Hne.
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Figure 4.2: The geometry and finite element mesh configuration for the two­
dimensional electrostatic potential analysis of Benchmark System 3(a) are illustrated.
Eight triangular elements are used to model one-quarter of the square coaxial line in
cross-section. The conductor boundary conditions (Dirichlet) are labeled l V and 0\/;
the symmetry planes are laheled .N (Neumann). The positions of the vertices labeled
L 2 and 3 correspond to the six free geometric discretization parameters for the finite
element model. The sharp reentrant corner at the intersection of the edges of the
inner conductor boundary has an included angle of 2ïO degrees .
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Figure 4.3: The first-order optimal eight-element mesh for the two-dimensional elec­
trostatic potential analysis of Benchmark System 3(a) is illustrated. The vertices
labeled 1 and 3 were each constrained, by the problem geometry, to lie along the
Neumann boundaries; the vertex labeled 2 was constrained, by symmetry, to lie
along the diagonal line segment joining the upper right corners of the inner and outer
conductor boundaries. Note: the optimal positions of the element vertices labeled l.
2 and :3 are specified in Table 4.1.
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Figure 4.4: The second-order optimal eight-elemeot mesh for the two-dimensional
electrostatic potential analysis of Benchmark System 3(a) is illustrated. The vertices
labeled land :3 were each constrained~ by the problem geometry. to lie along the
~eurnann boundaries; the vertex labeled 2 was constrained. by symmetry~ to lie
along the diagonal line segment joiniog the upper right corners of the ioner and outer
conductor boundaries. Note: the optimal positions of the element vertices labeled l~

2 and :3 are specified in Table 4.1.

207



•

•

4.5

4

3.5

3

2.5

E 2(.)

>:

1.5

1

0.5

0

-0.5
-0.5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

x(cm)

Figure 4.5: The fourth-order optimal eight-element mesh for the two-dimensional
electrostatic potential analysis of Benchmark System :3(a) is illustrated. The vertices
labeled 1 and 3 were each constrained, by the problem geometry~ to lie along the
~eumann boundaries; the vertex labeled 2 was constrained~ by symnletry~ to lie
along the diagonalline segment joining the upper right corners of the inner and outer
conductor boundaries. Note: the optimal positions of the element vertices labeled l,
2 and :3 are specified in Table 4.1 .
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Figure 4.6: The eighth-order optimal eight-element mesh for the two-dimensional
electrostatic potential analysis of Benchmark System 3(a) is illustrated. The vertices
labeled land 3 were each constrained l by the problem geometry~ to lie along the
Neumann boundaries; the vertex labeled 2 \Vas constrained~ by symmetry~ to lie
along the diagonal line segment joining the upper right corners of the inner and outer
conductor boundaries. Note: the optimal positions of the element vertices labeled Il
2 and :3 are specified in Table 4.1.

209



•

•

4.1.1.2 Benchmark System 3(b)

The second benchmark system used to validate the two-dimensional finite element

optimization equations derived in section 2.4.2 is similar to Benchmark System :3( a).

and is defined by Figure 4.Î. It also consists of an infinitely long~ air-filled. uniform

coaxial line. however~ having an equilateral triangular cross-section in this case. The

objective for this benchmark system is~ once again, to compute the functional value

corresponding to the electrostatic potential energy per unit length stored in the air

region between the two ideal conductors of the system. The primary feature of this

system is the rapid field solution variation close to the sharp reentrant corners \Vith

included angles of 300 àegrees at the intersections of the edges of the inner conductor.

It will be interesting to note the effect on the optimal discretization results. if any. of

the increased sharpness of the reentrant corner relative to Benchmark System :3( a).

The optimal discretization results for this electrostatic system \Vere computed using

exactly the same procedures that were used for Benchmark System 3(a). Furthermore.

the same range of results \Vere conlputed. and are discussed next.

The finite element optimization equations of section 2.4.2 for two-dimensional

systems were used to test the x- and y-components of the functional gradients with

respect to element vertex positions for a series of numerical benchmark evaluations

based on the geometry and eight-element mesh defined by Figure 4.8. It is one-third

of the equilateral triangular coaxial line in cross-section. The conductor boundary

conditions (Dirichlet) are l V and av as indicated; and the symmetry planes are

labeled iV (~eumann). Therc are six free geometric discretization parameters corre­

sponding to the x- and y-coordinates of the positions of the element vertices in the

mesh labeled L 2~ and 3. MoreoYer~ it may be noted that the optimal positions of the

vertices labeled land ;J are each canstrained by the problem geometry ta lie along the

Neumann boundaries of the prablem domain. Furthermore, the optimal position of

the vertex labeled 2 must lie~ by symmetry~along the verticalline segment joining the
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uppermost corners of the inner and outer conductor boundaries. A series of 180.000

eight-element meshes were used to compute individual functional values correspond­

ing to fixing the element vertices labeled 1 and 3 at 300 regularly spaced positions

along the Neumann boundaries and the vertex labeled 2 at 600 regularly spaced po­

sitions along the verticalline segment joining the uppermost corners of the inner and

outer conductor boundaries. Figure 4.9 shows the optimal first-order eight-element

mesh for one-third of the cross-section of the equilateral triangular coaxial line. The

corresponding second-. fourth- and eighth-order optimal meshes are shown in Figure

4.10.4.11 and 4.12. respectively. [n each case~ the results confirmed those obtained

by evaluating the fini te element optimization equations directly: the positions of the

free vertices which yielded the smallest possible functional value were the same as

those which yielded the smallest functional gradients along the permissible directions

of optimization described above. with an error tolerance of ±.5.0 x 10-5 (m). This

error tolerance is one-half of the interval used to define successive vertex positions

for computing the range of functional values used to confirm the results obtained by

evaluating the finite element optimization equations directly. As with Benchmark

System :3( a). it is interesting to note the increasingly sharp focus of DüF near the

reentrant corner with increasing element order. Once again. the improved finite ele­

ment model of the field solution over the outer elements. provided by the higher-order

approximations. allows for this to occur. In addition. the sharper focus of DOF near

the reentrant corner of Benchmark System :J( b) relative to that of Benchmark System

:J(a) for corresponding element orders may be noted. The stronger intensity of the

field solution singularity associated with the increased sharpness of the reentrant cor­

ner relative to Benchmark System 3(aL requires a more focussed distribution of DOF

in order to efficiently resolve the more rapid field solution variation for Benchmark

System 3(b). Finally! the optimal positions of vertices 1~ 2 and :3 are specified in

Table 4.2 for each of the cases examined.
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Figure 4.7: A cross-sectional view of Benchmark System 3(b) is illustrated. The two­
dimensional view depicts an infinitely long, ai r-filled , uniform, equilateral triangular
coaxial line in cross-section. The shaded annular area represents the air region be­
tween the two ideaL conductors. The boundary of the inner conductor is prescribed
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to he a av equipotential Line.

•
212



•
11 r----;r------,-----r-----r-----r------r------r-----,

10

9

8

E
(,)

>: 7

6

5

4

-4 -3 -2 -1 o
x(cm)

1 2 3 4

•

Figure 4.8: The geometry and finite element mesh configuration for the two­
di mensional electrostatic potential analysis of Benchmark System :3( b) are illustrated.
Eight triangular elements are used to model one-third of the equilateral triangular
coaxial line in cross-section. The conductor boundary conditions (Dirichlet) are la­
beled 1\l and Ov": the symmetry planes are labeled iV (Neumann). The positions of
the vertices labeled 1, 2 and 3 correspond to the six free geometric discretization pa­
rameters for the finite element mode!. The sharp reentrant corner at the intersection
of the edges of the inner conductor boundary has an included angle of 300 degrees.
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Figure 4.9: The first-order optimal eight-element mesh for the two-dimensional elec­
trostatic potential analysis of Benchmark System 3(b) is illustrated. The vertices
labeled 1 and :3 were each constrained, by the problem geometry, to lie along the
~eumann boundaries; the vertex labeled 2 was constrained, by symmetry, to lie along
the vertical line segment joining the upper corners of the inner and outer conductor
boundaries. Note: the optimal positions of the element vertices labeled 1. 2 and 3
are specified in Table 4.2.

214



•
11 r----r-------;r-----.---~---~---___r_---"""'T""---.....,

10

9

8

E
(,)

>: 7

6

5

4

-4 -3 -2 -1 o
x(cm)

1 2 3 4

•

Figure 4.10: The second-order optimal eight-element mesh for the two-dimensional
electrostatic potential analysis of Benchmark System 3(b) is illustrated. The vertices
labeled land :l were each constrained. by the problem geometry, to lie along the
~eumann boundaries; the vertex labeled 2 was constraineci, by symmetry, to lie along
the vertical line segment joining the upper corners of the inner and outer conductor
boundaries. Note: the optimal positions of the element vertices labeled 1~ 2 and :3
are specified in Table 4.2.
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Figure 4.11: The fourth-order optimal eight-element mesh for the two-dimensional
electrostatic potential analysis of Benchmark System :3( b) is illustrated. The vertices
labeled 1 and :3 were each constrained~ by the problem geometry. to lie along the
~eumann boundaries; the vertex labeled 2 was constrained~ by symmetry, to lie along
the vertical line segment joining the upper corners of the inner and outer conductor
boundaries. Note: the optimal positions of the element vertices labeled 1, 2 and 3
are specified in Table 4.2.
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Figure 4.12: The eighth-order optimal eight-element mesh for the two-dimensional
electrostatic potential analysis of Benchmark System :J(b) is illustrated. The vertices
labeled 1 and 3 \Vere each constrained~ by the problem geometry~ ta lie along the
~eumann boundaries; the vertex labeled 2 was constrained, by symmetry, to lie along
the vertical line segment joining the upper corners of the inner and outer conduetor
boundaries. Note: the optimal positions of the element vertices labeled 1, 2 and :3
are specified in Table 4.2.
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Table 4.2: Optimal vertex positions for Benchmark System 3(b) .

Order / Vertex 2 :3

1 0.5033 0.286:3 0.5033
2 0.:3700 0.1363 0.3700
4 0.2700 0.0863 0.2700
8 0.2367 0.0363 0.2367

Note: The table entries represent the ratios of the optimal vertex posi­
tions along the length of the line segments in the directions of optimization.

4.1.1.3 Benchmark System 3(e)

The final benchmark system used to validated the two-dimensional firrite element

optimization equations of section 2.4.2 is similar to Benchrnark System :3(a) and :3(b).

and is defined by Figure 4.1:3. It is an infinitely long. ai r-filled, uniform, hexagonal

coaxial line in cross-section. As per the previous two benchmark systems considered.

the objective is to compute the functional value correspoading to the electrostatic

potential energy per unit length stored in the air region between the t\vo ideal con­

ductors of the system. The primary feature of this system is the rapid field solution

variation close to the sharp reentrant cerners with included angles of 240 degrees at

the intersections of the edges of the inner conductor. For this benchrnark system. it

will be interesting ta note the effect on the optimal discretization results, if any. of the

decreased sharpness of the reentrant corner relative to both Benchmark System 3(a)

and 3( h). The optimal discretization results for this electrostatic system were com­

puted using exactly the same procedures that were used for Benchmark System 3(a)

and :3( b). Furthermore. the same range of results were computed. and are discussed

next.

The finite element optimization equations of section 2.4.2 for two-dimensional

systems were used to test the x- and y-components of the functional gradients with

respect to element vertex positions for a series of numerical benchmark evaluations
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based on the geometry and eight-element mesh defined by Figure 4.14. It is one-sixth

of the hexagonal coaxial line in cross-section. The conductor boundary conditions

(Dirichlet) are 1v' and 0\1" as indicated; and the symmetry planes are labeled Iv'

(Neumann). There are six free geometric discretization parameters corresponding to

the .T- and y-coordinates of the positions of the element vertices in the mesh labeled 1.

:2 and :1. ~Ioreover. it may be noted that the optimal positions of the vertices labeled

land :3 are each constrained by the problem geometry to lie along the Neumann

boundaries of the problem domaine Furthermore. the optimal position of the vertex

labeled 2 must lie. by symmetry. along the diagonal line segment joining the upper

right corners of the inuer and outer conductor boundaries. A series of 10:3~800 eight­

element meshes were used ta compute individual functional values corresponding to

fixing the element vertices labeled 1 and :3 at 300 regularly spaced positions along

the Neumann boundaries and the vertex labeled 2 at 346 regularly spaced positions

along the diagonal line segment joining the upper right corners of the inner and outer

conductor boundaries. Figure 4.1.5 shows the optimal first-order eight-element mesh

for one-sixth of the cross-section of the hexagonal coaxial tine. The corresponding

second-. fourth- and eighth-order optimal meshes are shown in Figure 4.16. 4.17 and

4.18. respectively. [n each case. the functional gradients \Vith respect to element

vertex positions correctly identified the optimal positions of the free element vertices~

ta yield the smallest possible functional value. with an error tolerance of ±.5.0 x 10-!i

(m). This error tolerance is one-half of the interval used ta define successive vertex

positions for computing the range of functional values used to confirm the results

obtained by evaluating the finite element optimization equations directly. Once again,

it is interesting to note the increasingly sharp focus of OOF near the reentrant corner

\Vith increasing element arder. As \Vith bath Benchmark Systems 3(a) and 3(b)~ the

improved finite element model of the field solution over the outer elements~ furnished

by the higher-order approximations~ allows for this to occur. It may also be noted

that the focus of OOF is less sharp near the reentrant corner of Benchmark System
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:3( c) relative to that of both Benchmark Systems 3(a) and 3( b) for corresponding

element orders. This is consistent with the weaker intensity of the field solution

singularity associated with the reduced sharpness of the reentrant corner relative to

both Benchmark Systems :3(a) and 3(b). Finally~ the optimal positions of vertices L

:2 and :3 are specified in Table 4.:3 for each of the cases examined.

Table 4.:3: Optimal vertex positions for Benchmark System :3(c).

Order / Vertex l 2 3

l 0.4367 0.:3782 0.4:367
2 0.303:3 0.2338 0.3033
4 0.1700 0.1184 0.1700
8 0.1:367 0.0606 0.1367

Note: The table entries represent the ratios of the optimal vertex posi­
tions along the length of the line segments in the directions of optimization.

4.1.2 Benchrnark Adaption Studies

The numerical validation of the two-dimensional finite element optimization equa-

tions presented in sections 4.1.1.1. 4.1.1.2 and 4.1.1.:3 has shown that the functional

gradients \Vith respect to element vertex positions can correctly identify the optimal

positions of the free element vertices in a finite element discretization to produce the

most accurate approximate solution for a given number of DOF. The purpose of this

section is to investigate the potential benefits of using new refinement criteria for prac-

tical electromagnetic AFEA based on the two-dimensional fini te element optimization

equations. Hence~ the effectiveness of the primary adaption models~ when guided by

the new optimal discretization-based refinement criteria~ in resolving two benchmark

systems is investigated. Specifically~ the performance of the new criteria are examined

with h-, p- and hp-adaption models for Laplace and Helmholtz systems. Furthermore,

performance comparisons with sorne of the best adaptive refinement criteria currently

220



•
6r-----r-----~----_r_----~----""T"'""----_,

Ideal Conductor

4

2

E
o 0
>:

-2

-4

Air

642o
x(cm)

-2-4

-6 '-- .l...- ...L.- ...L.- ""-- -..- ~

-6

Figure 4.1:3: A cross-sectional view of Benchmark System 3(c) is illustrated. The
two-dimensional view depicts an infinitely long~ air-filled~ uniform~ hexagonal coaxial
line in cross-section. The shaded annular area represents the air region between the
two ideal conductors. The boundary of the inner conductor is prescribed to be a 1F
equipotential line~ and the boundary of the outer conductor is prescribed to be a OV
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Figure 4.14: The geometry and finite element mesh configuration for the two­
dimensional electrostatic potential analysis of Benchmark System :3(c) are illustrated.
Eight triangular elements are used to model one-sixth of the hexagonal coaxial line
in cross-section. The conductor boundary conditions (Dirichlet) are labeled 1\l and
OV: the symmetry planes are labeled lV (Neumann). The positions of the vertices
labeled 1. 2 and 3 correspond to the six free geometric discretization parameters for
the finite element mode!. The sharp reentrant corner at the intersection of the edges
of the inuer conductor boundary has an included angle of 240 degrees .
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Figure 4.1.5: The first-order optimal eight-element mesh for the two-dimensional elec­
trostatic potential analysis of Benchmark System 3(c) is illustrated. The vertices
labeled land 3 were each constrained~ by the problem geometry, to lie along the
Neumann boundaries; the vertex labeled 2 was constrained, by symmetry~ ta lie along
the diagonal line segment joining the upper corners of the inner and outer conductor
boundaries. Note: the optimal positions of the element vertices labeled 1. 2 and :l
are specified in Table 4.:3 .
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Figure 4.16: The second-order optimal eight-element mesh for the two-dimensional
electrostatic potential analysis of Benchrnark System 3(c) is illustrated. The vertices
labeled land :3 were each constrained. by the problem geometry. to lie along the
~eumann boundaries; the vertex Iabeled 2 was constrained. by symmetry! ta lie along
the diagonal line segment joining the upper corners of the inner and outer conductor
boundaries. Note: the optimal positions of the element vertices labeled l! 2 and :3
are specified in Table 4.3.
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Figure 4.17: The fourth-order optimal eight-element mesh for the two-dimensional
electrostatic potential analysis of Benchmark System :3( c) is illustrated. The vertices
labeled 1 and 3 were each constrained~ by the problem geometry~ to lie along the
)ieumann boundaries; the vertex labeled 2 was constrained~ by symmetry, ta lie along
the diagonal line segment joining the upper corners of the inner and outer conductor
boundaries. Note: the optimal positions of the element vertices labeled 1 ~ 2 and 3
are specified in Table 4.3.
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Figure 4.18: The eighth-order optimal eight-element mesh for the two-dimensional
electrostatic potential analysis of Benchmark System 3(c) is illustrated. The vertices
labeled land :3 \Vere each constrained~ by the problem geometry~ to lie along the
Neumann boundaries; the vertex labeled 2 \Vas constrained. by symmetry, to lie along
the diagonal line segment joining the upper corners of the inner and outer conductor
boundaries. Note: the optimal positions of the element vertices labeled 1. 2 and 3
are specified in Table 4.:3 .
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available are presented. However, the adaption benchmark results are first preceded

by a brier description of how the two-dimensional finite element optimization equa­

tions are used to develop optimal discretization-based refinement criteria for AFEA

analogous to the one-dimensional criterion developed earlier.

4.1.2.1 Two-Dimensional Optimal Discretization-Based
Refinement Criteria

As noted previously, the efficient use of well-defined optimal solution proper-

tics as feedback refinement criteria for guiding the solution process towards accurate

results has been an inlportant research challenge for aIl types of adaption in FEA.

Furthermore. one route to adaption which \vas shown to be successful in section :l.:3

for one-dimensional systems. is to employ local error measures that are closely re-

lated to the variational principle used to determine the solution to the finite elenlent

problem. The purpose of the present section is ta describe analogous two-dimensional

refinement criteria for h-, p- and hp-adaption, which are also based on the variational

properties of optimal discretizations for the FEA of electromagnetic systems.

One \Vay to detect and rank regions of inferior discretization in a finite element

mesh. as explained in section :1.:3.1. is by computing the gradients of the functional

\Vith respect to element vertex positions. Furthermore, it has been noted that these

functional gradients may he computed directly fronl the finite element optimization

equations derived in section 2.4. Once the gradients of the functional with respect

ta vertex positions have been computed, they may be used in various ways as error

indicators within two-dimensional adaptive solvers. One simple approach is to assess

a weighted sum or an average value of the vertex-based functional gradients for each

clement. then use these values to rank the elements for refinement (Type-A). A more

directed approach is to employa weighted sum or an average value of the projections of

the vertex-based functional gradients outo vectors directed from the vertices towards

the centroids of the elements (Type-B). Unlike the first approach, this scheme depends
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upon both the directions as weil as the magnitudes of the functional gradients. Both

of these types of methods are investigated in the following two sections in order to

il1ustrate sorne of the possible ways to exploit the new two-dimensional refinement

criteria proposed for adaptive finite element solvers.

4.1.2.2 Benchmark System 3(a)

In order to evaluate the effectiveness of the optimal discretization-based refine­

ment criteria described above. results from a series of studies involving the primar)'

adaption models are reported in this section for Benchmark System 3(a). Specifically.

the convergence of h-~ p- and hp-adaption strategies are investigated when optimal

discretization-based refinement criteria are used to guide the adaption. The differ­

ent types of adaption techniques considered in this section are intended to represent

a range of the basic methods most commonly used in practice for two-dimensional

electromagnetic AFEA. Finally. it should be noted that aIl of the adaption studies

for this Laplace benchmark system were based on the analysis of one-quarter of the

square coaxial Ene in cross-section. shown in Figure 4.2.

The convergence of the percent error in functional value for an h-adaption strategy

applied to the Laplace benchmark system is illustrated in Figure 4.19 for first-order

clements. The initial mesh used for the h-adaption studies is defined by Figure 4.2.

At each subsequent adaptive iteration, the optimal discretization-based refinement

criteria described above (Type-A) were used to rank the elements, and the elements

\Vith the highest rankings were chosen for refinement. Moreover~ a 50 percent incre­

ment in the number of DOF per adaptive step was used to update the discretizations.

In addition~ it may be noted that all of the h-refinements \Vere based on either element

bisections or uniform subdivisions of elements into four similar triangles; however, the

resulting set of new element vertices were retriangulated at each adaptive step using

a Delaunay algorithm [70]. The uniform h-refinement baseline functional convergence

resul t is also shown in Figure 4.19 for comparison. The analogous second-order h-
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adaption results for the Laplace benchmark system are shown in Figure 4.20. The

fourth- and eighth-order h-adaption results are shown in Figure 4.21 and Figure 4.22,

respectively. For each case, the results were computed using exactly the same proce­

dures as for the first-order h-adaption results described above. It ma}' be noted that

the h-adaption strategy guided by the optimal discretization-based refinement crite­

ria produced discretizations with functional accuracy levels superior to those of the

uniform discretizations with corresponding numbers of OOF. for the first-, second-.

fourth- and eighth-order analyses. Finally, an example h-adapted mesh is presented

in Figure 4.23 to illustrate the sharp focus of OOF produced by the new refinement

criteria near the reentrant corner.

The performance results for a range of p-adaption strategies applied to Benchmark

System :3(a) are summarized in Table 4.4. Specifically. uniform and mixed-order p­

adaption schemes were investigated using elements which ranged from orders one

through ten. The initial mesh of 128 first-order elements defined by Figure 4.24 was

used for the p-adaption studies. and is based on uniformly subdividing the eight el­

ement mesh shawn in Figure 4.2. In addition to the uniform p-refinement baseline.

the hierarchal coefficient p-adaption result [59] is presented for comparison. It may

he noted that the hierarchal coefficient-based refinement criteria developed in [59]

have been shown to be amongst the most effective for p-adaption models [116]. For

the new mixed-order p-adaption. the optimal discretization-based refinement criteria

described above (Type-A) were used to rank the elements, and the elements with the

highest rankings were chosen for refinement. Furthermore. the order of an element

selected for refinement was increased successively from first- through to tenth-order

each time the element was selected to be refined~ however. if a tenth-order element

was chosen for refinement the highest ranking lower-order element was refined in­

stead. Moreover. a 50 percent increment in the number of DOF per adaptive step

was used to update the discretizations for the p-adaption methods considered for

this benchmark problem, excluding the uniform refinement procedure. Based on the
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Figure 4.19: The convergence of percent error in functional value with discretiza­
tion level for first-order h-adaption studies for Benchmark System :l(a) is illustrated.
The triangle knot results correspond to percent error in functional values cOlnputed
fronl solutions based on first-order uniform discretizations. The circle knot results
correspond to percent error in functional values computed from solutions based on
first-order h-adaption discretizations evolved using the new optimal discretization­
based refinement criteria (Type-A) .
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Figure 4.20: The convergence of percent error in functional value with discretization
level for second-order h-adaption studies for Benchmark System :3(a) is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on second-order uniform discretizations. The circle knot results
correspond to percent error in functional values computed from solutions based on
second-order h-adaption discretizations evolved using the new optimal discretization­
based refinement criteria (Type-A) .
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Figure 4.21: The convergence of percent error in functional value \Vith discretization
level for fourth-order h-adaption studies for Benchmark System :3(a) is illustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on fourth-order uniform discretizations. The circle knot results
correspond ta percent error in functional values computed from solutions based on
fourth-order h-adaption discretizations evolved using the new optimal discretization­
based refinement criteria (Type-A) .

•
232



•
-

1.2E-Oll
~

l.OE-Ol ~c
0.-.....
uc
~
c.- 7.5E-02-0t:
~.....c
Q)

~ 5.0E-02
&

o 1000 2000 3000 4000 5000

•

Number of OOF

Figure 4.22: The convergence of percent error in functional value with discretization
level for eighth-order h-adaption studies for Benchmark System 3(a) is il1ustrated.
The triangle knot results correspond to percent error in functional values computed
from solutions based on eighth-Qrder uniform discretizations. The circ1e knot results
correspond to percent error in functional values computed from solutions based on
eighth-order h-adaption discretizations evolved using the new optimal discretization­
based refinement criteria (Type-A) .
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Figure 4.23: An example refinement due to the new h-adaption is il1ustrated for
Benchmark System :3(a). The second-order discretization shown was evolved using
the new optimal discretization-based refinement criteria (Type-A). The initial mesh
used for the h-adaption is the eight-eLement discretization defined by Figure 4.2.
The h-refinements at each adaptive iteration were based on element bisections and
uniform subdivisions of elements into similar triangles. The resulting set of new
element vertices were retriangulated using a Delaunay algorithm.
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convergence of the percent errors reported in Table 4.4. it is evident that when start­

ing from uniform-order meshes the new mixed-order p-adaption scheme results in a

significantly faster rate of convergence relative to the uniform p-adaption strategy

for Benchmark System 3(a). In facto the same maximal functional accuracy level

reported for this Laplace benchmark system was achieved with 700 DOF by the op­

timal discretization-based mixed-order p-adaption scheme compared with 1670 DaF

required by the uniform method (a relative savings of approximately .58 percent in

the number of DaF). At the same time. it may be noted that the new mixed-order

p-adaption performance results reported in Table 4.4 are comparable to the hierarchal

coefficient results for Benchmark System :3(a). Therefore. it may be concluded that

the new optimal discretization-based refinement criteria are effective for evolving ef-

ficient distributions of DaF by p-adaption over the problem domain for electrostatic

systems with regions of rapid field solution variation. Finally~ an example p-adapted

mesh is presented in Figure 4.25 to illustrate the effectiveness of the new optimal

discretization-based refinement criteria by the strongly focussed and efficient place­

ment of the higher-order elements near the reentrant corner.

Table 4.4: Discretization level versus percent error in functional for p-adaption strate­
gies applied to Benchmark System :3(a).

;\lethod / #DüF 1.00% 0.50% 0.10% 0.05%.

uniform p-adaption 2:30 290 10.50 1670
hierarchal coeff. p-adaption 230 290 5:30 675

new p-adaption 110 200 550 700
new hp-adaption 100 120 280 375

The performance results for an hp-adaption strategy applied to the Laplace bench­

mark system are aiso reported in Table 4.4. The decoupied hp-adaptive strategy con­

sidered here~ first refined the initial first-order eight-element mesh shawn in Figure 4.2

by h-adaption for the first three adaptive steps, and then improved the discretiza-
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Figure 4.24: The initial mesh used for the p-adaption studies for Benchmark System
:3( a) is illustrated. The initial discretization was comprised of 128 first-order elements~

and was evolved by uniformly subdividing the eight-element mesh shown in Figure
4.2 .
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Figure 4.2.5: An example refinement due to the new p-adaption is il1ustrated for
Benchmark System :l(a). The mixed-order discretization shown was evolved using
the new optimal discretization-based refinement criteria (Type-A). The initial dis­
cretization used for the p-adaption is the 128 element first-order mesh defined by
Figure 4.24. The range of element orders used in the discretization are shown in the
legend accompanying the figure.
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tion by mixed-order p-adaption in each subsequent adaptive step. For both adaption

models. elements were ranked for refinement using the optimal discretization-based

refinement criteria (Type-A) in the same way as for the h- and p-adaption rnethods

described above. Furthermore, the h- and p-adaptive refinements were achieved us­

ing exactly the same procedures as described previously for the h- and p-adaption

studies. respectively. It may he noted that the convergence rate of the percent error

in functional value for the decoupled hp-adaption strategy is superior relative to aH

of the p-adaption strategies investigated for Benchmark System :3(a). Therefore, it

may be concluded that the new optimal discretization-based refinement criteria are

effective for evolving efficient distributions of DOF by hp-adaption over the problem

domain for electrostatic systems with regions of rapid field solution variation.

The comparison of performance results for first-order h- and hp-adaption studies

on functional convergence is presented in Figure 4.26. In addition to the uniform

h-refinenlent baseline, a practical field discontinuity h-adaption result is included

for comparison [.58]. It may be noted that the field discontinuity-based refinement

criteria described in [58] have heen shown to be amongst the most effective for h­

adaption models [116]. For both the new h- and hp-adaption, e1ements \Vere ranked

for refinement using the optimal discretization-based refinement criteria (Type-A) in

the same way as for the h- and hp-adaption methods described above. Furthermore.

the /z- and hp-adaptive refinements were achieved using exactly the same procedures as

described previously for the h- and hp-adaption studies, respectively. It may be noted

that the new h-adaption performance results shown in Figure 4.26 are comparable to

the field discontinuity results for Benchmark System 3(a). Moreover, the convergence

rate of the percent error in functional value for the new hp-adaption strategy is

superior relative to aU of the methods represented in Figure 4.26.
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Figure 4.26: The convergence of percent error in functional value with discretization
level for first-order h- and hp-adaption studies for Benchmark System :3(a) is illus­
trated. The triangle knot results correspond to percent error in functional values
computed frorn solutions based on first-order uniform discretizations. The circ1e knot
results correspond to percent error in functional values computed from solutions based
on first-order h-adaption discretizations evolved using the new optimal discretization­
based refinement criteria (Type-A). The asterisk knot results correspond to percent
error in functional values computed from solutions based on first-order h-adaption
discretizations evolved using field discontinuity-based refinement criteria. The square­
knot results correspond to percent error in functional values computed from solutions
based on first-order h- followed by mixed-order p-adaption (i.e., hp-adaption) dis­
cretizations evolved using the new optimal discretization-based refinement criteria
(Type-A). Note: the cumulative computational cost of adaption was calculated based
on using a preconditioned conjugate gradient algorithm to solve the finite element
matrix equations.
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4.1.2.3 Benchmark System 4

The effectiveness of the new optimal discretization-based refinement criteria are

evaluated in this section for a Helmholtz benchmark system with a series of studies

involving the primary adaption models. Specifically~ the convergence of a range of

/z-. p- and hp-adaption strategies similar to that investigated for Benchmark System

:3(a) are also examined for Benchmark System 4~ when optimal discretization-based

refinement criteria are used to guide the adaption. Thus, the different types of adap­

tion techniques considered in this section are also intended to represent a range of

the methods most often used for practical two-dimensional electromagnetic AFEA.

It should be noted that the adaption methods employed in this section were impIe­

mented using exactly the same procedures that were used for Benchmark System :3( a)~

unless otherwise specified.

The Helmholtz benchmark system is described by Figure 4.27. It is an octagonal

rnicrostrip patch of size d (:34mm), where .x = 0.616d (À is the wavelength in the

dielectric substrate below the patch). The device has only one porL at the end of

the microstrip transmission line connected to the left hand side of the patch. In

this study. the boundaries have been modeled as perfect magnetic \Valls to yield a

two-dimensional electric field system. The objective for this benchmark is to find the

phase angle of the reflection coefficient at the input port labeled P. Finally~ it may

be noted that the initial rnesh of 44 elements defined in Figure 4.27 \Vas used for aU

of the adaption studies considered in this section.

The comparison of performance results for h- and hp-adaption studies on phase

angle convergence for Benchmark System 4 is presented in Figure 4.28. In addition

to the uniform h-refinement baseline, a practical field discontinuity h-adaption result

is included for comparison [58], for the same reason given in the previous section. For

both the new h- and hp-adaption~ elements were ranked for refinement using the op­

timal discretization-based refinement criteria (Type-B) in the same way as for the h-
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Figure 4.27: The geometry and initial 44 element mesh for the electric field analysis of
Benchmark System 4 are illustrated. The two-dimensional view depicts an octagonal
microstrip patch. The device has one port labeled P at the end of the microstrip
transmission line connected to the left hand side of the patch. The remaining bound­
aries of the problem domain are modeled as perfect magnetic walls. The electric field
wavelength in the dielectric substrate below the patch is O.616d, where d = 34 (mm) .
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and hp-adaption strategies employed for the analysis of Benchmark System 3(a). Fur­

thermore, the h- and hp-adaptive refinements for the Helmholtz system were achieved

using exactly the same procedures as described for Benchmark System 3(a), \Vith the

following exception: a 100 percent increment in the number of DOF per adaptive step

\Vas used to update the discretizations, excluding the uniform refinement procedure.

For this benchmark system. h-adaption results for second-order meshes are reported.

However, as per the hp-adaption in the Laplace study, only the more efficient decou­

pied first-order h- followed by p-adaption performance is presented for the Helmholtz

system. It may be noted that the new h-adaption performance results shown in Figure

4.28 are comparable to the field discontinuity results for Benchmark System 4. Nlore­

over. the convergence rate of the phase angle error for the new hp-adaption strategy

is superior relative ta aIl of the methods represented in Figure 4.28. for phase error

levels less than two degrees. Therefore. it may be concluded that the new optimal

discretization-based refinement criteria are effective for evolving efficient distributions

of OüF by h- and hp-adaption over the problem domain for the Helmholtz system

considered.

The performance results for a range of p-adaption strategies applied to Bench­

mark System 4 are summarized in Table 4..5. Specifically. the same uniform and

mixed-order p-adaption schemes that were investigated for Benchrnark System :3(a)

were also considered for the Helmholtz system using elements which ranged from

order one through ten. In addition to the uniform p-refinement baseline, the hi­

erarchal coefficient p-adaption result [59] is presented for comparison, for the same

reason given in the previous section. For the new mixed-order p-adaption, the op­

timal discretization-based refinement criteria (Type-B) were used to rank elements

for refinement in exactly the same \Vay as for Benchmark System 3(a). Furthermore,

the p-adaptive refinements for the Helmholtz system were achieved using exactly the

same procedures as described for the analysis of Benchmark System 3(a), with the

following exception: a 100 percent increment in the number of DOF per adaptive

242



1.OE+071.OE+06

o.0 -t---~--r--~---r--r--r--r-~-----r--~---r--..-----.--....-r-"'T"""1

1.OE+05

4.0
...-.
rJj

eu
~
01)

3.0eu
"'0
'-"
;....
0
;....
;....

UJ 2.0
eu
cJ':l
~

..c
~

l.0

5.0•

Cumulative Computational Cost

•

Figure 4.28: The convergence of reflection phase error with discretization level for
second-order h- and hp-adaption studies for Benchmark System 4 is illustrated. The
triangle knot results correspond to phase error values computed from solutions based
on second-arder uniform discretizations. The circle knot results correspond to phase
error values computed from solutions based on second-order h-adaption discretiza­
tions evolved using the new optimal discretization-based refinement criteria (Type-B).
The asterisk knot results correspond to phase error values computed from solutions
based on second-order h-adaption discretizations evolved using field discontinuity­
based refinement criteria. The square-knot results correspond to phase error values
computed from solutions based on first-order h- followed by mixed-order p-adaption
(i.e., hp-adaption) discretizations evolved using the new optimal discretization-based
refinement criteria (Type-B). Note: the cumulative computational cost of adaption
was calculated based on using a sparse Gaussian elimination algorithm to solve the
finite element matrix equations.
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step was used to update the discretizations~ excluding the uniform refinement pro­

cedure. Based on the convergence of the phase angle errors reported in Table 4..5~

it is evident that when starting from uniform-order meshes the new mixed-order p­

adaption scheme results in a faster rate of convergence relative to both the uniform

p-adaption strategy and the hierarchal coefficient-based strategy that were consid­

ered for Benchmark System 4. Therefore. it may be conc1uded that the newoptimal

discretization-based refinement criteria are effective for evolving efficient distributions

of DO F by p-adaption over the problem domain for this Helmholtz systems. [t is in­

teresting to note that the hp-adaption result reported in Table 4.5 is inferior to aIl

the p-adaptive methods examined for this benchmark system. This result, however.

is not inconsistent with the undulating nature of the wave solution to the system: a

plot of the electric field over the patch is illustrated in Figure 4.29. Since the spatial

variation of the field is not overly rapid anywhere over the device. and it is reasonably

compatible with the DOF distribution provided by the initial p-mesh, methods which

cao efficiently evolve a relatively uniform distribution of DüF may be expected to

yield the best results. Finally, an example p-refined mesh is illustrated in Figure 4.:30.

The selectivity of the new refinement criteria, and the way it efficiently distributes

the DOF over the problem domain. may be observed by comparing the relative field

variations to the relative densities of DOF assigned to the finite element analysis.

Table 4..5: Discretization level versus phase error in degrees for p-adaption strategies
applied to Benchmark System 4.

~Iethod / #DOF 1.5° 1.0° 0..5° 0.1 °

uniform p-adaption 400 530 690 865
hierarchal coeff. p-adaption 385 46.5 5.50 851

new p-adaption 367 40.5 445 677
new hp-adaption .587 7.50 920 1100
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Figure 4.29: An approximate electric field solution for Benchmark System 4 is illus­
trated. The plot is based on the fini te element solution computed using tenth-order
clements for the mesh defined by Figure 4.27.
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Figure 4.30: An example refinement due to the new p-adaption is illustrated for
Benchnlark System 4. The mixed-order discretization shown was evolved using the
new optimal discretization-based refinement criteria (Type-B). The initial discretiza­
tian used for the p-adaption is the 44 element first-order mesh defined by Figure
4.27. The range of element orders used in the discretization are shown in the legend
accompanying the figure .
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4.1.2.4 Discussion

The results presented in the two preceding sections demonstrate the value of em­

ploying optimality properties of two-dimensional finite element discretizations to de­

velop effective feedhack refinement criteria for efficiently and reliably guiding adaptive

systems towards accurate solutions. 8riefiy stated, new two-dimensional refinement

criteria. based on variational aspects of optimal discretizations for scalar Poisson and

Helmholtz FEA~ have been introduced and evaluated for the primary adaption mod­

els. Stationarity of the functional corresponding to the variational formulation is the

fundamental principle essential to the development of the new refinement criteria.

Specifical1y. the gradients of the functional with respect to element vertex positions

\Vere used to determine the sensitivity of the functional ta differential displacements

of the element vertices. in order to distinguish and rank regions of insufficient dis­

cretization in a finite element rnesh.

It is worth noting that the new two-dimensional optimal discretization-based re­

finement criteria are inexpensi ve to compute, since they are closely related to the

underlying variational principle used to determine the finite clement solution. In

facto the only extra terms that are required have been tabulated in Table 2.1 and Ta­

ble 2.2 of section 2.4.2. and involve quantities which, at any rate, must be evaluated

in order to compute the fini te element solution to a problem. ~Ioreover, the entries

of the matrices in Eqs. (2.104) and (2.105) that are required for the new refinement

criteria. are very similar to those of the matrices in Eq. (2.92), the matrix equation

that must he solved for the finite element problem. Furthermore, careful examination

of Eqs. (2.88), (2.100) and (2.101) reveals that, in effect, the new refinement criteria

can be computed extremely efficiently since they involve exactly the same mathemat­

ical operations required to determine the entries of standard finite element matrices,

modified only by the addition of or multiplication by the extra terms described above.

The performance results for the benchmark systems that were investigated show
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that the proposed refinement criteria can be successfully used in adaptive finite ele­

rnent solvers to effectively and economically distribute DOF over the problem domaine

In comparison with the state-of-the-art two-dimensional refinement criteria that \Vere

evaluated. the new approach produced results that were as good or betteL suggesting

that further studies involving the application of new optimal discretization-based cri­

teria for the AFEA of three-dimensional electromagnetic systems is warranted. First.

t\VO computational analysis and design application examples are presented in the next

section to further illustrate the practical value of the new optimal discretization-based

approach for AFEA.

4.1.3 Computational Analysis and Design Application EXaIllples

The two-dimensional benchmark prohlems examined in the previous sections of

this chapter are typical electromagnetic systems that AFEA may he applied to. For

cxample. the coaxial transmission line models of section 4.1.1 may he of interest to

the microwave engineer who wilL no doubt, need to determine the capacitance and

inductance per unit length of the lines, or the maximum field strengths occurring

between the inner and outer conductors. The correctness of computed values for

snch quantities is directly dependent on the accuracy of the underlying finite clement

field solutions for the devices. Similarly. the microstrip patch model examined in

section 4.1.2.:3 will he of interest to the antenna designer. who may need to determine

the radiation field patterns of the device. The radiation fields may he caLculated from

the cnrrent distributions along the antenna structure. Therefore~ accurate current

distributions must be known in order to precisely evaluate the far fields. However, in

arder ta know the current distributions, the field structure of the patch must he accu­

rately determined. The results of the adaption studies presented in section 4.1.2 have

demonstrated the value of the new optimal discretization-based AFEA for efficiently

computing accurate solutions to such two-dimensional electromagnetics problems.

The purpose of this section is to introduce two additional electromagnetic systems in
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order to further il1ustrate the practical value of the new approach for computational

analysis and design. The primary objective is not to provide comprehensive analy­

ses of the systems considered. but rather ~ to provide simple demonstrations of the

effecti veness of the new method.

4.1.3.1 Switched-Reluctance Motor

In this section, the new optimal discretization-based refinement criteria devel­

oped earlier are employed for the two-dimensional AFEA of a switched-reluctance

motor (SRNl) rnodel~ in order to provide additional support for their practical value.

Specifically~ the performance of the new refinement criteria (Type-A) are examined

with an h-adaptive solver for the SRM design represented in Figure 4.31. Switched

reluctance motors rely on changes in the reluctance of their magnetic circuits with

position for torque production, and are commonly round in applications requiring

precision movements.

Although standard~ Ilon-adaptive~ magnetostatic FErvls may he ernployed for the

analysis of the SR~I shown in Figure 4.31~ there are key features of such devices that

rcnder the accurate determination of their field solutions challenging and computa­

tionally intensive. For example. the design of SR~ls requires the calculation of the

magnetic flux linkage of the motor as a function of both rotor position and excitation

cu rrent [88]. Therefore~ to calculate the full behavior of a SR~1 design reasonably well,

in generaL at least eight solutions are required at different angular positions of the

rotor~ and at each of these positions, at least eight different excitation current levels

must be considered [88]. Thus, a typical design cycle may involve a minimum of 64

solutions, and for each of the eight different positions, a new adequate finite element

discretization must be created. Furthermore, the accurate calculation of the field

solutions demands that the complex geometric details of the machine be adequately

resolved by the finite element discretizations of the problem domain. For example,

the narrow air gap regions and the curved material boundaries of the design must be
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Figure 4.31: The geometry for the magnetic vector potential analysis of a switched
rel uctance motor is illustrated. The two..dimensional view depicts one-quarter of the
cross-section of a 12/10 switched reluctance motor in an unaligned position [70]. The
air gap between the stator and rotor is 0.5 (mm), and the total diameter of the motor
is 16.5 (mm). The stator and rotor relative permeabilities are each 1000, and the coil
labeled A was excited with a uniform current density of 1.0 (A/m2

) •
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sufficiently weU-modeled with appropriate numbers and sizes of elements. l\t[oreover~

several refinements of an initial discretization may be necessary in order to converge

the finite element field solution errors to within pre-specified engineering tolerances.

Consequently. a large number of DOF can be required to compute each of the 64

field solutions with sufficient accuracy. For these reasons. AFEMs are essential for an

efficient SR~l design cycle based on firrite element analysis. since the computation of

these several fields can consume considerable computer time.

The convergence of the percent error in functional value for an h-adaption strategy

applied to the SRM design considered in this section is illustrated in Figure 4.32. The

initial mesh used for the h-adaption was comprised of 257 first-order elements. At

each subsequent adaptive iteration~ the new optimal discretization-based refinement

criteria (Type-A) were used to guide 50 percent increments in the number of DOF

in order to update the discretizations. The uniform h-refinement baseline functional

convergence result based on the same starting mesh is also shown in Figure 4.32 for

comparison. For both the new h-adaption and the uniform refinement procedures. a

termination criterion of 2.5 percent error in the functional value was used. lt may

be noted that the new h-adaption performance results indicate a considerable savings

in computational cost relative to the uniform refinement approach. For example. a

functional accuracy level of approximately 2.8 percent is achieved by the new approach

after four adaptive steps and at a relative computational cost of 24A·52; whereas~

the error in the functional value after three uniform refinements is approximately :3.4

percent and was obtained with a relative computational cost of 109~869. These figures

represent approxirnately a 78 percent reduction in the computational effort required to

converge the finite element field solution to a functional accuracy level below .5 percent

error~ when the new optimal discretization-based adaptive approach is used rather

than ernploying uniform refinements. Similarly~a savings of approximately 94 percent

in required computational effort can be achieved by using the new h-adaption in place

of uniform refinement for functional accuracy levels of less than 2.5 percent error. The
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significance of the computational efficiency of the new optimal-discretization based

approach is ampljfied by the fact that 64 finite element field solutions are, typically~

required for the analysis of a SRNI design. Therefore~ the substantial improvement

in the time required to complete the overall design cycle for a SR~C when the new

approach is used. can be of great practical benefit to the design engineer. Finally, a

plot of the magnetic flux density over the SR~1 is illustrated in Figure 4.33~ where

the highly non-uniform variation of the field solution over the problem domain may

be noted.

4.1.3.2 Microelectronic System Interconnections

In this section. the new optimal discretization-based refinement criteria developed

earlier are employed for the two-dimensional AFEA of a microelectronic system inter­

eonnection (MSI) model, in order to further demonstrate their practical value. Specif­

ieally_ the performance of the new refinement criteria (Type-B) are examined with an

h-adaptive solver for the 1\IS1 structure represented in Figure 4.34: a cross-sectional

view is shown for part of a MSI structure with three rectangular strip-line conductors

buried within a dielectric substrate and between two solid conductor planes [163].

This type of ~[SI structure is common in multi-chip module (MCM) technology used

for modern electronic packaging [164].

\Vith today's shrinking feature sizes and increasing dock frequencies~ the limit­

ing factor for many high-performance microelectronic systems is now being set by

interconnection delays rather than device switching speeds. Further. interconnec­

tion effects such as reflection~ cross-talk~ dispersion and attenuation are now leading

sources of signal corruption and a significant cause of system performance degradation

at higher operating speeds. Standard circuit analysis techniques are not sufficient for

accurately predicting the performance of microelectronic systems when these condi­

tions prevail. Today~ the state-of-the-art in MSI research lies in the deveLopment of

efficient numerical methods capable of accurately and reliably simulating the intercon-
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Figure 4.:32: The convergence of percent error in functional value with discretization
level for first-order h-adaption studies for the switched reluctance motor model of
Figure 4.:31 is illustrated. The triangle knot results correspond to percent error in
functional values computed from solutions based on first-order uniform discretiza­
tions. The circ1e knot results correspond to percent error in functional values coID­

puted from solutions based on first-order h-adaption discretizations evolved using the
new optimal discretization-based refinement criteria (Type-A). 80th results are based
on the same initial mesh. Note: the cumulative computational cost of adaption was
calculated based on using a preconditioned conjugate gradient algorithm to solve the
finite element matrix equations.
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Figure 4.3:3: An approximate field solution for the switched reluctance motor model
of Figure 4.31 is illustrated. The plot is based on the finite element solution computed
using an adaptively refined mesh with L847 second-arder elements.
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Figure 4.34: The geometry for the electrostatic potential analysis of a microelectronic
interconnection structure is illustrated. The two-dimensional view depicts the cross­
section of a structure \Vith three rectangular strip-line conductors buried within a
dielectric substrate and between two solid conductor reference planes. The strip-lines
labeled A and C are each at a potential of 25 (mV) higher than the two reference
planes: and the strip-line labeled 8 is at a potential of 100 (mV) above the reference
planes. The dashed vertical lines represent symmetry planes for the ~1SI structure.
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nection electromagnetic fields within the sophisticated microfabricated structures of

modern microelectronic systems. The main difficulty with computational ~ISI anal­

ysis is that a very large number of free modeling parameters are needed to compute

accurate and rdiable simulations for realistic systems. Sufficient mathematical OOF

are required to both resolve the geometric and material features of a J\tlSI structure.

and represent the fields of the electromagnetic system. The computational effort re­

quired for the electromagnetic analysis of the complex. dense. and irregularly routed

arrays of high-speed interconnections that comprise modern J\tlSI structures can of­

ten be prohibitive. Yet such analysis are critical if J\tlSI system performance is to be

simlliated with confidence. Currently, the only practical way to overcome this type

of computational barrier is by using adaptive solver technologies.

The convergence of the percent error in functional value for an h-adaption strat­

egy applied to the upper one-half of the J\tlSI structure considered in this section is

illustrated in Figure 4.35. The initial mesh used for the h-adaption was comprised

of 54 first-order elements. At each subsequent adaptive iteration. the new optimal

discretization-based refinement criteria (Type-B) were used to guide .50 percent in­

crements in the number of OOF in order to update the discretizations. The uniform

h-refinement ba~eIine functional convergence result based on the same starting mesh.

is also shown in Figure 4.:3.5 for comparison. For both the new h-adaption and the

uniform refinement procedures. a termination criterion of 1.0 percent error in the

functional value was used. It may be noted that the new h-adaption performance

results indicate a considerable savings in computational cost relative to the uniform

refinement approach. For exarnple, a functional accuracy level of approximately 2.4

percent is achieved by the new approach at a relative computational cost of 4,474;

whereas. for a similar error in the functional value of approximateIy 2.2 percent, the

relative computational cost of uniform refinement was 13,406. These figures represent

approximatelya 67 percent reduction in the computational effort required to converge

the finite element field solution to a functional accuracy level below 2.5 percent error,
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when the new optimal discretization-based adaptive approach is used rather than

employing uniform refinements. Similarly~ a savings of approximately 81 percent in

required computationaI effort can be achieved by using the new h-adaption in place

of uniform refinement for functional accuracy levels of less than 1.0 percent error.

{ntimatd~y. this type of approach is intended to benefit the microelectronics engi­

neer by providing effective computer-aided analysis and design tools that cao be used

with confidence to predict the electromagnetic performance of a newly proposed MSI

structure to within the designer~s specified tolerances. FinaIly~ an equipotentiai plot

for the ~\'ISI structure is iUustrated in Figure 4.36~ where the non-uniform variation

of the field solution over the problem domain may be noted.
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Figure 4.:3.5: The convergence of percent error in functional value with discretization
level for first-order h-adaption studies for the upper one-half of the MSI structure
shown in Figure 4.34 is illustrated. The triangle knot results correspond to percent
error in functional values computed from solutions based on first-order uniform dis­
cretizations. The circle knot results correspond to percent error in functional values
computed from solutions based on first-order h-adaption discretizations evolved using
the new optimal discretization-based refinement criteria (Type-B). 80th results are
based on the same initial mesh. Note: the cumulative computational cost of adaption
was calculated based on using a preconditioned conjugate gradient algorithm to solve
the firrite element matrix equations.
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Figure 4.36: An approximate equipotential plot for the upper one-half of the MSI
structure represented in Figure 4.34 is illustrated. The plot is based on the fini te
element solution computed using an adaptively refined mesh with 796 second-order
elements.

259



•

•

4.2 Three-Dimensional Systems

The findings from the one- and two-dimensional studies reported in preVIOUS

sections suggest that the new optimal discretization-based refinement criteria~ de­

rived from functional gradient concepts, are well-equipped to be effective~ reliable,

and economical for practical AFEA of electromagnetic systems. The objective of this

section is to investigate the potential benefits and related costs of using the finite

clement optimization equations, derived in section 2.4.3, ta develop analogous op­

timal discretization-based refinement criteria for three-dimensional electromagnetic

AFEA. Hence. the formulation of section 2.4.:3 is~ first, validated in the next sec­

tion using a set of numerical tests on three-dimensional electromagnetic benchmark

systems. Subsequently~ results from studies involving selected finite element analysis

refinement models are reported for a three-dimensional benchmark system, in order

to evaluate the effectiveness of a proposed three-dimensional optimal discretization­

based refinement criterion for practical AFEA.

4.2.1 Validation of the Optimization Equations

In order to validate the three-dimensional finite element optimization equations

derived in section 2.4.3. the .1:-. y- and z-components of the functional gradients with

respect to element vertex positions were tested with a range of numerical benchmark

evaluations. Specifically. the geometry and mesh defined by Figure 4.37 (Benchmark

System 5) were used to compute first-order finite element solutions with both optimal

field solution and optimal geometric discretization parameter values for three bench­

mark evaluations. Each system consisted of a base ~bowl" (Figure 4.37) joined to a

top '~cap" (mirror image of Figure 4.37) across a shared hexagonal plane. For these

Laplace tests. aIl exterior, ideal conductor cap facets were set to l V (Dirichlet); the

equilateral triangular, ideal conductor base of the bowl was set to 0 \/ (Dirichlet); and

aU the remaining exterior bowl facets were left unconstrained (Neumann). The three

different benchmark evaluations were defined by fixing the bowl base and cap top at
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:; = 0 and z = 1.6330 (cm), respectively, and varying the position of the hexagonal

plane between them. Specifically~ the normalized height of the hexagonal plane be­

tween the bowl base and cap top was set to: (A) 0.2.5, (B) 0.5, and (C) 0.75. The

objective for these benchmark evaillations is to compute the functional value corre­

sponding to the electrostatic potential energy stored in the air region of the problem

domaine

The electrostatic systems llsed to establish the optimal discretization benchmark

resllits of this section. were analyzed for electric scalar potentials using the three­

dimensional finite-element formulation given in section 2.4.3. and the corresponding

finite element optimization equations were llsed to test the X-~ y- and z-components

of the functional gradients with respect to element vertex positions. For each of the

three benchIIlark tests described above~ there are three free geometric discretization

parameters corresponding to the X-, y- and z-coordinates of the interior vertex in the

mesh. ~Ioreover, it may be noted that the optimal position of the interior vertex must

lie~ by symmetry, along the verticalline segment joining the centers the triangular top

and base of the systems. Finally, the fllnctional values for the three benchmark evalll­

ations were calclliated from the computed scalar potentials llsing exact differentiation

and integration.

The basic computational experiment that was performed in order to confirm the

validity of the three-dimensional finite element optimization eqllations llsed to define

an optimal discretization-based refinement criterion later in this section, is described

next. This fundamental numerical experiment was based on resolving Benchmark

System 5 using the elementary discretization defined by Figure 4.37. A series of l~OOO

20-element meshes were used to compute individual functional values corresponding

to fixing the interior vertex at 1,000 regularly spaced positions along the verticalline

segment joining the centers of the triangular top and base of the systems. It should be

noted that for each of the meshes defined by this method, the unknown scalar electric

potential values for the finite element models were computed using the standard finite
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Figure 4.:37: The geometry and finite element mesh configuration for the lower half
of Benchmark System 5 are illustrated. Ten tetrahedral elements are used to model
one-half of the problem domain for three electrostatic systems. Each system con­
sists of a base '"bowl" (shown above) joined to a top "'cap" (mirror image of the
geometry and mesh shown above) across a shared hexagonal plane. Three different
systems were defined by fixing the bowl base and cap top at == 0 and z = 1.6330
(cm). respectively, and varying the position of the hexagonal plane between them at
normalized heights of: (A) 0.25; (B) 0.5; and (C) 0.75. For each of the three elec­
trostatic systems, aU exterior, ideal conductor cap facets were set to 1V (Dirichlet);
the equilateral triangular, ideal concluctor base of the bowl was set to OV (Dirichlet);
and aU remaining exterior bowl facets were left unconstrained (Neumann). The clark
tetrahedral region is shaded to aid in visualizing the three-dimensional finite element
mesh configuration.
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element formulation \Vith the geometric discretizations held fixed .

Figure 4.38 shows the variation of the functional value \Vith the position of the

interior vertex along the verticalline segment joining the centers of the triangular top

and base of the three systems described above. In each case~ the functional gradients

with respect to element vertex positions correctly identified the optimal height for

the interior vertex~ to yield the smallest possible functional value. In particular, the

optimal height of the interior vertex which yielded the smallest possible functional

value, for each of the three cases examined~ \Vas the same as that which yielded the

smallest functional gradients along the permissible direction of optimization described

above~ with an error tolerance of ±8.1650 x 10-6 (m). Furthermore. the x- and y­

components of the functional gradients were confirmed to evaluate numerica!ly to

zero for aIl three benchmark evaluations, as expected from the symmetry inherent

in the xy-plane of these test problems. FinaUy, it may be noted that the error

tolerance stated above is, simply, one-half of the interval used to define successive

vertex positions for computing the range of functional values used ta confirm the

results obtained by evaluating the finite element optimization equations directly.

4.2.2 Benchmark Adaption Studies

The numerical validation of the three-dimensional finite element optimization

equations presented in section 4.2.1 has shown that the functional gradients with

respect to element vertex positions can correctly identify the optimal positions of the

free element vertices in a finite element discretization to produce the most accurate

approximate solution for a given number of OOF. The objective of this section is to

investigate the potential benefits and related costs of using a new refinement criterion

for practical electromagnetic AFEA based on the three-dimensional finite element

optimization equations. Hence, the effectiveness of an h-adaption model~ when guided

by the new optimal discretization-based refinement criterion, in resolving a Laplace

benchmark system is investigated.
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8y computing the gradients of the functional with respect to element vertex

positions! it has been demonstrated for one- and two-dimensional systems that it

is possible to detect and rank regions of inferior discretization in a finite element

mesh. Functional gradient error indicators associated with three-dimensional opti­

mal discretization-based refinement criteria are also defined in terms of derivatives

with respect to tetrahedral vertex positions. Furthermore~ these derivatives may be

computed directly from the finite element optimization equations derived in section

2.4.:3. As in the two-dimensional case! once the gradients of the functional with re­

spect to vertex positions have been computed! they may be used in various ways as

error indicators. One simple approach is to assess a weighted sum of vertex-based

functional gradients for each element, then use these values to rank the elements for

refinement. In this section~ this method is investigated to illustrate one possible way

ta exploit the new three-dimensional optimal discretization-based refinement criteria

praposed for scalar adaptive finite element solvers.

The proposed three-dimensional optimal discretization-based refinement criterion

was evaluated using a second electrostatic problem (Benchmark System 6), which is

described by Figure 4.39. One-eighth of an ai r-filled , concentric, cuboidal capacitor

is shown- the :3-0 analog to the standard 2-D "L"problem. The conductor boundary

conditions are 1V on the smaller. inner, ideal conductor cube and OV on the outer.

ideal conductar cube. The symmetry planes defined by x = O~ y = O~ and z = 0 were

left unconstrained (Neumann) between the two ideal conductors. The objective for

this benchmark system is to compute the functional value corresponding to the elec­

trostatic potential energy stored in the air region between the two ideal conductors.

The primary feature of this system is the rapid field solution variation close to the

sharp reentrant edges and corners at the intersections of the boundaries of the ioner

conductor. This feature is common to many practical devices that contain sharp ma­

terial edges and coroers~ and has been shown to significantly reduce the convergence

rate of the fini te e1ement method [ï6~ 165] .
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Figure 4.:39: The geometry used for the three-dimensional electrostatic potential anal­
ysis of Benchmark System 6 is illustrated. The figure depicts one-eighth of an air­
fi lIed. concentric, cuboidal capacitor. The conductor boundary conditions are l V
(Dirichlet) on the smaller, inner, ideal conductor cube and OV (Dirichlet) on the
outer, ideal conductor cube. The symmetry planes defined by x = 0, y = 0, and
:; = 0 were left unconstrained (Neumann) between the two ideal conductors.
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The convergence of the percent error in functional value for an h-adaption strategy

applied to Benchmark System 6 is illustrated in Figure 4.40 for fust-order elements.

The initial mesh used for the h-adaption studies was comprised of 144 tetrahedra.

At each subsequent adaptive iteration~ the optimal discretization-based refinement

criterion described above was used to rank the elements~ and the elements with the

highest rankings were chosen for refinement. Moreover~ a 100 percent increment

ln the number of OOF per adaptive step was used to update the discretizations.

[n addition~ the h-refinements were achieved using the tetrahedral mesh refinement

algorithms described in [166}. The uniform h-refinement baseline functional conver­

gence result is also included in Figure 4.40 for comparison. It ma)' be noted that the

h-adaption strategy guided by the optimal discretization-based refinement criterion

produced discretizations with functional accuracy levels superior to those of the uni­

form discretizations for corresponding computational costs. For example~ for a level of

solution accuracy close to one percent, more than a ten-fold savings in computational

cast is achieved by the h-adaption based on the new three-dimensional refinement cri­

terion relati \'e to the uniform h-refinement scheme. Therefore~ it may be concluded

that the new optimal discretization-based refinement criterion is effective for evolving

efficient distributions of DOF by h-adaption over the problem domain for electrostatic

systems with regions of rapid field solution variation. Finally, an example h-adapted

mesh is represented in Figure 4.41, in terms of the distribution of tetrahedra vertices~

to il1ustrate the sharp focus of DOF produced by the new refinement criterion near

the reentrant edges and corners of the inner conducting cube.

4.2.3 Discussion

The results of the preceding section illustrate the usefulness of employing the

three-dimensional finite element optimizat.ion equations of section 2.4.3 to develop

effective and reliable feedhack refinement criteria for efficiently guiding adaptive sys­

tems towards accurate solutions. Furthermore~ it is worth noting that the new three-
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Figure 4.40: The convergence of percent error in functional value with discretization
level for first-order h-adaption studies for Benchmark System 6 are illustrated. The
triangle knot results correspond to percent error in functional values cornputed from
solutions based on first-order discretizations evolved using uniform h-refinements.
The circle knot results correspond to percent error in functional values conlputed from
solutions based on first-order h-adaption discretizations evolved using the new optimal
discretization-based refinement criterion. Note: the cumulative computational cost of
adaption was calculated based on using a preconditioned conjugate gradient algorithm
ta solve the finite elernent rnatrix equations .
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Figure 4.41: An example refinement achieved using the new h-adaption is illus­
trated. in terms of the distribution of tetrahedra vertices, for Benchmark System
6. The first-order discretization represented above was evolved using the new optimal
discretization-based refinement criterion. The initial mesh used for the h-adaption
\Vas comprised of 144 elements.
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dimensional optimal discretization-based refinement criterion is inexpensive to com-

pute~ since it is closely related to the underlying variational principle used to deter­

mine the finite element solution. In fact, the only extra terms that are required have

been given in Tables 2.3-2.8 of section 2.4.3. ~(oreover. the entries of the matrices

in Eqs. (2.142), (2.143) and (2.144) that are required for the new refinement crite-

rion. are very similar to those of the matrices in Eq. (2.121), the matrix equation

that must he solved for the finite element problem. In addition, careful examination

of Eqs. (2.122), (2.1:35), (2.136) and (2.139) reveals that, in effect, the new refine-

ment criterion cao be computed extremely efficiently since it involves exactly the

same mathematical operations required to deterrnine the entries of standard finite el­

ement matrices. modified only by the addition of or multiplication by the extra terms

descri bed above.

In summary, the three-dimensional finite element optimization equations were

validated by tests based on a simple three-dimensional electrostatic system. 2 Fur­

thermore, the h-adaption performance results for the benchmark system that was

investigated. show that the new optimal discretization-based refinement criterion can

be successfully used in three-dimensional adaptive finite element solvers to effectively

and economically distribute DOF over the problem domaine

2 It may be noted that the three-dimensional finite element optimization equations for Helmholtz
systems are validated equally by the results reported for the electrostatic system. This follows from
the fact that the wave and source terms in the three-dimensional optimization equations involve
only the same derivatives of the simplex volume with respect to the X-, y- and z-coordinates of the
element vertices which appear in the Laplacian component of the equations (see Eqs. (2.131) and
(2.132). for example}.
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Chapter 5

Second-arder Functional Derivatives in
Optimal Discretization Based AFEA for Electromagnetics

As noted previously~ the study of error estimation for finite element adaption

in electromagnetics has been the focus of a great amount of work over the past ten

years. and now represents a well-established research area [.57. 84J. Today~ a variety

of error indicators are used~ and many of the most effective ones are based on la-

cal derivatives of the approximated fields [56~ 167]. Cornrnon exarnples include field

discontinuity~ PDE residual and local energy error indicators~ as weIl as the func­

tional gradient measures introduced in this work. As with aIl local error estimation

methods. derivative-based approaches can yield misleading results when used with

insufficient or unbalanced discretizations [144.1.59]. It is not uncornIIlon for evolving~

unconverged finite element rnodels ta give rise to localLy smooth regions of high rel­

ative error~ which yield welL-behaved first-order derivatives. The difficulty with error

estimation is that weLl-behaved first-order derivatives are primarily correlated with

indicators of stability and low error. The purpose of this chapter is to introduce and

investigate the use of second-order functional derivative indicators~ which are largely

unaffected by such problematic error distributions. Hence, the potential advantages

and related costs of using second-order functional mesh discretization derivatives for

error estimation in AFEA for electromagnetics are considered. In particular~ second­

order functional derivative-based refinement criteria for twa-dimensional AFEA are

proposed to identify and stabilize erroneous first-order error distributions that arise

in insufficient or unbalanced discretization regions. Finally~ effective combined first-

and second-arder derivative estimators are introduced and evaluated in practical twa-

dimensional applications.
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5.1 Two-Dimensional Second-Order Functional Derivatives

In previous chapters~ functional gradient error indicators associated with optimal

discretization based refinement criteria~ have been employed successfully in AFEMs

for electromagnetics. Despite their demonstrated effectiveness~ these first-order func-

tional derivative based indicators are not immune to the problerns associated with

guiding adaptive methods reliably and efficiently when used with insufficient or unbal-

anced discretizations. Under such conditions~ ineffective discretizations may evoLve

during the course of the adaption. Consequently, poor adaption performance results

may be observed over part~ or throughout the entire adaptive process. if problematic

error distributions due to unstable first-order functional derivative error indicators

are not detected and corrected.

The hypothesis tested in this chapter is that second-order functional deriva-

tives can be used to analyze the stability and estimate the reliability of first-order

derivative-based local error assessments. rvlore specificaHy. it is proposed that LocaHy

smooth regions of high relative error in finite element models are usually unstable.

and therefore, easy to detect with second-order derivative tests. Electromagnetic

systems that possess translational or rotational symmetries may be analyzed using

two-dimensional finite element formulations. and second-order functional derivative

based error indicators are defined in terms of derivatives \Vith respect to element vertex

positions for such two-dimensional systems in this section. For example. in Cartesian

problems where the field solution variation is independent of the coordinate variable

Z, i.e., U = u(x, yL the second-order functional derivatives may be computed directly

from the finite eLement optimization equations derived in section 2.4.2. Consider a

scalar trianguLar eLement with vertex positions (Xl, yL), 1 = 1,2,3. For Helmholtz

systems the x- and y-components, of the second-order functional derivatives may be

readily determined from the matrix forms:

(5.1)
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respectively~ evaluated over the elements that share the vertex in question. Here.

u is the field solution vector. The square matrices P and Q contain the x and y

second-order derivative information~ respectively~ that corresponds to the Laplacian

part of the functional for vertex l(l = l~ 2~ 3) of the triangular element. The entries

of the matrices P and Q are defined by:

(5.3)

and

Qij -

(5.4)

•

where .4 is the element area: and bi and Ci are geometric parameters related to an

elenlent:s vertex positions. previously defined in section 2.4.2. lijmn is the elemental

integral (in homogeneous coordinates) of the product of the derivatives of the ith

and jth basis functions, with respect to the mth and nth simplex coordinates. also

previously defined in section 2.4.2. It should be noted that the "mixed\"l second-order

functional derivative terms with respect to both the x and y element vertex positions

are incorporated into the definitions of matrices P and Q in (.5.3) and (5.4) above.

Furthermore, Sij and T ij are the ij-entries of the first-order functional derivative

matrices, with respect to element vertex positions, as defined in Eq. (2.106) in section

2.4.2. It may also be noted that the second-order partial derivatives of (bmbn ) and

CCm en) wi th respect to the element vertex positions, which appear in (5.3) and C5.4)

may be readily determined from Eq. (2.82), Table 2.1 and Table 2.2 of section 2.4.2,

and evaluate to simple numerical constants (l, -1 and 0).
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It has been shown in Chapter 4 that first-order functional derivative quantities

are efficient to compute because they are closely related to the variational principle

llsed ta determine the solution to the finite element problem. Similarly, the new

second-order quantities are inexpensive to compute since the only extra terms required

are numerical constants which can he tabulated once and for aIl. As in the first-

derivative case, the second-order functional derivative formulas derived above are

valid for any choice of legitimate finite element basis functions. Furthermore. the

functional derivatives may be computed for uniform- or mixed-order meshes as may

be required by specifie refinement models such as h-. p-. or hp-adaptive methods.

Although the above formulation has been derived for scalar Helmholtz systems~ it is

interesting to note that the second-order derivatives of the wave and source terms

of the functional, with respect to the vertex positions, are zero. This suggests that

two-dimensional Laplace systems may benefit most from error estimation based on

using both first- and second-order functional derivatives.

5.2 Numerical Evaluation of Second-Order Functional Derivative
Indicators

Two benchmark systems are examined in this section to illustrate the error es-

timation pitfalls that can oecur with insufficient or unbalanced diseretizatians, and

the potential value of using second-order derivative methods to avoid them. Specifi­

calIy. a two-dimensional Laplace system and a two-dimensional Helmholtz system are

examined in order to investigate the practical significance of the new approach.

5.2.1 Benchmark System 3(a)

The two-dimensional Laplace benchmark system examined in this section, and

the initial mesh used for the h-adaption studies were defined by Figure 4.2 in section

4.1.1.1. It is one-quarter of a square coaxial Hne in cross-section - the standard ··L"

problem previously considered in section 4.1. Performance results for second-order h­

adaption studies on functional convergence are presented in Figure 5.1. The uniform
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h-refinement baseline (A) is included for comparison \Vith h-refinement based on a

first-order derivative error estimator (B) and a combined first- and second-order error

estimator (C). A 50 percent increment in the number of DOF per adaptive step \Vas

used to update the discretizations for these studies, excluding the uniform refinement

procedure. For the specifie type of errar estimator examined here (Type-A), and for

the given arnount of DüF update used per adaptive step, these results demonstrate

a marginal improvement in performance for functional accuracy levels between land

0.1 percent when the combined error estimator is used (C) versus the first-derivative

estimator (B), and a more significant improvement for functionaI accuracy levels

beyond 0.1 percent.

The performance resul ts for second-order h-adaption studies hased on a second

type of error estimator (Type-B) are presented in Figure 5.2. In this case. a 20 percent

increment in the llumber of DOF per adaptive step was used. These results clearly

demonstrate the practical \t-alue of the new approach and support the hypothesis

that second-order functional derivatives can he used to analyze the stability and

estimate the reliability of first-order derivative based local error assessments: curve

(A) shows the uniform h-refinement baseline for comparison; curves (B) and (C) show

the relative h-adaption performance for the first-order and the combined first- and

second-order based error estimation methods, respectively. In addition. two example

/z-refined meshes corresponding to curve (B) and curve (C) are presented in Figure

.5.:3 and Figure 5.4, respectively, to further iI1ustrate the potential benèfits of using

the combined-derivative approach.

5.2.2 Benchmark System 4

The two-dimensionaI Helmholtz benchmark system examined in this section, and

the initial mesh used for the p-adaption studies were defined by Figure 4.27 in section

4.1.2.3. It is the octagonal microstrip patch of size d (34mm), where À = 0.616d (À

is the wavelength in the dielectric substrate below the patch), previously considered
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Figure .5.1: The convergence of percent error in functional value with discretization
level for second-order h-adaption studies with 50 percent DOF updates for Benchmark
System 3(a) is illustrated. The curve (A) results correspond ta percent error in func­
tionai values computed from solutions based on second-order uniform discretizations.
The curve (B) results correspond to percent error in functional values computed from
solutions based on second-arder h-adaption discretizations evolved using a first-order
derivative error estimator (Type-A). The curve (C) results correspond to percent error
in functional values computed from solutions based on second-order h-adaption dis­
cretizations evolved using a combined first- and second-order error estimator (Type­
A). Note: The cumulative computational cost of adaption was calculated based on
using a preconditioned conjugate gradient algorithm ta solve the finite element matrix
equations.
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Figure 5.2: The convergence of percent error in functional value with discretization
levei for second-order h-adaption studies with 20 percent DO F updates for Benchmark
System :3(a) is illustrated. The curve (A) results correspond to percent error in func­
tionai values computed from solutions based on second-order uniform discretizations.
The curve (B) results correspond to percent error in functional values computed from
solutions based on second-order h-adaption discretizations evolved using a first-order
derivative error estimator (Type-B). The curve (C) results correspond to percent error
in functional values computed from solutions based on second-order h-adaption dis­
cretizations evolved using a combined first- and second-order error estimator (Type­
E). Note: The cumulative computational cost of adaption was calculated based on
using a preconditioned conjugate gradient algorithm to solve the finite element matrix
equations.
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Figure .5.3: An example of an ineffective h-refinement discretization due to unstable
first-order derivative-based error estimation for Benchmark System 3(a) is illustrated.
The mesh shown above corresponds to the adaption performance results represented
by curve (B) of Figure .5.2. Note: the discretization is cornprised of 84 second-order
clements.
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Figure 5.4: An exarnple of an effective h-refinement discretization due to combined
first- and second-order derivative-based error estimation for Benchmark System 3(a)
is illustrated. The mesh shown above corresponds to the adaption performance results
represented by curve (C) of Figure 5.2. Note: the discretization is comprised of 84
second-order elements .
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in section 4.1. Performance results for ]radaption studies on phase angle convergence

are reported in Table 5.1. The uniform ]rrefinement baseline result is presented for

comparison. The p-discretizations ranged from orders 1 through 10~ and a 20 per­

cent increment in the number of DOF per adaptive step was used to improve the

discretizations for the methods considered~ excluding the uniform refinement proce­

dure. For the type of error estimator investigated (Type-B), an average savings of

approximately 20 percent in the number of OüF required to achieve phase error lev-

els between .5.0 and 0.5 degrees was observed for the combined-derivative approach~

relative to the first-order derivative method.

Table 5.1: Discretization level versus phase error in degrees for Benchmark System 4.

Method / #OOF 5.00 2 ..5° 1.250 1.0° o -~o 0.50
• ( ;j

Uniform =360 :38.5 440 490 5=30 580
First-order 320 390 450 490 540 600
Combined 265 :322 400 420 43.5 450

This data corresponds to the p-adaption results for the 2-D mesh described
in FigA.27. Uniform indicates uniform p-adaption. First-order indicates first­
order functional derivative based error indicators were used to guide the p­
adaption. Combined indicates both first- and second-order functionaJ derivative
based error indicators were used.

5.3 Discussion

New error estimators~ based on combined first- and second-order functional

derivatives for scalar 2-D Poisson and Helmholtz FEA, have been introduced and

evaluated for adaption. The performance results for the benchmark systems investi­

gated demonstrate that second-order derivative indicators can identify and stabilize

erroneous first-order errar distributions, and that combined derivative errar estima-

tion methods can be successfully used in adaptive finite element solvers to more

reliably and economical1y distribute DOF over a problem domaine
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Chapter 6

Conclusions

The objective of this work has been to develop effective refinement criteria based

on optimal solution properties for efficiently and reliably guiding electromagnetic

adaptive finite element solvers towards accurate solutions. To achieve this goal. a

new theoretical formulation for optimal finite element solutions to partial differen­

tial equations of macroscopic electromagnetics has been derived. The theory was

validated with a set of comprehensive numerical benchmark evaluations. and the

increased solution accuracy furnished by the formulation was judged to be quite

valuable. The optimal characteristics of approximate finite element solutions~ as

predicted by the theory, and observed numerically~were employed to develop new op­

timal discretization-hased feedhack refinement criteria for use with advanced strategy

adaption models in finite-element-based electromagnetics. Specifically~ variational as­

pects of optimal discretizations for Helmholtz systems~ that are closely related to the

underlying stationarity principle used in computing fini te element solutions to contin­

uum problenls~ were essential to the development of the new refinement criteria. In

comparison with the state-of-the-art refinement criteria that \\·ere evaluated, perfor­

mance results from benchmark adaption studies show that the new refinement criteria

are effecti ve and economical for efficiently and reliably guiding practical h-~ p- and

hp-adaption models towards accurate solutions. Ultimately~ the proposed refinement

criteria represent a vital solution to the practical engineering problem of effectively

discretizing a system with adaptive methods for efficiently computing sufficiently ac­

curate fields in finite-elenlent-based electromagnetic analysis and design.

The original contributions of this work are summarized in the next section, fol­

lowed by suggestions for possible future work.
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6.1 Original Contributions

The theory developed in this work on optimal discretization-based refinement cri­

teria is an important contribution to the study and development of feedback control

systems for AFEA. Specifically~ this work clearly demonstrated the value of employ­

ing optimality properties of finite element discretizations to develop effective practical

feedback refinement criteria for guiding adaptive systems efficiently and reliably to­

wards accurate solutions. The new practical refinement criteria presented in this

work are quite valuable for both their generality and reliability. Both of these assets

are directly linked to the fundamental and theoretically justified principle used to

derive them. Furthermore~ this underlying principle embodies a stationarity prop­

erty~ which is entirely dependent on the optimality of a finite element discretization:

therefore~ the refinement criteria computed from this principle possess the desirable

benefit of intrinsically guiding an adaptive processes towards optimal finite element

solutions. Hence~ these new criteria represent an important milestone in developing

efficient practical adaptive methods for evolving sufficiently accurate solutions in a

cost-effecti ve manner.

This work also represents a valuable contribution to the research and develop­

ment of adaptive fini te element analysis theory and practice for the following reason.

The inception of the theoretical and numerical study of optimality in electromagnetic

AFEA by tbis work is of principal importance to the research area. Specifically~ this

research established a set of primary adaption benchmarks for the fundamental elec­

tromagnetic singularity models, and illustrated their usefulness in the analysis and

design of optimal adaption strategies. This is of particular importance~ since one of

the most challenging problems of AFEA in electrornagnetics over the past decade has

been the accurate and efficient resolution of the singularities associated with sharp

material edges and corners. The ability ta compute a series of optimal singularity

benchmarks permitted the primary adaption procedures and control schemes ta be
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evaluated and compared. for the first time, on both a relative and an absoLute per­

formance scaLe for sorne of the most demanding eLectromagnetic adaption scenarios.

This represents a significant advancement over the heuristic assessment approaches

that had formeriy been relied upon. [n fact~ prior to this work, it has been recognized

that an important reason for the slow deveLopment in this research area was the Lack of

objective standards for judging emerging AFEA methods. Hence, one of the key ob­

stacles that had previously hindered progress in realizing practical advanced-strategy

AFEA has now been overcome.

Also in this work~ many of the theoreticaL and computational difficuLties inherent

ta the currently available characterizations of optimaL finite element discretizations

were explained and iLlustrated with numerical resuLts. In particular, the validity of

commonly used finite element optimality criteria have been evaluated with optimal

discretization benchmark results computed for the fundamental electromagnetic sin­

gularity modeLs. In addition~ the implications of using optimality criteria that rely on

the accuracy of superconvergent derivatives of finite element approximate solutions~

have been elucidated. In recent years, the deveLopment and application of super­

convergence concepts for AFEA error estimation and control has attracted a good

deal of interest from the research community. The impLications of the findings pre­

sented in this work are especially significant for finite element adaption. since many

feedback control systems used in AFEA are currently based on refinement criteria

derived from superconvergence theory [152, 153]. wloreover, it should be noted that

sorne of the most convincing experimental evidence supporting the conclusions pre­

sented in this work \Vere based on error data computed from optimal finite element

discretizations. This is particularly important, since the specifie optimal discretiza­

tians that were examined possessed the key interpolatory property fundamental to

superconvergence theory. Thus, the results computed under these conditions could

not be refuted. Furthermore, this key property is not, in general~ evident in finite

element approximations, and can ooly be achieved asymptotically with increasing
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numbers of degrees of freedom for non-optimized discretizations. Therefore~ previ­

ous studies published on typical, or arbitrary~ test systems had failed to provide the

rigorous experimental evidence required to examine the fundamental daims of su­

perconvergence theory. The use of optimally discretized systems in this work was a

critical clement in obtaining the necessary evidence. Furthermore. the implications

for other optimality criteria that were not explicitly investigated~ were explained by

showing the connections amongst the different techniques reported in the literature

for characterizing optimal finite element discretizations. [n essence~ the defining char­

acteristics of the fundamental techniques examined were used to gauge the relative

merits and disadvantages of the theoretical concepts and practical techniques related

to the development of fini te element optimality criteria~ and to clarify their usefulness

for practical adaptive finite element analysis. Based on the conclusions reported in

this worl:~ it was apparent that criteria appropriate for characterizing optimal finite

element discretizations over a sufficiently wide range of problem applications were

needed. Moreover~ it \Vas also manifest that such optimality criteria should not be

developed heuristically. but rather~ should be based on well-founded and theoretically

justified approaches.

Finally. new error indicators. based on combined first- and second-order functional

deri vatives for scalar two-dimensional Poisson and Helmholtz FEA~ have been intro­

duced and evaluated for adaption. Second-order derivative indicators were shown to

he important because they can identify and stabilize erroneous first-order error dis­

tributions due to unbalanced or insufficient discretizations, and combined derivative

error estimation methods can be successfully used in adaptive fini te element solvers

to more reliably and economically distribute DOF over a problem domain.

6.2 Future Work

Three interesting research directions for future work which may have signifi­

cant implications for AFEMs are discussed in this section. First, the development of
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algorithms suitable for implementing the new refinement criteria in parallel process­

ing architectures are recommended in order to investigate the potential benefits and

related costs for parallel adaptive finite-element-based electromagnetic analysis and

design. Second~ the development of analogous theoretical formulations for the nu­

merical study of optimal vector finite element solutions are recommended to further

explore the performance of the new optimal discretization-based refinement criteria

approach. Finally~ research towards the development of convergence criteria for adap­

tive finite element methods based on functional derivative concepts is recommended.

This third line of investigation is. perhaps~ the most ambitious and will probably

require substantial effort~ however, the potential benefits of an effective~ efficient and

reliable method for assessing the accuracy of finite-element-based field solutions are

very valuable for AFEl\-ls .
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