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Abstract

Low temperature magnetic force microscopy studies of superconducting niobium films

have been undertaken with the goal of studying the interplay between artificial pinning

centers and magnetic vortices.

Measurements were performed using a custom built low temperature magnetic

force microscope, capable of operation at temperatures ranging from 4.2 K to room

temperature. Special attention has been paid to optimizing the instrumentation

through a detailed study of the noise characteristics, with particular emphasis placed

on achieving a large signal-to-noise ratio and corresponding high force gradient sen­

sitivity.

Magnetic force spectroscopy data has been used to deduce the critical tempera­

ture of the superconducting samples, based upon the repulsive Meissner interaction

between the magnetic tip and the sample. Images of vortices as a function of applied

magnetic field demonstrate the expected linear relation between vortex density and

field strength, and confirms that only single vortices, each carrying one flux quantum,

are observed. Two different methods are put forward to determine the magnetic pene­

tration depth; one using magnetic force spectroscopy, the other using constant height

imaging of vortices. Images of vortices as a function of temperature demonstrate

that as temperatures rise, vortices become more easily depinned during the scanning

process through interactions with the magnetic field of the tip. Dissipation images

of vortices 'suggest eddy current damping as well as vortex motion within potential

wells as major sources of energy loss. Studies on a patterned niobium film show that

only interstitial vortices are easily detectable by MFM, but that a strong tip influence

results in significant tip induced motion of these vortices around the antidots.

vii



Résumé

Cette thèse a pour sujet l'étude de films supraconducteur de niobium, à l'aide d'un mi­

croscope à force magnétique à basse température (Low Temperature Magnetic Force

Microscope, en anglais), et comme objectif l'étude des effets reliant les centres de

fixation artificiels aux vortex magnétiques.

Un microscope à force magnétique spécialement conçu pour travailler à des tempéra­

tures pouvant aller de 4,2 K a 300 K, a été élaboré et construit. L'instrument a été

minutieusement optimisé grâce à une étude détaillée des caractéristiques du bruit de

fond. Une attention toute particulière a été portée a la maximisation du rapport

signal à bruit ainsi qu'a sensibilité au gradiant de force.

La température critique de l'échantillon supraconducteur a été obtenue à l'aide de

mesures de spectroscopie à force magnétique, en se basant sur l'intéraction répulsive

de Meissner entre la pointe magnétique et l'échantillon. Les images de vortex en

fonction du champ magnétique appliqué montrent bien une relation linéaire entre la

densité des vortex et l'amplitude du champ. Ceci confirme également que chaque vor­

tex observé ne contient qu'un seul flux quantique. Deux méthodes ont été mises de

l'avant pour déterminer la profondeur de pénétration magnétique: l'une utilisant la

spectroscopie à force magnétique, l'autre se basant sur l'étude des images de vortex en

~ mode de hauteur constante ». Les images des vortex en fonction de la température

montrent que, lorsque la température augmente, les vortex sont délocalisés par rap­

port aux centres de fixation artificiels lors de ballayages de la pointe. Ce phénomène

est dû aux intéractions avec le champ magnétique de la pointe. Les images de dissipa­

tion des vortex suggèrent que les remous dans l'atténuation du courant, ainsi que les

mouvements des vortex à l'intérieure des puits de potentiel, sont une source majeure

de perte d'énergie. L'étude du film modelé de niobium montre que seul les vortex

intersitiels sont facilement détectables avec un microscope à force magnétique à basse
température, et que la pointe à une grande influence sur la mobilité des vortex autour

des trous.
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Introduction

Superconductors are materials which conduct electricity with no measurable resis­

tance when cooled below a critieal temperature Tc. This resistanceless conduction

implies no energy dissipation (i.e. losses), a highly desirable feature from a techno­

logieal point of view. For example, the replacement of copper wire found in existing

electrie generators with superconducting wire would increase efficiency up to an aston­

ishing 99% [1]. Unfortunately, the requirement for refrigeration using liquid nitrogen

and liquid helium currently restricts the applicability of superconductors to limited

uses (the superconducting magnets in an MRI machine being a more common exam­

pIe). Researchers are continuously engaged in the development of new materials whieh

exhibit superconductivity at increasingly higher temperatures, with the ultimate goal

of one day producing a room temperature superconductor.

Besides temperature, the ability of a superconductor to carry electrieal current is

also governed by the behavior of magnetic "vortices" , quantized structures which form

in a periodie manner when magnetic field lines permeate the superconductor. Such

fields are often created by the very current carried by the superconductor. Vortex

motion, an effect resulting from the interaction between the vortices and the current in

the superconductor, leads to energy dissipation, heating, and the eventual destruction

of the superconducting state. Consequently, the understanding and control of vortex

motion is currently a topie of great interest within the superconductivity community.

One means by whieh vortex motion may be suppressed is through the use of artifi­

cial pinning centers (APC's). These consist of a regular lattice of antidots patterned

1



1: Introduction 2

into the superconducting material (in essence, holes in the superconducting material),

which capture and pin vortices. Its efficacy may be ascribed in part to the commen­

surability between the antidot and vortex lattices, such that for various periodicities

of the vortex lattice a majority of vortices are securely pinned within antidots. The

success of this approach is demonstrated by bulk measurements such as magnetiza­

tion and electrical resistivity, which show enhancements in the performance of the

superconductor as vortex motion is suppressed by the APC's. However, the exact

nature of the interaction between vortices and the pinning centers remains an open

question, particularly so regarding the spatial arrangement and behaviour of so caIled

"interstitial" vortices, those which reside in the spaces between antidots.

The task of probing magnetic structures (Le. vortices) on a local scale, as opposed

to bulk measurements which average over larger volumes, is one that lends itself weIl

to the use of Magnetic Force Microscopy (MFM) [2,3]. A member of the scanning

probe microscopy family, in this technique a sharp magneticaIly sensitive tip mounted

on a compliant cantilever beam is brought into close proximity to a magnetic sample.

Varying interactions between the magnetic field of the sampIe and the stray field of

the tip lead to changes in the status of the cantilever. If these changes are recorded

as a function of position while the tip is scanned relative to the sample, a three

dimensional image of the magnetic structure of the sample is produced. If instead

the magnetic interaction is recorded solely as a function of tip-sample separation as

the tip is approached towards the surface, a force spectroscopy curve is generated.

The study of such superconducting systems by low temperature magnetic force mi­

croscopy is advantageous for several reasons, including a lateral resolution less than

100 nmj the ability to resolve both magnetic (vortices) and topographie (pinning cen­

ters) features of the sample, in order to better elucidate the interplay between the

two; a relative insensitivity to surface conditions, requiring minimal sample prepa­

ration; and a limited ability to conduct time resolved imaging. A select number of

groups have applied this technique towards the study of superconductors, including
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one at the University of Basel [4], and one at the University of Texas [5], both working

with high Tc superconductors, and a group at the Catholic University of Leuven [6]

which studies Nb and NbSe2 samples. The material presented in this thesis repre­

sents an advancement over previous work found in the literature, both in terms of

the enhanced quality and signal-to-noise of the data, as weIl as in showcasing new

experimental techniques such as magnetic force spectroscopy and dissipation imaging

as applied to the study of magnetic vortices.

This thesis presents work conducted using a custom built low temperature mag­

netic force microscope. The instrument was designed, built and commissioned at

McGill University, and was used in the study of vortices under various conditions of

temperature and applied magnetic field, including both magnetic force imaging and

magnetic force spectroscopy measurements. Samples consisted of two superconduct­

ing niobium (Nb) films; one of uniform thickness, the other patterned with artificial

pinning centers. Initial work was conducted on the unpatterned Nb film, a test system

used in order to develop the necessary experimental methods, gain experience with the

technique, and demonstrate the utility of MFM towards the study of superconducting

materials. Subsequent work on the patterned Nb film followed.

Niobium was chosen because of aIl the known superconducting materials, it is

the most technologically important. It is utilized in a wide variety of applications,

including superconducting solenoids, the windings of which are formed using NbTi,

Nb3Sn, or NbGe alloys; Josephson junctions, devices which consist of two layers of

superconductor separated by a thin insulator, through which superconducting elec­

trons tunnel; and even prototype superconducting transistor-like devices [7], which

may one day replace the ubiquitous semiconductor-based transistor.

The structure of the thesis is as follows: Chapter 2 presents the design and a

detailed characterization of the low temperature magnetic force microscope, with

which aIl measurements were made. An overview of superconductivity is given in

Chapter 3, to introduce sorne of the macroscopic properties and phenomenological



1: Introduction 4

aspects of this unique phenomenon. We avoid a detailed discussion of the underly­

ing mieroscopie mechanisms of superconductivity, as weIl as issues associated with

unconventional high temperature superconductors, as these topies do not directly

pertain to the data presented here and are beyond the scope of this work. Chapter

4 details the application of low temperature magnetie force microscopy towards the

study of superconducting Nb films, including the imaging of vortiees under various

conditions of temperature and applied field, as weIl as a presentation of magnetic

force spectroscopy data. A conclusion and outlook is presented in Chapter 5.

Throughout the thesis the unit Gauss (G) is used, where 10,000 G = 1 Tesla.



2

Magnetic Force Microscopy: Principles and Instrumentation

In this chapter the general concept of magnetic force microscopy is introduced. The

design of the instrument is then presented, followed by a summary of its operating

characteristics, a detailed analysis of the noise sources present in the system, as well

as strategies followed in order to improve sensitivity by maximizing the signal-to-noise

ratio. A condensed version of the material presented in this chapter can be found

in [8].

2.1 Principles of Magnetic Force Microscopy

Magnetic force microscopy (MFM) is a technique by which a real space, three di­

mensional image of the magnetic structure of a sampIe is generated. Similar to the

atomic force microscope [9], in which the interaction between a sharp tip, mounted on

a flexible cantilever beam, and a sampIe are recorded as a function of tip position, the

MFM instead boasts a magnetically sensitive tip which interacts with the magnetic

stray field emanating from the sample surface. As the MFM tip is raster scanned

across the sample, changes in the cantilever status, such as the dc deflection or the

shift in the resonance frequency, are mapped as a function of tip position relative to

the sample. The concept is schematically illustrated in Fig. 2.1, while typical MFM

images are shown in Fig. 2.2.

5
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Deflection
Sensor ''--~.:O----IIÎ

Magnetized
Tip ---+\11

..........._--
Flexible
Cantilever

Sample

Figure 2.1: A magnetically sensitive cantilever interacts with the magnetic stray field of the sample.
Resulting changes in the status of the cantilever are measured by the deflection sensor, and recorded
to produce an image. Adapted from [3].

Figure 2.2: (a) 10 x 10 J.Lm2 area MFM image of magnetic tracks on a hard disk. (b) 30 x 30 J.Lm2

area MFM image of a floppy disk containing this thesis. The image has been differentiated in the x­
direction in order to enhance contrast. The inferior quality of the magnetic transitions (i.e. reduced
sharpness) of the floppy disk as compared with the hard disk emphasizes the disparity in material
properties between the two, a reality reflected in their respective costs and storage densities.
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2.1.1 Imaging Modes

7

Imaging may be performed in either static or dynamie mode. In the former, forces

acting on the tip cause the cantilever beam to bend in response according to Hooke's

law,

Llz = Fn (2.1)
kcb

where Llz is the defiection, Fn is the component of the force normal to the cantilever

and kcb is the spring constant of the cantilever.

This mode of operation is rarely employed in MFM, since an increase in sensitivity

to long range forces, in particular long range magnetie forces, is achieved by operating

the microscope in the dynamie mode [3]. In this case the cantilever is oscillated,

typieally at its resonance frequency, by a piezoelectric actuator, and can be treated

as a one dimensional damped driven harmonie oscillator. This assumption holds

for weak perturbations of the cantilever movement by tip-sample interactions, as is

usually the case in dynamie force microscopy [10,11].

The resulting equation of motion for the cantilever is given by [12]

(2.2)

where z denotes the defiection of the cantilever, meff the effective mass, 13cb the

damping coefficient of the cantilever motion, and kcb the spring constant. The tip­

sampIe interaction force denoted by Ft - s is a function of the absolute tip-sample

separation, z = z + d, where d is the cantilever support distance from the sample.

The excitation of the cantilever via the piezoelectric actuator is described by Fexc •

For the case of small oscillation amplitudes A, such that A is much smaller than

the decay length of the interaction between tip and sample, the assumption of a linear

interaction force yields a simple analytie expression relating the interaction force to

the measured frequency shift Llf [13],

Llf = A 8Ft - s (z) for Llf« fo
2kcb 8z

(2.3)
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where io is the cantilever resonance frequency in the absence of a tip-sample inter­

action. This expression generally holds for magnetic force microscopy applications,

where the cantilever oscillation amplitude is typically less than 30 nm, while decay

lengths may extend for hundreds of nanometers.

For the case of large oscillation amplitudes A much greater than the decay length of

the measured interaction, the introduction of a nonlinear but conservative tip-sample

interaction force gives [14]

1 io ~ CnI(n)
~i(d) = - V27f k

cb
A3/2~ (d - A/2)n-l/2'

with

n=1

I(n) =
7f n 2i - 3

2n-1 JI i _ 1 n > 1
t==2

where the Cn are constants found from the Laurent series expansion

(2.4)

(2.5)

(2.6)

A good review of the difIerent methods relating resonance frequency shifts to tip­

sampIe interactions can be found in [15].

2.2 Instrumentation

A block diagram of the principal components of the cryogenic magnetic force micro­

scope is illustrated in Fig. 2.3. During imaging, the cantilever beam is oscillated at its

resonance frequency, while the sampIe is raster scanned with respect to the cantilever

using a piezo tube. A fiber optic interferometer serves as the deflection sensor for the

cantilever, enabling a phase-Iocked loop (PLL) to measure its oscillation frequency.

The PLL provides both a drive signal to continuously oscillate the cantilever, as weIl

as a dc signal proportional to the measured cantilever resonance frequency. This dc
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Laser
Diode

---------------1 \
DAC & 1 PiezoTube \ Photo-

HVAmplifier (Sample) f-----+ Cantilever
i detector

1
\ 1-----------__.J

Digital
AmplifierlFeedback ADC PLL

System Filter

~l
Data

Acquisition
(Computer)

9

Figure 2.3: Block diagram detailing the components of the magnetic force microscope. The items
enclosed within the dotted line are subjected to cryogenic temperatures.

signal is digitized and serves as a feedback signal, used to adjust the tip-sample sep­

aration in order to maintain a constant resonance frequency (and hence a constant

tip-sample interaction), as set by the user.

The operation of the instrument at cryogenic temperatures necessitates the appli­

cation of certain design criteria which distinguish it from similar room temperature

systems. In order to operate at low temperatures, the microscope sits at the bottom

of a superinsulated dewar, enclosed in a stainless steel vacuum can sealed using an

indium o-ring (see Fig. 2.4). It is suspended from three thin-walled (0.020" thick)

stainless steel tubes, which serve as feedthroughs for electrical connections, the opti­

cal fiber, and pumping lines for a turbomolecular vacuum pump. Cooling is achieved

by immersing the vacuum can into the dewar, filled with either liquid nitrogen or

liquid helium. A small volume (l'VI cm3 ) of helium exchange gas is introduced into

the vacuum can to aid the cooling process, but is pumped out prior to imaging.

The geometry of the microscope allows for its insertion into the 3" diameter bore
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Electrical &
+-__ Pumping Connections

Radiation
Baffles

LHe Dewar
with Superinsulation

f--- Vacuum Can

-_ Vibration Isolation

f--- Microscope

Superconducting
f--- Magnet

Figure 2.4: Illustration of microscope components within dewar.

10

of an 80 kG superconducting magnet, permitting the application of magnetic fields

perpendicular to the sample surface.

The principal components of the microscope are illustrated in Fig. 2.5, and in­

clude electrical connections, vibration isolation, the sample positioner, thermometry

apparatus , a flux gate magnetometer, the cantilever, the piezo tube, and the deflec­

tion sensor. These elements, as weIl as the associated. data acquisition system, are

discussed in the following sections.
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............--- Electrical Connections

............ Soft Bellows

E--''""'"'-----Optical Fiber Positioner

.,.....,.. Sample Positioner

11

Figure 2.5: Photograph of the cryogenic magnetic force microscope, detailing its various components.
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2.2.1 Electrical Components

AlI electrical connections from the top of the dewar to the microscope are made using

Kapton coated copper and manganin twisted pair cables (0.005" diameter wire). In

addition, there are two coaxial copper cables for especially sensitive measurements,

one of which is routinely used in order to apply an electrostatic voltage to the sampIe

during imaging. Cabling passes through the stainless steel tubes, and is clamped in

a copper heat sink located at the top of the vacuum cano Modular contacts are made

using Samtec [16] connectors, while permanent connections are made using silver

epoxy [17].

2.2.2 Vibration Isolation

External vibrations such as those arising from building vibrations, pumps, the move­

ment of people, and the boiling of liquid nitrogen or helium, can aIl contribute to

unwanted motion of the cantilever. As measurements are based on the mechanical

deflection of the cantilever, it is extremely important to effectively isolate and me­

chanically decouple the instrument from the surrounding environment. The reader is

referred to [18] for a comprehensive review of the topic.

In the system, vibration isolation is achieved by securing the microscope beneath

a soft, nested-type stainless steel bellows. Comprised of 70 convolutions, the bellows

together with the microscope exhibits a vertical oscillation mode resonance frequency

of about 4 HZ.l

In order to characterize the bellows and evaluate their effectiveness, seismometers

[19] were used to measure the acceleration spectrum above and below the bellows. As

illustrated in Fig. 2.6, accelerations resulting from external mechanical vibrations are

attenuated by more than an order of magnitude over a 200 Hz bandwidth. Empirically

it is found that the bellows effectively shields the microscope from various noise

sources, including the boiling of liquid nitrogenjhelium as weIl as vibrations from the

1Lower natural frequencies provide better vibration isolation [18].
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Figure 2.6: Acceleration spectrum of the nested bellows with the microscope suspended below,
measured above (dotted line) and below (solid line) the bellows. Note the peak at 4 Hz on the solid
line, corresponding to the vertical oscillation resonance of the bellows.

turbomolecular pump.

2.2.3 In situ Positioners

Before scanning, it is necessary to position both the sampIe and the deflection sensor

(a fiber optic inteferometer, described in Section 2.2.8) close to the cantilever. Owing

to the symmetric design of the instrument, lateral thermal drift of the optical fiber

with respect to the cantilever is minimal.! Renee, no mechanism presently exists for

in situ adjustment of the lateral position of the fiber, and consequently no provision

is made for lateral realignment of the optical fiber once the cooling process has con­

cluded. As weIl, no provision exists at this time for in situ course x-y (in-plane)

motion of the sample. Rowever, differential thermal contraction produees a relative

motion in the z direction between the optical fiber, cantilever and sample. This ne-

1Empirically it was found that securing the fiber in the fiber chuck using Ecco Bond glue (Emerson

& Cuming, Inc.) resulted in no observable drift of the optical fiber upon cooling. However, trials

using Torr Seal (Varian Vacuum Products) yielded significant fiber movement.
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Figure 2.7: Illustration of the linear piezoelectric positioner. A hexagonal prism is held rigidly within
an exterior shell (left). On the right is a detailed view of the shear piezo stack.

cessitates in situ adjustment of the cantilever-fiber and cantilever-sample separations

at low temperatures, which are performed using two piezoelectric linear positioners.

Both the optical fiber positioner and the sample positioner are based on the same

design [20], featuring a nonmagnetic stainless steel hexagonal prism clamped within

an exterior shen. The clamping force is provided by four spring-Ioaded screws. Two

stacks of shear piezos are located on each of three sides of the prism, with each stack

comprised of two shear piezos glued one atop the other, capped with an aluminum

oxide plate. These plates move against sapphire surfaces attached to the exterior

shen. A schematic illustration of the positioner is shown in Fig. 2.7.

A sawtooth waveform of amplitude 200-800 V, at frequencies of 2-5 kHz, is applied

to the piezos, producing a movement of the hexagonal prism with respect to the

exterior shen in a slip-stick fashion. Step sizes of 10-20 nm for the optical fiber,

measured using interferometric techniques, are routinely achieved at 4.2 K.

In order to verify the movement of the fiber-cantilever and sample-cantilever po­

sitioners during coarse approaches, and determine the approximate tip-sample sep­

aration prior to imaging, a position sensing device based on the design of a linear

variable resistor is used. As illustrated in Fig. 2.8, a metallic brush is affixed to the
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Figure 2.8: Illustration of the positioner detector system. A metallic brush on the underside of the
hexagonal prism makes contact across two parallel strips, one a resistive carbon film (dark) and the
other a low resistance path (light). The strip module is immobile and attached to the exterior shell.
The ratio of the resistance between (1-3) to that between (1-2) gives the relative position of the
brush along the length of the carbon film, as the hexagonal prism moves along the z direction.

underside of the central hexagonal prism of the positioner, and is in light contact

with a resistive carbon film element located on the external shell. As the positioner

is moved, the changing position of the brush alters the length of the current path

through the carbon film, which is measured as a change in resistance; step sizes on

the arder of tens of nanometers are easily detectable. This allows for the determina­

tion of the proximity of the fiber and sample ta the cantilever to within less than 1

j.tm.

2.2.4 Thermometry

For certain experiments, fine control over the sample temperature is extremely impor­

tant. In order to measure and maintain a desired sample temperature while imaging,

a Lake Shore Cryotronics 320 PID temperature controller system is used, along with a

GaAIAs diode situated within a small copper mount upon which the sample is placed.

The close proximity of the diode to the sampIe allows for accurate measurement and

control of the sample temperature, which can be varied from 4.2-15 K when operating

in a liquid helium environment, and between 77-100 K when operating in a liquid

nitrogen environment.



2: Magnetic Force Microscopy: Principles and Instrumentation 16

2.2.5 Superconducting Magnet and Flux Gate Magnetometer

The superconducting magnet is an 80 kG Nb-Ti solenoid manufactured by American

Magnetics, Inc. It is controlled using an AMI Model 412 Magnet Power Supply Pro­

grammer, which consists of a power supply programmer, a magnet voltage indicator,

and a regulated current source for the magnet persistent switch heater. A magnet

quench protection circuit is also incorporated into the unit, which in the event of a

quench, quickly ramps the power supply output to zero. The programmer can be

operated either manually or via computer. The power supply is an American Mag­

netics 1 kW, EMSn model 10-100. It uses a reverse biased heat sunk diode, rated

for continuous operation at the full output current of the supply, in order to prevent

a high voltage from being generated across the input terminaIs of the magnet in the

event of a quench.

The amount of current required to generate a desired field is given by the field-to­

current ratio, typical1y supplied by the magnet manufacturer, which for our system

is 962 G/A. As currents approach zero however, superconducting magnets behave in

a non-linear fashion and may no longer follow the linear relationship between field

and current [21]. The work presented in this thesis required the application of small

fields (see Chapter 4), with values ranging from several to tens of Gauss. In this small

field regime, the field-to-current ratio becornes increasingly unreliable as a guide. In

addition, no account is made for the presence ofremanent fields originating from both

the magnet and the microscope body, nor for the earth's magnetic field.

To address this, a home-built flux gate magnetometer is used in order to measure

small fields « 100 G in magnitude). The flux gate design is extremely advantageous,

as it provides an absolute measure of the local field. It is located approximately 1 cm

from the tip~sample interaction point, and provides a measure of the magnetic field

to within less than 1 G.

Approximately 1 cm in diameter and 4 mm high, the magnetometer consists of

an outer coil of approximately 1000 turns, within which two smaller coils (10 turns
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each) are situated. AIl three coils are oriented in the same direction. A small piece

of Allied Signal Metglass 2714AZ 0.65 mm material is located in the center of one of

the inner coils.

During operation, a 2 kHz sine wave is applied to the outer coil, while the induced

electromotive force (emf) of the inner coils is monitored. The two smaller coils are

connected in series opposition, which cancels out the pick-up of the ac field. The mag­

netic field generated by the outer coil drives the magnetic material through saturation

during each half cycle, producing a corresponding voltage peak on the induced emf.

These peaks occur with a separation of T/2, where T is the period of the sine wave.

The application of an external dc magnetic field effectively shifts the hysteresis curve

of the magnetic material, altering the time interval between adjacent voltage peaks

(see Fig. 2.9). A determination of the dc magnetic field strength can then be made

either through a calibrated reading of the time separation between voltage peaks, or

through the application of a known nulling field to reset the time separation between

peaks.

2.2.6 Piezo Tube

To acquire an image, the sample is scanned with respect to the stationary cantilever

using a piezo tube. The scan range of the tube is determined by its dimensions,

material composition, operating temperature, as weIl as the applied voltage.

The 2" long piezo tube is made of EBL #3, and achieves a scan range of 40 Jjm

at room temperature with applied voltages of ± 100 V. l Lower temperatures yield a

reduced response from the piezo tube, producing scan ranges of 14 Jjm and 10 Jjm at

77 K and 4.2 K respectively, with similar applied voltages.

2.2.7 Cantilevers

Two types of cantilevers are commonly used in the system. Both are batch mi­

crofabricated and commercially available. The silicon nitride cantilevers, manufac-

lThe depoling field of the piezo tube is 254 Vrms'
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Figure 2.9: In A, the field acting on the magnetic material is shown as a function of time. The
corresponding voltage peaks, the result of the induced emf during saturation, is shown in B. In
C, an external dc magnetic field alters the total field acting on the magnetic material, effectively
shifting the curve along the y-axis. This shift results in a change in time between adjacent peaks,
as shown in D. Here, T is the period of the sine wave.
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tured by ThermoMicroscopes [22], have nominal resonance frequencies of 30 kHz and

spring constants of 0.1 Nlm. The single crystal silicon cantilevers, manufactured by

Nanosensors [23], have resonance frequencies of about 70 kHz and spring constants

of about 1 Nlm. In order to make the cantilevers magnetically sensitive, a cobalt

coating, typically 10-40 nm in thickness, is evaporated onto one side of the tip, using

shadowing to restrict the deposition of the film. The cantilever is then magnetized

along the tip axis prior to installation in the microscope. As weIl, a thin layer of gold

(typically 40 nm) is evaporated onto the back side of the silicon nitride cantilevers,

in order to enhance its reflectivity to the laser light of the deflection sensor.

2.2.8 Deffection Sensor

A fiber-optic based interferometer system, first described in [24], is used to detect

cantilever deflections and thereby measure the cantilever resonance frequency. This

system was chosen over another common low temperature detection method, the

piezoresistive cantilever [25-28], for several reasons. Firstly, the fiber optic interfer­

ometer is weIl suited for low temperature applications; only one end of the optical

fiber need be subjected to cryogenic temperatures, with aIl other electrical and opti­

cal components of the detection system, including the laser diode and photodetector

circuit, operating at room temperature. In addition, the interferometric technique

provides for an absolute calibration of cantilever deflection using the laser wavelength

as a reference, an advantageous feature for quantitative measurements. By contrast,

piezoresistive cantilevers are less attractivé, not only due to the limited range of

available spring constants and resonance frequencies, but also over concerns regard­

ing power dissipation (typically several mW [28], two orders of magnitude greater

than in our system).

A schematic diagram of the interferometer is illustrated in Fig. 2.10. A Sharp

LT023MS single transverse mode, multi-Iongitudinal mode! laser diode is used, op­

IThe mode-hopping which is characteristic of multi-Iongitudinal mode lasers helps to prevent delete­

rious effects to the laser, so called "optical-feedback", which result when refiected photons returning
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Figure 2.10: Components of the interferometer.

erating at a wavelength of 780 nm. The laser diode is driven with an ILX Lightwave

LDX-3412 Precision Current Source with a stability of ::;50 ppm (10-30 min.) [30].

During routine operation, the laser diode typically emits between 150 J-lW to 200 J-lW

of power, depending upon the driving current. The laser light is directed via an FC

connector into a 50/50 bi-directional coupler,! which directs half of the light into the

cryostat via 80 J-lm diameter 3M single mode fiber-optic cable (rated attenuation of

3.0 dB/km @ 820 nm), to serve as a deflection sensor for the cantilever beam. As

shown in Fig. 2.11, 20-100 J-lW of laser power is emitted from this cleaved end of the

optical fiber under normal operating conditions. The remaining light intensity may

then be directed from the coupler to a photodiode in order to monitor fluctuations

in output light intensity, although this option is not presently implemented in our

system.

Owing to the cleave at the fiber end within the cryostat, approximately 4% of

the light intensity is reflected back at the fiber/air (fiber/vacuum) interface. This

beam h interferes with the remaining light which exits the fiber, reflects off of the

oscillating cantilever beam, and then re-enters the fiber as 12 , The intensity of the

along the optical fiber re-enter the laser cavity [29].
1Manufactured by Gould Fiber Optics
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Figure 2.11: The laser light power emitted from the cleaved end of the optical fiber, as a function
of laser diode driving current, measured using a Newport Model 815 Power Meter. Under typical
operating conditions, the laser diode is driven by 52-55 mA of current.

resulting interference pattern Ir is given by

(2.7)

where b is the phase difference between beams Il and 12 , given by 4~z where z is

the cantilever-fiber separation and À is the laser light wavelength. As the cantilever

is oscillated, the cavity length defined by the cantilever-fiber separation is altered,

resulting in a modulation of the observed intensity.

For optimal sensitivity to cantilever motion, the fiber-cantilever separation should

correspond to n~, where n is an odd integer. At this separation, 8Ij8z is maximized

and observed intensity changes are approximately linear for small cantilever oscilla­

tions. A typical fiber-cantilever arrangement for our system is shown in Fig. 2.12.

Both the optical fiber and the cantilever are canted at an angle of 15° with respect

to the sample surface, in order to restrict the magnetic interaction to the tip region

of the cantilever, while still preserving the desired 90° orientation between fiber and

cantilever.
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Figure 2.12: Photograph of the cantilever beneath the optical fiber.
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The optical interference signal is detected by a UDT Sensors PIN-020A photodiode,

with an active area of 0.20 mm2 and a responsivity 'fJ of approximately 0.5 AjW for

the wavelength of light used [31]. The photodiode is reverse biased with 15 V in

order to decrease its capacitance, thereby reducing its response time and increasing

its bandwidth. 1 The signal current generated by the photodiode is converted to a

voltage using a Burr Brown OPA 111 operational amplifier, which offers the lowest

noise in the FET op-amp class [32]. A gain of 106 is achieved using a metal film

resistor, which contributes less noise than a typical carbon composition resistor [33].

The complete circuit is illustrated in Fig. 2.13.

2.2.9 Phase-Locked Loop

The signal from the photodetector circuit is amplified and filtered by a 2-channel, 8

pole, 0.1 Hz to 200 kHz low passjhigh pass filter. 2 It is then directed to a phase-Iocked

1Dark current noise generated when operating the photodiode in the photoconductive mode (appli­

cation of reverse bias) is negligible in our system.
2Krone-Hite model 3382 Tunable Active Filter
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Figure 2.13: The light incident on the photodiode generates a current which is converted into a
voltage using an operational amplifier.

loop (PLL), designed at IBM Zurich but assembled and commissioned at McGill

University. Within a 10 kHz window centered on the resonance frequency, the PLL

tracks the frequency of the cantilever by monitoring the phase relationship between

the excitation signal (generated by the PLL) and the measured cantilever response

(the PLL input). It thus ensures that the oscillation frequency is exactly at the peak

of the resonance curve.

The PLL provides two output signaIs (in addition to the excitation signal directed

to the cantilever). The first is a dc signal ~f, proportional to the cantilever resonance

frequency (1 mV = 1 Hz), which is filtered and then digitized using a 16 bit analog­

to-digital converter in order to serve as the feedback signal upon which constant force

gradient images are acquired. The second signal is proportional to the excitation

signal, and serves as a dissipation signal which is representative of the amount of

energy required to continuously oscillate the cantilever at a constant, predetermined

amplitude. This signal is used to detaillocal dissipation within a sample, a measure

of non-conservative interactions between cantilever and sample, and forms the basis

of Dissipation Force Microscopy [34,35]. A schematic illustration of the PLL is given
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Figure 2.14: Block diagrarn representation of the phase-Iocked loop (PLL).

in Fig. 2.14; for a more complete description, see [36].

The operational bandwidth of the PLL is controlled by proportional and integral

gain settings of the feedback loop of the voltage controlled oscillator (VCO). The

proportional gain reduces the rise time between input and response, but will always

have a steady-state error associated with it. The integral gain eliminates this steady­

state error, but may make the transient response worse (since it acts somewhat like

a low-pass fllter). Larger settings of the proportional and integral gains lead to a

quicker, yet noisier response. Smaller values of the gains produce smaller errors at

the expense of measurement speed.

In order to characterize the bandwidth of the PLL, a test signal was substituted

for the cantilever deflection signal. This sinusoidal signal was frequency modulated

with a span of 100 Hz at a rate which varied from lO-300 Hz, while the output signal

~f was monitored. Since the system is set such that 1 mV = 1 Hz, the frequency

modulation of the input signal by lOO Hz should yield an amplitude of the ~f signal

of lOO mV peak to peak. Results are illustrated in Fig. 2.15, and show that the
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Figure 2.15: The amplitude (peak-to-peak) of the PLL output Llf, plotted as a function of the fre­
quency modulation of the test signal. Each curve corresponds to different settings of the proportional
(fp ) and integral (fi) settings.

PLL response is heavily influenced by the gain settings of the VCO feedback loop.

Consequently, values for these settings should be carefully chosen such that the PLL

bandwidth is large enough to accommodate the scanning speed.

2.2.10 Feedback and Control System

The output of the PLL is digitized and then directed to a digital feedback unit,

whereby it serves as the feedback signal upon which constant force gradient images

are acquired. The control system and software are manufactured by East Coast

Scientific, and run on a 486 based personal computer. The reader is referred to [37]

for technical details regarding the feedback system and control software.

2.3 Instrumentation Limits and Noise

A thorough understanding and appreciation of the various noise sources in the mea­

surement apparatus is important not only in the optimization of the equipment, but

also serves as a guide for selecting suitable experiments. Specifically, it allows for an

estimate of the minimum detectable frequency shift measurable, a quantity directly

related to the smallest detectable force gradient (see Eq. 2.3).
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The following analysis has been undertaken with the aim of determining the sen­

sitivity of the microscope. Various noise sources have been identified' and their con­

tributions estimated. For simplicity, these contributions have been divided into two

groups. First, those noise sources associated with the cantilever and deflection sensor

electronics, including the laser diode, the photodetector circuit, and cantilever ther­

mal motion are listed. The second category includes noise sources arising from the

electronic feedback and control systems.

2.3.1 Cantilever and DefIection Sensor Noise Sources

Noise terms associated with the laser diode and cantilever include laser shot, intensity,

phase and optical feedback noise, and the thermal motion of the cantilever. The

photodetector circuit, which converts currents generated by the photodiode (both

the signal and the aforementioned noise terms) into voltages, itself introduces two

additional noise contributions [32]: Johnson noise, which is generated by the feedback

resistor; and a "noise gain" term which results from the presence of the operational

amplifier within the circuit.

A general discussion of noise sources applicable to force microscopy can be found

in [11], while [38-40], provide more detailed information regarding laser diodes. The

following lists individual noise contributions, then compares the theoretical and mea­

sured values for the system.

Laser Shot Noise

Laser shot noise results from the statistics of photons incident on the photodiode.

Laser light striking the diode will generate a current i related to the incident optical

power P by

i='TJP (2.8)

where 'TJ is the responsivity of the detector. The corresponding mean-squared current

noise i 2 is given by

i2shot = 2e'TJP [A2/Hz] (2.9)
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where e is the electronie charge. When this mean-squared current noise passes through

a resistor of value R, it generates a mean-squared voltage noise given by

(2.10)

Laser Intensity Noise

Sources of noise including mode-partition noise, mode-hopping noise, 1/f noise and

spontaneous emission have complicated theories, but can often be grouped into a

Laser Intensity Noise term [38,39), given for a typieallaser diode by

Laser Phase Noise

"72 - 2p2 10-13 [A2 /H ]1, l ntensity - Tl x Z

2" - 2p2R2 10-13 [V2/H ]v l ntensity - Tl x Z

(2.11)

(2.12)

This term results from the finite coherence length of the laser, and depends on the

optieal path length difference of the interferometer (that is, the separation between

the cleaved end of the optieal fiber and the cantilever). The resulting mean-squared

current noise is

(2.13)

while the corresponding mean-squared voltage noise is given by

(2.14)

where .è::J.v is the linewidth of the laser and T is the optieal path length difference of

the interferometer, divided by the speed of light.

Thermal Cantilever Motion

The presence of a cantilever in the system contributes an additional noise term result­

ing from its thermal motion. Treating the cantilever as an isolated one-dimensional

harmonie oscillator, the expressions for the noise current and noise voltage are given

by

"72 _ (47rTlP)
2

4kB T Q [A2 /Hz]
1, Cantilever - -),- wOk

cb
Q2(1-~) + ~

wo 2 wo 2

(2.15)
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where kB

V2 . _ (47f'T]PR)
2

4kB T Q [2/]
Cantûever - À wOk

cb
Q2 (1 _ ~) +~ V Hz

wo 2 wo2

is Boltzmann's constant, T is the absolute temperature, À

(2.16)

is the laser

wavelength, wo is the resonance frequency of the cantilever, and kcb is the spring

constant of the cantilever.

Johnson Noise

Johnson noise [41], named after the scientist at Bell Laboratories who first studied it

in 1928, results from the thermal interaction between the free electrons and vibrating

ions in the load resistor R of the photodetector circuit. This process gives rise to a

noise current and noise voltage [42] given by

""'2 _ 4kB T [A2/H ]Z Johnson - ~ Z

- 2
V2 Johnson = 4kB TR [V 1Hz]

(2.17)

(2.18)

where kB is Boltzmann's constant, T is the absolute temperature, and R is the value

of the resistor. This noise term exhibits a constant density over aIl frequencies, and

appears directly at the output of the circuit without amplification.

Operational Amplifier Noise

The noise arising from the presence of the operational amplifier is frequency depen­

dent, and begins to rise at a frequency fi determined by the feedback resistor R, diode

capacitance CD, and the differential input capacitance and common-mode input ca­

pacitance of the operational amplifier COPA [43]. It then levels off at a frequency

determined by the stray capacitance present in the circuit Cs, and is finally rolled off

by the operational amplifier bandwidth limit. This "noise gain" is illustrated in the

Bode plot of Fig. 2.16.

Our system uses a feedback resistor R = IMn. With a 15 V bias applied to the

photodiode, the diode capacitance CD ~ 4 pF [31]. The additional capacitance COPA

contributed by the operational amplifier is approximately 4 pF [43].
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Figure 2.16: The Bode plot illustrates the response of the OPA 111 based circuit, in particular the
noise gain, eurrent to voltage gain and open-Ioop gain eharacteristies. The eut-off frequeney fc of
the OPA-111 is 2MHz.

The measured response of the photodiode with no light incident on the detector

is illustrated in Fig. 2.17. A polynomial fit to the graph yields a dc value of 129

±2nVrms/VRZ, in excellent agreement with the expected Johnson noise value of 128

nVrms/VRZ. The expected frequency fi = 19,900 Hz as well as the general shape of

the curve are also in good agreement with the illustration of Fig. 2.16.

eurrent to Voltage Gain

As illustrated in Fig. 2.16, the current to voltage (1 to V) gain of the cantilever

defiection signal is not fiat over all frequencies. Rather, it exhibits a 3 dB peak

followed by a roll off caused by stray capacitance [43]. The observed amplitudes of

the defiection signal, as wel1 as the noise contributions from Section 2.3.1, are thus

amplified at the output, according to the current to voltage gain profile of the circuit.

The current to voltage gain characteristics of our system were measured using an

LED light source, coupIed into the fiber optical cable via an Fe connector. A sine

wave applied by a function generator was used to drive the LED at frequencies ranging

from 1 kHz to 200 kHz. The resulting output signal amplitude of the photodetector
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Figure 2.17: The response of the photodetector circuit as a function of frequency with no incident
light upon the detector. The frequency dependent noise arising from the operational amplifier is
evident. The 100 kHz bandwidth of the plot is set by the limits of the spectrum analyzer used in
the measurement.

circuit was measured using an oscilloscope, and is shown in Fig. 2.18.

Total Noise Contribution

The total noise contribution from the cantilever, deflection sensor and photodetector

circuit can be summed according to Fig. 2.19, given that noise voltages, or currents,

which are independently generated are uncorrelated, and hence may be added by

taking the square root of the sum of the squares of the individual terms (that is,

mean-squared values can be added) [33]. Laser shot noise, laser intensity noise, laser

phase noise and thermal cantilever motion are thus added, then scaled according to

the current to voltage gain curve of the system. Operational amplifier noise and

Johnson noise are then added at the output.

A sample calculation is shown in Fig. 2.20, which illustrates the experimentally

measured and simulated power spectral density for the case of a silicon nitride can­

tilever at a temperature of 5 K. The corresponding values of contributing noise terms

are listed in Table 2.1. The cantilever has a resonance frequency f = 30,781 Hz, a
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Figure 2.20: The power spectral density of a silicon nitride cantilever at 5 K (soHd Hne), along with
the theoretical noise value (dotted Hne).

quality factor Q = 11,843, and a nominal spring constant kcb = 0.1 N/m. It was

positioned far from the sample in order to avoid any anharmonicity due totip-sample

interactions, and the excitation piezo was grounded (that is, the cantilever was not

driven). The calculated and measured power spectral density plots show good agree­

ment, especially at frequencies off resonance. The discrepancy between peak shapes

of the two curves can be attributed to the windowing function (a Blackman-Harris

window) of the Stanford Research Systems SRS FFT network analyzer used for the

measurement, which affects the binning process and hence influences the peak height

and shape. However, the integrated areas under the two curves differ by less than

10%.

At frequencies off resonance, the largest contribution arises from shot noise of the

interferometer, whereas thermal effects dominate near and at the resonance frequency.

During imaging, the cantilever is driven at its resonance frequency with an amplitude

comparabie to several mV/ vHZ, orders of magnitude greater than the thermal noise

contribution at this frequency. However, shot noise contributions remain unaffected

by cantilever oscillation amplitude, and are frequency independent.
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Shot Noise 7.8 x 10-14 V2/Hz

Laser Phase Noise 5.5 x 10-14 V2/Hz

Resistor Johnson Noise 1.7 x 10-14 V2/Hz

Laser Intensity Noise 6.0 x 10-15 V2/Hz

Thermal Cantilever Noise off resonance 1.9 x 10-17 V2/Hz

Thermal Cantilever Noise on resonance 8.8 x 10-11 V2/Hz

Table 2.1: Calculated values of contributing noise terms for the case of a silicon nitride cantilever
at 5 K.

2.3.2 Electronic feedback and Control Systems Noise

The second category includes bit noise from analog-to-digital or digital-to-analog

converters, electrical cross talk between signaIs, as weIl as intrinsic limitations within

the electronic feedback and control systems.

To characterize this effect, we tested the PLL and data acquisition system by

acquiring data as during a normal scan, except that instead of the deflection signal,

the PLL input consisted of a high signal-to-noise ratio (>108 dB), constant frequency

(70 kHz) test signal generated by an FFT Network Analyzer. IdeaIly, the resulting

"scan" should record the same frequency value for each of the 256 by 128 pixels of the

"image", since the input signal was of constant frequency and high spectral purity

« -70 dBc). An example of a histogram of the pixel values of such an "image" is

illustrated in Fig. 2.21. A Gaussian fit to the distribution and the determination of

the standard deviation a, gives a conservative estimate on the frequency resolution,

which we have chosen as 2a. Under these test conditions, we found the frequency

resolution of the electronic feedback and control system components to be 0.20 ± 0.01

Hz in a 72 Hz bandwidth. While this resolution is larger than DSP based systems

currently available, which currently boast frequency resolutions on the order of 5 mHz,

it is not in fact the limiting factor with regards to the sensitivity of the microscope,

as discussed in the following section.
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Figure 2.21: This histogram has a standard deviation a of 0.836 ± 0.005 Hz. The frequency resolution
would then he 2a, or 1.67 Hz. The mean is arhitrary.

2.3.3 Sensitivity of the Microscope

The power spectral density of a thermally oscillated cantilever illustrated in Fig. 2.20

featured both a thermal peak as well as background noise. The presence of noise

at frequencies off resonance is extremely relevant when determining the system fre­

quency resolution, a fact often overlooked within the AFM/MFM community. This

is because the PLL measures the frequency of the cantilever defiection signal over a

nonzero bandwidth, including both the cantilever resonance peak (signal) as well as

a background (noise).

For the case of an ideal PLL, capable of determining the frequency of an input

signal to an arbitrary precision, the resolution will be limited by the quality of the

input signal (assuming the local oscillator exhibits superior spectral purity, as is

often the case). The smallest measurable frequency change 8fsignal, will depend on

both the anharmonic contributions and finite width of the signal, as well as the

background noise; features characterized by the signal-to-noise ratio of the input
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signal [35,36]. This can easily be seen by considering the PLL as a "frequency meter",

which measures the frequency of an input signal by measuring the time between a

fixed number of zero crossings of the sinusoidal input signal. The precision of the zero

crossing measurement and thus the achievable frequency resolution is determined by

the noise inherent in the signal, which tends to broaden the zero crossings and hence

introduce uncertainty in the time measurement.

In reality, the PLL exhibits an intrinsic limit 8fpLL, indicative of the ultimate fre­

quency resolution possible given an ideal input signal. The effective system frequency

resolution of the acquired data is determined either by the finite signal-to-noise ratio

of the input signal, or by the intrinsic limit of the PLL. For a weIl designed system,

8fpLL < 8fsignal.

In order to determine the sensitivity of the complete system under temperature

and pressure conditions consistent with imaging at liquid helium temperatures, we

performed a similar procedure as used in Section 2.3.2. However, in this case the

cantilever defiection signal was used instead of a test signal.

With the cantilever driven by the PLL, as is the case during scanning, but po­

sitioned far from the sampIe so as to avoid any anharmonicity due to tip-sample

interactions, a test image was acquired. Again, the x and y scan generators were

disabled, so as to prevent motion of the tip relative to the sample. In this case a

frequency resolution of 0.60 ± 0.02 Hz in a 72 Hz bandwidth was recorded, for a sili­

con nitride cantilever with a resonance frequency f = 30,781 Hz and a quality factor

Q = 11,843, at 5 K. Using Eq. 2.3, with kcb = 0.1 N/m the nominal spring constant

value, a frequency resolution 8f = 0.60 Hz corresponds to a measurable force gradient

resolution of approximately 3.9 x 10-6 N/m.

Given that the electronic and control systems exhibited a smaller frequency res­

olution under test conditions (8f = 0.20 Hz), this suggests that the quality of the

defiection signallimits the sensitivity of the system. Since shot noise contributes the

largest background noise term to the defiection signal, we infer that the system is
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therefore limited by the shot noise of the interferometer. The best way to enhance

the frequency resolution of the system then is to increase the optical power incident

on the photodiode. This improves the signal-to-noise ratio as the square root of the

optical power, since the signal increases linearly with optical power, while the shot

noise increases only as the square root. Operating the laser diode at a larger drive

current is one possible solution. However, this also results in several deleterious ef­

fects, including increased heating of the cantilever, greater susceptibility to optical

feedback owing to changes in the mode spectrum of the laser diode at higher output

power, as weIl as a shortening of the laser diode lifetime.



3

Overview of Superconductivity

In this chapter a brief introduction and overview of superconductivity is given, which

provides sufficient background necessary to understand and interpret results presented

in Chapter 4. For a general introduction to superconductivity, the reader is referred

to [44]. A more advanced treatment of the subject can be found in [45].

3.1 The Discovery of Superconductivity

Superconductivity was first discovered in 1911 by the Dutch physicist, Heike Kam­

merlingh Onnes [46], three years after having liquefied helium. While studying the

temperature dependence of the electrical resistance of mercury, he noted that once

cooled below about 4 K, the resistance of the sampie dropped suddenly to zero and

remained unmeasurable at lower temperatures. This result was in stark contrast to

the expected behavior, where the resistance would decrease when cooled below room

temperature, falling linearly down to about one third of the Debye temperature of the

material, after which it drops less rapidly. Recognizing that the sample had under­

gone a transition into a new state characterized by zero electrical resistance, Onnes

christened the phenomenon "superconductivity".

3.2 The Critical Temperature Tc

The temperature at which a superconductor loses its electrical resistance is called the

superconducting transition or critical temperature, Tc. Table 3.1 lists the transition

37



3: Overview of Superconductivity

Element Tc (K)

Aluminum 1.175 ± 0.002

Indium 3.408 ± 0.001

Lead 7.196 ± 0.006

Mercury 4.154 ± 0.001

Niobium 9.25 ± 0.02

Tin 3.722 ± 0.001

Titanium 0.40 ± 0.04

Thngsten 0.0154 ± 0.0005

Zinc 0.850 ± 0.01

Table 3.1: Critical temperatures of selected superconducting elements [47].
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temperatures for sorne metallic elements. Alloys and metallic compounds typically

exhibit higher transition temperatures than those of the metallic elements. Recently,

the discovery of superconductivity in magnesium diboride (MgB2) with Tc ~ 39 K

has generated a great deal of excitement [48], as its transition temperature is nearly

a factor of 2 greater than previously known superconducting metallic compounds

(e.g. Nb3Ge has a transition temperature of 23 K). Sorne high Tc ceramic oxide su­

perconductors, first discovered in 1986 [49], remain superconducting at temperatures

above the boiling point of liquid nitrogen. For example, two of the more common

materials, YBa2Cu307 and Bi2(Sr2Ca)Cu20S' have Tc ~ 93K and Tc ~ 110 K re­

spectively. Technological interest in high Tc superconductors is based in part upon

the fact that they require only liquid nitrogen, which is relatively cheap and readily

available, as opposed to costlier liquid helium required to cool conventional supercon­

ductors. However, the practical utilisation of these materials has been difficult, owing

to the fact that the oxide materials are hard to fabricate into useful form (e.g. wires).
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Figure 3.1: The superconductor exhibits perfect diamagnetism in magnetic fields smaller than He.

3.3 Perfect Diamagnetism and the Critical Field

The superconducting state can be destroyed not only by an increase in temperature

above Tc, but also by the application of a sufficiently strong magnetic field, greater

than the critical field, Hc' Ordinarily for fields less than Hc, the superconductor

exhibits perfect diamagnetism, a phenomenon known as the Meissner-Ochsenfeld ef­

fect [50]. This is achieved via persistent screening currents which circulate on the

surface, so as to cancel the flux density within (see Fig. 3.1), and occurs irrespective

of the sequence with which temperature and field conditions are applied. This re­

moval of the dependence of the state of the material upon the thermodynamic path

distinguishes the superconductor from an ideal conductor.

For applied fields Ha < He, the Meissner effect (B = 0) ensures that the magne­

tization M = - H a / 4?T; in the normal state M is essentially zero. The work done on

the sampie by the magnetic field Ha is given by

{Ha
- Jo MdH = Ha

2 /8?T (3.1)

and is stored in the free energy of the superconductor. The Helmholtz free energy

density of a superconductor in a finite magnetic field Ha is given by

IsH = Iso + Ha 2 /8?T (3.2)

where the free energy density of the superconductor in zero magnetic field is denoted
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by fso.

At the critical field, the energy density difference between the normal (fn) and

superconducting (fsH) state is zero, giving

(3.3)

3.4 The London Equations

The London theory, developed in 1935 and named for the brothers Fritz and Heinz

London [51], was an early attempt to describe the magnetie behaviour of supercon­

ductors. While it did not address the specific microscopie mechanism underlying

superconductivity, it did provide a phenomenological framework whieh successfully

described both the absolute diamagnetism and the zero resistance to a dc current

exhibited by superconduetors. The theory is built upon the "two fluid model" [52],

whieh postulates that the electrons in a superconductor may be considered as a mix­

ture of two kinds of electrons, superconducting (of density ns) and normal (of density

nn), with the total density of free electrons given by n = ns + nn. The resistanceless

supercurrent is carried exclusively by the superconducting electrons, the density of

whieh decreases from n to 0 as the temperature increases from 0 to Tc.

The London theory introduces two equations, in addition to Maxwell's equations,

whieh govern the electromagnetic field within a superconductor. The theory begins

with the equation of motion for superconducting electrons in an electrie field E

(3.4)

where m is the mass of the electron, e the electron charge, n s the superconducting

electron density, and Vs the velocity of the superconducting electrons. Given that

js = nsevs, this gives the first London equation

d" 2
~ = nse E
dt m

(3.5)
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which describes the resistanceless property of a superconductor, since any electric

field accelerates the superconducting electrons rather than simply sustaining their

velocity against resistance, as described in Ohm's law in a normal conductor. 1 If we

take the curl of both sides of Eq. 3.5 and use Maxwell's equation

this gives

IdB
'\7 x E = --­

e dt
(3.6)

(3.7)

Based on the experimentally observed Meissner effect, the flux density inside the

superconductor is always zero (i.e. not just dB/dt but also B is zero within the bulk).

To obtain this effect, the London brothers postulated that the superconductor might

correctly be described by Eq. 3.7 applied to B instead of dB/dt, that is

B me T'7 •= ---y XJs
ns e2

(3.8)

which is the second London equation, and describes the diamagnetism exhibited by

the superconductor.

Using Maxwell's equation

and the relation

with Eq. 3.8 gives

where

T'7 B 47r •
y X = -Js

e
(3.9)

(3.10)

(3.11)

(3.12)

1In a normal metal, there is competition between scattering from defects and the acceleration by the

electric field, leading to a steady-state drift velocity.
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Element Al Hg In Nb Pb Sn YBa2Cu307

),dT = 0) (nm) 50 38-45 64 35 39 51 150 (.~ab)

Table 3.2: London penetration depth at T = 0 for selected superconductors (from [53-55]).
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x

(3.13)

Figure 3.2: Penetration of magnetic flux into the surface of a superconductor (from [44]).

is the London penetration depth. It is within a surface layer of thickness ),L that

screening of the magnetic field takes place. The dependency on ns gives ),L a tem­

perature dependence, which can be approximated by the empirical formula

), (T) _ ),(0)
L - JI - (T/Tc )4

with values of ),(0) for sorne conventional superconductors given in Table 3.2. Note

that ),L -+ 00 as T -+ Tc'

For the case of a magnetic field applied parallel to a superconducting surface

Ba, the London equations predict an exponential decay of the flux density within the

superconductor, with characteristic decay length ),L (see Fig. 3.2). The corresponding

one-dimensional form of Eq. 3.11 gives

(3.14)

In superconductors where the electronic mean free path l is limited by the presence

of impurities, electrodynamic responses become more local. This results in an effective

penetration depth ),eff > ),L' In this "dirty limit" (l ~ ça), the relation is given by [56]
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(À » l, ço » I)
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(3.15)

where the coherence length ço is the characteristic length scale over which the super­

conducting electron density varies (see Section 3.5). Most classical superconductors

fall into the dirty limit, whereas the high Tc cuprate superconductors often approach

the so-called "superclean" limit [57].

3.5 The Ginzburg-Landau Theory

While the London theory provided a fairly good description of the Meissner effect,

there were several limitations. One shortcoming was the prediction of a negative

surface energy for the interface between adjacent normal and superconducting regions.

A superconductor in an external magnetic field would then prefer to exist as a series

of alternating normal and superconducting regions, the size of which would be as

small as possible so as to maximize the surface area. Experimental evidence however

did not support these conclusions.

In 1950, Ginzburg and Landau formulated a theory [58] based on second-order

phase transitions (the Landau theory), which gives a good macroscopic description

of the superconducting state. 1 While still phenomenological, the Ginzburg-Landau

(GL) theory uses quantum mechanics, in contrast to the London theory which is

purely classical. It assumed that an effective wavefunction 'l/J described the behaviour

of the superconducting electrons (1'l/J1 2 is equal to the density of superconducting

electrons), and was treated as a complex order parameter.

The theory also introduced two parameters: the first ç, the Ginzburg-Landau co­

herence length, is the characteristic scale over which variations of the order parameter

'l/J occur (1'l/J1 2 being 0 in a normal region, and 1 in a superconducting region). The

second quantity À, is the penetration depth for a weak magnetic field, indicating the

1 As the GL theory is based on the Landau theory, it is valid only near the normal-superconducting

phase boundary (Tc - T «Tc), and therefore not generally applicable at all temperatures.
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characteristic length over which a magnetic field varies within a superconductor.

The GL theory was able to produce a positive surface energy term by incorporating

quantum effects; the term arises from a gradient of the wavefunction at the normal­

superconducting interface. In doing so, the GL theory in fact predicts the existence

of two different classes of superconductors, now known as type 1 and type II.

3.6 Type l and Type II Superconductors

It had been thought for many years that aIl superconductors behaved as those de­

scribed earlier, exhibiting the Meissner effect in an external magnetic field until su­

perconductivity was destroyed at He. Rowever, in 1957 Abrikosov postulated the

existence of a different class of superconductor [59], now called type II, whose be­

haviour in an applied magnetic field differed from conventional expectations.

For type 1 superconductors, the normal-superconducting interface contributes a

positive energy term. Rence the appearance of normal regions is energeticaIly un­

favourable, and the superconductor remains superconducting throughout when a

magnetic field of strength less than He is applied. Type II superconductors how­

ever have a negative surface energy term, and as such it is favourable under certain

conditions for the superconductor to split into an assemblage of superconducting and

normal regions, entering the so-caIled "mixed state" .

Type-I superconductors include aIl supercondueting elements except niobium, while

type-II superconductors include niobium as weIl as superconducting aIloys and chem­

ical compounds, including high Te superconductors. The value of the ratio K, = À/ç,

known as the Ginzburg-Landau parameter, distinguishes between type 1 supercon­

ductors (K, < 1/.)2) and type II superconductors (K, > 1/.)2).

3.7 The Mixed State

The negative energy of an interface between normal and superconducting regions in

a type II superconductor implies that, under certain conditions of applied magnetic
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field, it is energetically favourable for the superconductor to subdivide into normal

and superconducting regions.

Consequently, a type Il superconductor has both a lower and an upper critical

field, denoted Hel and He2 respectively. For fields less than Hel, type Il superconduc­

tors behave in a similar manner to type 1 superconductors, exhibiting the Meissner

effect. However, when the lower critical fieldis reached, it becomes more energetically

favourable to let magnetic flux penetrate into the superconductor. This occurs for

fields up to He2 (which in fact is equal to V2KHe , and can be much greater than He),

at which time the transition to the normal state occurs. A type Il superconductor can

therefore occupy two distinct superconducting states; the Meissner state, in which no

flux is present in the interior of the material, and the mixed state, where the magnetic

field partially penetrates the superconductor.

When the magnetic field penetrates a type Il superconductor in the mixed state, it

does so not i~ the form of laminar domains, but rather in the form of quantized vortex

filaments. Each vortex is comprised of a normal (Le. ns ~ 0) core, of radius f'V ç,
which can be approximated by a long thin cylinder, its axis parallel to the external

magnetic field (see Fig. 3.3).

Recall that the bulk of the superconductor is diamagnetic, the flux due to the ap­

plied magnetic field being opposed by superconducting screening currents circulating

along the perimeter of the specimen. However, within each core is magnetic flux, the

direction of which is the same as that of the applied field. The flux within each core

is thus generated by supercurrents which circulate around the normal core within an

area of radius f'V À, such that the magnetic field they generate coincides with that of

the external field. These supercurrents are not transport currents, but are similar to

the surface currents that shield the bulk of a type 1 superconductor. In addition, the

circulating supercurrents encircling each normal core interact with the magnetic field

produced by supercurrents of other normal cores, leading to a repulsive interaction

between vortices.
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Figure 3.3: (a) Mixed state in an applied magnetic field Ha greater than Hel, illustrating the normal
cores and encircling supercurrents, as weIl as the characteristic lengths eand À. (b) Magnetic field
lines of a vortex as they pass through a thin superconducting sample.
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The amount of flux carried by each vortex is quantized, and is given by

cI>o = hc/2e (Gaussian units)

= 2.07 X 10-7 G cm2
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(3.16)

(3.17)

(3.18)

a result that follows from the phase coherence of the electron wavefunction. Rere

h is Planck's constant and e is the electronic charge. Rence, any magnetic field

penetrating a superconductor will be quantized, existing only as an integral multiple

of the flux quantum cI>O.l The values of the critical fields Hel and He2 can be defined

in terms of the flux quantum, according to

and

cI>o (À)
Hel = 47rÀ2 ln Z (3.19)

cI>o
H e2 = 27re' (3.20)

The penetration of these vortices occur once the applied field is increased beyond

Hel, at which point the vortices arrange themselves in a regular triangular array.2

The nearest neighbor distance al::,. between vortices in such an array is given by

(
cI> ) 1/2

al::,. = 1.075 ; (3.21)

As the field strength is increased, the vortex lattice period decreases and the density

of vortices rises. At an applied field equal to H e2 , the distance between neighbouring

1Note that in cases where vortices are in close proximity to an edge, the amount of flux carried

may be a non-integral value of the flux quantum [60]. While for bulk superconductors this effect

diminishes quickly from the edge, the effect can persist farther into the material for the case of thin

films [61,62]. Recent experimental work has confirmed this phenomenon [63].
2Though the triangular lattice is energetically the most favourable, in sorne monocrystalline type

II materials (Nb, V, Tc, and Pb alloys) the underlying crystal structures dominate over the small

theoretical energydifferences, leading to square or even rectangular arrays of vortices.



3: Overview of Superconductivity 48

Figure 3.4: The triangular vortex lattice of a type II superconductor, as viewed using a magnetic
decoration technique. From [64].

vortices is on the order of ç, meaning that the normal cores of the vortices are in

contact with each other and the sample is no longer superconducting.

The existence of the triangular vortex lattice was first experimentally verified in

1967 using a magnetic decoration technique [64]. As illustrated in Fig. 3.4, the electron

microscopy picture shows a triangular pattern where small (rv 500 Â) ferromagnetic

particles have settled on the surface of a magnetized lead-indium alloy at locations

where the magnetic flux intersects the samples surface.

3.7.1 Flux Flow

In the presence of a transport current J, vortices experience a Lorentz force F =

J x ipo/c per unit length, which tends to move the vortex transverse to the current.

As they move with velocity v, they induce an electric field of magnitude E = B x

v / c, parallel to J. The resulting energy dissipation (E· J) across the bulk of the

superconductor can lead to heating and a rise in temperature above Tc.

If the superconductor were free of defects, the vortices would begin moving with
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the application of an infinitely small Lorentz force. The ability to sustain a persistent

transport current therefore requires that vortex motion be restricted. Fortunately, the

presence of an inhomogeneity can lead to vortices becoming pinned to fixed locations

in the material, thereby preventing them from moving freely. Almost any kind of

imperfection, the dimensions of which are as large or larger than the coherence length,

can pin vortices. Examples include grain boundaries, atomic defects, or inclusions of

non-superconducting material. As a result, there is essentially no resistance until

a finite current is reached, at which point the Lorentz force exceeds the pinning

strength and tears the vortices off the pinning centers. If the pinning is sufficiently

strong, vortex motion can be made small enough so that the superconductor acts very

much like a perfect conduetor.

Typically one observes that for small values of applied current, such that the re­

sulting Lorentz force is smaller then the pinning strength, no voltage (Le. dissipation)

is evident. As the current is increased, a finite nonlinear voltage appears at a certain

value of current (the critical current). This corresponds to "flux creep", whereby

the vortices jump randomly from one pinning site to another. As the current is fur­

ther increased, the current-voltage characteristic becomes linear as the entire vortex

structure as a whole undergoes motion, a process known as "flux flow" .

It is clear that vortex pinning plays a very important role in determining the

(critical) current carrying capability in type II superconductors. In fact, for type II

superconductors in the mixed state, the critical current is almost completely con­

trolled by the perfection of the material; the more imperfect the material the greater

its critical current. From a technological point of view, there is great interest in un­

derstanding and controlling vortex pinning and motion. Sorne of the work presented

in Chapter 4 is motivated by this goal.
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Experimental Results and Discussion

The results presented in this chapter incorporate two experimental techniques. The

first is magnetic force spectroscopy, whereby the resonance frequency of the cantilever

is recorded as it is approached towards the sample at a single location. While not

commonly employed, it is shown here to be a useful tool offering clear and easily inter­

pretable results. The second, magnetic force microscopy imaging, involves scanning

the cantilever with respect to the sampie while recording a change in the cantilever

status as a function of position. Together these complimentary techniques help to

provide a more complete understanding of the properties of the sample.

Imaging of vortices was conducted under various conditions of scan height, temper­

ature and applied magnetic field, and provide data which one can relate to such char­

acteristics as the magnetic penetration depth and vortex pinning potentials. Magnetic

force spectroscopy curves were acquired as a function of temperature in the absence

of magnetic fields, and were used in the determination of the critical temperature Tc'

AU experiments were conducted on Nb thin film samples, the details of which are

discussed below.

4.1 Sample Characteristics

Two samples were studied, both 100 nm thick Nb films deposited by magnetron

sputtering onto silicon substrates. 1 One sampie has a uniform coating of Nb, while

IThe samples were kindly provided by V. Metlushko of the University of Illinois at Chicago, and B.

!lic of Cornell University.
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Figure 4.1: (Left)A 5 x 5 J.l,m2 area AFM image of the patterned Nb film, depicting the square
lattice of antidots. The spacing bet'Yeen adjacent antidots is approximately 1 J.l,m. (Right) A 3-D
perspective view of the same image.

the other has been patterned with a square lattice of antidots (holes), of period 1 /-lm

and diameter 0.3 /-lm, using laser interferometric lithography [65] (see Fig. 4.1). The

purpose of the antidots is to serve as artificial pinning centers for magnetic vortices.

4.1.1 Artificial Pinning Centers

Recall that the movement of vortices is detrimental to a superconductor because it

leads to energy dissipation, heating and the potential destruction of the superconduct­

ing state. Consequently, the behavior of magnetic vortices has a significant impact

on the current carrying ability of a superconductor, including the maximum electrical

current the superconductor can support. Current research efforts are directed towards

the understanding and control of vortex motion, in an effort to increase the current

carrying capacity of superconducting materials.

One such strategy is to introduce a regular lattice of artificial pinning centers,

to provide strong pinning interactions and prevent vortex motion. The interplay

between artificial pinning centers and the vortex lattice has been the focus of numer­

ous studies in which one often observes anomalies in the temperature and magnetic

field dependencies of the magnetization, electrical resistance and critical current re­

sponses [66-73]. These effects occur at "matching fields", so named because at these
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Figure 4.2: Critical current and resistivity measurements of the patterned Nb sample as a function
of magnetic field, at T = 6.65 K. Adapted from [69].

magnetic field values the vortex lattice spacing becomes commensurate with the lat­

tice of antidots, trapping a majority of vortices within the antidots. This effect is

shown in Fig. 4.2, where sharp peaks in the critical current and resistivity of the

patterned Nb film are observed at applied fields equal to multiples of the matching

field, Hm = nHI , where Hl = ~O/d2 ~ 20.7 G, and n is an integer.

However, the number of vortices contained in each antidot for a given temperature

is limited, and is given by the vortex saturation number [74]

Vs = D/4ç(T) (4.1)

where D ~ 0.3 p,m is the antidot diameter, ç(T) = ço/(l- T/Tc ) 1/2, and ço ~ 16 nm

for this sample [69]. The saturation number as a function of temperature, calculated

using Eq. 4.1, is plotted for the patterned Nb sample in Fig. 4.3, although in practice

the sputtering and lift-off lithography used to produce the antidots will result in sorne

fluctuations of the hole diameter, leading to small variations in Vs between antidots.

Any additional vortices are believed to form an Abrikosov lattice within the interstices

of the antidot array [75].
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Figure 4.3: A plot of the calculated saturation number as a function of temperature for the patterned
Nb film.

4.2 Experimental Details

Measurements of the unpatterned Nb film were made using two silicon nitride can­

tilevers, each made magnetically sensitive by the evaporation of 30 nm of Co onto

one face of the pyramidal tip, which was magnetized along the tip axis prior to in­

stallation in the microscope. Both have nominal spring constants kcb = 0.1 N/m, one

with a resonance frequency f = 32,398 Hz and a quality factor Q = 3,600 (used for

Fig. 4.5), the other with a resonance frequency f = 36,585 Hz and a quality factor

Q = 4,573 (used for aIl other figures). The cantilever oscillation amplitudes ranged

from A = 20 - 30 nm peak-to-peak.

Measurements of the patterned Nb film were also performed using two different sil­

icon nitride cantilevers. The first, with which Figs. 4.21, 4.22 and 4.23 were acquired,

had a resonance frequency f = 30,793 Hz, a nominal spring constant kcb = 0.1 N/m,

and a quality factor Q = 14,664. The oscillation amplitude was A = 98 nm peak­

to-peak. The cantilever was coated with 40 nm of Co, evaporated onto one face of
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the pyramidal tip, and magnetized along the tip direction prior to installation. The

second cantilever, used to acquire Fig. 4.24, had a resonance frequency f = 31,222

Hz, a nominal spring constant kcb = 0.1 N/m, and a quality factor Q = 19,514. The

oscillation amplitude was A = 50 nm peak-to-peak. The cantilever was coated with

20 nm of Co, evaporated onto one face of the pyramidal tip, and magnetized along

the tip direction, prior to installation.

In order to cancel the component of the earth's magnetic field perpendicular to

the sample surface, a nulling magnetic field was applied along the z-axis using the

superconducting solenoid. Measurements requiring zero-field environments were per­

formed within the presence of the nulling field, and the magnitude of any applied

fields were adjusted to compensate for the background stray field.

4.3 Magnetic Force Spectroscopy

4.3.1 Determination of the Critical Temperature

While in the superconducting state, the Meissner effect leads to the expulsion of

flux for sufficiently small magnetic fields. The magnetic tip is a source of such a

field, and as such the cantilever experiences a repulsive interaction when approached

towards the sampIe surface, leading to an increase in the resonance frequency of the

cantilever. The strength of this interaction, reflected in the magnitude of the change

in the resonance frequency, serves as a gauge by which the critical temperature Tc

can be determined.

Spectroscopy data shown in Fig. 4.4 plots the change in the resonance frequency

of the cantilever as a function of tip-sample separation at various temperatures for

the unpatterned Nb film. Each curve is comprised of 512 points, with a settle time

of 0.02 s per point.

Large increases in the resonance frequency, indicative of a strong repulsive inter­

action, are observed at colder temperatures. At temperatures above Tc however, the

superconductor is in the normal state; the Meissner effect vanishes, and there is no
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Figure 4.4: (Top) Resonance frequency shift versus tip-sample separation, at various temperatures
for the unpatterned Nb film. Attractive interactions arising from van der Waals and electrostatic
forces have been removed by subtracting the data from curves acquired at T > Tc. The strength of
the repulsive interaction (Meissner effect) varies with the temperature. (Bottom) The same data,
plotted as a function of temperature for various tip-sample separations. For temperatures T ~ 9.0
K, the magnetic interaction is negligible, suggesting that Tc = 8.95 ± 0.05 K.



4: Experimental Results and Discussion 56

longer a magnetic interaction between the cantilever and the sample. This transition

point is easily identified from a plot of the frequency shift of the cantilever versus tem­

perature for various tip-sample separations, from which an estimate of Tc can directly

be made. For the case of the unpatterned Nb film shown in Fig. 4.4, Tc =8.95 ± 0.05

K. The critical temperature for the patterned Nb sampIe was similarly determined to

be Tc = 6.50 ± 0.05 K. 1

4.3.2 Nuc1eation of Vortices by the Tip Magnetic Field

Occasionally when the cantilever is approached towards the sample, the magnetic field

from the tip will nuc1eate vortices [76]. This phenomenon is shown in Fig. 4.5, which

illustrates two approach curves, both acquired at 7.9 K in a zero field environment, for

the unpatterned Nb film. During vortex creation, the resonance frequency decreases

discontinuously. This sharp reduction in the repulsive interaction occurs because the

magnetic field of the vortex and the z-component of the tip magnetization are parallel,

leading to a local attraction between the vortex and the magnetic tip.

Multiple vortices may be created, either simultaneously or in succession; the num­

ber of vortices created is reflected in the magnitude of the resonance frequency change.

In Fig. 4.5 (a), two vortices are created simultaneously, producing a decrease in the

resonance frequency of 004 Hz. Figure 4.5 (b) illustrates two vortices created in

succession, with a 0.2 Hz shift observed for each vortex.

4.3.3 Determination of the Magnetic Penetration Depth

It was shown in Section 4.3.1 that as the magnetic tip is approached towards the su­

perconducting sample, a repulsive interaction results. The variation in the strength

of this interaction with temperature is a direct consequence of the temperature de­

pendence of the magnetic penetration depth. At colder temperatures, any external

magnetic flux is prevented from penetrating too deeply into the superconductor (i.e. À

IThe relatively low superconducting transition temperature, compared with the accepted value Tc =

9.25 K for bulk niobium, is due to a residual oxygen pressure in the growth chamber [69].
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Figure 4.5: Resonance frequencyshift versus tip-sample separation, at 7.9 K in zero applied field,
for the unpatterned Nb film. The data includes attractive interactions resulting from van der Waals
and electrostatic forces. Sharp discontinuities in the curve profiles (arrows) indicate the creation
of vortices by the magnetic field of the tip. (a) Two vortices are created simultaneously, resulting
in a change in the resonance frequency of DA Hz. (b) Two vortices are created in succession, each
contributing a 0.2 Hz change in the resonance frequency. The vertical axis of both curves has been
offset for clarity.

is small); the associated screening currents result in a large repulsive Meissner force.

As temperatures increase, flux penetrates more deeply into the superconductor (À

increases), until at Tc the superconductor passes into the normal state, À --+ 00 and

the superconductor becomes transparent to external magnetic flux.

Theoretical treatments in the literature [77-81] suggest that it is possible to de­

termine the magnetic penetration depth from magnetic force spectroscopy data, such

as that shown in Fig. 4.4 (Top). While numerous experimental methods are routinely

employed to make bulk measurements of the penetration depth, including mutual in­

ductance techniques [68], resonant Le circuits [82], microstrip resonators [83], muon

spin rotation [84] and polarized neutron reflectometry [54], the growing interest in

patterned and structured superconducting materials demands an ability to perform

such characterizations on a local scale. Scanning probe techniques are therefore weIl

suited to the task; both scanning SQUID [85] and scanning Hall probe [86,87] micro-
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scopes have already been used to study high Tc materials in this regard.

A key advantage of MFM over these two scanning probe techniques however, is

the ability to observe spatial variations in À with a lateral resolution less than 100

nm, a feature afforded by the high spatial resolution achievable with MFM. As weIl,

the MFM method requires relatively small sample sizes, typically several mm2 down

to a few 100 jjm2 in area. This feature is particularly desirable when dealing with

exotic new materials, which are often difficult to grow to large sizes. In addition,

the technique requires minimal sample preparation, and is relatively insensitive to

surface conditions. Fast measurement times are on the order of minutes or less, and

may commence immediately after the system has reached thermal equilibrium at the

desired temperature.

It is with this aim that we have entered into a collaboration with Dr. A. Badia

of the University of Zaragoza, Spain. Simulations based on code supplied by Dr.

Badia and modified at McGill University were performed and compared with data

acquired on the unpatterned Nb sample. The theory [81] models the vertical magnetic

repulsive force between the superconductor and the extended magnetic tip a distance

a above the surface as

x [~Mi(r)gij(r - rf)Mj(rf)] },
t,)

(4.2)

where M(r) is the tip magnetization function and V the volume of the tip. The

volume integrations are performed with the origin of the coordinates at the lower

end of the tip. The matrix elements gij, where the indices i, j indicate Cartesian

components, are defined as

g,; = {
Gij i 1= 3

-Gij i = 3
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and the matrix elements Gij are defined as (Gij = Gji )

1 x2 y2 .---
Gu = -2Jo(kVX2 + y2) + 2(x2~ y2) J2(kvx2+ y2)

G12 = 2
XY

2J2 (kVX2 +y2)
X +y

G13 =-.J 2
X

2J1 (kVX2+y2)
yX +y

1 y2 x2 .---
G22 = -2 Jo (kvx2+ y2) + 2(x2~ y2) J2(kvx2+ y2)

G23 =-.J 2
Y

2.Jl(kVX2+y2)
yX +y

G33 = Jo (kvx2+ y2)
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(4.3)

The coupling coefficient C2xy , which is a function of wavenumber k, the penetration

depth À, and film thickness b, contains aIl the information about the superconductor,

and is defined as

(4.4)

where 'Y =Vl/À2 + P.

A comparison of the experimental and theoretical results are shown in Fig. 4.6.

Here, the experimental data is the same as in Fig. 4.4, while the theoretical curves

are plotted for selected values of À appropriate for the temperature range.

It is clear that the simulated curves exhibit larger frequency shifts at smaller tip­

sample separations, and a faster decay than the experimental data. They also appear

to be converging to a singular value at sorne large tip-sample separation, whereas the

experimental data does not demonstrate similar behavior.

The origin of the discrepancy between theoretical and experimental results lies

with the tip magnetization model used for these calculations. For these simulations

the volume V used for integration was taken to be the lower 200 nm portion (oxide

sharpened region) of one face of the tip. We assume that the Co coating has the

saturation magnetization of cobalt, that the film thickness is uniform, and that the

domains are fully magnetized along the tip axis direction.
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Figure 4.6: Experimental and simulated data of the resonance frequency shift versus tip-sample
separation, for selected values of the magnetic penetration depth À. The experimental data is the
same as in Fig. 4.4.

In reality, after the tip is magnetized in an external field, the magnetic domain

structure undergoes a relaxation, in order to minimize the magnetostatic energy. The

magnitude of the resulting tip stray field is therefore less than the case of complete

polarization. As well, the direction of the magnetization vector will not lie exactly

along the tip axis, but will instead be subject to a re-orientation during the relaxation

process.

These effects lead to a misrepresentation of the effective magnetic volume of the tip,

resulting in a simulated response which does not refiect the experimentally observed

results. Closer agreement between theoretical and experimental results necessitates

a more realistic tip model. One possibility would be to incorporate a more complex

tip structure derived from micromagnetic simulations, which calculate the domain

structures of arbitrary geometries under a variety of initial conditions (see [88] for

example). Alternatively, a quantitative analysis of the tip magnetization may praye

useful, either using a simple tip model [89,90] or through the use of a calibration
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sample [91].

Even without a detailed knowledge of the mieromagnetic tip structure, it may

still be possible to extraet from the data relative values of the penetration depth

(i.e. Ài/À1 (i = 2, 3... N)) in order to ascertain the temperature dependence of À,

a characteristie indicative of the underlying microscopie mechanism of superconduc­

tivity. This process is technically challenging however, requiring the use of numerieal

methods whieh perform inverse Laplace transforms of the experimental data. Work

on this procedure is ongoing.

4.4 MFM Imaging of Vortices

One of the great strengths of magnetic force mieroscopy is its ability to produce

real-space images of the magnetic structure of samples. Their pictorial nature of­

ten allows for a straightforward interpretation, offering a direct means by whieh to

study the properties of magnetic vortices. In the following, MFM images of magnetie

vortices are presented, acquired as a function of applied magnetie field, height and

temperature.

4.4.1 Imaging as a Function of Applied Field

Vortices can be created by field cooling a superconductor in an external magnetic

field. The number of vortices resident within a given area scales linearly with the

applied field, according to

Number of Vortices = A;:a x Magnetie Field. (4.5)

Figure 4.7 illustrates a sequence of MFM images acquired at selected field values,

for the unpatterned Nb film. The superconducting solenoid was used to generate

the magnetic field perpendicular to the sampIe surface. Strong pinning at randomly

distributed material pinning sites prevents the formation of a regular Abrikosov lat­

tiee. The measured average inter-vortex separation as a function of field is shown in
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Fig. 4.8, while the number of vortices in each image versus applied field is plotted in

Fig. 4.9. The excellent agreement with the linear relation from Eq. 4.5 demonstrates

that only single vortices, each carrying one flux quantum, are observed.

4.4.2 Imaging as a Function of Height

Constant height images employ no feedback, but instead record the change in the

resonance frequency of the cantilever as the tip scans with respect to the sample. This

mode of operation often demonstrates superior signal-to-noise and image quality over

constant force gradient mode data. 1 Plane subtraction hardware is usually employed

during the scanning process in order to ensure that the cantilever tracks parallel to

the sampIe surface.

This mode of operation was used in order to acquire images as a function of height

for the unpatterned Nb film. In preparation, the sampIe was heated to 10 K and a

field of 5 G applied. This field strength was chosen in order to produce a sufficient

number of vortices for study, but with enough inter-vortex spacing such that vortex­

vortex interactions would be negligible. The sample was then cooled to 5 K, the

applied field was removed, and a 5 x 5 J-Lm2 area was imaged at constant height as a

function of tip-sample separation within a zero field environment. Scan heights were

previously determined by approaching the tip to the sample surface at 10 K in zero

applied field, until tip-sample contact was made.

Results are illustrated in Fig. 4.10, which show the change in the resonance fre­

quency of the cantilever as a function of position. Cross sections through the middle

vortex are also shown for each image. We see that the sharpness, as weIl as the ampli­

tude of the peaks decrease with increasing scan height, a feature which follows from

the expected decay of the magnetic field and field gradient with increasing tip-sample

1 Constant force gradient operation typiCaIly requires the application of an electrostatic voltage for

servoeing purposes. As a result, smaIl magnetic signaIs are often masked by a dominant topographie

signal. As weIl, any additional noise contributions associated with the feedback system are absent

in constant height mode.
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Figure 4.7: 10 x 10 J.Lm2 area MFM images of magnetic vortices for the unpatterned Nb film, all at
5 K. Fields correspond to (a) 5 G, (b) 10 G, (c) 20 G, (d) 40 G, and (e) 60 G. The images have been
differentiated in the x-direction in order to enhance contrast. The structure at the bottom of each
image is topographical in nature, and serves as a fiducial mark.
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separation. The process was repeated for an applied magnetic field of equal magni­

tude and opposite polarity. The results are illustrated in Fig. 4.11, which employs

the same scale as Fig. 4.10.

Light vortices correspond to a field parallei to the z-component of the tip magneti­

zation, and produce an attractive interaction. Dark vortices correspond to a magnetic

field anti-parallei to the z-component of the tip magnetization, and exhibit a repul­

sive interaction with the tip. While both figures share a cornmon scale, the baseline

offset has been independently adjusted in each case in order to maximize contrast;

this accounts for the discrepancy in the background value between the two figures.

One immediate conclusion that can be drawn from the data in Figures 4.10 and 4.11

is that for Nb, the dominant interaction observed by MFM is that of the tip magnetic

moment with the stray field of the vortex. An interaction dominated by the absence

or weakening of the Meissner effect over the normal conducting core of a vortex would

lead only to constant contrast irrespective of the vortex polarity, as opposed to the

observed contrast reversaI between attractive and repulsive vortices. As weIl, both

attractive and repulsive vortices exhibit similar size, shape and interaction strengths

(i.e. frequency shifts), and appear to differ only in polarity, as expected.

Given that magnetic force microscopy is sensitive to the magnetic stray field pro­

duced by the vortices, and that the size of the vortices is determined in part by the

magnetic penetration depth À of the material, one is naturally led to the question of

whether it is possible to extract a value for À based on the images in Figures 4.10 and

4.11.

A direct measure of the observed vortex radius will not yield the correct value for

À; in general the radius of a vortex is not equal to the penetration depth. However,

numerical simulations [92-94] can model the vortex profile given a particular value

for À. Sample calculations based on code supplied by O. Fritz [92] are shown in

Fig. 4.12, which illustrates the vortex profile at the surface of the superconductor,

for two different values of K, = À/ç. Both the first and second derivatives of the
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Figure 4.10: 5 x 5 Jl,m2 area MFM images for the unpatterned Nb film, acquired at 5K, at various
scan heights. A field of 5 G was used to generate the vortices. The full scale of 0 to 8 Hz is identical
for aIl images. Here attractive interactions correspond to an increase in Âf (Le. Hghter colours). Also
shown are corresponding cross sections in the x-direction through the middle vortex, the location of
which is indicated by the white Hne in the 50 nm image.



4: Experimental Results and Discussion 67

Af(Hz)
0

~0
-2 -2

-4 ~-4
~-e -e

-e -e
0 2 3 4 5

Af(Hz) x (JJm)
0

~
0

-2 -2

-4 ~-4
~

-e -6

-e -6
0 2 3 4 5

Af(Hz) x (f.lIll)
0

~
0

-2
-2

-4 ~~-4

-e ~
-6

-e -8
0 2 3 4 5

Af(Hz) x(f.lIll)
0

0

V-2
-2

-4 ~-4
-e ~

-6

-8 -8
0 2 3 4 5

Af (Hz) x(f.lIll)
0

0

-2 -2

-4 ~-4

-e ~-6

-8
-8

0 2 3 4 5

x(f.lIll)

35nm

60nm

110 nm

160 nm

200nm

Scan Height

Figure 4.11: 5 x 5 J1.m2 area MFM images for the unpatterned Nb film, acquired at 5K, at various
scan heights. A field of -5 G was used to generate the vortices. The full scale of 0 to -8 Hz is identical
for all images. Here repulsive interactions correspond to a decrease in ~f (i.e. darker colours). Also
shown are corresponding cross sections in the x-direction through the middle vortex, the location of
which is indicated by the white line in the 35 nm image.
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z-component of the stray field are plotted, the relevant form depending on whether

the monopole or dipole tip model is used [3].

Note that in general it is more difficult to image low fi, materials due to their wide

vortex profiles; the more spatially diffuse the magnetic field, the smaller the field

gradient and resulting tip-sample interaction. Conversely, high fi, materials exhibit

narrow vortex profiles, producing more localized field gradients which are more easily

imaged by MFM.

The following analysis adopts the monopole tip model, a reasonable assumption

based on the fact that the decay length of the vortex field (on the order of 200 nm - see

Figures 4.10 and 4.11) is small compared with the dimensions ofthe magnetic volume

of our tip (several /-lm). This approximation is also supported by the qualitative

similarity between the 8Bz j8z curves of Fig. 4.12 and the cross sections in Figures

4.10 and 4.11, especially for tip-sample separations greater than 50 nm.

Figure 4.13 plots the experimentally determined half width at half maximum

(HWHM) for all vortices in Figures 4.10 and 4.11, as a function of height. Aiso

included are theoretical curves of the half width at half maximum for three values of

À; À = 45 nm, À = 90 nm, and À = 180 nm. These values were chosen based on the es­

timation of À(T = 5 K) = 90 nm, calculated using the dirty limit expression (Eq. 3.15)

where ça ~ 27 nm and l ~ 4.5 nm for this sample [95], and ÀdT = 0 K) = 35 nm for
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Figure 4.13: The half width at half maximum (HWHM) of an vortices in Figures 4.10 and 4.11,
plotted as a function of scan height. The increase in uncertainties at larger scan heights results from
a reduction in the signal-to-noise ratio. Also shown are theoretical curves for three different values
of À.

Nb [54]. There is good qualitative agreement between the experimental and theoreti­

cal plots. However, an obvious quantitative disagreement exists, with the theoretical

estimates of the HWHM a factor of rv 2.5 times smaller than observed experimentally.

This discrepancy arises from the fact that the observed vortex profile is a con­

volution between the vortex stray field and the extended tip geometry. In order to

deconvolve the data and extract the pure vortex profile, a detailed knowledge of the

magnetization structure of the tip is required. Such an analysis is highly non-trivial to

perform, and has so far only been demonstrated on Cu/Ni/Cu samples [91]. If such a

calibration procedure were to be extended and applied to this situation, it would then

be possible to obtain a numerical estimate of À. The accuracy with which À can be

measured can be estimated to first order by applying a linear fit to the experimental

data in Fig. 4.13, yielding a slope of 1.6 ± 0.1. The error in the slope corresponds

to an uncertainty in the value of À of between 10-20% (e.g. the theoretical curve for
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>. = 180 nm has a slope of 0.82(2); the simple ratio 180/0.82 = x/0.1 yields an error

for>' of x = 22 nm, or approximately 12%).

4.4.3 Dissipation Images of Vortices

Magnetic dissipation force microscopy offers a way to probe the non-conservative in­

teractions between the tip and the sample, and often allows for the visualization of

structures not easily seen in conventional MFM images [36,96,97]. In this technique,

the damping of the oscillating tip is measured simultaneously with the usual frequency

shifts associated with tip-sample force gradient variations. Dissipation images pre­

sented here were acquired in constant amplitude mode, using a separate feedback

system to adjust the cantilever drive amplitude.

Constant height and corresponding dissipation images of vortices acquired for the

unpatterned Nb film are illustrated in Fig. 4.14. The sampIe was field cooled from

10 K in a 5 G field in order to generate the vortices. At 5 K, the field was removed

and imaging was performed in a zero field environment. Figures 4.14 (a) and (c) are

similar to those in Figs. 4.10 and 4.11, which illustrate the resonance frequency shift

of the cantilever. The dissipation images of Figs. 4.14 (b) and (d) are particularly

interesting, owing to the fact that the location of the vortices is clearly indicated.

Note also the contrast reversaI between the two images; at a tip-sample separation

of 40 nm, dissipation across a vortex is greater than that of the surrounding region,

whereas at a scan height of 15 nm, dissipation associated with the vortex is less than

that of the surrounding region.

Cross sections of the dissipation images for the two scan heights are shown in

Fig. 4.15 (a). The difference in the baseline energy loss in one oscillation cycle of the

cantilever is calculated to he 4.3 x 10-22 J, approximately 10 times larger than the

energy associated with the thermal motion of the cantilever at 5 K. This baseline shift

is believed to result from an increase in eddy current damping at reduced scan heights.

Recall that supercurrents on the sample surface act to sereen the magnetic stray field
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Figure 4.14: Resonance frequency shift and dissipation images for the unpatterned Nb film. (a)
Resonance frequency shift and (b) corresponding dissipation signal at a constant scan height of
40 nm. (c) Resonance frequency shift and (d) corresponding dissipation signal at a constant scan
height of 15 nm. Lines in (b) and (d) illustrate the position of cross sections shown in Fig. 4.15.
The baseline offset in (a) and (c) has been independently adjusted in each case in order to maximize
contrast. A field of 5 G was used to generate the vortices. AU images are 5 x 5 J.tm2 in area, acquired
at 5 K.

of the tip. These supercurrents induce eddy currents in the tip, an effect that increases

as tip-sample separations decrease. Note however that this effect occurs only over the

superconducting regions of the sample, and not over the normal conducting cores of

the vortices.

The dissipation signal across a vortex is interpreted as being an indication of tip

induced motion of the vortex within its potential weIl, where the associated energy

cost is related to the steepness of the waIls of the weIl. As shown in Fig. 4.15 (b),

at larger tip-sample separations (40 nm) the vortex pinning potential landscape is

only weakly disturbed by the repulsive stray field of the tip, and the vortex is pinned

within a deep potential weIl., At smaIler tip-sample separations (15 nm) the energy
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Figure 4.15: (a) Cross section of dissipation data from Figs. 4.14 (b) and (d). The difference in
energy 10ss in one oscillation cycle is 4.3 x 10-22 J. (b) Schematic illustration of corresponding
vortex pinning potential landscape. Black circles represent the vortices. For a given distance ~x

by which interactions with the tip wiggle the vortex, the corresponding energy cost varies with the
depth of the well (El at 40 nm tip-sample separation, E2 at 15 nm tip-sample separation).
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landscape is more strongly distorted, and potential wells become flatter. For a given

distance ~x by which tip interactions "wiggle" the vortices, the associated energy

costs vary depending on the potential weIl profile, with more energy dissipated over

vortices at larger tip-sample separations (El) than at smaller tip-sample separations

(E2).

4.4.4 Imaging as a Function of Temperature

As the temperature of a superconductor rises towards Tc, the mobility of vortices

increases, facilitated by an increase in thermal energy. This increase allows vortices

to hop from one pinning site to another in response to a driving force, typically

arising from transport currents (Lorentz force) or the thermal force of a temperature

gradient [57].1 The Anderson-Kim theory [98] assumes a thermally activated hopping

rate R of the form

R = Wo e-Fo / kT (4.6)

where Wo is sorne characteristic frequency of vortex-line vibration, unknown in detail,

but assumed to lie in the range from 105 to 1011 sec-t, Fo is the barrier energy, k is

Boltzmann's constant, and T is the temperature. Unfortunately, lengths such as the

distance between and the width of pinning centers enter the theory in ways which

are imperfectly known, making exact calculations difficult [45]. Consequently, in the

following we restrict ourselves to a semi-quantitative analysis.

Images as a function of temperature for the unpatterned Nb film are shown in

Fig. 4.16, acquired with a constant tip-sample separation of 75 nm. Prior to imaging,

the sampie was field cooled within a 4.14 G field in order to generate r-v 20 vortices

within the 10 x 10 /lm2 scan area. A nulling field was subsequently applied to ensure

image acquisition in a zero field environment.

At temperatures below 6.0 K pinning is sufficiently strong so as to prevent any

1Motion of vortices due solely to a thermally activated process is often negligible at temperatures

associated with conventional superconductors.
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Figure 4.16: Temperature sequence of 10 x 10 Jl,m2 constant height images (75 nm tip-sample
separation), illustrating vortex motion. As temperatures increase, the vortices are more weakly
pinned and are more easily influenced by the magnetic field of the tip, which provides a driving force
to the left.
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tip induced motion of vortices. The first occurrence of vortex motion occurs at 6.0

K, with increasing numbers of vortices moving as temperatures rise. Often vortices

become dislodged during scanningwhile the magnetic tip is directly above, appearing

as streaks fiowing towards the left side of the image, and producing an image of the

vortex which is elongated and laterally displaced. At 7.2 K most vortices are no

longer pinned, and by 7.5 K only a few vortices remain distinguishable.

The trajectories of the vortices as a function of temperature are shown in Fig. 4.17,

superimposed on the 5.5 K image from Fig. 4.16. Note that on several occasions,

vacated pinning sites become re-occupied by other vortices. The fact that vortices

cannot be easily differentiated from one another as temperatures increase is a major

impediment to any quantitative analysis. Most time-resolved studies are performed

at constant temperature, employ transport currents or time varying magnetic fields

in order to induce vortex motion, and have a sufficiently large field of view such that

the trajectory of individual vortices can be more easily observed [99-101].

Figure 4.18 plots the distance traveled by each vortex ("hopping" distance) III

Fig. 4.17 as a function of temperature. Two observations can immediately be made.

Firstly, vortices appear to move larger distances at higher temperatures, and in fact

the maximum distance seems to increase with temperature in an exponential-like

fashion. Secondly, the spread of distances also appears to increase with temperature.

In the experiments presented here, the source of the driving force on the vortices

is not a transport current, but rather the stray field of the tipi such an effect has not

previously been demonstrated in the literature. The resulting force on the vortices

to the left arises from the dipolar nature of the tip, which produces a magnetic field

opposite in polarity to the vortices on the right side of the tip, and similar in polarity

to the vortices on the left side of the tip. This is shown in Fig. 4.19, which illustrates

the calculated tip stray field at the sampIe surface; note that Bz is negative in the

region x>O. The origin of the driving force may then be understood as follows: as

the tip scans from right to left, vortices are attracted to the tip while to its right, and
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Figure 4.17: The trajectories of the vortices as a function of temperature, superimposed on the 5.5
K image from Fig. 4.16.
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Figure 4.18: The distance traveled by each vortex in Fig. 4.17, as a function of temperature. Errors
on distance measurements correspond to approximately 100 nm.
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(a)
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Figure 4.19: (a) Simulation of the magnetic field from the tip, located at a height of 200 nm above
the superconductor, at the sample surface. The tip magnetization direction is indicated by the
arrow. (b) and (c) depict cross sections through the x=O and y=O planes. Note the field of negative
magnitude in (b), which produces vortices with a field anti-parallel to the z-component of the tip
magnetization direction.
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Figure 4.20: 10 x 10 J.tm2 area MFM image, acquired at 5 K within a nulling field, depicting vortices
generated by the magnetic stray field of the tip. The tip was located approximately 200 nm above the
sample surface. Vortices of both polarities are observed. The two bottommost structures, marked
T, are topographical in nature.

are repelled from the tip while to its left. The net result is a force on each vortex to

the left.

The dipolar nature of the tip stray field may be directly observed by imaging vor­

tices induced by the tip, as shown in Fig. 4.20. Vortices were nucleated by thermally

cycling the sample above Tc and back to 5 K with a nulling field applied, during

which time the tip was located at the center of the scan region, approximately 200

nm above the surface. While this technique offers one the ability to directly visualize

the tip stray field, a quantitative determination of the field strength based on vortex

number, from which the tip magnetization might be reconstructed, is problematic.

There are two principal reasons for this. Firstly, an energy analysis to deter­

mine the conditions of vortex creation is non-trivial, often requiring mathematical

simplifications such as the modeling of the tip as a point dipole, which limits its

ability to faithfully reproduce the experimental data. Secondly, vortices which are

created remain highly mobile as the sampie is cooled through Tc' Depending on the

strength of local pinning centers, which restrict vortex motion, attractive pairs of

oppositely polarized vortices may annihilate each other before vortex motion is com-
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pletely suppressed. This appears to be the case in Fig. 4.20, where it is estimated

that approximately 3 vortex pairs were annihilated, leaving an empty region between

the surviving attractive and repulsive vortices. Consequently, the vortices shown in

Fig. 4.20 are representative of though not strictly equivalent to the tip stray field.

4.4.5 Imaging the Patterned Nb Film

Superconducting films patterned with arrays have been studied in the past in order

to measure such effects as the influence of surface structures on the critical field

and vortex configuration [73,102,103]. In these experiments vortices were visualized

using the Bitter method. With this technique however, an additional superconducting

layer is required underneath the array, in order to turn coreless vortices formed in the

array into Abrikosov vortices which may then be decorated with magnetic particles.

The tacit underlying assumption is that the presence of this underlayer does not

significantly alter the physical properties under study. As weIl, the Bitter method

camiot provide information on dynamic processes, and of course its "single shot"

nature means that a sampie can only be imaged once.

The increasing technological importance of patterned superconducting structures

necessitates that further studies be undertaken by more novel and flexible techniques,

which do not suffer the same limitations as the Bitter method. It is for this reason

that the expertise demonstrated in the preceding sections have been applied towards

the study of the patterned Nb film. The work was undertaken with the aim of achiev­

ing a better understanding of the interaction between vortices and artificial pinning

centers. The intent was to acquire images as a function of applied magnetic field

for TITe> 0.955 (such that Vs = 1), in order to compare vortex configurations with

theoretical simulations [75]. However, repeated attempts to image vortices at tem­

peratures TITe> 0.955 yielded no observable magnetic contrast. In retrospect this is

not a surprising phenomenon. As shown in Fig. 4.16, magnetic contrast deteriorates

as temperatures increase; a similar effect here would preclude imaging at elevated
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temperatures.

Subsequent experiments at reduced temperatures succeeded in imaging magnetic

vortices, as shown in Fig. 4.21. These images highlight the sensitivity of the magnetic

contrast to temperature; the impact of variations as small as 0.1 K are clearly no­

tieeable with regard to the magnetie contrast, while the topographie contrast (dark

regions corresponding to the antidots) remains unchanged. Aside from the issue of

contrast however, it is clear that these vortiees show similar "cloud" like and streaky .

characteristies as those in Fig. 4.16. Clearly, at these temperatures the vortices are

only weakly pinned, and are easily influenced by the magnetie field of the tip dur­

ing image acquisition. This is consistent with results for the unpatterned sample,

whieh exhibited significant vortex motion at T /Tc f"V 80%; here, 5.7 K corresponds to

T /Tc f"V 88% for the patterned film, and a similar effect is both anticipated and ob­

served. The strong tip influence is further demonstrated in Fig. 4.22, which illustrates

the effect of the scan direction on the observed vortex structure.

Note that the observed spatial offset between the center of the antidots and the

vortices can be attributed to the fact that topographieal and magnetie contrasts arise

from two different regions of the tip. Whereas the tip apex is the relevant region

for topographie features, magnetic images derive from the magnetie coating on one

side of the tip. The displacement of these regions within the tip is reflected in the

observed offset of the features in the images.

Images as a function of magnetic field are illustrated in Fig. 4.23. It was found

that for applied fields less than 41.4 G (H2 ), no magnetie structure was observed,

while fields of 82.8 G (H4 ) and greater produced images with a muddled appearance.

The latter effect likely results from the progressive overlapping of adjacent vortices

as field strengths increase, making the boundaries of individual vortiees difficult to

distinguish.

The faet that no structure is observed for field values smaller than H2 is consistent

with the fact that at these temperatures, each antidot is able to accommodate more
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Figure 4.21: 2.5 x 2.5 J.tm2 area MFM images, acquired in 62.1 G (H3 ), at (a) 5.7 K, (h) 5.8 K, (c) 5.9
K, and (d) 5.7 K again. Magnetie contrast diminishes with increasing temperature, while topographie
contrast remains constant. Vortices appear as light "cloud" like structures, while antidots appear
as dark regions heneath the vortices.

Figure 4.22: 3 x 3 J.tm2 area MFM images, acquired at 5.7 K, in a field of 62.1 G (H3 ), of the exact
same region. In (a), the tip scans from the left to the right, while in (h) the tip scans from the
hottom to the top.
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Figure 4.23: 2.5 x 2.5 J.Lm2 area MFM images, acquired at 5.7 K, in (a) 41.4 G (H2 ), (h) 62.1 G
(H3), and (c) 82.8 G (H4 ).

than one vortex. At small field strengths, vortices are preferentially resident only

within the antidots (it is energetically favorable for vortices to reside within antidots

as compared with interstitial site). They are then more difficult to image than their

interstitial cousins, as their normal cores and magnetic fields are no longer confined

within the respective characteristic lengths ç and .x, but rather by the larger antidot

diameter D. The increased spatial extent of their magnetic field results in a reduction

of the magnetic field gradient, leading to a greatly diminished magnetic contrast. As

the external magnetic field is increased to H2 and beyond, antidots quickly become

occupied and saturated. Additional vortices are then relegated to interstitial sites,

where they may be more easily imaged.

Images as a function of height are shown in Fig. 4.24. We see that at larger scan

heights little magnetic structure is evident. However, as the tip-sample separation is
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Figure 4.24: 2.5 x 2.5 J.Lm2 area constant height MFM images, acquired at successively smaller tip­
sample separations. The height interval between images is 75 nm, with (a) the farthest and (d) the
closest to the sample surface. Panel (e) is a drawing of the region which reveals the position of the
antidots. Images were acquired at 5.5 K in a field of 62.1 G (Ha). Tip induced movement of the
vortices around the antidots is indicated by arrows. The data in these images have been specially
processed in order to enhance contrast.

reduced, there appears to be increasing evidence of vortex motion around the antidots,

the result of tip induced movement. Again, this is consistent with the fact that under

these conditions of temperature and applied magnetic field, each antidot is saturated.

Interstitial vortices, being forbidden to enter, instead are observed to circulate around

the antidots.

In order to image the interstitial vortices more effectively with MFM, it is necessary

to minimize the influence of the magnetic field of the tip on the vortices. This can

be achieved either by reducing the tip magnetic moment, or alternatively by ensuring

that interstitial vortices remain more securely pinned during the imaging process; this

is effectively done by cooling the saI?ple further.

With a reduction in temperature cornes a corresponding increase in the saturation

number of the antidots, as was shown in Fig. 4.3. This implies that in arder ta

generate the required number of interstitial vortices, a larger external magnetic field

must be applied. However, as was shown in Fig. 4.2, the most pronounced effects

of the antidot lattice occur at smaller fields, with no observable enhancement of the

critical current evident beyond the fourth matching field. Simply reducing the sampie



4: Experimental Results and Discussion 84

temperature then would be an ineffective strategy. Instead, the solution lies with a

change in size of the antidots, although it must be acknowledged that the production

of large antidot arrays of suitable quality is not yet routine, given the complexity of

the fabrication process. Samples with smaller antidots would saturate at lower fields

and temperatures; for example, antidots with diameter D ~ 133 nm would saturate

with one vortex at T = 5 K. This would produce an enhanced pinning effect for the

vortices, thereby creating an environment more conducive to study by MFM.
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Conclusion & Outlook

Low temperature magnetic force microscopy has been shown to be a versatile tool

with which to study superconducting phenomenon. The technique offers the ability to

probe materials on a local scale, and provides simultaneous magnetic and topographic

contrast, both important features for the study of structured (patterned) samples.

The ability to control and alter the sampIe environment, through changes in the

temperature and applied magnetic field, permits operation under a broad range of

working conditions, a feature which compliments weIl the technique's limited ability

to study dynamic processes.

Measurements were performed using a custom built low temperature magnetic

force microscope. During commissioning, the instrument was thoroughly character­

ized, a process which involved a careful consideration of the electronic and mechanical

(i.e. cantilever) noise sources in the system. Emphasis was placed on maximizing the

signal-to-noise ratio, a quantity directly related to the smallest measurable frequency

shift.

Magnetic force spectroscopy data has been used to determine the critical tempera­

ture of superconducting samples. The technique exploits the temperature dependence

of the repulsive interaction between the magnetic tip and the sample, a consequence of

the Meissner effect. This mode of operation also shows promise as a means by which

the magnetic penetration depth may be measured. It has been shown that an 'ab­

solute quantitative determination of the penetration depth requires a comprehensive

knowledge of the micromagnetic structure of the tip, although relative measurements

85
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(e.g. changes in À with temperature) may be possible irrespective of such details.

Images of vortices as a function of applied magnetic field demonstrated the ex­

pected linear relation between vortex density and field strength, confirming that only

single vortices, each carrying one flux quantum, were imaged. It was observed that

material pinning sites prevented the formation of a regular Abrikosov lattice, although

short range hexagonal order was observed. Dissipation images of vortices suggested

that the primary sources of energy loss include eddy current damping over the super­

conducting regions, and tip-induced vortex motion over the normal conducting cores.

Studies as a function of temperature revealed that as pinning strengths decreased,

a corresponding increase in the mobility of vortices was observed, reflected in larger

hopping distances at higher temperatures.

A new method was presented for determining the magnetic penetration depth

based upon the change in the observed vortex profile as a function of height above

the sample surface. For the case of the unpatterned Nb film, the measured value was

found to be within a factor of l'V 2.5 of the accepted value. A detailed knowledge of

the tip structure was not required, although a more accurate result would be obtained

by deconvolving the tip influence on the observed vortex profile. Nevertheless, the

technique represents a useful alternative to the spectroscopy method when knowledge

of the tip structure is limited.

Measurements of the patterned Nb film revealed that only interstitial vortices could

be easily imaged, while vortices resident in antidots remained unobservable. However,

at temperatures required to give the desired saturation number, magnetic contrast

was poor, and interstitial vortices were too weakly pinned, resulting in significant tip

induced motion of the vortices around the antidots at smaller tip-sample separations.

In regards to future work, the technique to determine the magnetic penetration

depth based on magnetic force spectroscopy data is promising, and should be devel­

oped further. While achieving a detailed knowledge of the tip magnetic structure is

challenging, it is possible in principle. Perhaps this, coupIed with further development
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of the theoretical treatment, will bring sorne advances.

It would also be worthwhile to examine in greater detail how to apply MFM

towards the study of material pinning characteristics. A first step would perhaps be

to compare existing data with new data acquired on the same sample after subjecting

it to ion bombardment, a process which introduces additional material defects and

thereby increases pinning.

Future studies of vortex interactions with antidot arrays by MFM will require an

increase in pinning strengths in order to limit tip induced motion of vortices. This is

realized, in effect, by working at lower temperatures, and necessitates a corresponding

change in the antidot dimensions in order to achieve the desired saturation number,

both of which are feasible. A concurrent quantitative study of the vortex field strength

as a function of proximity to edges and other structures would also be interesting,

to investigate whether non-integral values of the flux quantum can be observed by

MFM.
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