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ABSTRACT 

Thi thesis investigates the effect of randomly vàrying added 
mass on the d amies of a flexible eylinder in an external axial two-phase 
flow, bounded a ri'gid immobile channel. 

\ 
aviour of a Gylinder in two-~hase flow has been found to 

t 

be very and less predictable than in single-phase flow. Experi-
ments have shown at damping is significantly higher in simulated two-phase 
flows, depending 0 ,the flow regime. and that the hydrodynamic or added mass 

fraction, but at a higher rate than that of 
the mixture density. 

made thdt these effects might arise from random 
f1uctuations of the _hy odynamic mass. 

, After an attempt to find a theoretical formulation of thi~ proba
bilistic problem. based on a model of the fluid-structure interaction at the 
molecular level. a numerical approach is adopted. This simulation eonsists 
in applying random perturbations on the added mass coefficient of a one-. 
degree-of-freedom system, and investigating their effect on the response 
frequency and damping. 

A first digital analysis of the free vibrations of this system is 
conducted in the time damain. A second digital ana,lysis of the free vibra
tions is also undertaken, but this time in the frequency domain. ~inally, 

an analog simulation of both free and forced vibrations of the system is 
( 

carried out by means of an analog computer and a FFT electronic frequency 
analyser. 

All three studies exhibit ~ behaviour in agreement with the effects 
sought, but occurring with a magnitude much lower than expected. 

i 
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SOMMAIRE 

L'EFFET DE FLUCTUATIONS ALEATOIRES 

DE LA MASSE AJOUTÉE SUR LE 

COMPORTEMENT DYNAMIQUE D'UN CYLINDRE 
~ 

FLEXIBLE DANS UN ECOULEMENT 
.. 

FLUIDE DIPHASIQUE ET AXIAL 

Cett~ thèse traite de l'effet de fluctuations aléatoires de la 

masse ajoutée sur le comportement dynamique .d'un cyUndre flexible soumis 

à un écoulement externe, axial'et diphasique, limité par ud conduit rigide 

et imobi1e. 

Il a été établi que le comportement d'un ~ylindre dans un 

écoulement diphasique est très différ~nt et moins prévisible que dans un 

écoulement monophasique. Des expériences ont montré que l'amortissement 

o ii 

est nettement plus élevé dans des écoulements diphasiques simulés, suivant 

,le régime d'écoulement, et que la masse hydrodynamique, ou masse ajoutée, 

décrott lorsque le pourcentage de vapeur s'accrott, mais ceci plus rapidement 

que ne le fait la densité du mélange. 

On émet 1 'hypothèse que ces effets proviendraient de fluctuations 

aléatoires affectant la masse hydrodynamique. 

Après une tentative de formulation théorique de ce probl~me proba

biliste basée sur un modèle à l'échelle moléculaire de l'interaction entre 

fluide et solide, on a choisi une approche numérique. Cette simulation con

siste à appliquer des perturbations aléatoires sur le coefficient de masse 

ajout~e d'un système à un degré de'liberté, et ~ étudier leur action sur la 

fréquence et l'amortissement de la réponse. 

1 
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On entrepren~ une première analyse digitale des vibrations libres 

de ce système, dans le domaine temporel. puislon entreprend une seconde 

analyse digitale. également des vibrations libres, mais cette fois il s'agit 

d'une étude fréquentielle. Finalement on mène à bien une analyse analogue, 
, 

à la fois des vibrations libres et forcées du système. au moyen d'un calcu-

lateur analogique et d'un analyseur de fréquences FFT électronique. 

Ces études aboutissent toutes trois a la mise en évidence 

des effets recherchés, mais avec une amplitude beaucoup plus faible que 

souhaitée. 
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CHAPTER 1· 

INTRODUCTION 7· 

1. 

The study of flow-induced vibrations of structural cornponents has 

been gr-eatly intensified in recent years [1]. 

-J Sorne spectacular failures come indeed to mind ta point out how 

important these vibrations may becorne in sorne, cases. One exciting exarnple-

is the famous 'oscei llation in November 1940 of the Tacoma Narrows Bridge in 

Washington State; four months after its opening, the fine suspension ~ridge 
o , 

swayed violently in a steady wind of about 42 miles per hour and was ulti-
. 

mately destroyed. But thé worst accident to be quoted here occurred on 

March 27, 1980 in the North Sea, when the Alexander L. Keilland semi-sub-

mersible oil platform capsized in heavy seas, after one of its five suppor-
" 

ting legs had'buckled and then fractured; a total of 123 ail workers and 

engineers peri shed in the disaster, most of them trapped in near-freezing 

waters 80 rnetres deep. 

Undoubtedly the greatest amount of research has been performed 

in the aeroel asticity field, since the criterion of minimizirtg the dead-. 

weight compared to vehicle performance characteristics is of utmost impor

tance in the aerospace i'ndustry. Sorne useful information on' plate and shell 

problems can be found in Refs. [2-4]. 

Other problems have also been investigated as for instance the 

behaviour of urban winds between high skyscrapers or, especially .in Canada, 

the galloping of ice-coated transmission lines in a steady wind. In the 

early 1960 1 s' it has also been attempted to transport ail cheaply by sea in 

a nylon-rubber o il, barge or I\dracone"~ although this was a commerc;ally 

acceptable proposition, Hawthorne [5] &nd Paidoussis [6J showed that rigid 

J. 
1 

1 

.' , 

_:~ 
~~ 

" .;;1~ 
'. r~ . 

. -. 
J: 



~ 
, , 

1 

1 
..: 

!. 

.1 

1 
1 
1 

-r 
1 

1 / 

i 
1 

( , 

( , 

r' , . 

~ -_ ~ _ ~~ ~N • ________ #. ~~ 

2. 
, 

r 
body oscillations oecur at low towing speeds, whilst flexural instabilities 

of buckling and flutter type occur at higher towing speeds. 

Our interest in this thesis is in the dy~amics of flexib)e~lender 

cylinders immersed in external two-phase axially flowing fluld. 

The tapie of flow-induced vibrations of cylinders hàs received 
i 

l ' 

growing attention from researchers because of repeated and sometimes very 

costly equipment failures in the power generating industry~ having even led 

to sorne complete plant stoppages. As a matter of fact, suèh devices as 
, 0 

~Îboilers, heat exchargers, st~am generators and nuclpar teactors have prima-

rily been designed for heat transfer or other specifie purposes, whereas 

flow-induced vibrations used to be considered, not 50 long ago, as a secon,... 
dary design parameter. 

, 

Unlike the case of cross-flow-induced vibrations where l~rge 

amplitude oscillations develop even at moderate flow velocities, the sub

ject of parallel-flow-induced vibrations is rather new. The first experi

mental study was reported by Burgreen et al. [7J in the late 1950 1s. later 
~ 

Paidoussis [8J formulated an equation of motion and performed the first 

stability analysis of a solitary. cylinder in uncnnfined steady incompressible 

axial flow. He showed that small flow velocities damp free motions of the 

cylj~der and diminish its natural frèquencies, whereas increasing flow velo

cities event~ally destabilize the system, first by buckling (divergence) 
Ï' 

and finally by flutter. It is these instabilities which have been given 

the name of fluidelastic instabilities - fluidelastic being a generic word 

for both,aeroelastie and hydroelastic. A number of refinements were included 

in subsequent work [9,10] and, among others, the study was extended to the 
,,;-~1 

case of several cylinders arranged' in a cluster [lOJ. At this stage, the ...... 

. . .. 

~------.---_._---.,-----~._---
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eXJJr.ession of" the hydrodynamic or "added" mass was refined in order to 
~~ ~ 

take i nto account the effect of con fi nement of the f10w eHher by a narrow 

3 . 

channel or by surrounding but still immobile cylinders. The next important ',. . 
step was to include the fact that adjacent cylinders do not remain passive, 

but on th~ contrary U~derg~'tomp1ex hydrodynamically coupled motions; this 
1 

was first aChieved by Chen [11] and has since then been extended and also 

verified by a whole set of experiments [12]. One of the main effects of 

flow channel confinement and of hydrodynamic cou~ng to nei~hbouring 

cylinders is toseverely115wer the stabi1itYjthreshold. l:> It was a1so observed 

that, once the system becomes unstable, it is subjected to a succession of 
>" , 

\ 
buckling and flutter instabilities with increasing flow, of progressive1y 

more complex modal shape. 

Nevertheless, the critic~l -flow speeds leàding ta fluidelastic 

instabilities remain still higher than the f10w velocity ranges usually 

encountered in industrial applications, that is why on1y the smal1~amp1itude 

or "su b-critical ll vibrations are of current inter'estf Normally such small 

.' vib~ati ons. typi ca 11y 10-3 to 10-1 cm, w~uld be',' neg1 ected, were it not for 
1, 

the often extremely close spacing of the cylinders in the array, witprinter-

cylinder gap-ta-radius ratios of the order of 10-1 [A bundle of n'clear-

reactor fuel element~ is reproduced in Fig. 1]. Hence. a1though very sma11, 

these vibrations may cause intercy1inder impact, which may result in fret

ting-wear damage. Severa~! mechanisms of sub-critica1 vibrations have been . 

proposed and they have been reviewed in Refs. [13,14J; it is now widely' 

accepted that these vibrations are a random re~ponse ta the random fluid 

pressure forces developed in the flQw field.' 
( .,JI< 
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On the whole, several review pa pers are available in the litera

tur~ on vibrations of cy1inders induced by axial (and cross) flow [15-19, 

21,22] . 

A new classification of these vibrations has been proposed very 
. ~ 

recently by Paidoussis [2l],'distinguishing';:be~ween three main types of 

4. 

behaviour: (i) response té pressure fluctuations in the flow at all flow 

velocities; (ii) parametric resonanees at specifie flow speeds or excitation 

frequencies; (iii) fluidelastic instabilities for very high flow velocities 

[see Fig. 2]. 
) 

Unfortun~tely most studies deal with single-phase flows~ and 

relatively little has been done on two-phase flows [22]. Moreover, no sub

.stantial research has yet been conducted on one of the key issues of the 

problem, namely the quite complex fluid-structure interaction in two-phase 

flows [22,23,26J. Gènerally speaking, the presence of the second phase ~ 

indtlces a ran90mly varyi ng f1 uid densi ty and i ntroduces two major aspects 

to the problem: (i) a much altered pressure field exhi~iting a drastic 

shi ft, depending on the flow regime, of the frequency distribution of the , 

pressure force, and also bringing a higher susceptibility to subcritical 

vibration; (ii) parametric excitation due to the periodicity existing in 

the distribution of the virtual mass and which has been studied'extensive1y 
. 

by Hara [24-26J. Actual syst~ms often involve high temperature and high 
, , 

pressure stream-wat~r mixtures, with the steam quality varyin~ along the rods 

due to surface boiling; Pettigrew and Gorman [27] report the on1y exper'iment 

with such a heated system. As a matter of fact, simùlations invo1vi,ng boil-
, 

ing systems are costly and difficult to instrument, hence simulation experi-

ments using non-condensable 'gases have commonly been conducted - the most 
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popular mixture being the air-water mixture [28-33]. In these experiments, 

various ~~rameterf have been found to be of"interest, such as vpid fraction" 

fluid density, average flow velocity, etc. Paidoussis and Pettigrew [31] 

have conducted some experiments on confined cylinders i'n both 1iquid and 

two-phase flows, to test the validity of the aforementioned theory, e.g. / 

[12] or [21J, predicting the onset of f1uide1astic instabilities and -the 

succession, with increasing flow, of buckling and flutter instabilities of 

progressive1y more complex modal shape. In the case of 1iquid flow, agree

ment between theory and experiment was found to be qua1itatively good and 

quantitative1y fair - taking the experimental difficu1ties into account. 

But as far as the two-phase flow is concerned, theory completely failed to 

predict the 1ack of noticeab1e instabilities which has been observed in 

the experiments . 

More recently Car1ucci [32,33J has investigated experimenta11y 
\ 

the behavio~r of fluid damping and hydrodynamic mass of a cylind€r in 

simulated two-phase flow (also an air-water mixture). He has found that 

damping in two-phase flow is significantly higher than in single-phase flow, 

whereas the hydrodynamic mass decreases with increasing void fraction,but 

at a higher rate than that of the mixture density. 

A first attempt has been made by Ostoja-Starzewski [34,35] to find 

out wh ether these discoveries can be attributed to the compressibi1ity of 

the two-phase fluid stream. Of course, two-phase flow is anything but incom-
, 

pressible~ hence the motivation for that investigation. Another starti~g 

poi nt of that study was the fact that the speed of sound in t\.JO-phase mix

tures can be much lower than in either of its two constituents (easily one 

tenth, and even 1/50th at low pressures: cf. Fig. 3). which al10ws the 

i . 
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* Mach number-M ta reach valûes close to-l for operational values of the flow 

velocity. Using a homogeneous-flow model of the two-phase flow, Os.toja

Starzewski found, by means of three different mathematical models, that the 

effect of compressibility is in qualitative agreement with Carlucci's results. 
q 

but nevertheless quantitatively seriously underestimates the observed be-

havi our. 

Even more recently Schumann G36] conducted a theoretical research 

on a somewhat related problem: the fact that the effective density of a 

two-phase mixture of solid particles and inviscid compressible fluid differs 

from the average density, due ta relative accelerations between the phases. 

His study on virtual density and speed of sound in a fluid-solid mixture 

is based on Hamilton's principle ~nd'a general homogenization methqd . 

This research represents in fact a second attempt to discover the 
+e 

underlying mechanism of the two effects observed by Carlucci. The basic 

hypothesis mad.e here is "that"these effects could be attributed to random 

fluctuations of the hydrodynamic mass of the cylinder, this randomness 

arising from the highly non-homogeneous nature of two-phase flow. A funda

mental approach was first envisaged, which would have led to a completely 

probabilistic description of the fluid-structure interaction. The principle 

of such an approach would be to first consider the coupled motion of the 

structure and the two-phase flowing fluid t'rom a microdynamic point of view, 
.. 

i.e. at the molecular level, and then to develop a statistical method by 

which a tran"sition ta the global hydrodynamic formulation could be achi'eved. 

(Some elements of this approach will be found in Appendix B.) But such a' 

task being beyond the scope ~f a ~.Eng. thesis. it was decided to limit the 

* This arises since M = U/c, where U is the flow velocity and c the sonie 
speed [34]. 
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work to a purely numerical simulation, with the aim of studying mainly the 

effect of a randomly varying virtual mass on trne response of a one-degree-of

freedom oscillatçr'. A digital study of the free vibrations of this system 

is first conducted in the time damain and is given in Chapter III. A secaAd 

digital analysis of the same free vibrations is also undertaken, but th;s 

time in the frequency domain, and is presented in Chapter IV. Finally, an 

analog simulation of bath free and forced vibrations of this system is 

carried out, in the frequency domain, by means of an analog computer; th;s 

last analysis is the topie of Chapter V. 
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CHAPTER II 

PROBLEM FORMULATION 

---__ .-.J,--:; 

2.1 Fluid Damping and Hydrodynamic Mass in Two-Phase Flow 

2. 1.1 I~e:~b~~~_E!~~_~~~~!!!~9 
As the randam pressure fluctuations in the turbulent boundary 

layer are considered to be the main forcing mechanism exciting the struc-

tural component vibrations, it may be worthwhile ta see under which condi-

tions the pressure disturbances are transmitted in two-phase flow. Phase 

distribution (flow regime) has for instance been shown to strongly influ

ence the frequency distribution of the pressure force [22J. 

Modelling of two-phase flow and of the continuous heat and mass 

transfer occurring between the phases is an extremely important subje~t 

for the design of many major items of equipment found in chemical and 

power plants. But due to the continuous variation of all the thermal and 
- . 

hydraulic properties of the flowing f1uid, the mechanisms of phase changes 

in channel flow remain a poorl'y understood phenomenon; thi5 is 50 despite 
& 

the efforts of many investigators for more than a century, which have 

8. 

resulted in more than 10,000 pa pers published on bôi1~ng and two-phase flow. 

A general review on convective boiling and condensation, i.e. in the pre-

sence of a forced flow, has been given by Collier [37J, mostly for single

component systems, i.e. a pure liquid and its vapour, and more particularly 

the waterlsteam system. The methods used to analyse a two-phase f,low are 

based on those already validated for single-phase flows, and the general 

procedure consists in writing down the basic equations governing the Gon

servation of mass, energy and momentum, and then in seeking ta solve them 

i 

" 
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by means of various simplifying assumptions. Three main types of assump-

tions have been made, as follows. 

(i) The "homogeneous" flow modèl, in which the two-phase flow is assumed 

ta be a single-phase flow having pseudo-properties obtained by suitably 

averaging the properties of the ;ndividual phases. This is the simplest 

model and has for instance been adopted by Ostoja-Starzewski [34J. 

(ii) The flseparated" flow model, in which the two phases are artificially 

9. 

separated, and two sets of basic equations are written, one for each phase. 

(ii;) The flflow pattern" models, which represent the most sophisticated " 

approach and in which the two phases are considered to be arranged in one of 

several prescribed geometries. These geometries are based on the various configu

rations or flow patterns observed when a gas and a liquid flow together 

in a channel. Commonly, six'main flow regimes are distinguished in verti-

cal flow: (1) bubbly flow, (2) slug flow. (3) churn flow, (4) wispy-annular 

flow, (5) .annular flow, and (6) drop or mist flow. Churn and wispy-annular 

flows are included by some authors. respectively, into the categories of 

slug and annular flows [cf. Fig. 4]. Transitional flows are a~so noted 

[Fig. 5J and often exact characterization is quite difficult. 

Fig. 6 shows the flow pattern map of Hewitt and Roberts [38] as 

given by Collier [37], on which the range of test condition's investigated ,. 

by Carlucci '[33J have been superimposed. This map has been obtained [38J 
: .... ,~ 

from observations on law-pressure air-water and high-pressure-steam-water 

flow in small diameter vertical tubes, and shouJd be regarded no more than .. 
a rough gui de. 

It should also be mentioned here that in horizontal flow, the flow 

patterns are compl {cated by asymmetry of the phases resulting from the 
~' .. , 

, " ,_,~, ___ ,_ .. .1 

i, 

, 
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influence of gravity. The different flow~patterns are illustrated 1n Fig. 7 

and a map of them by iBaker [39] i s a lso given. 
) 

2.1.2 'B~~~!!~_Q~!~l~~~_~t_ç~r!~~~i 

With the vertical flow pattern map [Fig. 6] in mind, let us now 

rev1ew Carlucci's results [33] in more detail. His visua1 observation of 

the slug, churn and low velocity bubbly flow patterns coincided reasonably 

well with those indicated on the map, but at higher mixture velocities the 

true flow pattern became increasingly more difficult to be visually identi-

fied. In particu1ar the distinction between high ve10city bubbly flow and 

annular or wispy annu1ar flow was not possible, all three f10w patterns 

appearing frothy or foamy on the flow tube surface. 

Fig. 8 gives typical rêsults showing the variation of the com

pli~nce magnitude with void fraction, and indicates the respective changes 

in damping and resonance frequency. Fig. 9 gives more information on the 

variation Of the total fluid damping ratio çt with void fraction,' and for 

different values of the mass flux.· From both Figs. 8 and 9, it may be seeh 

that maximum values of çt are obtained.for void fractions ranging from 30 

to 60 percent, whereas St becomes minimal at void fractions of zero value 

and between 80 and 100 percent. Comparison between Figs. 9(a) and 9(b) 

shows that St is higher in the sma11er diameter f10w tube, indicating ~ 

confinement effect. But, on the contrary, the mass flux do es not appear to 

great1y affect the magnitude of çt; however, because of the wide range of 

mass flux studied, the functiona1 dependance of St on void fraction is 

affected by the various flow patterns encountered [Fig. 6]. Total fluid 

damping ratio 't can be decomposed in three different components: a viscous 

''! 
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damping ratio ~v' a flow-dependent damping ratio Çf' and a two-phase damping 

rat.io çtp. Thus ~e have 

(2-l) 

The1r variation with void fraction is given in Fig. 10. JO sum up. fluid 

damping has been found to be significantly higher in two-phasè flow than in 
i .. --

single-phase flow, and a maximum or maxima have been exhibited at void 

fractions of 30% to 60%. 

The variation of hydrodynamic mass with void fraction is shawn in 

Fig. 11. Clearly, the hydrodynamic mass appears to decrease linearly with 

void fraction but at a greater rate than the mixture density line. It 

can a1so be noticed that it approaches a value of essentia11y zero at void 

fractions of 70% to 80%. This il1ustrates the fact that in annu1ar flow 
, 

the cylinder is dynamically decoupled from the flow tube wall since, in this 

flow pattern, most of the liquid flows as a thin film on the flow tube and 

~ cylinder surfaces. It might be useful to recall here the origin of the 

concept of hydrodynamic mass: when a structure vibrates in a fluid, the 

f1uid gives rise to a two-part f1uid-reaction force, one part of which may 

be interpreted as a flow-induced damping. whereas the other part is an 

acceleration-dependent, inertial force which may be thought to be associ

ated with an -"added ll mass, as far as the dynamic response of t,he structure 

is concerned. Generally the hydrodynamic, or added, mass of a cylindrical 

rod is assumed to be equal to the mass of fluid displaced DY the rod [40]. 

This is only true when the rod 1s submerged in an infinite fluid; however,. 

for a confined cylinder, or one belonging to a fuel bundle, the added mass 

is affected by the duct wall and, for the cluster, by adjacent rads. Chen 
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and Warnbsganss [9] and Paidoussi.s [10] have used an expression of the 

form 

12. 

(2-2) 

where mh and mf are respectively the hydrodynamic mass and the mass of 

fluid dispfaced by unit length of the cylinder, and X is an expression 

equal to 1 for unconfined flow and greater than l otherwise, increasing 
, 

when the flow channel decreases. Carlucci [33] uses the same expression 

and in his case X depends on the ratio of the flow tube inside diameter Di 

to the cylinder diameter 0: 

This expression which has been derived for homogeneous invi scid flow may not be 

well suited to describe the complex reality hidden behind the notion of 

hydrodynamic mass in two-phàse flow. 

2.2 Equation of Small Lateral Motions 

" Our very first approach to the problem intended to start fram 

the formulations obtained by Paidoussis and other investigators for the 

motion of a cylinder immersed in single-phase axially flowing fluid. We 

then ~oped ta be able to extend it ta two-phase flow while incorporating a 

randomly varying added masse 

The system under consideration consists of a solitary flexible 

slender cylinder in external axial two-phase flow contained by a rigid 

channel, as depicted in Fig. 12. The cylinder, considered to be an Euler-

f 
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Bernoulli beam, is of finite length L. mass m per unit length. uniform 

cy11n'der crosr section of diame'tel'" 0 and area À, flexural rigidity El and 

internal damping of the Kelvin-Voigt type. Moreover, the cylinder is sup-

" cposed to be piJ!ned-pinned with the downstream ei'td. free, ta slide axially. 

As far as the two-phase fluid flaw[is cane rned, it is modelled 

by a macroscopically homogeneous flow. of mean flow velo ·ty U and of fluid 

density P. IOh is the hydr~ulic diam~ter and is equal to 4AchtStot' ACh 

being the channel flow area and Stot being the total surface area· channel, 

per·unit length. It is a150 assumed that the f10w ove\ the beam is no 

affe~ted by the supports, as if the finite length cylinder were a portion 

of an infinitely long beam. the remainder of which i5 perfectly tigid. 

The derivation of the equation of sma11 lateral' motions for a 

cylinder in external axial flow is not presented here and may be found in 

[10]. To obtain it, a force balance was taken for a small element of the 

"cylinder.considering the various''f.orces applied to this e1ement. "". Since we chose the hOmOgen~~ flow mOdel, there is no difference 

between vertical and horizontal flow, exc~t,that for the latter confi-
"-

... guration gravit y effects may be neglected. ~"-" 

The equation of motion of a horizontal cy~er in a single plane 
, , ~ 

[(x,y)-plane of Fig. 12] immersed in axia1 flow th en reads, 

• 

ü 

<

" , , 
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where y"'y(x.t), Cf is the frictional coefficient and Cb is the form drag 

coefficient at the end x == L. The boundary éonditions may ïbe taken as 

14. 

y( O t) = ay(O,t) ::: y(L t) ::: ay(L~t) = 0 , ax ' dX • (2-5) 

For a two-phase flow, this equation will have some stocha~ic 

coefficients. We assume that El, ~I, L. D,Oh' Cf' Cb and m will remain 
c 

constant, and express mh as 

... 

(2-2 1
) 

We then identify the stàchastically~varying quantities as Pt U, and com- ;., 

binations of these tenns (such: as pU, pU 2
, ... ), as well as thef!\" derivatives. 

, . 
Expressing p and U as' ( 

p=p(x,t), U == U(x, tL 

we obtain 

(2-6) 

This eq~ation is then rendered nondimensiooal.since nondimensional-quantities 

are familiar to all researchers in the field and al~ow comparison between 

" 

j 
1 , 
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various 

L 

... (' 
systems. 

Thi sis carried out by setting 

h - 0 
0-0' 

h 

" 

=-ÈL 130 pA + m ' 

- Y... ' n - L' '-

- k: 
~ 2 -u ::: (El) Ul, 

AC Cf ::; TI f' 

T ::; El ~ t 
[m + Ml L!' 

1 ~ 
a = {E(pA + m)} 0 

4' 
cb = TI Ob' E = ~. 

We also introduce the mean values of Pt U, pU and pU 2
: 

p = PS1~ 

15. 

II 
p-' 

(2-7) 

{2-8} 

~ Having done all this, and assuming, moreover, that n(~,T) ~ O(e), 

and Si(s,T) ~ O(e) for all i, we finally end up with an equation of the 

fom: 

j' 
(2-9) 

where Al to AlO are constants. The expressions of these constants will be 

found in Appendix A. The boundary conditions may be taken as 

n{O,T) = ôn(O,T) 0 (1) , aç; =, n , L 
= ôn(1 id ::; 0 

~s . (2-10) 

, 

" 

t 
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Several solution schemes were then considered to find sorne statis-

tical solution to this equation. The most elaborate of these will be 

found in Appendix A. It consisted first in expressing all the stochasti
of \'ca lly varyi n9 quantiti es in terms of on ly one of thern, chosen to be the 

~ principal·randorn variable. Then the goal was to transform the equation of 

motion into an equation of the type~ ) 
- - . 

d 2W ( t) + À dw ( t) + 1Ji (t) = f ( t ) 
dt 2 • dt w ' (2- 11 ) 

where À is a constant and w"s a function of time to be fDU.,~; on 'which a 

Fokker-Planck formulation should be tried out, following Morton and Corrsin 

[41]. Obtaining such a type of equation was attempted by rneans of the 
'4. 

Galerkin discretization method. Unfortunately we had to realize that we 

could not obtain, by this method, a solution in the form of a probability 

distribution of the fluid density or of its velocity. Moreover, the whole 
of 

procedure seemed contradictory since it was hoped to obtain a probabilistic 

solution of an equation which is basically deterministic. It was therefore 

decided to try a new approach and look into a purely probabilistic formula

tion of ,the fluid-structure interaction. 

2.3 Probabilistic Formulation Attempt 

/ ) 
The ~Sual phénomenological laws of matter, like equations of 

/ 

·state or transport equations, are deterministic laws. They are also aver-

age laws sfnce they deal in macroscopic variables like pressure, tempera

ture and electrical current, which represent the aggregate effect of mil

lions of molecular interactions. But in many cases, even a simplified 

.. 

') 
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determi~istiè model beGomes intractable, either because the equations 

governing the system are too complex, or because they cannot even be derived. 

This occurs for a ro11ing die or for thermal agitation of mo1eéu1es in a 

gas. Hence cornes the need for a theory of stochastic processes, based on 

the mathematica1 too1s deve10ped by'the probabi1fty theory. These too1s 

have first been wide1y used by engineers in the field of telecommunications, 

since very often the signa1s to be dea1t with are actually of random nature. 
l 

In t~e same way, a control systems engine~r can no longer neglect the sta
) 

tistrcal properties of the perturbations applied to the system he is optimi-

zing. But in the past decades, the theory of stochastic processes has 

played an 1ncreasingly important role in nearly all the fields of science: 

physics, biology, medicine, economics, etc. In the physical sciences. this 

~ theory arose out of the study initiated by Einstein [42] in 1905 on the 
r 

erraticmovement (Brownianmotion) of small particles suspended in a liquid. 

Major contributions to the problem of Brownian motion have been giv~n by 

Uhlenbeck and Ornstein [43J, Chandrasekhar [44J, and Wang and Uhlenbeck [45]. 

A more recent mathematical critical review on the subject may also be found 

in Ref. [47]. More generally speaking. a great amount of literature has 
. ' 

j
alreadY been published on stochastic :rocesses, and two fundamenta1 books 

by Doob [48J and Feller [49J should be cited here. Other pieces of work 

might also be mentioned here, such as these of Papoulis [50], Stern et a1.[5l]. 

Yaglom [52J more precisely on stationary random functions, Beran [53] and 

Samue1s [54J on statistical continuum theories, Bharucha - Reid [55J mainly 

on Markov processes, and more recently Montroll and Lebowitz [56] on fluctua

tion phenomena (selected papers), and Axelrad [57] on micromechanics of 

solids. 

"i ... 
-~. __ ~~ __ .. '.,. J~" 
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Ta come back to t~rObl~ of a flexible slender cylinder im-

mersed in axially flowing two-phase fluid, let us attempt to approach the 

coupled motion of the structure and the fluid from a local point of view, 

i.e. molecular level. By a correspondi~gÎstat;stical method, a transition 

to the global hydrodynamic formulation can be achieved. 

With this aim in mind, a model is adopted, according ta which 

the individual fluid particles mov;ng along the boundary of the structure 

(see Appendix Band Figs. 13) have a behaviour. represented bya "generalized 

Langevin equation ll expressed by 

(2-12) 

where r denotes the random position vector of the molecule: r = r(x,y) 

and in which: 

m is the fluid particle mass; 

~ is the Stokes' drag denoting the interaction between 

the fluid particle and the surface of the solid body 

(this friction exists in the x-direction only); 

-w~r is a h'armonic-type attraction between the considered 

particle and its neighbours; 

A(t) is the random loading force (equ;valent to the random 
• 

pressure on the structural member). 

This equation may be split into a set of two equations accounting 

for the longitudinal and transverse components in the velocity field û = uCr. t) , 

(see Appendix B). This model incorporates the friction effects in the 10n9i-

tudinal direction only, whilst th~ transverse force is coupled to the local 

inertia of the structure in the unstabl'e mode of motion. Hence the dynamics 
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of the system i s assumed, for simpl ici ty, to be two-dimensiona 1. 

The solution of the generalized Langevin equation in terms of 
-+ 

the excitation force A(t) aècounts for the perturbation of the otherwise 

undisturbed lattice - structure of the fluid flow. Fur~hermor.e, this solu-

ti\o~\reads to a velocity distribution P(u) at a given instant of time 
\ l ' 

a prescribed mode of surface motion~of the solid in the flow field. 
1 

for 

At this stage of investigation~'one can consider two different 

studies, namely': , 

a) If the velocity distribution P(u) or the linear momentum distribution 

P(pu) only, is sought, one can define the respective probability dis

tribution and obtain its evolution with time in form of a set of Fokker-

Planck equations. Their solutions have ta satisfy the given boundary 

and initial conditions, which also serve to determine the constants in 

the evolution equations. 

b) If, however, the density fluctuations in the fluid are of main interest, 

it wou1d be better to use the Chapman-Kolmogorov 6voluti.oh relation for 

the probabil ity 'of the density distribution functions, for example 

d p(p) tl 
dt = QP P(p)t ' (2-13) , 

where QP is the probability transition matrix (two-dimensional). 

More information on the whole procedure up to t~e derivation of 
/-- -

~. 1 

the set of the two coupled Fokker-Planck equations (cf. point a) above) 

can be fou,nd in Appendix B. But completing the whole probabilistic 'study 

described above has proved ta be beyond the scope of a M.Eng. thesis, even 

though from this first attempt, it i5 strongly felt that, in order to 

achieve a proper formulation with respect to the random pressure and/or 

l
'~ 

, > 
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* density fields, one has to use the molecular-hydrodynamic approach as pro-. 

posed, for examp le'; by Hansen and McDona l d [5S], Baon and Yi p [59] and 

others. 
\ 

'\ 
2.4 One-Degree-of-Freedom Model Finally Adopted 

It was finally decided to dwell on a numerical simulation of a 

one-degree-of-freedom system, in which éf'randomly-varying added mass Ü 

incorporated. The purpose of this study is to investigate the effects of 

these randpm fluctuations of the hydrodynamic mass on the response of 
\ 

" " the system r More particularly, our attention is focused on the comparison 

between the cas;? with and'without these fluctuations, in order to see 

whether our results are in agreement with the ones obtained by Carlucci 

[33] and presented above in Section 2.1.2. If this is the case, then a 

good chance exists that the key of the mechanism, affecting the damping 

.and the hydrodynamic mass in two-phase flow, lies actually in the hypo

thesis made, namely that the observed behaviour is due to random variations 

affecting the added mass. It is also supposed that our system ;s rather 

"static" in the sense that it is assumed that. with this model, we are 

placed at a given void fraction which remains constant all over th~ experi

ments (the void fraction is not taken into account explicitly in the model, 

but. it ;s supposed to be somewhere in the ";nteresting ll range, i.e. between 

30 and 60 percent). Hence the on1y parameter investigated here will be'the 

random fluctuations of the hydrodynamic mass. It is finally supposed that, 

* However, not all the investigators in the field agree on whether analysis 
of the fluid-structure interaction should be studied by th~ probabilistic 
approach. For instance Schlechtendahl argues "against this direction, as 
quoted on page 193 of Ref. [23]. 
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,at this stage, it is sufficient to investigate a one-degree-of-freedom 

system, and that, if the desired effects do not praye to be significant. 

there is relatively litt1e chance to see them occur for a hjgher degree

of-freedom system. 

The system studied is 

21. 

[M + mh(tl)x + ex + Kx = {~o(tl (2-14) 

in which x is th~ response of the structural system and M, C, K are res

pectively its mass, coefficient of viscous damping and spring constant. 

mh(t) is its hydrodynamic,mass and is composed of two terms, vi~. 

(2-15 ) 

where mh is the mean value and is assumed to be constant and ].l(t) are the 

fluctuations o,f ~h(t) a~out mh. 

Hence, the total mass appearing in equation (2-14), sometimes 

ca 11 ed n-vi rtua 1 mas 5 Il by sorne authors (e. g. [9] or [16]), reads 

M ;) mh ( t) = M + mh + ].l ( t) • 

'1 ( 
in which J{ + mh is constant. 

Dividing aJl the terms of equation (2-14) by M + mh, w~ obtain 

, [1 + a(t»)R + 2çwnx + w~x = { ~(t) , 

where ~, 
(2-16) 

(2-16 1 ,a) 

' ...... ~- ---~ 
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is the circular (undamped) natural frequency, including mh; 

c c 
(2-16 1 ,b) 

is the viscous damping factor; 

f(t) 

is the forcing function (if considered); and 

~ a(t) :: M+ïiï 
h 

(2-16 1 ,e) 

, (2-16 1 .d) 

is the dimensionless fluctuating part of the hydrodynamic mass which fs the 

par~meter of interest in this stu9Y.' 

When a{t) = 0, the treatment of this equation is classical and 

the analytical solution is easily obtained. Let us seize here the oppor

tunity to mention two good textbooks on vibration analysis by Meirovitch 

[60] and Thomson [61]. 

For the unforced case, for an underdamped system, the solution 

is 

(2-17) 

in which B and ~ are constants depending on the initial conditions"and 

( 2-18). 

For the forced case, the general solution is a superposition 
'/ ' 

of a transient response (general solutlon of the equation without forcing 

....;;...;;...-.---~---,.. . '-- -----
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function) and of a steady-state response (partfcular solution 'of the com-
! (~ 

plete equation~. If the forcing"function is 

~ 

where wf 1s hence the circular forcing frequency, then 'the general solu-

tion reads 

(2-19) 

After a certain time, the transient response (first term) damps out and 

there remains only the steady state response (second term). 

For a.(t) -t 0, the equation can hardly be solved analytically 

if at all; that is why we resort to numer;cal methods to achieve th;s pur

pose. A Runge-Kutta iteration method is used in the case of the digital 
\ ~ 

computation (Chapters III and IV), whereas the equation is solved directly 

on the analog computer in the case of the analog ~omputation (Chapter V). 

Var;ous schemes are considered for generating both deterministic 

and random a(t), the ma in interest relating, of course, to the latter case. 

This random a{t) should more properly be denoted as "'pseudo-random" since 
, 

in the ~igital simulation, the series of random variates are obtained by 

means of a Monte-Carlo random number generating technique, while in the analog 

simulation, a{t) is produced by a noise generator incorporated to the fre

quency analyser availab1e for the study. Having generated a.(t), the res

ponse of the system 1S then investigated as will be described in detail in 

the chapters that follow. 

\ \ 
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CHAPTER III 
, , 

DIGITAL ANALYSIS OF THE FREE 
VIBRATIONS IN THE TIME DOMAIN 

3.1 Method of Analysis 

The first numerical analysis undertaken was performed in the 

time domain, since it was ,the easiest to implement. As a matter of fact, 

',it simp1y cons\,sts in plotting the solution of equation (2-16), obtained 

by means of th~ Runge-Kutta scheme (presented in detai1 in Appendix C.l), 

versus time, which is one of the variables of the scheme, the variates of 

.which are separated by a constant step-size h. 

This digital analysis is cnnducted on the Amdahl V7 digital com

puter of McGill University. In the beginning of the study, the digital 
1 ~ ") 

solution obtained is plotted directly by the printer at the same time as 

the numerical output is released. These plots are obtained by using a 

* subroutine from the International Mathematical and Statistical libraries 

(IMSL), namely the subroutine USPLTO. These printer plots are discrete, 

and the characters used for each data point are numerals, each specifie tg 

each tunction plotted (up ta ten functions ean thus be superimposed upon' 

the same p1~t). For multiple plots, ,the character M is ùsed in the event 
. 

24. 

of coïncidence by two or more functions. A typical plot is shown in Fig. 14\ 

More complete information on the USPLTO and all other IMSL subroutines that 

will be used later on may be found in Ref. [62]. The use of IMSL subroutines 

allows the whole program to be written in Fortran WATFIV language, and more

over in double precision since all those subroutines at McGill University 

* An extensive collection of mathematical and statistical subroutines writ-
ten' in Fortran. 
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are available in that precision: . Later in the study. the functions will 

be p10tted in a smooth and nicer form by using a Calcomp 663 digital incre

mental p10tter (for more information, see Ref. [63]). -~~n this case, the 

program will undergo minor changes in order to be run in Fortran IV language 
, 

(compi1er,H) and the points to be plotted will have ta be given in sing1~ 

precision. The programs considered here could therefore alsa be rUf on 

the IBM 360/370 Series computers. '--

Nevertheless, the results discussed in this chapter are those 

abtained from the discrete USPLTD plots. Four different solutions are 

calcu1ated and printed out. The numbers 1.2. 3, 4 appearing on the plots 

(cf. Fig. 14) - to be referred te as Curves 1.2,3.4 - are identified 

below. 

Curve l is the control curvé corresponding to the ~nalytical 

solution of equation (2-16) with a(t) = a and without forcing function, i.e. 

this solution is simply given by equation (2-17) for free motions of a 

damped oscillator. 

, Curve 2 corresponds exactly to the same equation, but this time 

the numerica1 solution (obtained by the Runge-~utta method) is considered. 

Curve 3 denotes the numerica1 solution to equation (2-16) still 

with!lutforcing function but with a deterministic a(t) 1 0; this determinis

tic a(t) is chosen to be equa1 ta 

5 
a(t) = E ai sin(w;t + ~i)' 

i = l 
(3-1) 

The values of the parameters ai' wi and ~it as wel1 as these of wn and ç ~ 

will be specified in the second part of this chapter, when the results are 

discussed. Let us just indicate here ,that in a11 cases we finally took 

• 

i 
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foralli, 

-
al = a2 = a3 = alf = as = ~ 

5 , (3-2) 

the parameter 
c 

5 
a :;: E a· 

i =1 1 
(3-3) 

being thus introduced. 

Curve 4 represents the random case, i.e. a random a{t) is used, 

and is the case of main interest here. The equation considered i~ the 

same as for Curve 3, except that a{t) is now obtained by a Monte-Carlo 

pseudo-randgm a1gorithm, assuming a normal, i.e. iaussian, probabi1ity den

sity distribution. The method used to generate the random variates of 

a{t) is exp1ained in Appendix C.2. Moreover, the mean ~ and variance a2 

of the pseudo-random a(t) are assumed to be the same as those of the de ter

ministic a(t) described by equation (3-1) [on this. see Appendix C.3]. To 

give an idea on the signal .generated, Figs. 15(a),{b) and 16(a),(b) show 

respective1y time records and histograms of the random perturbation a{t) 

obtained. 

Initial sets of results were obtained by using 300 calculatio 

points per 3 cycles of oscillation, which corresponds ta the time leng h 

chosen to be printed on one page of USPLTO plot. A study of converge ce,

which may be' found in ~ppendix C.4, indicated that 500 points is mor 

accurate and thi s value has thus been adopted for subsequent runs. Th: s study

of convergence is mainly based on analysing the discrepancies between the 

.~ 
" 
" 
.< 
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two reference curves (i.e., those obtafned for a{t) =0), namely Curve l 

(analytical solution) and Curve 2 (numerical sOlution). Comparison between 

these two solutions gives a measure of the lack of 'precision originating 

from the use of the numerical integ~ation scheme. One interesfing item to 

note is that there seems to b~ a very slight systematic shift towards lower 

frequencies. 8y using 500 calculation points per 3 cycles, the frequency of 

Curve l was found to be exactly, the-value chosen, i.e. fn = 15 Hz, whereas the 

frequency of Curve 2 \'las 14.97 Hz*. If the hypothesis is made that this 

systematic shift is nearly constant, then all the frequencies that-will be 

obtained from the USPLTD plots should be all increased by 0.03 Hz. 

Finally, a listing of the whole program may be found in Appendix 

C.5. 

3.2 Results and Discussion 

The ranges of the parameters uations 

(2-16) and (3-1), (3-2), (3-3)] are ta ken to be as follow -

by CRNLt who sponsored part of this work: 

(i) natural frequency: f n = 15 ta 60 Hz; (3-4,a) 

(ii) perturbation frequencies: fi = wi/2rr = 5 ta 25 Hz; {3-4,b} 

(iii) damping factor: ç = 0.005 to 0.1; 

(iv) perturbation amplitudes: ±0.01 ~ a ~ 0.2. 

(3-4,c) 

(3-4,d) 

These condit~ons will hencefqrth, for conveni ence, be referred to l' 

a s Il rea lis tic Il • 

* These two frequencies (Of Curves 1 and 2) were found by three measurements, 
over 15, 30 and 45 cy.cles of oscillation, which gave the sa:me restilts. 

tChalk' River Nuclear ~aboratories - more specifical1y by Messrs L.N. Carlucci 
and M.J. Pettigrew of CRNL. 

-a 
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In most cases, for convenience· .. the ratio of fi and f n was taken 

to be an integer. Also, in all cases, the initial conditions are taken to 

be 

28. 
i 

x(O) ::; 1, x(O) = O. ( 3-5) 

However, as rather "uninteresting" results are obtained for para-

meters in the ranges as defined by (i) - (iv) above, other ranges are al so 

investigated"which give more "interesting" results, albeit of possibly 

limited practical value. One of the main changes introduced is ta look 

into higher values of ëi, up to ëi = l, in order to allow clearer identifi

cation of the weak effect observed for a small Ci. 

Eight series of calculations have been conducted, each cons;'sting 

in three or four computer runs. To recognize them, the' have been denoted 

by the letters A ta H and are presented in Appendix C.6. In fact, two 

main categories are ta be distinguished. 

- The first one (Series A, Band C) considers the ranges of parameters 

described in (i) - (iv) above (except for higher Ci in sorne cases) and is 

discussed in Section 3.2.3 below. 

- The second one (Series D ta H) considers also the ranges of parameters 

(i), (iii) and (iv) above (also high~r Ci in sorne cases), but replaces 

the perturbation frequencies range (ii) mostly by: 

( i i) 1 : fi = wi / 2n = 30, 1 50, 240, 300, 450 Hz. (3-6) 

This case is more concerned with the occurrence of a parametric reson

ance; and it is discussed in Section 3.2.4 below. 
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But first is discussed, in Section 3.2.1, ~he numer1ca1 importance 

of the two effects observed-by Carlucc1. Then are g1ven, 1n Section 3.2.2t 

the results concerning Curve 4, since they are of main interest .. As a mat er 

of fact, Curve 4 does not differ between the two categories distinguished 

above (and dtscussed in Sections 3.2.3 and 3.2.4). ~his is 50 because, due 

to the method adopted to generate the random variates (given in Appendix C.2), 
r 

Curve 4 does nQt de pend on the perturbation frequencies fit but only on the 

value of the mean ~ and the variance cr 2 of the distribution considered. It 

is shown in Appendix C.3 that f 

~ = 0, (3-7,a) 

-
cr = ~ 

lfO 
(3-7,b) 

~ 

hence Curve 4 depends on a only. 

The results discussed below are obtained from the series which 

have been run with 500 points of calculation per 3 cycles and with r; = 0.005 

(Series Bt C, G) or l; = 0 (Series H). These series are also those which 

have been run Over the largest numper of cycles. 
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3.2.1 ~~~~r!ç~l_!~~~r~~~ç~~~!_~~~_~~~r~~~~~~!~_~~~~_~~~_Q~~e!~9_~ff~~~! 

\' Q~!~r~~~_~t_Ç~rl~~~! 

Before giving our own result's, it is ~f interest to. indicate the 
" 

': order of m~gnitude of the two ,effécts shown by Carlucc; 's experiments, and 

which it is int'ended to verify on the one-degree-of-freedom model. 

Let us first show how a frequency increase can be interpreted in 

terms of a hydrodynamic mass dïfrease. For this, the system is considered 

to stay at a given void fraction of v percent, for which the mean value of 
., 

the added mass is denoted by mht~' It is about this mean value that the 

fluctuations ~(t) are considered, according to equation (2-15). The cir

cular naturar frequency whom,v' for the homogeneaus mode1 (w;th the hydro

dynamic mass proportiona1 ta the mixture density), is obtained from equa

tion (2-16 1 ,a) as 

"'hom,v = 1 M+~h,V (3'-8,a) 

In case the added mass perturbations are included, we obtain a new circular 
, 

nat~ral frequency wresp,v given by 

1 K 
wresp , v = -M----.:.;~-ê-

+ mh , v + lJrms 
(3-8 t b) 

in which ô=+1 or -1, açc~rding to·whether a hydrodynamic mass increase 

or decrease is considered. 

If we observe a frequency increase t i.e., 

Wresp,v > whom,v 
? 

this imp1ies that 

< " 
.~--/~~~ ~~"~"'~~~-",.Nl/I,"'''H2';Ii'''f 

30. 
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hence 

W~esp,v = 
whom,v 

M+mh " ,v 
M + mh v + ô1J , rms 

M + mh ,v > M + rnh, Y. + <511 rms ' 

. . 
from which we fina11y get 

OlJrms < 0 • 

> 1 , 

/ 

lJ nns being always a positive quantity~ this imp1ie~ that ô=-l has tctbe 

taken. 

We effectively s~e that, according to the one-degree-of-freedom mode1, a 

frequency incrèase is equiva1ent to a hydrodynamic mass decrease,' if al1 

other parameters are kept constant. 

31. 

Let us now quantify thè cl ear hydrodynami c mass decrease appearing on 

Fig. 11, with the aim in mind to'express it in terms of a frequency increase. 

As already stressed, the hydrodynamic mass decreases 'with increasing void 

fraction; but at a higher rate than that of the mixture density. The>hydro

dynamic mass 1ine proportiona1 to the mixture density appears on Fig. 11 in 

fonn of a straight 1ine (rather a dashed line) ,extending from mh /mh = 1 
,0 ,b 

for a zero voi d fracti on to mh Imh := a for a voi d fracti on of 100%. 
,100 ,0. 

Th~ experimental values of the added mass lie be10w this line, and Qn experi-

mental straight line can a1so'be-dr~wn according to these points (it is not 

shown on Fi 9/ 11). The experimenta l values (di vi ded b,Y.' mh, 0) thus decrease' 

from 1 for a zero ~void fraction and approach a value of zero at a void 

fraction of about 66 to 70%. We intend te place ourse1ves at a given void 

1 

1. 
1 
1 
!' 
f 
1 
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fraction that we ass~ to rema1n constant. Since the interest1ng void 

fraction range exten?l befween JO and 60%, we adopt the value of 50%. 

At this void fraction are obtained the values mh /mïh = 0.50 (from 
,50 ,0 

the dashed line proportional to the mixture density) and (m;;,50 :ll)/Rih,o 

= 0.28 (from the experimental line). 

It is now necessary to translate this hydrodynamic mass decrease 

in terms of a frequency increase. Let us first start from Fig. 8. At 

a zero void fraction, fhom,o is equal to 32 HZ*, whereas for a void frac

tion of 100%, we read fhom,lOO = 40 Hz*. From this, using also equation 
-"- '-...... 

(3-8,a), we obtain the following relations: 

f - l hom, 1 0 0 - 2lT = 40. 

We also know -(-From considerat,ions above~. 

40/32 = JM+ ;:t'. 0 
• 

Squaring this equation, we obtain 

{5/4)2 
M+mh = ,0 

M 

fram which we finally get 

ml = [(5/4)2 - l]M = 0.5625 M. h,o 

* 

(3-9,a) 

(3-9,b) 

11) thàt mh• 10 0 ::: 0, hence 

- / 

These experimental values of the oscillation frequency are between twice 

32. 

and, thrice the numerical values used in the following sections and ch~ters. 
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Coming back to our point at 50% void fraction, w~ have ~.$o/~,o = O.~O. 
FrolJ1 th1s, we easily obtain [using equation (3-8,'a)] 

( 

From (3-9,b), using mh,lOO = 0, we get 

,'" ~ "" 80'11" 

hence 

From this, 

( 
f - 80lf 

hom, 50 - 2'11" M(l + 0.5 x 0.5625) 
M 

= 40 
1 ~. 1 " 

l + 0.5 x 0 .. 5625 • 

We finally obtain 

f h = 35.3 Hz. 
q om,SD (3-10,a) 

This is the value calculated for the homogeneous mixture. For 

the, actual two-phase flow, we can extrapolàte th.e two,compliance curve 

plots of Fig. 8 closest to the void fraction of 50% (those for void frac

tions of 40 and 54%), and th us we approximate the value of f resp ,5o to 

,37.4 Hz. 

33. 
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We cou1d equa11y use the resu1t obtained from Fig. 11, namely 

r iiih . sc + ~ = O. 28 iiih.", ' 

a~g it'intc equaticn 13-8.b). ~hich gives us 

f - 1 K 
resp,50 - 27T M + m

h 
+ ~ 

,50 

= 40 J 1 + O. 2s1x O. 562~ 

= 37.2 Hz. 

We'thus have the fo11owing estimation: 

". 
~. 

34 • 

f resp ,50 = 37.3 Hz. (3-10,b) . 

From (3-10,a) and (3-10,b), we obtain the relative amplitude of the hydro-

dynamic mass deçrease effect, at a 50% v~id fraction, expressed in terms 

of a frequency increase. It is 

f resp ,50 - f hom ,5o __ 37 3 35 3 . - • = 5.7%. 
f hom ,50 35.3 

1 

Thus the frequency increase effect we wish tQ observe should be of the 

order of about 6%. 
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As far as the second effect found by Carlucci is concerned, namely 

the important increase in damping~ an examination of Figs. 8 and 9 shows 

us that, at a void fraction of 50%, damping is at least 100% higher than 

its value at a zero void fraction. 

It is these two effects that we now wish to verify on our one-

, degre~-of-freedom system. 

3.2.2. ~~~E~~~~_Q!_~~~_§~~~t~_~Q_~~~~~~:~~~~9~_~~9~9:~~~~_~~~~~r~~~1~~~ 

This response is obtained for four different values of a, namely: 

0.25, 0.50~ 0.75 and 1. Curve 4 is best examined 

* -- on run Gl for a = D.25, and this over 60 cycles of oscillation; 

* * --- on runs C2 and C3 , respectively for a = 0.50 and a = 0.75, over 30 

* 

cycles only (as a\matt~t of fact Curve 4 cannot be observed with accuracy 

over more than 30 'cycles on runs G2 and G3, because of the parametric 

See Appendix C.6_. 
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resonance affecting Curve 3, which rend ers Curve 4 indistinguishable,on 

the USPLTD plots uSedt ); 

36. 

- on run G4 for &=1, again over 60 cycles of oscillation (in G4, Curve 4'~ 

exhibits higher values than Curve 3, hence this plot can be used here). 

As far as the general behaviour of Curve 4 ;s concerned, Curve 4 

behaves a1most 1ike the "control" Curve 1 for the three first values &=0.25, 

0.50 and 0.75, that is to say it shows vibration with about the same, if 

not slightly higher amplitude, as may be seen on the xrms values be10w 

(see also Figs. 17,18 and 19). It nevertheless exhibits a certain shift 

towards higher frequencies. However, when Ci= l, the behaviour of Curve 4 

deviates from the typical oscillation of a sinusoid, i.e. it begins ta dis

play sorne random excursions starting from the 20th cycle, and finally becomes 

unbounded (unstabl~), reaching a value of about 11 after 60 cycles (see 

Figs. 20 or 21); it is recalled here that the initial conditions are given 

by equation (3-5). 

To illustrate more comp1eteTy what has just been said above, we 

shall give the values of bath xrms and , the effective frequency of oscil-

1 -

lation. Actually, two sets of xrms values are given: xr~s(l) has been ' 

calculated over 30 cycles of oscillation with ,= 0 (Series Hl and should be /// 

// 

t This is due to a property of the USPLTD plots which has not yet been men
tioned here. The range of the y-axis is indeed constant on the output 
page (51 print positions) and adjusts automatically in order ta ex tend _ 
fu1ly from the minimum value Ymin to the maximum value Ymax of the func
tion y to be plotted. In our program, we have specified (on the II contro1 11 

Curve, 1) a maximum of +1 and a minimum of -l, so that the plots of the 
decaying cases have all their y-axis of the same scale. However, when 
Curves 3 or 4~ecome unb~unded, the range of the y-axis is deter~ined 

by the extremum va1ue(s) Ye""tr such as IYextr l > 1. 
\ 
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compared to xrms (èurve 1) = O. 70~ obta i ned with exactly the same condi ti on " ' 

whereas xrms (2) has been calculated over 60 cycles with Z; = 0.005 (Series G) 

~nd should be compared with xrms(Curve 1) =0.360. As far as the effective 

frequency of Curve 4 is concerned, the number of cycles chosen for the 

measurement ;s d;v;ded by the corresponding total time of oscillation. A 

mean value of the frequency is thus obtained, and it can be added that, 

qualitatively, this frequency seems to be constant; hence, it is believed 

that the mean values below are given to a good approximation. For &=0.25, • 

the number of cycles considered;s 60 (run Gl), for &=0.50 and 0.75, it 

is 30 (runs C2 and C3), whereas for & = l it is only '20 (runs C4 or G4) since, 

as already mentioned, the sinusoidal behaviour is disturbed just after that, 

---hence a measurement over more cyel es woul d be meani ngl ess. 

The results obtained are given in the table below. 

- x
rms 

(l) § § 
feff(Hz) a cr xrms (2) 

0.25 0.079 0.715 0.364 15.02* 
0.50 0.158 lJ-:75Z-r 

.' 0.377 15.18* 
0.75 0.237 0.743 0.362 15.47* 

1.00 0.316 0.980t 2.22 16.16* .. 

§It is recalled that the xrms(l) values are obtained over 30 cycles with 
ç = 0 (compare to xrms (Curve 1) = 0.7p7), wherea"s the xrms (2) values are ca1-
culated over 60 cycles with ç = 0.005 (compare to xrms(Curve 1) = 0.360). 

t This will become much larger if xrms were ta ken over more than 30 cycles 
(see for instance xrms (2)). 

* If the hypothesis is made that the very slight shift to lower frequencies , 
due to the use of the Runge-Kutta scheme (cf. the remarks on the study of 
convergence, made at the end of,Section 3.1 or in Appendix C.4), is constant, 
then all the frequencies obtained should be increased by 0.03 Hz and the 
actual frequeneies would respectively read: 15.05,15,21, 15.50 and 16.19 Hz. 
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. The results of xrms(l) indic~te that, unless & 1s large (1.00), 

the xrms lie in the vicinity of 12/2 which is the classical value for a 

sinusoid, as obtained by Curve 1. The results of xrms (2) 'show more s;g

nificantly the fact that Cut've 4 becomes essentially unbounded for (i = 1. 

From all considerations on amplitude and xrms values of the response, it 

is deduced that a critical standard deviation 0crit exists for instability 

and lies somewhere between 0.237 < 0crit < 0.316. 

38 . 

But the most interesting item to be discussed here is the effec

tive (or average) frequency, in view of its importance vis-à-vis the ob

served added mass coefficients in two-phase f1ow; these were found to be 

lower than those carcu1ated on the basis of homogeneous models of the two

phase medium. We observe indeed a clear shift to higher effective fre

quencies as the amplitude of ,perturbations increases. This translates, of 

course, to lower added mass coefficients (as compared ·to homogeneous model, 

where effectively mh~t) = mh is taken, i.e. a{t) = 0); this agrees qualita

tive1y with the observatipns made by Car1ucci (see Section 2.1.2). However 

by exami ni ng our values § gi ven in the table above, we obta1i n a frequency 

shift of {l5.05 -15)/15 :::< 0.3% for the upper suggested "realistic" value 

of ëi (i.e., 0.= 0.25). This is undoubtedly a very weak effect, when com-

, pared to the experimentally observed 6% frequency shift (see previous 1 

• 
Section 3.2.1). For the higher "unrea1istic" values, we obtain bf course 

a more significant frequency shift, albeit of only 1.4% fo.r a. = 0.50 

and 3.3% for a= 0.75. It is on1y for the high1y unrealistic value of 

§We use the corrected values, obtained by addition of 0.03 Hz- see last q 

footnote on p.37. 
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Ci=l that we obtain a shift of 7.9%. 
: ' 

As far as damping ;s conce~ned, unfortunately no important damp-

1ng effect could be found in this attempt. 

3.2.3 ~~~E~~~~_~f~!b~_~~~!~~_!~_~~!~~Ti~i~!i~_~99~~_~~~~_~~~!~~~~!i9~~ 

In this section, Curve 3 is examined as the response of the sys-

tem to a deterministic perturbation Œ(t) defined by equa~;on (3-1) and 

characterized by the "realistic" range of perturbation frequencies 

" 

fi = 5, 10, 15, 20, 25 Hz. 

This means that the comp4ter runs to be investig~ted here belong ta 

Series A, B,C (see Appendix C.6). 

For a small ii (ii = 0.25), it is ~een in Fig. 17 that for fn (f, = 
/ n 

15 Hz) lying within the range of the fi (run B1 or Cl), Cur~e 3 is essen~ 

tially coincident with Curve 1; i.e. the deterministic case for "small" 

perturbation amplitudes is little different from the dete\ministic case 
) 

with zero mass perturbation. Moreover, xrms for Curve 3 is very little 

different than that of Curve 1 (it is smaller by 2%). 

39-: 

In Fig. 22 is shown a case with the same ii (ii=0.25) but with' f n 
(fn = 60 Hz) higher than any of the fi (run B3). The results of Curve 3 are 

somewhat di fferent from those obta i ned above. Even if the amp 1 i tude i s about 
• 

the same, with a xrms of Curve 3 also l iUle different than that of Curve 1 

(larger by 1%), on the contrary, for the first few cycles of oscillation, 

the effective frequency diminishes to about 58 Hz, rather than remaining 

at 60 Hz, ~ut later this effect appears to diminish, even though the fre- . 
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, 
quency con~inues to f1uctuate s.light1y about 60' Hz. When fn = 30 Hz (run B2), 

this effect (lower frequency) is not ~et noticeable and the response is 

similar to that obtained for fn = 15 Hz. It cou1d be mentioned here that, 

as far as Curve 4 is concerned in the three runs of Series B, its behaviour 

-is not affectedt by the relative position of fn compared to the fi' and 

that is why this question was not examined in Section 3.2.2. The reason 

for this lies natura11y in the method (presented in Appendix C.2) used for 

generating the pseudo-random variates of a(t), which daes not take the per-

turbation frequencies fi into account. Since the same number of discreti

zation points is used per 3 cycles (500). exact1y the same random variates 

are used at the respective stages of integration; this accounts for the 

identica1 results. 

Let us now come back ta the other cases (Series C) computed for 

fn = 15 Hz, and stick ta this value for the rest of this chapter. The cases 

with added mass perturbations of larger amplitudes are considered, name1y 

&=0.50.0.75 and 1 (respective1y runs C2. C3 and C4). Figs. 19 and 20 

showjthe response for &=0.75 and a= 1, respective1y. Curve 3 displays an 

~ unusua1 beating phenomenon (especia11y in Fig. 20), its amplitude being 

sometimes higher and sometimes lower than that of "contro1" Curve 1. Curve 

3 alsa disp1ays an increased frequency of oscillation, which neverthe1ess 

remains smaller than the frequency shift observed for Curve 4 (see Section 

3.2.2). 

To conclude this section, let us give the xrms values of Curve 3, 

(which shou1d be compared witll xrms(Curve 1) = 0.474) and its effective 

frequency, both ca leu la ted over 30 cye 1 es of Ose i 11 a t ion, with r; = 0.005. 

tExcept that its freq~ency will be 15, 30 or 60 Hz according to fn• 



c 

t' 

- t ex xrms f eff(HZ) 

0.25 0.465 15.01 
0.50 0.502 15.08 
0.75 0.541 15.23 \, 
1.00 0.494 ~15.60 ),. 

We can see very c1early that s as far as the effective frequency 
, 

is concerned, the deterministic effect is in the same direction as the 

random effect (it indicates 'a decrease of the added mass), but its magni-

tude is sma11er. 

Parametric Resonances 
. 

41. 

The perturbation frequencies mostly considered in this last section 
.... 

of Chap.ter III are given by equation (3-6), 

fi = 3D, 150, 240, 300, 450 Hz. 

They are beyond the recommended I rea1istic" range for two-phase flow as 

measured by Carlucei,; et al. and g;,ven by equation (3-4,b). Nevertheless,-"" ,- ~ 

we shall examine this case for it gives rise to the fundamenta11y interes

ting phenomenon of parametrie resonance. Series D to H are considered for 

that purpose (see Appendix C.~)., 

Whenever harmonie perturbations are present in the axial flow 

about cylindrica1 structures~ there exists the distinct possibility that 

they may cause parametric resonances, otherwise known as parame~ric insta-

tT~e same remark given in footnote * concerning the frequencies of the pre
vious,tab1e (in Section 3.2.2) a1so app1ies to the frequencies g;ven in 
this table. 
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bilities [64]. It has been shown that such resonan~es may occur if the 

circular frequency of the periodic flow component, w
P

' lies in the vicinity 

of a fractional multiple of one of the natura1 frequencies of the cylinder, 

w~, i.e. if wp ::: 2w~/K, where K=1,2,3 .... The most important of these 

resonances, the so-called principal primary parametric resonance, occurs 

wtuffi K =: 1, so that wp ::: 2w~ - a we ll-es tab lis hed resu 1t from the a~a l ogous 

problem of a co1umn sUbjected 'to a harmonically perturbed axial load [65]. 

In cases where fI =2fn, irrespective to the other frequencies fi' 

parametr;c resonance oscillations were observed (Curve 3) for all a tested, 

however wfth an unusual .behaviour occurring for ëi = 1. A typical case is 

shown in Fig. 18, for &. = 0.50 (run G2). It is interesting to note that 

Curve 3, in the first few cycles, is diminished in amplitude vis-à-vis 

Curve 1 and then, after Nmin cycles, reaches a minimum characterized by the 

ratio Rmin ;; [amplitude Curve 3] / [amplitude Curve 1]. Then Curve 3 in

creases again, equals Curve l in amplitude after NI cycles, and final1y 

continues to increase steadily (the system is highly unstable, in. the sense 
1 

that is displays amplified oscil~ations). The values of Nmin , Rmin and NI 
.-

are given in the table in the next page. 

It is also noted that the frequency- finitial in the first few' 

cycles becomes larger, but later this effect evaporates after a sufficient 

,number of cycles (after the amplitude has "taken off"). The valùes of 

finitial' are calcu1ated over Nmin cycles of oscillation and are also given 

in the next page. 

It is most interesting to notice that if &. ~ 1 (run" G4), i.e. the 

higher parametric amplitude envisaged here, Curve 3 is no longer unbounded! 

Instead, it displays sorne kin~ of amplitude and frequency quasi-periodic 
\ 
\ 
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variations, simi1ar to beating (see Fig. 21). This does not follow the 
~ 

conventional pattern for parametrlc resonance oscillations~1 

The table giving the parameters described above is now presented, 

with an addition of two sets of xrms values, exactly the same as for Curve 4 
~ 

in Section 3.2.2. Xrms(l) has been ca1culated over 30 cycles of oscillation 

)With l; = 0 (Series H) and should be compared to xrms(Curve 1) = 0.707 t whereas 

{;J(2) has been calculated over 60 icycles with '1; = 0.005 (Series G) and 

should be compared with xrms(Curve 1) = 0.360. 

- Nmin Rmin Ni xnns (1) xrms (2) f. 't' l(Hz) ex l nl la 

~"0.25 27 0.29 45 0.336 0.244 15.09 

0.50 6 0.,48 12 3.93 39.79 15.32 
0.75 3 0.55 6 22.2 516.6 15.66 
1.00 1~ 0.58 3~ 1.52 0.679 16.25 

The frequency shift observed is higher than any other observed 

before, i.e. of Curve 3 (in Section 3.2.3) and even of Curve 4 (in Section 

3.2.2). But it should not be forg~tten that this is only an initial fré

quency measured over a small number of cycles (Nmin ) and that after, let 

us say, N1 cycles, the frequency remains sensibly constant at about 15 Hz. 

The results for t~e sets of xrms values are indicative of the , 

peculiar behaViour relating to parametric resonance instabilities described 

earlier in this section. Thus, for ii=0.25. one obtains xrms(l) < 12/2, 

which is the classical value for a sinusoid as obtained by Curve 1; this 

displays the initial reduction in amplitude referred to earlierj if more 

cycles had been taken, th en xrms(l) ~ 1:2/2 would have been obtained. For 

ii= 0.50 and 0-15, we note that ?<nns(l) is very large, ref1ecting parametric 

-, 
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resonances, but for Ci = 1, a mueh sma 11 er xrms (1) iS obt~ ned, refl ec~i ng 

~~ beating phenomenon described earlier, rather than a monotonie increase 
J> 

of amplitud~ (after an initial decrease) eharacteristic of a = 0.50 and 0.75 

(and.also of Ci = 0.25 if a large enough number of cycles were investigated). 

'""- The cas~s tested in Series F, where fn=f~, at"least for the ç 

and a involved, displayed no pârametrie resonance. Hence, within the 

ranges tested, it 1s obvious that principal primary resonant oscillations 

do occur, but secondary resonances do nct (see Refs. [64] and [65]). 
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4.1 Introduction 

CHAPTER IV 

DIGITAL ANALYSIS OF THE FREE 
VIBRATIONS IN THE FREQUENCY DOMAIN 

45. 

The results obtained in Chapter III (for Curve 4) agree quali

tatively with Carlucci's observations, at least as far as the shift towards 

higher frequencies is concerned. This shift means indeed that the observed 

added mass is lower than that calculated on the basis of the homogeneous 

model of two-phase flow, for which mh{t) = mh is taken. However, quanti

tatively speaking, the effect that we observed remains weak. compared to 

what Carlucci reported. On the other hand, damp,ing has not been found to 

be'higher, and on the contrary it even seemedtobe a little lower, as the 

x values given in Section 3.2.2 indicate it (for &= 0.25, these values rms ~ 

are higher by 1% than those foun,d for &=0). This obviously does not accord 

with the observation of a significântly higher damping reported by Carlucci. 
(. 

Thus, the study in the time domain conducted in Chapter III has proven not 

to be quite conclusive. 

~ ,One reason for this relative fail~re is thought to !ie in the way 

the pseudo-random added mass perturbations/ i.e. a(t), are generated (cf. 

App~ndix C.2). As a matter o~ fact, no restriction on freque~cy content 

was included in the Monte,,:Carl,b method used to generate the random variates 

of a{t), as has already been mentioned in Section 3.2.3 when Series B were 
~- '-~ 

examined. In Fig. 23, the p~er sp~ctrum of this pseudo-random a{t) is 

shown, and it may be seen thatt it efféctively contains all frequencies and 

( ,_' could be considered as an approx~at~ white noise. This is by far not the 

" 
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case of the detenministic a(t~t used for Curve 3 of Chapter III~which includes 

specifi'cally five fre~encies fi' thus favouring certain predominant* f're

quencies to perturb the added mess. Studies being eonducted by AECL , sub

sequent to Car'lueei·s work, suggest.~t.hat ··the random perturbations ù.(t) should 
..- ~ . ~ 

aetually be of narrow frequency band. Hence two new aspects must be added 

ta the present analysis. On the one hand, new schemes for generating random 

perturbations of the hydrody~amic mass have to be developed, capable of pro-
, 

ducing a narrow-banded a(t), or rather a(f) where f stands for the frequency. 

On the other hand, to enable such a study in the frequency domain, the fre

quencies themselves must appear explicitly in the analysis. The whole study 

must therefare be transferred from the time damain into the frequency domain. 

Since we have already implemented the Monte-Carlo method (for generating 

the random perturbations) and the Runge-Kutta scheme (for solving the dif

ferential equation), it was decided to undertake this frequency arrar~i1 on 
. 

the same digital computer used before (Amdahl V7 of NcGill University). 

Ta carry out the study in the frequency domain, we want to calculate 

the power spectra of both the added mass perturbations a{t) and the system 

response x(t}. This leads us to introduce the Fourier transform, since the 

power spectrum Gxx(f) of a ~ime function x(t) is defined as the Fourier 

"\ 
'-.,./ 

transform of its autocorrelation RXX(T~, Le. 

Gxx (f) = ;;0 e -; 21Tf Rxx h'} dT. (4-1) 
_co 

The autocorrelation function itself is a time average (for an er;godic pracess) 

defined by 

* Atomic Energy of ,Canad~ Limited. 
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l T 
2T f _ T x (t) x (t + T) dt. (4 .. 2) 

Much has been written on the Fourier transTOrm, but we shall only quote 
~ 

the book by Bracewe11 [66]. However, ca1cu1ating numerica11y a Fourier 

transform, as the one given by equation(4-1) for instance, is not an easy 

task, and, anyway," the Fourier transform cannot be integrated in its con-

tinuous form, but has to be discretized and truncated. Fortunate1y, a 

very efficient algorithm for calculating this discrete Fourier transform 
fi 

(OFT) was IIrediscovered" in 1965 by Coo1ey and Tukey [67], after the results 

of the mathematicians c.e. Oanielson and Cornelius Lanczos which were "lost" 

in 1942. This powerful algorithm is called fast Fourier transform (FFT) 

and reduces significant1y computing time and cost, making thus possible 

rapid, transformations between time and frequency ?omains. Calculations 

that once took minutes and cost dollars can now be done in seconds ~r a 
.ft ' 

féw cents. The eooley-Tukey ~lgorithm takes advantage of the redundan y 

in the nested multiplications to reduce the number of transform operations 

ta NOFT log2(NOFT) rather than the traditional NOFT'operations of the discrete 

Fourier transform in 'order to realize this speed-up; NOFT de~otes the nùmber of 

, samples of the time function used for the DFT. More information may be 

found in Brigham [68J, in Bergland_ [69j-and a1so in Appendix 0.1, On the 

OFT and on the FFT a1gorithm, as well as on three prob1ems or II pitfalls" 

encountered in using them, namely a1iasing, 1eakage and the p.icket-fence 

effect. A program for computing the FFT a1gorithm is g;ven on page 164 of 

Ref. [68] and another one on page 184 of Ref. [70], but in this study we 

shall use a subroutine ta ken from the IMSL Library [62]. This subprogram 

computes ~irectly the power spectrum and is therefore called FTFPS (Fast 

". 
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Fourier transform estimatés of power spectra and cross spectra of time 

series). During its run, the FTFPS subroutine calls the FFTRC subroutine 

(alsa taken fram the IMSG Library) which computes the fast Fourier trans

form of a real valued sequence. But before calling FFTRC, the FTFPS routine 

uses a symmetric data window which is approximately the Parze~ spectral 

window. Let Nt be the number of input samples of the time domain (i.e. the 

number of data to be transformed). We also introduce L, which is an input 

pârameter used ta segment the time series. L must be a power of two. and 

Nt must be evenly divisible by L. The number N~amPlèd ~~quencies 
........ ---

obtained by callin~g FTFPS is equal to Nps =(L/2)+1. Those spectral esti-

mates are taken ai frequencies 

f Ps == ~ 
i LM (4-3) 

where i=1,2, ... ,(L/2) +1 and llt is the period of sqmp1ing of the time series. 

As a final remark on the FTFPS sub-program, let us mention that the output 

(power spectrum) is returned into units which are the square of the input-( 

data. 
) 

To come back to the random perturbations of the added mass, two 

main ranges of FTFPS parameters have been chosen, and they he1p to distin

guish the two following sections. In Section 4.2, the frequency range (0-
--~., * 
160 Hz) with Nps ;:;: 1025 (i .e:""L;:;: 2048) and r; = 0.005 is main1y considered, 

whereas in Section 4.3 this range is reduced to (0 - 40 Hz) with Nps ;:;: 513 

(i .e. L;;; 1024) and r;;;; 0:02. As for the various schemes of cx(t) generated 

in this chapter, they are classified in Appendix 0.2. For the sake~f 

* It might be wondered why such a large range is adopted for studying a much 
smaller range: (5-25 Hz). This is merely ta make sure that we will not 

, 
miss any effect below 160 'Hz. 
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completeness t the cases studied in Chapter III are also mentioned, and on 

the whole eleven schemes are distinguished. Each particular scheme has 
't 

been denoted by a small letter from a to k given in brackets (e.g. [a], 

(b], ... ). To indicate whether the scheme is cons;der~q in Section 4.2 or 
, 

4.3, this, small letter within brackets is preceded respective1y by the 

capital letter A or B (e.g. A[a] stands for scheme~[a] considered in Sec

tion 4.2, and B[i] denotes scheme Ci] of Section 4.3). 

49. 

In the previous chapter, the deterministic a(t) (scheme [b] lead

ing to former Curve 3) was ta ken as a sum of five sine functions. In this 

chapter, it will be a function of N sine functions, with nevertheless mostly 

N = 5 in Section 4.2, but with mostly N = 33 in Section 4.3. Hence êi is 

defined more general1y than in equation (3-3) by 

N -a = l: ai = Na;. 
i =1 

(4-4 ) 

The results are both printed on the computer output and plotted 

bY,means of the Calcomp 663 digitâl incremental plotter. On the legend 
f 

.~ of these plots may be read the parameters ALPHA and SJGMA which stand res-

/ pectively for a. and a. Finally, a typical listing of the program used may 

be found in Appendix 0.3. 

l'. 

4.2 Results Obtained in' the Frequency Range (0 - 160 Hz) 

Most of the results given here are indeed obtained, unless pther

wi se speci fi ed, in the frequency range (0 - 160 Hz) wi th the number of power 

spectral estimates Npi equa1 to 1025. Using these values means that 6.4 

spectral samp1es are obtained per Hertz or, said in an equivalent way, that 

" t ' 
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the resolution obtained is tJf:::: d.156 Hz (frequency interval between two 

consecutive spectral estimates). 

In this section, damping is generally taken as z; = 0.005, as it 

50. 

was suggested and chosen in Chapter III. The natural frequency of the sys

tem is typica11y taken as 12, 13, 14 or 15 Hz. Moreover. the number Nt of 

samples of the time function' is chosen to be 4096 (at 1east when the fre

quency range and Nps are those indicated above). Nt is thus effectively 

even1y divisible by L as it shou1d, since L = 2048 (see at the end ,of the pre

-vious section). On the other hand, the step-size h = M. which i~ the per

iod of sampling of the time function, is determined by' using equation (4-3). 

We have 

and a1so 

where FR stands for the 

N~s - l _ ( 
LtJt - (FR, 

from which we get 

frequency range. 
'il 

_ Nps - l 
::: 6t - [. FR 

Numerically speaking. we obtain 

-, , 

Hence' 
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1024 l 
~t = 2048 x 160 = 320 = 3. 125 ms. (4-6) , 

The total sampling time Tt i~ then 

Tt = Nt . ât = 40~6/320 = 12.8s. 

Hence the total number of cycle~ Nc(f) investigated for a signal of fre

quency f is 

N (f) - Tt - T f c - T - t' t (4-7) 

where T = l/f. 

We th us notice, since the nat~ra1 frequency f n lies between 12 

and 15 Hz, that the time signal will be ana1ysed over approximately its 

170 first cycles t . This is about two and half times the highest number of 

cycles considered in thé time domain study conducted in Chapter III. 

This also means that a signal of frequency 5 Hz will b~ considered 

over 64 cycles, whereas over 320 cycles for' a frequency of 25 Hz. Hence 
1 

we obtain 64 time samp1es over one period of a signal of frequency 5 Hz, 

about 24 samples for a signal of frequency f n, and 12.8 samples when the 

frequency is 25 Hz (5 and 25 Hz are respeètive1y the lower and upper limits 

of the frequency band desired for the pseudo-random a(t)). 

We will now discuss the results obtained, first for, the deter

'ministic perturbations a(t) (Schemes [bJ and [aJ) in Sectjon 4.2.1, and 

then for the pseudo-random a(t) (Schemes [cJ, [d], [eJ and [f]) in Sec

tion 4.2.2. 

tOver 150 cycles if f n = 12 Hz, and 190 cycles if f n = 15 Hz. 
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/'" 
4.2.1 ~~~~E~~~~_~!_!~~_~l~~~~_~~_Q~E~~1~1~!1~_~99~~_~~~~_f~r~~r~~!l~~~; 

Parametric Resonance 

* On1y considered with N=5, Case A[b] has been run for two val.ues 

of a: à=0.25 and à= 0.75. For a=O.~5, the natural frequencies f n = 12 Hz 

and f n = 15 Hz were considered (in Chapter III, on1y f n :: 15 Hz was envisaged). 

For -a= 0.75, the study was.extended to five values of f n: 11, 1,2, 13, 14 

and 15 Hz. Let us· now g;ve the numerica1 results of the runs in which f n = 

12 Hz and fn = 15 Hz. 

_____________ !~E~! ____________________________ B~§~l!§ ______ ~.-----_____ 
Scheme .' - fn(Hz) [a(w)]max f resp lif Aresp of a( t) a cr 

!~pp 

[a] 0 12 ,0 "12.03 0.125 20.69 

[b] 0.25 12 0.96 12.03 0.12 24.19 

[b] 0.75 12 8.65 ' 12.5 0.254 7.9xl0 19 

[a] 0 15 0 15.0 O. 12 13.63 

[b] 0.25 15 0.96 15.0 0.125 14.41 
, 

[b] 0.75 15 8.65 15.31 0.12 13.7 

=Ma i n tab 1 e= 

In this ta~le as well as in the next ones., [a(w)]max is the amplitude of 

the highest peak in the power spectrum of a(t), f resp is the frequency a~ 

which the peak in the power spec;~~ of system response occurred, ~f, 
'2PP 

;s the frequency interval at the half-~ower point, and Aresp is the ampli-

tude of the response peak. 
AI 

It is seen, especially when &= 0.75, that parametric resonance 

occurs when f n = 12 Hz, but does not occur when f n :: 15 Hz. The other runs 

done for &=0.75 show that for the other values of f n , this parametric 

* See Appendix 0.2. 
\ 
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In fact, the result for f n=12 Hz-and a=0.75 i5 very clear since 

1t indicates that the frequency at which the ~esonance occurs is actual1y 

12.5 Hz. This proves that we are dealing with the primary resonance asso-
• 
ciated to the frequency fs = 25 Hz (sinte 25/12.5= 2). Actual1y, the power 

f - . ~ spectrum 0 the system response for f n=12 Hz and cx=O.75 dlsplays ev en 

more interesting features as far as parametrtc resonance is concerned {see 

Fig. 24}. Four smaller~peaks can be seen, but in reality they are not 50 
1 0 

sma 11, 5 i'nc€ the sca 1 e of the y-ax i sis determi ned by the pea kat 12.5 Hz 

with an amplitude of nearly 1020. The next peak in importance after the 

one at 12.5 Hz is found for a frequency of 7.5 Hz. Visibly this is the pri

mary parametric resonance due ta f 3 =15 Hz (15!7.5=2). The third interest

ing peak is found for a frequency of 2.5 Hz and is the primary resonance 

associated to f
1 

=5 Hz (5/2.5:::2). Hence three primary parametric resonances 

have been displayed. The two smaller remaining peaks occur at frequencies 

of 17.5 Hz and 22.5 Hz, but it is not exactly known to which combination 

of perturbation frequencies fi they are the response. It is however felt 

that they represent secondary parametric resonances responding respectively 

ta frequencies of17.5Hz(17.5/17.5=l)and2f.5 Hz (22.5/22.5=l). These two 

---------------
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frequencies of 17.5 Hz and 22.5 Hz can possibly be present in a(t) by sorne 

addition of certain frequencies fi according to the trigonometrical for

mula 

sin p + sin q = 2 sin ~ -êôs y. 

(we have 10; 25 :: 15 ~ 20 = 17.5 and 20; 25 = 22.5). 

It is recalled that in Chipter III (Section 3.2.4), only one 

principal parametric resonance (for f n =15 Hz: 30/15=2) and no secondary 

resonance were found. But fn = 12 Hz was not envisaged at that time. 

i"> Coming back to the main table above, it is seen that, contrary 

to intuition" the absolute value of the resp~nse when f n = 12 Hz is higher 

th9n when f n = 15 Hz. However, this is not a conventiona1 forced-vibration 

system; hence, this should not be interpreted as an ordinary resonance 

effect. 

54. 

The results concer~ing ôf~pp are not significant. but as for the 

f~equency, it is seen that for fn=15 Hz and Ci=O.75, we have f resp =15._3l Hz, 

whereas 

a 11 the 

sp~ctra 1 

in Chapter III (end of Section 3.2.3) it was found ta be 15.23 Hz ,-

input ~arameters being the same. Taking the resolution of the 

solution into consideration (M=0.156 Hz), this is a good resu1t. 

Another observation is that even in this deterministic case, there 
'1 

are variations in Aresp a: Ci changes"a~ seen when 

effect is not systematic. 

f = / 15 Hz; however, the 
n ! 

'l 

1 

Finally to illustrate these results, the power spectra for &=0.25 

are shown in Figs. 25(a), (b) and (c). In Fig. 25(a) may be seen the five 

deterministic peaks, exactly equal; next~o the ordinate showing the ~elative 

amplitude is indicated the absolute value - in this example 0.96. The sharp 

.' 
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peak of the system response is shown in Figs. 25(b) and (c) for fn = 15 Hz 

and 12 Hz, respecti vely. When f n = 12 Hz, a very sma 11' peak appears just to the 

right of the main peak and denotes theimpending rise'of the parametric 

resonance. 

4.2. 2 ~~~E~~~~_~L~~~_~~~!~IE_~~_~~~~92:~~!)~2!!)_~99~~L~~~~_~~!'-!~!,Q~~12~~ 

The p~rpose of this set of calcu1ations, as already exp1ained 

in the introdutt;on to this chapter, ;s to s-tudy, the effect of random added 

mass perturbations a(t) of narrow frequency band. It is for th;s reason 

that variaus models have been developed fan a(t), starting fram the less 
, 

élaborate scheme [c] which was investigated in Chapter III and is completely 

pseudo-random. With seheme [d] the effect of having pseudo-random ampli

tudes is:of interest, whereas schemes [e] and [f] consider pseudo-random 

frequ,encies, in the hope that one might thus be able to "broaden" the N 

sharp response peaks obtained for the deterministic scheme [b] (cf. Fig. 

25(a)). Finally it is hoped that if we ean "broaden ll these deterministic 

peaks enough, they wi 11 "joi n" and form one quasi -conti nuous frequency 

band (eventually the number N of peaks will have to be ;ncreased within 

the range considered - between 5 Hz and 25 Hz - in order to IIhelp" them 

to IIjoin" up more easily). 

Quantitative comparisons of the results are also made, in arder 

to examine the fo1lowing specifie questions: 

(i) how do the actual frequeneies of oscillation compare to the natural 

frequencies of the system; 

(ii) whether the width of the response peak broadens with more random per

turbations in the added mass; 

(iii) whether the ,vibration amplitude changes systematically with ;ncreas;ng 

randomness in the added mass. ' 
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It is reasonable te expect that if the hydrodynamic mass should 

decrease anq the effective damping should increase with increasing random

ness in the added mass. one would expect ta see (a) an increase of the effec

tive oscillation frequency, (b) a broadening of-the vibration amplitude peak 

in the power spectrum of the system response, and (c) a reduced ampl,itude 

of the vibration peak. 

We shall now examine the results obtained with these different 

models. 

Scheme [e]: This is the random seheme whieh has been adopted in the previous 

chapter (Section 3.2.2), and on whieh all the random discussion was eon

ducted. The values of a and cr are re1ated by 

cr = a/m, 
\ 

and we also have 

lJ = 0, 

as may be seen in Appendix 0.2. 

As for Case A[b] 

(4-8.b) 

(4-8,a) 

* in the previous Section 4.2.1, Case A[e] 

has only been run for N= 5, and for èi=0.25 and 0.75 (/:lence cr=0.25/1iO 
11 

and 0.715/1iD, respectively). 

Fi g. 23 shows the power spectrum of ex{ t) for a = 0.25 (and cr = 

• ). O. 25//fO). As may be seen, the forlfJ of a.(t) is really wide-band random, 

the energy being distributed on al1 frequencies (and this probab1y goes 

far beyond 160 Hz). However, the response of the system is of narrow band, 

displaying a sharp peak at f= f n exactly as on Fig. 25(b). For f n = 12 Hz, 

* See Appendix 0.2. 
\-, 
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the parametric resonance which appeared.in Case A[b] does not occur at al1. 

In this sense, the random met) actually has a damping effect. 

Let us now view the.Tesults obtai ned. 

Input Results 
------------------------~--------------------~-------- -----------Scheme - f n (Hz) 

, 
[a(w) ]max f resp Aresp of Ct(t) m d 

[a] 0 12 0 12.03 20.69 
Cc] 0.25 O.25/M 12 0.0326 12.03 20.66 r 
[c] 0.75 O.75/1iO 12 0.2938 12.34 17.79 

[a] 0 15 0 15.<0 13.63 
Cc] 0.25 O.25,MW 15 0.0326 ..]5·9 12.60 
Cc] 0.75 0.75/1iO 15 0.2938 15.47 9.22 

1 

We see that the frequency of the response increases with Ci, which goesi in 

the direction sought and agrees with what was fopnd in Chapter III. 

Section 3.2.2, we faund indeed that,for èi=O.v.!(and f n"'15 Hz),fresp 
15.47 Hz, and here we get the same value, which proves that 

agreement between the two methods. However. we obtain also an interes ing 

resu1t that we could not get previous1y, i.e., we see that Aresp decre ses 

WRen Ci increases, bath for,fn f 12 Hz and fn = 15 Hz. Hence, 'a certain damping 
\ 

effect appears here. 

As in thœprevious Case A[b], the amplitude when f n =12 Hz Js 

hi ghe: than when f n = '15 Hz. 

ig . 

'. f 

26 Scheme rd]: In this case, pseudo-randorn amplitudes are considered. 

shows the power spectrum ofa(t) for N=5 and a=0.25. The five'peak 

appear very distinct1y. and the power spectra of the response, which 

obtained for the same parameters (fn= 12 and 15 Hz; Ci:::; 0.25 and 0.75) 
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, 

play" as might have been foreseen, the same behaviour as for the determin

istic case A[b]. No' "broadening" of the deterministic peaks can be obtained 

with scheme [d]. This is clear1y not a useful model. 

Scheme [eJ: A great deal of work has been done with this mOdel, for which 

the deterministic frequencies fi are pertu~bed by a random f1uctuater. 

Now, the two parameters & and 0 can be chosen to vary independently; hence, 
• 

in Figs. 27(a) - (c) is shown the power spectrum of a( t) for a ~iven Ci (& = 

0.25) but for increasing 0 (0= 0.25, 0.50 and 1). As may be seen, we 

are still considering the value N = 5. It is seen that when 0 is small 

(Fig. 27(a)) the dominant frequencies stand out clearly, in a background of 

"noise ll . However, with increasing a, the II no ise" becomes more pronounced. 

50 ~hat in Fig. 27{c) it is difficult to pick out the predominant frequen-

des -althoùgh, on c10ser examination, it may be established that they are 

still there. Actually, the~amp1itudes of Figs .. 27{a) - (c) indicate that it 

is not the II no ise ll which increases in such a 'proportion, but that rather the 

amp1'itudes of the deterministic peaks progressively decrease. until they are 

IIswallowedll by the "noise". Unfortunate1y. the establ ishment of this fact 

jndicates that the desired effect of.a broadening of the peaks ;5 much 
.. 1 .... "7". 1 

~-

less important than the, o~erved èffect of the peaks vanishing in the gener-

al "noise ll 

! 
Ai far as the response is concerned, it cannot be said to change 

very much when the system i s subjected to any of the et( t) considered above 

and seen in Figs. 27(a) - (c) .. It cQ.nsists of one sharp peak at f= f n, sim;-

1ar to the one shown in Fig. 25(b). Never\heless, it should be mentioned 
• u S 

that for & = 0.75 and fn = 12 Hz the parametric resonance,' which was observed 

in Case A[b~ at a frequency of 12.5 Hz, still appears but at a much reduced 

.. 
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level (since with scheme [e], an amplitude of the arder of only 107 to 102 
-

de.creasihg when cr increases - is obtained. whereas for scheme [b], it reached 

Let us now give the quantitative results obtained for a.=O.25, 

fn =14 Hz and N=5 (these are the~uns for which a(t)vis shown,.in Figs. 

27 ( a ) - ( c ) ) • 

Input Resu1 ts 
~-~----------------------------------------------------------------

~f ~n) ,Ci cr fn(HZ) [a{w)]max f resp Ôf\pp Are,sP ~ 

[a] 0 0 14 0 14.06 0.216 12.45 ---------------------------------------------------------------------
Ce] 0.25 0.25 14 '0.298 14.06 0.13 14.11 

c' 

Ce] 0.25 0.50 14 0.0782 14.06 0.125 13.43 

Ce] 0.2p 1.00 14 0.0285 14.06 0.128 12.65 

It is noted that with increasing cr, [a(w)]max decreases (what has a1ready 

been ~xp1ained by the vanishing of the five deterministic peaks), and 50 

does ~;esp. ~However, there is nô significant broadening of the' ~sponse, ~ 
nor a significant frequency shift. .~ 

J 

Although promising, the desired goal of achieving narrow banded 

a(t) has real1y not been ac~;eved. TQerefore, two further attempts were 
'-

undertaken. The first consists in increasing the number\?!(predomina~t 

frequencies from N = 5 to N:;: 17. Fig: 28 shows the power spectrum of a(t) 

for this new value of N, and for Ci:;: 0:'25 and cr= 0.50. As it may be noticed, , , 

increasing N has not changed things very much. (The value of [a(w)]max 

is 0.0133 in Fig. 28, which is smaller than 0.0782 in Fig. 27(b), also 

obhined for &:::0.25 and cr=D.50, but with N=5. _ This is' due to the fact 
-

that the amplit~de N' common to all Ce], is now 

".- ... - ... _-, 
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-
,; i~stead of !.previously [cf. equation (4-4)]. The other parameters 

obt~ined âre~ fresp = 14.06 Hz, L1f~pp = O.l77'Hz, and Aresp = 13.4-7.) 

The second attempt made amounts to decreasi ng the di scdmi na-.... 

tion of the calcu1ation - which means reducing the resolution 6f in the 

power spectrum calcu1ations. It should be stressed that this is the only 
l, • 

part of Section 4.2 in which the range (0-160 Hz)'and Nps =1",025 are nct 

adopted. In fact we consider here the range (0 - 80 Hz) and N = 129, wh,ich ps • 
gives us 1.6 spectral samples per Hertz~or a reso1ution of M = 0.625 Hz. 

Decreasing the discrimination of the calcu1ation makes actua11y things 

"look" a great dea1 more successfu1 [Figs. 29(a) and (b)]; the response 
, 

displays a1so a broader peak [Fig. 29(c)]. But we know that in fact this 

is artificia1 and that things are not rea11y better. We now indicate the 

quantitative results obtained with these range and value of Nps ' and for 

N ;;:; 17 and f n ;;:; 13 Hz. 

J . " , 
Input Results 

--------------~------------------------------------------------~--
~~h~{~) a cr fn(Hz) [a(w)]max f resp M~pp Aresp 

Ce] 0.25 0.25 13 0.0111 13.12 0.50 14.45 
Ce] 0.75 0.25 13 0.10 13.12 0.46 13.76 
Ce] 0.25 0.50 13 0.0072 13.12 0.51 14.50 

\ 

Ce] " 0.75 0.50 13 0.0646 13.12 . 0.47 13.36 

Range = (0, 80 Hz) and Nps ;;:; 129. 
.; 

It i s seen that, as â. i ncreases • Aresp decreases very slightly and Âf~pp 

remains a1most the same. However, these results are not very re1iable,-

because of the sma11 number of points in the spectrum . 

. \ 
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Scheme Cf]: The results of this case are very similar ta those obtained 

with scheme Ce]; as a matter of fact, both schemes consider pseudo-random 
~ -~ '" 

-" perturbations on the frequencies. It was noted,neverthe1ess, that for a 

give'n a. the "broad-banded" form of a(t) emerges a! higher values of cr than 

was the case with scheme [e]. Al sa, for à = 0.75 and f n = 12 Hz, the rema i n

ing effect of parametric resonance disp1ays higher amplitudes (from 10 12 

to 103
, decreasing with increasing a) than it did with scheme Ce]. Hence 

\ schemes Ce] and Cf] disp1ay the same qualitative results, but the effective 

damping is 10wer for the latter scheme . 

..L ... ' -

4.3 Resu1 ts Obta i ned in the Frequency Range (0 - 40 Hz) 

The first part of the frequency domain analysis (Section 4.2) 

has proved to be a relative success, since good agreement with the ti~e 

domain resu1ts (Chapter III) could be reached for the common schemes [b] 

and Cc], especial1y as far as the ~ffective frequency of oscillation is 

concerned. Moreov~r, it was possible ta observe a more conc14sive damping 

effect due to the rando~ added mass perturbations, in the case where para

* metric resonance occur~ (what was already found in Chapter III), as we11 

as in the case of the comp1etely pse~do-random scheme [cl (what could not 

have been displayed previously). 

Neverthe1ess, the de~ired goal of generating a narrow-banded 

pseudo-random a(t) could not be achieved with any of the three new schemes 

introduced) namely scheme [dl (with randomly perturbed amplitudes ai) and 

* When f n :; 12 Hz and with 1 arge amplitudes of a( t). Thi s was observed for 
schemes Ce] and Cf], where f =12 Hz disp1ays a much reduced parametric " n 
resonance compared to scheme [bJ. 

61. 
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['e] and [f] (with randomly perturbed frequencies f;). In fact, instead of 

observing a broadening of the sharp peaks corresponding ta the N frequen

c;es fi' with increasing cr [cf. Figs. 27(a) - (c)J, it was noticed that 

the-peaks - still very sharp - decrease in amplitude until they become no 

longer distinguishable from the surrounding IInoise li
• Increasing the num-

62. 

ber N of perturbation frequencies fi did not alte~ this pattern Di behaviour. 

In this section, another digital attempt will be undertaken ta 

come closer to the aim or producing such an a(t) of narrow frequency band. 

Therefore two improvements are introduced; the first one consists in choos

ing certain better system and analysis ~arameters, and the second one in 

testing more sophisticated models of the added mass perturbations n(t). 

The parameter improvements are the following: 

(i) we increase the value of ç from 0.005 ta 0.02, in order to obtain a 

• broader peak for the system response, which will make it easier to 

measure M~pp; 

(i;) we choose the value f n = 14 Hz for the natural frequency of the system, 

to avoi d any effect of the pa rametri c resonance observed a t f n = 12 Hz 

(this parametric resonanceoccurringactually at 12.5 Hz); we also 

di scard f n = 13 Hz for the same reason, even though no rea lly impor

tant effect of this parametric resonance has been observed at that 

. frequency; furthermore, we do not choose f n = 15 Hz, since 15 Hz is 
, 

precisely one of the deterministic frequencies involved in a(t); 

(iii) we reduce the frequency range studied from (0-160 Hz) down to (0-40 

Hz), and this is sufficient ~ince we want the frequency band of a(t) 

to spread between 5 and 25 Hz, and also since we have not discovered 

any unsuspected effe~t above 40 Hz affecting the system 

Section 4.2); 

response.(in~ 

l ' 

l 
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(ivrwe also reduce the number Nps of points used to calculate the power 

spectra of a(f)* and x(f)* from 1-025 down to 513 t (hence L = 1024); 

this is possible since we r~duce the frequency range by four times . 

• Thanks to all this, our results on the three parameters of inter-

est (response frequency, frequency interval at the half-power point, and 

amplitude of the response peak) will be of much better comparative value. 

Having chosen these frequency ranges (iii) and number of calcu1a-

63. 

~ 
tion points (iv), we obt'ain 12.8 calculatedpoints per Hertz or, in other \'/ords, 

the width of one calculated frequency interval or resolution 6f is equal 

to 0.078 Hz approximately. This means that the accuracy of the power 

spectra obtained is twice better as it was in Section 4.2. 

Having done (i), (ii;) and (iv), we notice on the output data 

that, since the response peak is broader, we obtain about 20 significant 

points ta plot this peak, whereas on1y 3 such points were available for 

the very sharp peaks of Section 4.2. This is quite an appreciab1e improve

ment. 

However, çne question might give sorne trouble and stems from the 

choice of Nps ' L and Nt (here Nt = 2048). In fact, equation (4-5) gives a . 
period of sampling ofothe time record 6t equal ta 

512 l 
6t = 1024 x 40 = 80 = 12.5 ms. 

. 
The va lue i s four (times bigger than before. Hence there wi 11 be four times 

* Where'f stands for the frequency. 

t With 513 points, the computing time is half of what it would be with 1025 

poi nts; moreov~r the program can bè run ; n ClASS 2, wh il st a 1025 poi nts 
program requires CLASS 3. 

.---, ----
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,,/' less sampling points per cycle of oscillation, i.e. 16 samp1es per cycle 

if f= 5 Hz, about 6 samples if f= f n, and on1y 3.2 samples if f= 25 Hz. 

As ..i can see it, there exists a conflict between 'accuracy in the time 

dOmain of the input an~ accuracy in the freq~ency domain of the output. 

The total sampling time~s 7,r1 
Tt = Nt·~t = 2048/80 = 25.6 s. 

This is twice the time length covere~ before, hence the number of cycles 
" 

considered will also double,~hichrepresents about 340 cycles of the res-

ponse (128 cycles of a signal of 5 Hz and 640 cycles if f=25 Hz).' 

64. 

As for the models of a(t) to be tested, they include three former 

Qnes, namely schemes [a] (reference with a(t) = 0), [b] (deterministic refer

ence:;; sum of N sine functions) and [e] (pseudo-random perturbations of the 

frequencies fi)' The newschemes introduced here are denoted fr:om [gJ to 

[kJ, and consist mainly of more refined deterministic variations of the 

frequencies ,fi (schemes [gJ, [hJ and [jJ) on_ which pseudo-random pertur-

bations may'also be added (schemes [i,] and [kJ). For further information 

on these schemes, see Appendix 0.2. 

Let us finally note that in every run with non-null a(t). 

the value êi = 0.25 is Llsed. Also, in every run in which pseudo-random RO/ 
sequences are generated and used, the mean ~; :;; 0 and standard deviation 

ai = 0.25 are used. 

We now review the different schemes and examine the power spectrum 

of a(f),as well as the results concerning the response x(f). 

Scheme [a]: Thi sis the reference case with a( t) = O. Two runs are con

ducted, the first one being the only run of this Section ~.3 which is not 

t ROi is defined in Appendix 0.2. 
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considering Nps =513. The results obtained are given below. 

\ Input Results 
Scheme Nps 

Frequency # points fre)p M~)p Aresp 
pf a{ t) Range (Hz) / Hz {Hz (Hz x 10-" 

[a] 1025 0-40 25.6 13.87 0.520 1. 81 

[a] 513 0-40 12.8 13.9 0.524 14.36 

a( t) = 0 

This Case B[a] is interesting mostly because it al10ws comparison of 

the results for the two different values of Nps ' The damping being more 

important now (ç=0.02), the response x(t) will decay rapidly and we notice .,. 
-~ 

actually that the response amplitude of the first run (1.81 x 10-'+; 

fo~ Nps = 1025) ~s eight times smaller than for the second run (14.36 x 10-'+; 
" for N s = 513). T~h"S exa p1'e shows us one 1 imitation of the FTFPS method, 

p --
si~ce we are limi by the time span studied, and maybe in Section 4.2 

we did not go far enough in time to obtain some expected results. We also 

understand that this method would not be well suited for the study of the 

forced vibrations of the system, since in that case a much bigger number 

of cycles shou1d be investigated. 

Another limitation lies in the discreteness of the method itself, 

and this is il1ustrated by the resu1ts concerning the effective response 

frequency. For the first run the response peak, or more exactly the max1mum 

frequency estimate obtained, is located at the discrete frequency abscîssa 

f rl = 13.8671875 Hz, whilst for the second run, this frequency point is not 

present and the peak is obtained for f r2 = 13.90625 Hz (see Fig. 30). But 

this prob1em is inherent to any digitallmethod, and the results have ta be 
," 

., 
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,given wit~ an indication of the reso1ution of the method. One th;ng is sure 

from both runs, it is that the response frequency is sma1ler than the nat-
"1\, 

ural frequency of the system (14 Hz), but it ;s not known exactly where 

it occurs. (There might however ex;st' a very slight difference between 

fr1 and f , due to the Runge-Kutta method used over di fferent time' 1 engths.) r2. , . ,/ 
The unexpected lo~er frequency found may be due partia1ly ta the higher 

damping used (z.;:: 0.02 instead of 0.005). ~, 
(" 

From now on, a 11 subsequent runs wi 11 have ; n common: Nps = 513, 

range = (0,40 Hz), fn=14 Hz, z.;=0.02 and &=0.25. Moreaver, for all pseudo-

random runs, the value a=0.25 is adopted (only the "rea listic" value ;s 

considered). 

Scheme [b]: This is the deterministic reference case and consists simply 

of a sum of N sine functions. In Case B[b], four values of N are considered: 

N = 5, 9, 17, 33. The perturbation frequencies fi stretch between 5 and 25 

Hz and their respective values may be fonnd in Appendix D.2. 

Let us g;ve the results right naw. 

Input Results 
Scherrre, N [a{w) ]max f resp M Aresp 
of a(t) ~pp x 10-'1 

[b] 5 0\4809 13.9 0.531 13.63 

[b] 9 Q.1484 13.9 0.529 14.39 
[b] 17 0.0416 13.9 0.520 14.43 
[b] 33 0.01104 13.9 0.524 14.44 [Fig. 31] 

&=0.25 and 0'=0 

The most visible, and also expected affect is the strong decrease 

of [a(w)]max as N ;ncreases. This comes s;mply from the choice of ai as 

,", 
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-
ai = ~ for all i (equation (4-4)) 1 hence sinç:e we want a. to be constant. ai 

;decreases as N increases. 

We also notice a slight increase of Aresp ' which is only certain 

/ when passing from N = 5 to N = 9. To be complete, we should compare these 

amplitude ~alues with the one obtained from the second run of Case B[a], 

and then we see that th~ conclusion does not hold since ~resp of Case 

B[a] is even smaller than Aresp of the second run of .this case (14.36 < 

14.39). The imprecisi0n on Aresp does not allow us to conclude anything 

else but that Aresp is çonstant. The same conclusion can be made about f resp 

and M!zpp' 

From this pOint on, we could continue to g;ve in a s;m;lar way 

the results for the other schemes considered, since in fact schemes Ce] 

and [g] have also be run for the same four v~lues of N. But it is believed 

that a comparative discussion is more interesting, and for this purpose, 

we shall only consi~r the runs for which N = 33 has been adopted. As a 

matter of fact, it is with this highest value of N that the chance is .the 

biggest to obtajn a narrow-band~d a(t). 

But before giving the results for N = 33, let us have a qualita

tive review of the power spectrum of a{t) obtained with the different schemes 

(alsb for N = 33). In. Fig. 31 (a) are seen the 33 deterministic peaks charac

teristic of the reference case [b] (already discussed above), wherea~ F,Jg. 

31(b) displays the associate system response. This will be the only res-_ 

ponse peak shown in this section, sirice for all the other schemes investi-

gated. the shape of the response peak was found to be similar. 

In Fig. 32 is given the power spectrum of a(t)~corresponding to 

scheme Ce]. It exhibits a wide-band spectrum, very different from the sharp 

) 
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peaks obtained for N=5 in Section 4.2.2 [cf. Fig. 27{a)J. It is more simi

lar to what is obtained for the completely pseudo-random scheme [c] (cf. Fig. 

~ 23). Unfortunately~ the same kind of behaviour is observed in Figs. 33, 

1 

34, 35 -(scheme [gJ) and in Fig. 36 (scheme [h]). 

However, a better result is achieved in Fig. 37, actual1Yithe 

first good result up to now, as far as the aim of generating a narrow-banded 

a(t) is concerned. This relative success is found for scheme [h] with 

lli=0.2 for all~ and 1..=2 (cf. Appendix 0.2), which means that the exact 

scheme considere~ is 

- 33 
a(t) = a3 L sin[w,.{1 + 0.2 sin(20TTt))t], 

3 i=l 

for which the values of wi may also be found in Appendix D.2. 

This result is considered to be a success because the IIbell"-

~'shape of a narrow frequency ban>! appears, but this success is only relative 
i , 

since the broadening of the outstanding' peaks (carre?ponding ta the fre-

quencie's fi) is not sufficient to give us a real frequency band. 

We have mentioned before that this is the first case displaying 

a good result, but unfortunately it is also the 1ast. Another problem 

~een indeed in Fig. 37 is that the potential narrow frequency band does not 
• spread exactly between 5 and 25 Hz, but rather between 12 and 28 Hz, which 

is il little too far from the suggested IIrealistic li conditions des'ired [cf. 

equation (3-4,b)]. To obtain the same kind of spectrum, but shifted to the 

IIlef~1I on the frequency abscissa, we proceed to a systematic shift of the 

perturbat~on frequencies fi and therefore reduce all of them by 3 Hz. In 

other words, we replace the frequencies (5. 5.625, ...• 25 Hz) by (2, 2.625, 

•..• 22 Hz). However, this does not produce the expected result as we may 

l, 
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notice it in Fig. 38 (scheme [j]) and in Fig. 39 (scheme [k]). The desired 

shape of Fig. 37 has actually disappeared, and there only remains a wide 

band spectrum, as found in F;gs. 32 to 36. We are thus forced to recognize 
t 

that there is litt1e hope in obtaining a narrow-banded a(t) by means of 

such a digital method. 

However, it may still be interesting to give the quantitative 

results obtained for all these runs, conducted with N::: 33 (except for scheme 

[a], of course, since a{t) =0). 

Input Resu1 ts 

* [Il{w) ]max f resp 6f!.:: p Ares~ Fi gure Scheme Nature )J. À cr 
l x 10-" 2P xlO-

[a] d - - - - 13.9 0.524 14.36 -
[b] d 

, 
110.4 13.9 0.524 '14.44 Figs. 31 - - -

Ce] pr - - 0.25 38.62 13.9 0.520 14.54 Fig. 32 
Cg] d 0.2 5 - 41.89 13.9 0.533 12.75 Fi g. 33 
[g] d 0.2 2 - 79:97 13.9 0.519 13.60 Fig. 34 
[g] d 0.1 5 - 45.28 13.9 0.513 13.37 Fig,..,. 35 

Ch] d 0.2 5 - 41. 71 13.9 0.533 14.34 Fi g. 36 

Ch] d 0.2 2 - 77.55 13.9 0.525 12.94 Fig. 37 
[j] d 0.2 1 - 64.18 13.9 0.519 14.57 Fig. 38 

[k] pr 0:2' 1 0.25 33.25 13.9 0.512 14.51 Fig. 39 

The general observation is that, as well as being unab1e to obtain~ 

good resu1ts from the qualitative point of view. these results are a1so not 

veryenlightening§, It is true that most of these schemes are deterministic 

and that the deterministic scheme [b] has been found in Chapter ~II, for 

* Nature: d denotes a deterministic scheme, and pr a pseudo-random one. 

C \ · §The results of f resp ' which seems to be constant, are a good examp1e of 
this. 
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instance, to display less important effects (e.g. effective frequency) than 

the pseudo-random scheme [c]. Another reason ;s that here we took ii = 0.25, 

which is the lowest value of ii studied, and the effects have always proved 

to remain weak for such a low ii. 

It could be mentianed here that the two lowest values of [a(w)]max 

are found precise1y for the two pseudo-random cases (schemes [eJ and [k]). -

Comparison between schemes [j] and [k] is a1so interesting, since the latter 

1s the pseudo-random perturbed version of the former. According to Aresp ' 

damping seems to be higher (14.51 x lO- lt < 14.57 x 10-") but not according -

to t.f~p (0.512 < 0.519) since for higher da(l1ping, M~pp would ;ncrease. 

Another reason for the 1ack of significant results of-this section 

may be the smal1 number per cycle of discrete data taken fram the time damain 

signal, at feast for the highest frequencies considered . 

.. 

-, - , 



( 

!~ 
1 • 

'l 

CHAPTER V 

ANALOG ANALYSIS OF THE FREE AND 
FORCED VIBRATIONS IN THE FREQUENCY QOMAIN 

5.1 Description of Eguipment and Method 

5.1.1 Q!9!~~!_~!~~~!_~~~!~~~~_~~~_~~~!~2_~9~e~~~~ 

The motivation for this last analysis lies in the failure of the 

digital methods to generate pseudo-random added mass perturbations of nar

row frequency band. Of course, we could still improve these methods by 

introducing digital filters. But this is considered ta be too complicated, 

especia1ly when considering a certain rigidity inherent in the FTFPS 

power spectrum sub-program as for the choice of the parameters of interest. 

High computer times (up to $160oCPU charge occurred for certain digital ", . 
runs) are a1so a factor to be taken into account against the digital 

methods: 

Thi'S i s why we deci ded to swi tch from the Arndha l V7 computer to 

our .Hewlett-Packard vibration ana1ysis equipment. The main piece of this 

equipment consists of a HP 5420A Digital Signa1 Analyser. This electronic 

device performs a variety of time domain and frequency domain measurements. 

r,rllink the time domain to the frequency domain, it also makes use~f the 

FFT algorithm, described in Appendix D.l and used in Chapter IV. One 

valuable advantage of the analyser is the possibility of processing not 

only one ensemble of Nt time domain samples - as it was done previously 

with 'the FTFPS sub-program - but on the contrary a whole series of them. 

r A very important number of these ensembles (up te 32,767) can be processed 
1\ ' ' 

one after the ether, as soon as Nt time data have been. sampled. Th_e __ _ 
y-_ c 

<;. ---p-reœss- usedto obtain the final result is a signal a\leraging-which. 

in this case, is an over1apped processing. Altheugh time windowing of 

measured data records is a necessity when using digital processors - and 

\. 
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this is in order to avoid aliasing (cf. Appendix 0.1) - one of the de1e-
" 

terious effects of windowing is the 1055 of the information contained in 

the original data. Much of the coherent information buried in noise can 

, thus b~ recovered by using time records thât overlap one another, resulting 

in variance reduction that depends upon the window shape. Hence over 1000 
' . 

oscillation cycles can be analysed-which is very interesting for the forced 

case. S,everal windowing functions are available according to the nature 

of the ,input signal. We choose to enter a randomly varying signal, hence 

the Hanning window is selected and the result obtained is actually a power 

spectr~l density (p.s.d.) which is given.in volts 2/Hz. Additional informa-
" ,tion on the measurement characteristics of this frequ~ncy analyser may be 

72. 

found in Appendix E.l, and even more in Chapter 5 of the analyser manual [71]. 

Paradoxically, this digital signal analyser accepts only analog 

signals as input. As a matter of fact, since we have already solved the 

differential equation (2-16) on the digital computer, it would be desirable 

to analyse these digital solution data on the.sHP 5420A analyser. But-' tfJis is 

not possible because, even though the analyser processes digital numbers, 1 

,it is not designed fG accept digital input. The solution of storing the 

digital response obtained previously, and transformi~g it into an analog . 
-~ignal was ftrst cOl1sidered, but could not be implemented because of both 

hardware and softwè,re i ncompati bi l Hi es between the IBM and HP systems. 
, > 

: ~ , 

For this reason, it is decided to solve equation (2-16) on an 

analog computer, namely the EAI 1000 Analog Cqmputer. More information 

on this computer may be found in Appendix E.2, as well as in its reference 

and maintenance manual [72J. More genera1 information On analog ëomputers 
1 

may also be found in ,Refs. [73] and [74J. A practica1 advantage of using 

an.analog computer lies in the fact that, once the equation has been 
1 

sca 1 ed and pl ugged on the EAI 1000, it becomes much eas,i er to change the 
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~rameters of interest than in a dèck of computer cards. 
't 

In this approach, we no longer use a Monte-Carlo method to 

generate the pseudo-random a{w), but simply pick up the signal obtained 

from the Noise Source incorporated in the ADC element of the analyser 

{Analog/Digital Converter HP 54410A}. Then this noise, whose spectrum 

is flat (wide-band) in the frequency range considered for analysis, is 

fi1tered to the desired frequency band by means of the Krohn-Hite fil ter 

mode1 3323. In Figs. 40{a}-(c) is shown the power spectral density of 
.. 

a{w} for three different values of ave(ages obtained by overlapped process-

ing (this num~er of averages is noted #A on the display of the analyser). 

For. only one 'average taken [Fig. 40{a)], the narrow band is not yet very 
~ , 

good, still exhibiting~sharp peaks as was found in the digital analysis 

of Chapter IV. However, when the number of averages is increased, the 

narrow band is much more marked, as may be seen in Fig. 40{b} [#A =:= 100] 

and especially in Fig. 40(c) [#A = 1000]. This is in agreement with "what 

_. was stressed earlier, namely that overlapped processing recovers coherent 

signals buried in noise. As far as the forcing function is concerned, 

it is o~tained, when considered, from the HP 3300A- Function Generator. 

In Fig. 41 may be found the schematic description of the experi~ent. 
<, 

In actual magnitude and time scales, equation (2-16) may be 

written 

[1 +a(t)]x + 2z:;w * + w2 x' = {o n . n w~fOsinwft" 
, (5-1) 

, 

in which fO is constant. 
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This equation must undergo sorne changes in order to fit the 

analog computer requirements (maximum voltage = ±5 volts), as described 

below. 

a) Magnitude scali~g 1 
( 

, / 
The maxima are calculated in the unforced case with n'à damRJng. 

This means that the solution given by equation (2-17) now reads 

x(t) = B cos(~nt + ~). 

Its first and second'J;erivatives with respect ta time'are 

x(t) = -w~ B cos(wnt + cp). \, 
\ 

* \ By intraducing the initial conditions , f(O) 

\ 
\ 
\ 

Hence, \ 
\ 

\. 

x(t) = 

from where we get 

= xIe and x(Q) = 0, we find 

/ 
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(5-2,a) 

(~-2.b) 

* Slightly different from initial co~ditions (3-5). 
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(5-2,e) 

For the forced case, it ;5'" just neeessary to lower the initial 

value of xIe in order to avoid overflow when i~ereasing fO. 

Let us now introduceJthe mach1ne variables: 

Actual variable Expeeted maximum Computer variable 

becomes 

, , 
x 

x 

Ha .. ving done this and dividing by w~'XIC' equation (5-1) 

".- ... 

(5-3) . 

"where 

b) Time scaling 

The typical value that we choos~ for the natural frequency of 
,II,) u 

our system is f n = 14 Hz for reasons previously explained (cf. Section 4.3). 

With the magnitude-scaled equation above, we have to set two 

potentiometers at the value wn' one'to pass from [~] to [+J, another 
wn IC Wn le ' 

____ -"IIÎ 
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to pass from [_x-J to [ x J' . or we could at least use the v~lue w10n since 
wnxIC xIe ' . 

the integrators are equipped with one input of gain 10. 

Calculating wn we find 

, f n = 14 Hz -+ wn = 27ff n = 87.965 rad! 5 , 

\11 0 
'0 

hence 

w rIT = 8.796 ~ 8.80 rad/s. 

But it is impossible to set any potentiometer ta the latter 

value ].80, even more to the value 88, since potentiometers can on1y 

vary between a and +1. Hence we have to reduce the gain around the pro

gram loops (which remained constant in the magnitude sca1i~g).~y chang

ing the gain of a11 integhators by the same amount, we do what is called 

time scaling. 

., ' For reasons of convenience, we adopt a time scaling coefficient 

of 10. Hence the machine time will be 

L = lOt, (5-4) 

'which means that everything occurs ten times slower. and so all the fre

quencies are ten times smal1er, as'shown below' o~ a given problem fre-

quency fa and machine frequency Fa' 

Prob 1 em frequency: fa = w/2n 

Computer frequency: Fa = ~a/2'1T ; -.- ( 

~I 

> t .,." 1 

# 
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We have 

1 . in which ta and Ta are obvious'y the peri6ds associated respective1y to 

fa and fa' 

. According to eq,uation (5-4), we obtain 

from which we get 

F = _1 = _1_= fa. 
a Ta 10ta 10' 

(5-5) 

so we actua1ly proved that the computer 'requencies are 10 times sma~ler 

than the problem frequencies. 

Hence our new natural frequency is 

1 F n = 1.4 Hz. ( 5-6) 

and the values of the two potentiometers placed before the two integrators 
l, , 

are 0.880: The advantage of studying ten times slower motions is the 

fact that they can be followed much easier on the oscilloscope and, more

over,' their time records can be p10tted directly by an analog plotter 

(a frequency of 14 Hz would be tao fast to be followed by such a p10tter). 

This,possibility allows time r~cord comparison between the reference 

~ 
solutions obtained for a(t) = O. Thus the comparison between Curve l' 0t:. 

of' ' ~ , 

Chapter III and the ana10'g solution (for a(t)=O), carried out for. the 
/ ' 

same natura1 frequency and value of s, gave a very good result. 
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However, there is a disadvantage in working with such low fre

quencies namely, a10ng with the fact of encourtering sorne drifts in the 

electronic components of the analog computer, the long time necessary to 

canduct the measurements. Thus it takes, for example, about twe1ve hours 

ta obtain one complete resonance curve for the forced vibrations. 

Finally, the magnitude- and time-scaled equation reads 

in which it is remembered that 

The ·circuit diagram finally adopted may be found in Fig. 42. 

5.2 Free Vibration Results , 

In this case, we examine the response frequency as a function of 

the magnitude of arms ' The study is conducted for different values of xIC' 

namely xIe = 0.8, b~}, 0.6, 0.5, 0.4 and 0.3 (in machine .... units, which means 

that actual voltages are obtained by muliip1ying these figures by 5). 

For each value of xIC' different values of a(l) are applied and 

the response frequency is measured. For each such point, a set of la or 

more measurements is conducted over different lengths of time (#A = land 

#A = 250 or 300) in arder ta take the randomness of a( 1) into account. 

The system is "res tarted" every time it damps out (or, quite sel dom, when 

it overflO\'1s too much), then averages of arms and f response are calculated, 

78. 
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and in the case of etrms ' they are transformed 1to lia equivalents", which 

mean~t the given a(T) ha~ the same r.m.s. v11ue as a deterministic 

et(T), typically et(T) = a sin DT. " In fact, \ 

lia equiv." = etrmsxl2xscale factor: dei ending on xIC' 

79. 

The results are then given in the form of rectangles of uncertainty, 

in terms of "a equiv. 1I and fresp ' The average v lue is roughly in the 

center of the rectangle. the bounds of which are obtained from the maximum 

and minimum values measured. These resu1ts are lotted in Fig. 43. It 

is quite interesting ta notice that a general tr~nd appears from data which 

primari1y seem ta be rather unexploitable. ) 
. 

The shift which is observed between t~e curves corresponding to 

different values of xIe is thought to be due ~d a lower accuracy of the 

ana10g computer when operating within smaller oltage ranges*; which 

actually occurs when i~C is decreased. 

·It could be that our method of cale 1ation of "a equiv.", which 

seems quite logical (by imposing equality of seudo-random and determinis
~ 

tic r.m.s. values), is not va1i,d, in which c se 0rms shou1d be calcu1ated 

as it i s done for the forced cases (see Sec ion 5.3 bel ow) . 

The preceding remarks deal with t e relative position of the 

curves corresponding ta different values of xIe; Nevertheless~ the general 

effect is clear and consists of an increase of the oscillation frequency, 

corresponding to an increase in et rms ' Tris effect, which is evident and 

is in agreement with our,previous results, remains however low: 
\, ... 

* The best resuTts are obtained indeed when the ana10g computer 1s used 
" 

in its full range, i.e. between -SV and + V. 
1 
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(1.402 - 1.4}/1.4 = 0.15% for arms = 6.1, and 

0',5% for cxrms = 0.2. 

For the higher "unrealistic" values of aYlms ' one finds about 1.5% for 
, 

anns = 0.5 and about 3.5% for' a rms = 0.8 (or more than 3.5%, since the 

curves are interrupted due to'overflow). 
1 • 

This is the same behaviour pattern that we observed previously 

wlth the digital computer approaches of Chapters III and IV. 

Let us finally mention that all free vioration experiments have 

been conducted with the usual small value of Z:, i.e. z:=0.005. 

5.3 Forced Vibration Results 

80. 

These runs are sorne of the most interesting in this thesis, since 

the forced vibration response curve gives direct access to the resonance 

fre;uency, as well as to the response damping which can be meas~ed at ' 

the ha.1f-power.:"points. On the whole, ten response curves x/r-0 f(rI/rln} 
~ 

have been plotted and one of them may be Tound in Fig. 44. Eath such plot 

"consists of about fifteen measurement points, calculated for a number of 
~~ 

':a verages #A equal to 300, in order to take the random fl uctuat i ons of the 

response into account. Working on the frequency range (0 - 4 Hz) and 

~ith this value of #A, it takes more than ten minutes to obtain one res-

panse measurement. In facto the whole procedure to obtain one point in

~ludes (a) a measurement of the forcing function (with #A ~ 1), (b) for the 

.:s~ke of. c~mparison, ~,m~asurement of thédetermt~stiç Gresponse with a(T) = 0 

(a1so with #A= 1), (c) the measurement of the PSl!!u(do-random response (with 

#A=300), (d) again'a de-terministic measurement (#A=l) in order to check 

eventual drifts in the analog computer, and finally (e) a measurement of 

.. ' 

______ '1 
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the forcing function (#A = 1) in order to check eventual drifts in the func

tion ~enerator. The whole procedure, including handling and reading the 

resonance frequency and r.m.s. value (POWER kÛY) , takes about fort y min

utes to obtain one measurement point. 

The results obtained are shown below;·before discussing them, , 

let us give just a few words on how, the value of 0rms is determined. Since 
_\ ~ 

we take here xIe ~ 0, we can no longer proceed as for free vibration, and 

now l'le have to measure both o(T}[x/:;t~xICJ depicted on Fig. 45(a} and [x/fJ~XICJ 

shown on Fig. 45(b). The ratio of their r.m.s. values gives us the value of 

0rms' Unfortunately a(T)[x/D~xICJ has sorne power above 4 Hz, as may clear1y 

be seen on Fig. 45(a}. The value of 4 Hz being our upper analysis limit, 

the values of arms indicated here are therefore minimum values. 

The results below have been obtained by using equation (5-7) -

which is equivalent to the circuit diagram given in Fig. 42 - of course 

including the forcing function. It should also be mentioned that~ in 

" order to have a broader peak and not too high a resonance peak, the value 

of ç has been increased to 0.02 and also 0.05. 
\ 

ç °rms z;; measured§ (~) resonance 
(mi nimum at half-power &1n 
value) point 

--' 

0.02 0 0.0205 1.0005 

" 0.10 0.022 1.002 
0.05 0 0.05 0.998 

Il 0.10 0.0515 0.998 
Il 0.32 0.059 1.032 

. §Here 1Ir:;; measured" is '~a1culated as Z;; = 6.fJ/2, where 6.fJ is the frequency 

intelval between the two points located at xma//2. 
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Aga;n, we obta;n results which are coincident with those already 

\-' found in the free vibration cases. As a matter of fact, the shift towards 

higher frequencies is very weak, only of 0.2% for a = 0.10 (when ç = 0.02; rms . 

even less when s = 0.05), and of 3.2% for arms = 0.32. It is simply recalle~ 

that the effect sought is of the order of 6%, and should occur below 

the upper "realistic" bound of a s = 0.20. Nevertheless, the effect sought rm -

appears an.d, moreover, occurs in the desired direction and this, by itself., 

can be consi~ered as a positive result. 

Fortunately, this also occurs for damping, and it may be worth 

mentioning that it is the first time that this effect appears so signifi

cantly (in the previous free vibration studies it was never very evident). 

However, we remain far from the desired effect of 100%, since for a rms = 

0.10 the effect is of 10% (when ç = 0.02) or only 3% (when ç = 0.05), and 

only 18% (when 1;;=0.05) for arms =O.32. 

Another finding can be presented here: mostly when (~/nn) > 1.3, 

and even bel ow when a rms = 0.32, the power spectra 1 dens i ty of the response 

exhibits not only the sharp peak at f=ff (forcing frequency), but also 

a broader peak about the natural frequency fn = 1.4 Hz [see Figs. 46(a) 

and (b), and equally Fig. 44 on which it clearly appears that the pseudo

random response is above the deterministic response - i.e., when a(T)=O]. 

This, of course, does not occur for a classical oscillator. For arms = 

0.32, this broad peak contains much more power than the sharp peak at the 

forcing frequency. But nevertheless this unexpected effect is not important 

as far as the determination of the damping is concerned, since it becomes 

significant far enough from the resonance region, even though it already 
r ' 

appears with a very small peak when ff ;s below f n· <ii~ 
'" 
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Fina11y, in the hope of discovering a more important effect, an 

attempt is made tO,apply pseudo-random'perturbations, not on1y on the mass 

coefficient, but a1so on the damping coefficient. Equation (5-7) is thus 

modified, for the forced case of course, into equation {5-8}: 

[~J . = -2Z;; [x(-r) .] 
QnXIC QnxIC , 

83 . 

- 2z;;ôu
2
(t) [x(t) ] + FO sin Oft. (5-8) 

QnXIC 

Two cases are distinguished: 

J 
1 

ô = 1 

ô =--1 

Equation (S-8.a) 

Equation (S-8,b). 

"(he procedure is exactly similar to the one used previously (for ô=.O). 

+l 
Il 

Il 

-1 
Il 

The results obt~ined are shown in the table below. 

0.05 
Il 

Il 

0.05 
Il 

U1rms 
(minimum 
value)' 

0.32 

0.·32 
0.032 
0.32 
0.32 

U2rms 
(minimum 
va 1 ue) 

0.032 

0.32 
0.32 
0.032 
0.32 

z;; measured 
at half
power point 

0.058 

0:047 
0.049 
0.0565 
0.059 

(Jl.) resonance nn 

1.024 

1.029 
0.997 
1.03 
1.03 

The e~fect of applying such random perturbations on the damping 

coefficient z;; is not very evident and, anyway, generates no important n'ew 

kind of behaviour of the system. Adding the perturbat;~ns ŒZ(t), however, 

, 
1. 

• i 

r , 

, 
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seems to lower the effective damping, whereas substracting it increases 

the response damping. 

We could also consider applying such pseudo-random perturba-
~ , 

tions on the last coefficient of the second-order differential equation 

envisaged, namely the stiffness coefficierit, but no interesting effect is 

suspected, at least from the hydrodynamic mass point of view. 
1 

Th~refore, the first results obtained in this Section 5.3 with 

cx 2 ,(-r} = 0 are the most significant found with the one-degree-of-freedom 

model and agree, at least qualitatively, with Carlucc~'s experimental 

di scoveri,es. 

/'-
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CHAPTER VI" 

CONCLUSION 

85. 

The beha iour of the hydrodynamic mass and damping of a flexible 

cylinaer'immersed i two-phase axial flow was investigated in this research. 

It was in fact atte pted to explain the two effects abserved by Carlucci 

in simulated twa-ph se flow, namely a significant increase of damping, 

~ending on the fl w regime, and a decrease of the hydrodynamic mass 

occurring at a high r rate than that of the mixture density, Th~ basic 

hypothesis made is hat these two effects arise from random perturbations 

~f~cting the hydrodynamic mass. lin fact this question brings us tq the 

very nature of the fluid-structure coupling, ,this interaction being 
, 0 

. " 
essentially probabilistic due ta the presence of two-phase flow., 

;" After a too involved theoretical attempt. aiming at obtaining 
\ 

\ a general model of the fluid-structure interacti~n by starting from a 

molecular level, it was decided to dwell on a numerical simulation of a 

~ one-degree-af:freedom system, The purpose was then to verify whether 

the fact of applying pseudo-random perturbations (pseu,do-random because 0 

they are generated artificially) can accaunt far the two effects described 

by Carlucci, With this model, three studies have been conducted in which 

bath the resp'onse frequency and damping were the parameters of interest. 

The two first studies were digital, whereas the last was analog (the first 

was conducted in the time domain, and the two others in the frequency 

damain) . 

The results of these three appr~ches are ca~sistent~ the last,' 
<J 

however, being the most explicit. Agreement is best, as ~r as the response 
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frequency is.concerned. As a 'matter of fact, a shift towards higher fre-
• 

"" quencies is exhibited in all three studies, and this is in agreement with 

a decrease of the hydrodynamic mass. The magnitude of.this effect is, 

however, found to remain weak, namely less than 1% for "realistic ll values 

of perturbation amplitudes. This is low, when compared tG the 6% effect 

found by Carlucci. (On the other hand, for hiÇ1hly "unrealistic" values 

of the perturbation amplitudes, this value of 6% can be reached, but has 

not much physical meaning and, morcover, already occurs in the region of 

perturbation amplitudes which could give rise to instabilities.) 

The damping effect does not appear significantly in the two 

digital approaches, but in the last analog simulation (forced case) a 

higher damping is exhibited, however, not exceeding 15%, (for IIrealistic li 

values of the perturbation amplitudes). This is still small when compared 

to the 100% expected, which corresponds to Carlucci's observations. 

It is true that the model investigated is not very sophisticated, 

especially for such a complex system. This could explain why the expected 
l 

magnitude for the effects involved was not obtained. Nrvertheless, the 

fact of having obtained similar results by the three approaches implemented 

can by itself be considered as a partial success. 

It could also simply be that the two effects sought are not,or 

are not mainly, the consequence of random fluctuations of the added mass, 
1 

, but are due to another, still unknow~, ;:ause. 

We do not think that one should expect much more from such a 

type of numerical simulation, for,example by increasing the number of 
. 

degrees-of-freedom. The only remaining aspect which could have been 

interesting to investigate would' have been the introduction" of a time 
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delay between two pseudlJ'-randollJ added mass perturbations,a(T) applied to~ 

the two mas~ coefficients of a two-degree-of-freedom system. This would 

have modelled the propagation of the'flow disturbances on the surface of 

the cylinder, along the axis of the cylinder. 

However, it will be very interesting to develop fundamental 

research on the fluid-solid interaction, in the future, by starting at 

the molecular level and implementing the transition ta the macroscopic 

level by use of the theory of stochastic processes. Proper modelling of 

two-phase flow is in itself still a challenge for science. A good under-

standing of the fluid-structure interaction would finally provide a con

tinuous passage between solid and fluid mechanics and a general theory of 

flow-induced vibrations. 
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For & = 0.25. {Case A[e]}. 
t cf . Appendix 0.2. 
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·Occurrence of parametric resonance. {Case A[b]}. 
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Power spectrum of pseudo-random a{t) of scheme [d], with pseudo-random 
For N=5 and a = 0.25. {Case A[d]}. 
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APPENDIX A 

Discretization of the Eguation of Small 

, latera 1 Motions in an Attempt to Obta in 

a Fokker-Planck Equation 

let us first give the values of the coeffi ci ents 

(2-9): 

Al = a o 

Az = l 

A = 3 u2 [X - ~€:Cf(1-t;) Cl + ho) - ~Cb] 

A = If 2xSo~U 
1, 

As = xS '2 U :: A /2 o If 

As ::: ~u2€:cf(1 + ho} 

A7 = XBo .)0 .k • As ::: ~UB02ECf 

Ag ::: 1 - B a 

Al ta Al 0 of 

- j-
/ 

". 

AlO = xBo :: A7 (A-1) 

The first question arising npw is to decide which stochastically 
i 

varyi ng quanti ty - U. p, Dr even the rnol]1enturn pU - i s ta be chosen as the 

principal random variable. We finally chaose the density p (or-s
1

) as 

the main randorn input and express all the other random variables in terrns 

of SI" To do 50, we assume that: pU =;:;Ü and pU 2 ::: pU 2 sQ-that 

(A-2) 

) 

Al 

,'. 

. r 

1 , , 
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We also assume that continuity is preserved at every ~ross-section at all 

times, i.e. 

pUA = constant. (A-3) 

-
Since A is constant, this yields: pU = constant, hence pU = pU an~ 

S2 = S 1-
1 Finally we have 

s = s = S "1 
2 4 1 

(A-4) 

S3 = l implies that dS 3/élT = O. If we furthermore assume that incompres~ 

sibility is also preserved at every cross-section at all timés (a strong 

,assumption), we also have dSJdT = D. 

The cylinder in axial flow may be subjected to an arbitrary 

force field f(ç,T); hènce, the dimensionless equation of small lateral 

motions reads .' 

" • 

" Our goal now is to transform equatio~ (A-5) into an equation of the type of 

(2-11) in order to apply to it a procedure simi1ar to that of Morton and 

Corrsin [41]. 

This transformation is done by the Galerkin approximation tech-

nique, which means that our continuous system is approximated by a n-degree

of-freedom discrete system, the accuracy of the method increasing with n. 

;: 

r , 

li 1 
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To do this, we apply solutions of the type 

n 
~(S,T) = E ~i(s) qi(T), 

i=l 
(A-6) 

where qi(T) are the generalized coordinates and ~i(~) are eigenfunctions .,. 
(at zero-flow velocity) of a beam with the same boundary conditions as the 

. ~!,l i nder. 

O~e ta the baundary conditions, the eigenfunctions ~i(~) are 

orthonormal, i.e. 

where é .. is the Kronecker symbol. 
1J 

1 

(A-7) 

A3 

Substituting (A-6) into (A-5) ~ multiplying by ~r(~)' r = 1.2 ..... n. 

and integrating aver the damain (0.1) yields an equation of the type 

[M]{q} + [C]{q} + [K]{q} = {Q}, (A-8) 

in which dots denote differentiation with respect to T. 

Here ~~} stands for the vector of the generalized coordinates: 

{q} T = {ql' Q7' ... , qn} , T denoting the transpose. 

[Q] is alsa a column-matrix: [Q] = [Qi]' whereas [M], [C] and 

[K] are nxn square matrices: [M] = [m .. ] 
1J 

We have 

[c] = [c .. ] 
1J 

[K] = [k ij ]. 

Cij(CT) " [A,À;' + A,loij + A, f:<I>j(é) <l>i(i:) dé, ) 

) 

./ 

, 
t 
J 
1 1 
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(A-9 ) 

À; are the beam eigenvalues carresponding ta the eigenfunctians ~i,and 

primes denote differentiation with respect to ~. 

Unfortunately we are still far from being able to follow a pro

cedure similar to that of Morton and Corrsin [41J, ev en in the first-mode 

approximation. The same holds for the procedure followed by Parthasarathy 

[79J. 

A4 
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APPENDIX B 

Sorne Elements on the Probabilistic 

Formulation of the Fluid-Structure Interaction 

We could undertake this study by considering the structural 

member to be a flexible cylinder, part of an infinitely long rigid beam, 

\ as described in Section 2.2 of Chapter II and as shown in Fig. 12. The 

cylinder would then undergo lateral motions in the (x,y)-plane, as assumed 

in Section 2.2, the equation of which would be 

Bl 

in which y(x,t) is the cylinder deformation and M, El and F(x,t) are, respec-
, 

tively, the mass of the cylinder, its f1exural rigidity, and the hydrodynamic 
I~ 

force in the (x,y)-plane, per unit length. 

But, for simplicity, let us assume that the member consists of a 

membrane, or rather a strip of membrane, of width oz and extending from x= 0 

to x = L [see Fig. 13(a)J. The membrane undergoes motion in the vertical 

plane (x,y), and the fluid-solid interaction ;s assumed to be exactly 

the same at"each instant in each plane parallel ta the (x,y)-plane. This 

means that we deal with a purely two-dimensional phenomenon. Moreover, 

the whole system is assumed to extend laterally to infinity (_00 < z < +00) 

and the fluid flow is unbounded. Actually, due to this configuration, 

we choose to work only on a strip of membrane, or even a string, by letting 

oZ + O. 

·1" 
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As far as the fluid flow is concerned, we consider the flow above 
r 

this string, in the particular (x,y)-plane chosen as reference~ We regard the 

fluid as a dis~rete medium made up of particles of same size, mass and all 

other physical characteristics. Thus, we still deal with a homogeneous 

model of the fluid. The fluid flow is supposed to enter the string region 

and pass over it in the form of a lattice-like structure, with the velocity 

U parallel to x [see Fig. 13(b)]. 

We focus our attention on a single fluid particle P, which 

enters the string region sliding on the string, at the instant t=O. Its 

initial position (xo'Yo) is thence the origin (0,0) of the (x,y) reference 

plane, whilst its initial velocity is (vx ,vy ) = (U,O). It is then 
o 0 

assumed that this particle will continue to slide on the surface of the 

string during its entire passage over the string, and wi 11 not "take off" 

from it. Our approach to the problem is inspired by the studies conducted 

on the Brownian motion, a good selection of which may be found in Ref. [46]. 

The dynamics of this fluid particle is described bya "generalized Langevin 

equation", expressed by Equation (2-12). This two-dimensional Langevin 

equation can also be written in matricial form, as 

d
2 
[: J 

+ [; :J d (~] t"~ w:'] CJ 
[A (t)] + 0 =: x ,(B-1) 

dt 2 0 Ay{ t) 

or expl icitly, 

in the x-direction: d2x B dx + w 2 x Ax ( t) , (B-2,a) -+ :: 

dt 2 ëff 0 
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in the y-direction: (B-2,b) 

, 
In the above, x and y are the co-ordinates of the fluid partic1e P considered, 

whereas B is the Stokes' drag denoting the interaction between the particle 

P and the string (membrane) surface. Usua11y S is taken to be equal to 

f/m where f is the friction coefficient and m is the mass of P (another 

expression of 6 has been adopted by Chandrasekhar and may be found as 

equation (133) of Ref. [44J). This friction exists here in the x-direction 

on1y, i.e. along the string surface. K(x) = -w~ x and K(y) = -w~ y are 

the two components of a harmonie-type force denoting the attraction of 

the partic1e P to its neighbours. Finally, Ax(t) and .Ay{t) are the compo

nents of a randomly fluetuating loading force representing the hydrodyna-

mie disturbing force due to the surrounding particles. 

The motion of this particle P is eoupled with the motion of 

the string by the following two relations: 

(i) the equation of latera1 motions of the string 

(B-3) 

in which f(x,t) is the string deformation, T is the constant tension in 

the string, whereas M and -Ay(t) are respectively the mass of the string 

and the vertical hydrodynamic force per particle length d.x; thls last 

term is identical with the loading in equation (B-2). 

(ii) the kinematic boundary condition 

= af(x,t) + af(x,t) 
v y v x ax at (8-4) 

L. 



( 

which arises from the assumption that the particle of co-ordinates (x,y) 

slides continuously on the string. (vx,vy ) are the components of the 

. (dx ~) particle velocity and are equal to dt' dt . 

-+ 
A(t), and in particular its component Ay(t), is the looked-for 

-+ 
solution to the problem. We cannot assume white noise for A(t), not even 

for Ax(t), because we know from theoretical continuum studies, as well 

as fram experiments, that the system (beam + fluid) vibrates at certain 

discrete frequencies. These are macroscopic waves in the fluid, propaga-
-+ 

ting radially as well as axially. It is therefore proposed to regard A(t) 

as a superposition of two kinds of perturbation: 

-+ 

(a) Am(t) stemming fram molecular hydrodynamics. This part is white 

noise since a Brownian particle under normal conditions in liquid 

will suffer about 10 21 collisions per second and its motion can be 

assumed ta be purely random on the macroscopic scale. 

-+ 

(b) AC(t) stemming from'flow-elastic coupled motions, where c stands for 

coupling. This term is the unknown. 

We hence have 

(B-5) 

which can be written down more precisely by rendering explicit its 

components, 

84 

in the x-direction: (8-5' ,a) 



B5 

in the y-direction: Ay(t) = Am(t) + AC(t). y y (B-5' ,b) 

We now make some assumptions on the microscopie randomly fluctua

ting components Am(t) and Am(t), in a procedure similar to the one fol-x y 

lowed by Wang and Uhlenbeck (equations (41a) and (41b) of Ref. [45J). 

In the x-direction, we assume that 

(B-6,a) 

(B-6,b) 

where < > represents the average value and ;s defined as 

< u( t) > 
l T 

l i m 2T f u ( t ) dt, 
T-+= -T 

and < u(t) U(t+T) > = l;m 2~ / u(t) U(t+l) dt 
T-+ro -T ,,-

/ 
(thus < > denotes a long 

r~ 
tir-average) . 6 is the Dirac delta function, 

and we also have 

o = SkT 
m ' 

in which k ;s the Boltzmann constant and T is the absolute temperature. 

In the y-direction, we assume that 

(B-7,a) 

(B-7,b) 

since we have assumed there is no friction in the y-direction. 
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time i nterva 1 t,T 

+ 
Having given these details on A(t), we are now able to integrate 

the generalized Langevin equation over a specifie time interval t,t which 

first needs to be rendered more precise. It is the essence of Brownian 

motion that there exist time intervals t,T durlng which the physical para-

meters (such as position or velocity of the particle) change only by 
\ 

"infinitesimal" amounts, i.e. they remain nearly constant, whilst there i 

occur a very large number of fluctuations of the two microscopie fluctua

tors A~(t) and A~(t). We can say furthermore that the variations of A~(t) 

and A~(t), which would be in synchronism with the vibrating string, will 

be slower than the variations of the position or velocity of P. 

Three time scales of vibration have thus been identified, and we 

86 

choose ~T such that it be still very long compared to the longest charac

teristic times in A~(t) and A;(t), but very short compared with the shortest 

characteristic times in x, y, vx ' Vy' A~(t) and A~(t), \'1hich can thus be 

considered as essentially constant. The existence of such a doubly asymp-

totic time interval is crucial to the standard Fokker-Planck formulation. 

Let us now start the integration. In the x-direction, we obtain 

from (B-2,a) and (B-5',a): 

which can be written as 



! ' 
l 

, . 

" 

B7 

Integrating over the afore-defined time interval fiT, we get 

flx = Vx fit (B-8,a) 

ftHt 
flVx = (-SV - w2x + AC)L!t + t A~(~) d~, , (B-8,b) x o x 

,'in which 6.x ::: x(t+6.t) - x(t), and ~ is a dummy variable. 

Having done this, it is easy to obtain the coefficients of the 

two-dimensional Fokker-Planck equation, following a procedure similar to 

those of Wang and Uhlenbeck (page 334 of Ref.[45]), or Morton and Corrsin 

[41]. 

This equation, in the x-direction, reads 

+ l (L [Bx p ] + _a_
2 

_ [Bx P ] + L [Bx P ]) (B-9) 
2 ax2 llX dxavx 12X av~ 22X· 

Ta abtain the Fokker-Planck equation in the y-direction, one has ta replace 

x by Y. Vx by Vyt the A~ and B~j coefficients by A{ and B{j respectively. 

and Px by Py are conditi anal probabilities which will be specified later on. 

We have 

AX ::: lim <t..x> 
1 llt-+O M (B-10,a) 

AX ::: lim <t..vx> 
2 --M-+O M 

(B-10,b) 

x lim <{llx) 2> 
Bll 

::: 

llt-+O llt (B-10,c) 
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C BX 
'" 1 im 

<ôxôvx> 
(B-1O,d) 

1Z 
ôt~ 

ôt 

il < (lIvx)2> • ." 

BX ;:; l im (B-1O,e) 
22 M+O ôt 

The relations for obtaining the A{ and B{j are quite similar, 

and one merely needs to replace the letter x by the letter Y. as appro~riate. 

Let us now calculate these coefficients. 
\ 

- From (B-B,a): 

, 

1 

and 

1 
hence, 

Ax =,. <ôx> 
1 ô~~ hl"" = vx' (B-ll,a) 

- From (B-8.b): Î 

Averaging and taking (B-6.a) into account, 

hence, 

. <lwx> 
AX = llm -- = -Sv -u/x+AC 

2 ôt+O ôt x 0 x' 
(B-ll,b) 
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hence, 

because of (B-6,a); hence, 

<b.x/::,v x> 
1 i m -b.-t--'-'_:C 
b.t-+O 

+ 
Jt

t+b.t Jtttb.t <Am(t ) Am{t » dt dtz' x 1 X 2 1 

where t
1 

and t
2 

are dummy variables. The limit of the first term is 

zero because of the factor {b.t)2; the limit of the second term'is also 

zero, because of (B-6,a);hence, we are left with the third term which, 

due to (B-6,b), becomes 

«b.v )2> = 8(t -t) dt dt, 20 
Jt

t+LÜ Jtt+b.t 
x 1 2 1 2 

and finally 

B9 

(B-ll,c) 

(8-11 ,d) 

î , 
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! , 

/ 

Bl0 

(B-ll,e) 

The same type of procedure can be pursued on the Langevin equation 

in the y-direction (équation B-2,b), and we finally end up with a set of 

two coupled Fokker-Planck (or Kramers) equations 

i ap x __ ap x a c a2p 
"It -v - + - [(sv + w2x - A )p ] + 0 __ x 
o x ax av x x 0 x x aVx

2 
(B-12,a) 

(B-12,b) 

where 

1 

Px = P(~,vx,t 1 xo,vxo ) 

and 

are conditional probability de~sity functions, defined by the statement 

that if the system is at Xo and vXo at time zero, then P(x,vx,t! xo.vxo ) x 

dx dv x i s the probabi 1 i ty that i t wi 11 be between x and x + dx and ha 'le a 

velocity betwe"en Vx and Vx + dvx at time t. The definition of Py_ is quite 

similar. 

\ 

\ 



c 

. , 

Cl 

APPENDIX C 

.Complements to the Digital 
Time Domain Ana1ysis of Chapter III 

c. 1 
/ 

/ 

/ 
The Runge-Kutta (4-point) scheme is used here to solve the differen-

• 
tial equation (2-16) representing the system fina11y adopted. Actua11y, we 

use form (2-14) of this equation, but this does not matter at al1 since 

the two farms are equiva1ent. We also take equatian (2-15) into account 

and introduce CM which stands for the constant (time-invariant) mass and 

is equa1 ta 

CM = M + mh• 

By introducing the time derivative 

. dx 
y=x=(f[' 

/ 
1 
/ 

( , 

of x with respect to time~ 
1 

/ 

equation (2-14), which is a second-order differentia1 equation,can be 

written as a set of two first-order differential equation as follows~ 

'dx _ 
dt - f(t,x,y) = y 

~ = g(t,x,y) 

(C-l) 

'(C-2,a) 

(C-2,b) 

Ta solve this, we th en app1y the Runge-Kutta iteration formulae, 

namely 

1 

(C-3.a) 



l' 

1 

C2 

(C-3,b) 

in which 

.e = 1 h g(t o' xo' y 0) 
'. 

.e = h k l ~) 
2 hg(to+ z' XO + 2 ' Yo+ 2 

, 
, h k

2 
.e 

k h f ( t + X + Y +...2..) 
3 '" a 2' a 2' 0 2 .e

3 
= h 

h 9 (ta + 2"' k2 ~) 
Xa + 2' Yo + 2 

.e = 
tf h g(to+h, XO+k3' Yo+.e)~ 

f and 9 being respectively the functions defined in (C-2,a) and (C-2,b), 

whereas h is the step-size chosen. 

The very first pair (xo'Y a) is obtained from the. initial conditions 

applied to the system. 

The perturbations a{t) of the hydrodynamic mass are obtained 

in two steps. 

First pseuda~random numbers are generated according ta the uni-

form probability distribution 

O<x<l. (C-4) 

This is classical1y achieved by the following ~ub-program (given in Fortran): 
:-:.r 

Initial values (in main program):, 

IR = 1 

J = 5 * 13 
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" 

Iteration scheme (in sUb-proqram): 

001 I = 1,N 

~ 

IF (IR.LT.O) IR = IR+2*(2**30-l )+2 

R = DFLOAT (IR)/2.DO**31 

RU(I) = R 

"RU(!} denotes the ith uniform random variate. 

The next step is now to transform these numbers into another 

set of random numbers ~ccording to another probability distribution p(x). 
-

It may be mentioned here that, according to exact terminology, we should 

call p(x) a probability density rather than,a probability distribution 

since the latter is defined as F(x) = f+oo p(x) dx, but'such a distinction 
_00 

is not fundamental at this stage and the vocabulary confusion may be con

sidered permissible. 

If we call ri the ith random variate according to the uniform 

distribution (C-4) generated by the subroutine apove, then xi' the ith 

variate according to the new distribution p{x), is obtained as solution 

to the equation 

(C-5) 

In our case we consider the Gaussian distribution, i.e. we have 

p(x) (C-6) 

in which 11 and 0
2 are respectively the r.,ean and variance of the Gaussian 

distribution (the square root 0 of the variance is called the standard 

deviation) . 

C3 
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Hence, the pseudo-random number xi 'f's obtained by sol ving 

'JX' 1 -e (C-5 ' ) 
a 

Before solving this equation, the constants a, ~ and cr have to be known; 

a carv be chosen to be equa l ta )l - 30, and a few words on the determination 

of ).l and cr will be given in Appendix C.3. Having specified that, we can 

now indicate the numerical method used to solve equation (C-5 ' ). The 

secant method is chosen to solve it, whereas Simpson's method is adopted 

ta evaluate the numerous integrals required by the use of the secant 

method. But such a procedure ;.s obviously very long, requiring a great 

number of calculations (and, hence computer time) ta obtain merely one 

random number xi' Moreover, when considering that on1y for one oscillation 

cycle, we need 300 or 500 (Cf. Appendix C.3) such random variates, it 

becomes clear enough that a simpler p~ocedure has ta be found to generate 

the normal (Gaussian) variates. Any\vay, an approximately Gaussian a( t) 
iï 

is sufficient for our purpose. 
( 

The new proceJure which was actually adopted is a consequence 

OT the Central Limit Theore~ [50], which states that 

"if YI 'Y2'" 'Yn are independant random samples of a 
stochastic event following a certain distr,ibution 
characterized by its mean jJ* and variance 0*2, and 
if we consider the change of variable 

1 n rn z == [- L: y. - jJ*] ..Jl , 
n . -1 1 0.* 1- • 

then z follows a standard normal distribution as 
n + ""II. 

(C-7) 

, 

~ 

---*"- -



In our case, we start from the uniform distribution defined'by relation 

(C-4) and intend ta calculate its mean Wu and variance a~. But before 

doing this, let us shortly remind the definitian 0 f the moment of a func

ticn H{x), in case of a continuous probability density f(x}. This moment 

is given by 

cs 

<H(x}> = J: H(x} f(x} dx, (C-8) 

where a and b are the limits' of the domain of validity of H(x) and f(x), 

We now apply this to ,the calculation of ~u and a~, associated 

to the uniform probabi l ity dens ity (C-4). Here we have (a, b) = (0,1). 

Hence, 

• \.lu = <x> (C-9,a) 

(C-9,b) 

By using the definition (C-8) and carrying out the calculation, we obtain 

l 
dx - "4 

Summing up, we have found that 

and 

(C-9.b l
) 

(C-lO ) 
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All the details of the demonstration leading to,the fast technique 

of generation of a normal distribution will not be given here. Suffice 

it to say that by introducing the change of variables 

y == Ax + B (C-ll ) 

and 

z = (C-12) 

and us;ng relations (C-10) and some consequences of the Central Limit 

Theorem, we obtain 

(C-13,a) 

(C-13,b) 

in which (~y,ay) and (~z,az) respectively denote the mean and standard 

deviation associated ta the distributions applied ta y and z, the latter 

being a normal (Gaussian) distribution. The greater n is taken, the better 

the approximation of a normal distribution will be. For reasons of sim

plicity in equation (C-13,b) and since such an approximation is sufficient , 

[see the histograms in Figs. l6(a} and (b)], the truncation to n = 12 is 

chosen. Equations (C-13,a) and (C-13,b) then becom,e 

~z = 6A + 128 

Hence we can solve for A and B in terms of ~z and az' which gives 

,1 

-- - - - ------""-------------------------- ---
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(C-14,b) 

These resu1ts al10w us now to indicate the various steps of the 

fast technique used in Chapters III and IV to generate pseudo-random num-

bers from a Gaussian distribution of mean ~ and variance 0
2

. 

(i) We first have to obtain ~ and 0 - or ~z and Oz in equations (C-14,a) 

and (C-14,b) - which stem fram the deterministic a{t) given in 

equation (3-1) adopted for Curve 3 (see Appendix C.3). 

(ii) We then select a random number ri from the uniform distribution (C-4). 

(iii) This ri is then multiplied by o. 

(iv) To this product is then added the expression iz - % (or B, accarding ~ 

ta equation (C-14,b)). This means that we have now obtained a 

var;ate of the variable y, following equation (C-l1). 

(v) We finally add up twelve of these variates Yi' and obtain one variate 

of the variable z which follows a normal distribution (equation 

( C - 12) in wh i ch n = 12) . 

This procedure may still seem rather long, but it is neverthe1ess 

mu ch more efficient th an solving equation (C-5 1
). The output may be observed 

in Figs. 15 and 16, the latter being a histogram obtained by means of the 

IMSL subroutine USHIST. 

According ta the definition of the moment of a function H(x), 
~, 

given 
""-.> 

byjequation (C-8), and·ta equations 

! ~. ~">. J: ~p(a) da 

(C-9,a) and (C-9,b l
), we have 

'. 



t 
and 

in which a=a(t) and p(a} is the normal probability density given by 

equation (C-6). Making the hypothesis of ergodicity, we can identify 

ensemble and time averages. Hence, we also have 

ca 

1.1 == lim _1 rT 
a(t) dt 

T-tOO '2T J-T 
(C-15,a) 

and 

2. 1 . 1 a = lm-
T-Kt> 2T 

(c-15, b) 

It is now desired that the pseudo-random a(t) of Curve 4 and the 

deterministic a(t) of Curve 3 have the same mean and variance, in order 

to a110w comparison between the two responses. The deterministic a(t) of 

Curve 3 is given by equation (3-1) and since in al1 cases <t>;=0, it can be 

written, taking a1so (3-2) and (3-3) into account. 

5 - 5 
a(t) == L ai sin(wit) = ~ L sin(wit). 

i=l ;=1 
(C-16) 

• From (C-15,a) and (C-16), we have 

Due to periodicity of the five sine functions, this can be written as 
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- 5 _ Ct. 

jJ-TO E 
i=l 

sin(w;t) dt, 

in \'Jhich Ti is the period of the oscillation of c"ircular frequency wi' i.e. 

T. = 2n 
l Wi 

(C- 17) 

For a given i, we have 

JT' 

- T ~ 
hence 

jJ = O. (3-7,a) 

• Let us now calculate the variance. From (C-15,b), (C-16) and 

(3-7,a),we have 

5 
[ E . sin(w.t)]2 dt. 

. 1 l 1= 

Due to the periodicity of the sine function, this can also be written 

5 2 

[L: sin(wit)] dt, 
i =1 



in which Tm is a time duration defined as the least common multiple of 

all the periods T., T(.+.) and T( .. ), associated resDectively to the 
1 l J l-J 

(lO 

oscillations of circular frequencies W" w· +w. and w· - w·. The need to 
l l J l J 

integrate over such a period Tm will become evident very soon. By con-

ducting the calculation, the variance becomes 

&2 [!, fm 5 5 Fm 0 2 :::-- sin 2wi t dt + 2 l l sinwit sinwjt 50Tm -Tm i = l j=l -T 
jri m 

(C-18) 

let us analyse separately the two kinds of integrals appeari'ng ~ 
\...-,----/ 

* J
T 

l m 
= 2" - Cl - cos 

-Tm 

d~ 

sin 2W.t] Tm 
. l T 

= m 2w; _ T 
(C-19,a) 

* 

m 

JTm 

-T m 

Due to the choice of Tm' _it follows that 

... 

[cos{w.-w.)t - cos(w.+w. )t] dt. , J l J 

, 
" ) 

~--
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en 

(C-19,b) 

Plugging (C-19,a) and (C-19,b) into (C-18), we finally obtain 

hence, 

(3-7,b) 

which can also be written as 

because of equation (3-2). 

This short study is mainly concerned with the comparison between 

the two reference cases in wh; ch a( t) = 0, ;. e. Curves 1 and 2 ai Chapter III. 

Nevertheless, Curves 3 and 4 are also considered. The parameter of interest 

here is n, the number of discretization points used to conduct the Runge-

Kutta iteration scheme, or, what is equivalent, the size of the constant 

step-size h. The number n envisaged is considered over one page of USPLTD 

plot, which was chosen ta be 3 cycles of the reference curve, i.e. Curve 1. 

If Tn is the natural period of equation (2-16) with a(t) = 0 and without 

forcing function, the step-size h is therefore equal to 

3Tn h =n-1 



( 
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The study was conducted for the following values of n: 100, 200. 300, 400, 

500, 600. The values of the responses were taken at the following instants 

of time: t= 3Tn, 6Tn, 9Tn, i.e. after 3,6 and 9 cycles. 

The case envisaged here is for parameters 

l 
f n = T = 15 Hz, 

n 

_ w
1 

_ 

fI - 2TT - 30 Hz, f 2 = 150 Hz, f 3 = 240 Hz, f lj = 300 Hz, f 5 = 450 Hz, 

ç = 0.01, -a = 1. 

The results of the comparison between responses of Curves 1 and 2 are given 

in the table be1ow. 
1) 

[x(Curve 2) - x(Curve 1 )]/[x(Curve 1)] 
n at t = 3T n at t = 6T n at t = 9T n 

100 -3.42xlO- s -1.86 x 10- 2 -7.32 x 10- 2 

200 -1.00 xl 0- 5 -4.69 x 10- 3 -1.85 x 10- 2 

300 -9.54xlO- 6 -2.13 x 1O-~ -8.33 X 10- 3 

400 -9.42 X 10- 6 -1.22 X 10- 3 -4.76 x 10- 3 

500 -9.42 X 10- 6 -8.04 X 10- 4 -3.10xlO- 3 

600 -9.42 X 10- 6 -5.73 x 10- 4 -2. 19 x 10- 3 

It may be noticed here that a systematica1 error ;s introduced by the use 

of the Runge-Kutta method, which is 9.42 x 10- 6 after 3 cycles (after 6 and 

9 cycles, the 1imit is not yet reached for n = 600). Fortunately this error 

remains small, at least as long as the number of cycles considered does not 

-, 
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become too' 1 arge. The fi rst runs were conducted wi th n = 300; a fter thi 5 

study of convergence, n = 500 was preferred (an even hi gher value of n was 

not envisaged because of increasing computer costs). 

As far as the frequency is concerned, there seems to occur a 

very slight systematic shift towards lower frequencies, of the arder of 

0.2%. In fact, for fn = 15 Hz, the frequency of Curve 1 is effective1y 15 

Hz (which is expected from the analytical solution), whereas the frequency 

CB 

of Curve 2, measured over 15, 30 or 45 cycles, is found ta be on1y 14.97 Hz. 

If this effect is supposed ta occur for Curves 3 and 4 within the same arder 

of magnitude, then the frequencies measured from these curves (if they are 

about 15 Hz) should all be increased by 0.03 Hz. 

The results for Curves 3 and 4 were also cbtained during this 

study, but need net be given here. The response for n = 600 was compared 

to the response obtained for the other values of n. At least when starting 

from n = 300, convergence was observed for Curve 3. To gi ve an i dea, at 

t:: 9Tn, the ratio [x(Curve 3)n=300 - x(Curve 3)n=600]/[x(Curve 3)n=600J 

is equal ta 1.03 x lQ-l, whereas the r~tio [x(Curve 3)n=500 - x(Curve 3)n=600]/ 

[x(Curve 3)n=600] is equal ta 1.60 x 10- 2
• For Curve 4, no such convergence 

is observed, which is expected. since using a different value of n actua11y 

means that a different number of random numbers (which is precisely n, since 

each integration point requires the generation of one pseudo-random number) 

is used in the scheme. 

A typica1 listing of the program is given in the five foltowtn9 

pages. The case considered is Run 2 of Series E (see' Appendix C.6). 

> 
-~-
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3 
Il 
5 
6 
7 
es 
9 

10 
1 1 
12 
13 
14 
15 
16 
17 
18 
1<, 
20 
21 
~2 
23 
24 
25 
26 
2.7 
28 
29 
30 
.31 

32 
33 
34 
35 
36 

37 
J~ 

39 
40 
41 

..i, 

... ... ~."'--

.. 

iwATFIV .TIM~=99.PAGES=40~~aEXT 
I~PLICIT REAL*B(A-H~K-L.O-Z) 

c*******************:t**-***** PAR T ONE OF PLOTflNG PROGRAM : 

Id. 

INTEGER 1 Y.N.~.INC.ICPT.IMAG4(5151 ).lER.ITITLE(144).ICHAR( 10) 
REAL RANGE (4) 
DOUBLE PRECISION X(300).Y(300.4) 
o AT Ale HA R ( l ) / 1 H - /. R AN GE /4 * 0 .0 / 
CAL0 UG~TIO{l.NIN~NOUT) 
READ<NIN.~) (ITITLE{II. 1;;;: 1.144 

:j FCRMAr(72Al) 
PI = 301415926536DO 

C***~*********************** 
FN ;;;: 15.DC 

PARA~ETERS T 0 BE CHANGEO IN STUO't ! 

D Z ET A = 0.0 1 0:; 
F 1 = 30. DO 
F2 = 150. DO 
F3 = 240.00 
F4 ;;;: 300.DO 
FS = 450.DO 
01 :: 2.00*PI*Fl 
a 2 = 2. OC *p 1 *F 2 
03 :: 2.DO*PI*F3 .. 
04 = 2. CO *P 1 *F4 
0:' ;;;: 2. OC *P I*F:, 
Al;;;: O. 1500 
A2 = Al 
A 3 = Al 
A4 = Al 
A5 ;;;: Al 
PHIl = 0.00 
PH12 = PHil 
PH 13 = PH Il 
PH r 4 ;;;: PHI l 
PHIS P~iIl 

, 

-.. 

; . 

'-

", , 

c~***********~************** 
lN = 1. D 0 IF N 

FROM TH~ SE PARAM::: TERS • WE NOW DEF INE 

Tl;;;: 1. D O/F 1 
ri ;;;: TN/299 .00 *3 .DO 
ON == 2.DJ*PI*FN 
ALPHA;;;: Al + A2 + A3 + A4 + AS 

~ 

C********* .. *· ... '**********1< .. " * EXACT SOLVTION 1" CASE M(T) = C , 
C ----------> . COURBE NO l (2 ÇARTES 

GD ~ ON*DSQRT( 1.00 - OZETA*DZETA ) 
PH 1 ;;;: ':. Dr 

C*.~~~********.~.*******,* •• 
C MAS ~ = 1. DO 
KA :::; CMASS*ON*ON 
C,;;; 2.DO*OZETAt:ON*CMASS_ r 

.,-. <:. 

./' 
, "-' 

(") .... 
~ 

l 
" '" ~ 
': 
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42 
-43 
~4 

45 
46 
47 
48 
49 
50 
51 
52 
53 

"- 54 
55 
56 
57 
St! 

59 
60 

61 

62 
63 
64 
60 
66 
67 
68 
69 
70 
71 

72 
73 

74 
1;5 

7t... 
71 

~ 
i 

..:t.. 

C***************************, 
T = O. DO 
xo= 1.00 
vo= 0.00 
Xl = 1. DO 
YI= 0.00 
X2= 1.DO 
"'2: a.DO 
X( 1) = T 
Y ( 1 .1) = XO 
y (1 .2) = xo 
V(1.3) = XO 
y (1 .4) = XO 

"" ..... 

""t:.;x 

IN1TIALIZAT ION 

, 

'\ 

~ 

! 
/ 

-~.-

~ ., 

C*************************** 
C 

ELEMENTS FOR TriE GAUSSIAN DISTRIBUTION 
AND MONTE -CARLO 

C 
A = O. DO 
TM lU ;;;; a. DO 
5 1 GM A = AL P HAl' D SO R T( t o. DO) 
IR = 1 
JJ= 5** 13 

C*************************** 
.J = 1 - -

4 1 = 2 
C****~********************** 

l CONTI NUE 
c*************************** 
C 

CALL F(H. YI • P 

----------) CCUR8E NO 4 

KEEP THI S 

R UNGE- KUTTA ME Toi OD 

CASE 1 : W 1 TH M( Tl = 0-----------> C3URBE N~ 2 
) 

CALL GZE~O(H.K~,C,CMASS 1 Xl 
CA LL F (H 1 VI + Q /2. 00 , pp 

t YI , a 
CALL GZERO(H,KA.C,CMASS • Xl+- P /2.DO • Y1+- a /2.DO , 00 
CALL F(H. Yl+ 00/2.00 • pop ) 
CALL GZERC(H,KA,C,CPiASS , Xl+- PP/2.DO 1 YI+- 00/2.00 • OOQ 
CALL F( H. YI + 000 • PPPP ) 
CALL GZERO(H,KA.C.CMASS • Xl-+- ppp • Yl+ OUO 
XXX= Xl-+- {P ... 2.DO*PP +- 2.DO*PPP + PPPP)/6.DO 
v~= Yl+ (0 + 2.DO*00 ... 2.DO*000 + 0000)/6.00 

aoao 

) 

H 

., 

"'" 

;" 

c*************************** CASE 2 : FOR M(T) = SU~ 0;: AI*SIN(OI*T .. - PHI) 
C ----------) COURBE NO 3 

CAL L F ( H, Y 0 • K ) 
CALL G(H.KA.C.T XO • YO L 

*.PI.Fl,Al.PHll.CMASS. .' * a l ,02 • 03 .0'+ ,05 • A 2 , A 3 • A'" t A 5 ,PH 1 2 , PHI :::s • PHI ,+, PHI 5 ) 
CALL F{ H. YO+- L /2.DO t KK ) 
CALL, G{H,KA.C.T+ H/2.00 • XO+ K /2.00 , YO+ L /2.:)0 • LL 

*.PI .Ft .A 1 .PHI l ,CMASS. * 0 1 • 0 2, 03 • 0 4. 0 S. A 2, A 3. A 4 • AS, PHI 2 • PHI 3 , PHI 4 • PH [ S ) 
CALL F(H, YO+ LL/2'.DO • KKK ) 
CALL G{H.KA.C.T+ H/2.DO XO+ Kt</2.DO • YO+- LL/2.DO , LLL * • Pl. FI. Al. PHIl • CM AS 5 t * Ol.02.03,04.05.A2,A3,A4,A5.PHI2.PHI3.PHI4.PHIS) 

~ 
1 

t 
" 

---.. 

n ..... 
(J1 



lFï-:'f1 .. ~ t!J..-N' , , 
" 

-~ ~Tj .-......r~ __ ./. .. , 

/' 
~ '.. '. 11. ,"_4 .~ .. ...:..:- ~ 

Il 

/ 

""\ 
\ 

-""=-- ..... 

.. 
(j 

~ 

d 

Td 
(79 

rao 

( 

, 61 

82 
83 

'à 84 
65 

96 
87 

88 
d9 

90 
91 

92 
9,3 
94 
95 
90 
97 
96 
99 

100 
101 
102 
JO :3 
104 
105 
100 

10r 
J r d 
109 

Il ~ 
Il 1 
112 
113 
114 
115. 

116 
117 
116 

, ' 

1 

---
CALL F(H, YO+'LLL 
CA LL G ( H, KA, C. T + H 

• KKKK ) 
• XO+- KKK • ya+ LLL 

.. ,PI ,F.I .AI ~PHIl .CMASS, 
* 0 1 • 02, 0 ~ .0 4 , 05 , A 2 , A 3 .44 '. A 5 , PH 1 2. PH 1 3 , PH 1 4 , PH 15 ) 

XX = XO +- (K + 2.DO*KK .. 2.DO*KKK ,. KKKK )/6.00 ' 
YV: = va+ (L + 2. D ot: LL + 2.00*LLL + LLLL )/6. CO .. 

.. 
~ 

LLLL 
) 

, 

C**************************~ _CASE 3 : FOR M(Tl IN R~CT GIVEN 8Y MeNTE-CARLO 
C ~ - ----------> C:JURBE ND '+ 

CALL FCH, Y2 ,U -.......k 
C~LL CA~LO(H,KA,CtCMASS • X2 

*tIMIU,SIG~A,JJ,IR) 
, lob(2 " 

CALL F(H,·Y2+ V /2.DO , UU ) 
CALL CARLO(H,KA.C,C~ASS., X2+ U /2.00 .• Y2+ V /2.;0 *. TM 1 U • SI G ~A • J J • 1 R) 
CALL F{H, Y2+ VV/2.DO , UUU » 

v 

VV 

CALL 'CARLO{H,KA.C.CMASS • X2+ UU/2.DO ,./Y2+ VV/--2êQll • VVV 
*.TMIU,S[GMA~JJ.I~J 

CALL F(H~ Y2+ V~V • 
CALL CARLCCH4KA.C.C~AS5 

*, T'M lU. 51 GMA. JJ .. 1 R ) 
XXXX=X2+ (U + 2.DO*UU + 
YYYY=Y,2+ (V + 2.001< VV + 

c*************************** 
T='T+H 

UUUU ) 
• )(2+ UIJU • Y2+ vvv 

2.DO*UUU + UJUU)/6.DO ~ 
2.00* VVV + VVVV) /6. DO 

SUI TE 

X( r) = T ~ 
Y{l.l) = CEXP( -DZETA*ON*r \.OC05(·00*T+ PHI 
Y(1.2) = XXX 
Y ( 1.3) = xx 
Y(1.4) = xxxx 
IF(1.GE.300) 
XQ= xx 
YO: YY 
Xl= XXX 
y 1= YVY 
X2= XXXX 
Y2= yyyy-
1 = 1 + 1 

GO TO 2 

/ 
GO TO l 

c**********************'-**** END OF RUNGE-KUTTA U5ES : 
2 CONqNUE :...-~, . 

y (75 • 1) = 1. DO, 

vvvv 

y ( 7 6 • 1) . = -1,J1 DO 

c* **** * .***-***-*****'** t: *"** *** INC ;:; 1 
PART TIIIO ,OF FLom NG PROGRAM 

N = 300 
M :: 4 
lOPT = 1 .r 

t O 

1 y :; 300 ' 
,CA L U5PLTO(X.v.ly.N.M,INC,ITlTLE.RANGE.ICHAR.IOPT,IMAGIf..IER) 

c*************,************** TRACER D'AUTRES TABLEAUX: 
IF'( J.GE.12.) GO rD 3 
WRITE(.6.7"t) J 

77 FORMAt(IOI.5X.'TABLEAU NO ',11) 
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119 
12e 
121 
122 
123 
124 
125 
126 
127 
12S 
129 

130 
131 
132 
133 

134 
135 
136 
137 
138 

139 
140 
l'H 
142 
143 

. v_ .~ _ .. 
~ -t ...... , 

..-" 

J = J + l 
XU) =: X{::CO) , 
'1'(1.1) = YC300,1) 
'1'(1.2) = '((3CO,2) 
Y(1.3) = YC300,3) 
Y(1.4) = '(300,4) 

Î 
GO TO 4 

3 'II R liT E. (6 .78) J 
" 78 FOR~A T(' , 95X.' TA8LEAU "'0 ',11) 

WRITEC6,a8' TMIU,SlGMA,ALPHA 

.~\ 

~ '.:: - >,.. "" 

SB FORMAT(I , ,2X .'GAUSSIAN 01STR[BUTI0N : 
*GMA = '.020. 13. ' i· *** . ALPHA 
wRITE(6.333) 

333 FORMAT(lHl) 

~ 

& 

~ 
) 

J 

S,TOP 
!!"ND 

~ 

SUBROUTINE FCH,V.K) 
IMPLICIT REAL*S(A-Z) 
K :: H*V" -' 
RETURN 
END -=---

SLBROUTINE GZERO(H.KA.C.CMASS,X.V,Q) 
IMPLICIT 'REAL*a(A-Z) 
a = H* ( - KAI CMAS$ *x - -CI CMASS *V ) 
RETURN 
ENO 

~-... ," 

, 
, ~l ~. -<- ~'( _ '. 1 

. 

C-. 

M-lU = ' •• 020.13. • 
= t ,012.5) 

, 

.. ....."....",r .,..,. ......... "" ~. ,...t; ~ 
... """_~~'<'/ç;..,! '".;t.~;-~ ... -k.~}r~~l.~ 
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H5 
146 

147 
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151 
152, 
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155 
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158 
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161\ 

!~~ -~ 

164 

165-
166 

167 
168 
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SUBROUTINE GCH,KA,C,T,X,Y,L.PI,F1.Al,PHI1.CMASS. * 01.02,03,04,05.A2.A3.A4.A5.P.HI2.PHI3,PHI4,PHI5) 
IMPL 1 C IT REAL *8( A -l ) 
CALL MOFT (PI .FI,AI ,PHll.T.MM. * al.o4~o3.04.05.A2.A3.A4.A5,PHI2.PHI3.PHI4.PHI5) 

" 
• 

L = H*( -KA/( CMASS + MM ) *x - Cf' CMASS + MM ) *y ) 
RETURN 
END 

""t , 

" 

! 

'7. 

SUBROUTINE CARL~(H.KA.C.CMASS.X.Y,CAR_,TM[U.SlGMÀ,J.IR) 
C*********.***************.. MONTE C~RLO : -J 

IMPL ICH REAL*8(A-H."K:"L.O-Z) ( (' 
RRR = 0.00 
DO 7 III = 1.12 
IR '" IR*J 

-,~, 

" 

IF(IR.LT.O)' IR = IR + 2*(2**30 - 1) ,. 2 
R = OFLOA TC IR )/2,00**31 
Rf< = R*S!<!MA +- TMILJ/12.DO - SIGMA/2.DO r 
RRR = RRR + RR-

7 CONTINUE ~ 

RN ;: RRR 
CARL- = H*-( -KA/!' CMASS + RN ) *X - CI ( CMASS + RN ) tV 
RETURN 
END 

" 

r 

SUBROUT 1 NE MOFT (P 1. FI • Al. PH Il. T, M M .0 l ,02. i):3. 04.05. " 2. '" 3. A 49-4.5".
*PHI2.PHI3.PHI4.PH(5) 

.-

• 

1 tJPL 1 Cl T RE ~L *8 ( A- Z ) 
M~ = Al*OSlN(Ol*T + PHIl ) + AZ*OSIN( 02*T +PHI2 ) ... A3:tOSlN( :l3·H _ *' + PHI3 } .. A4*OSlN( 04*T + PH[4 ) + AS*DSU..( OS*T + PHI5 ) 
RETURN 
END 

-
--..... \; 

SDATA • 

J 

~ • 
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Series A,B,C 

Curve 3 of these series ;s discussed'in Secti9n 3.2.3 (and Curve 

4 ;n Section 3.2.2). 
, 

These three series consist of ten computer runs which have in 

common the perturbation frequencies 

.... f; = w;l2'IT = 5, la, 15, 20, 25 Hz. 

OThe other parameters of each run are detai1ed ;n the table be10w (when no 

value is giv~n for a parameter for a second, th;rd or fourth run, it means 

that the parameter in question has the same value as for ·the first run of 

·the series considered). 

Series & Run 

A 
1 

B 

c 

1 

2 

3 

1 

2 

·3 

1 

2 

3 

4 

In all.·.Ier;es: 

15 

15 

30 

60 

15 

-a 

0.01 0.50 
0.75 
1 

0.005 0.25 

0.Q05 0.25 

0.50 

0.75 

1 

n Remarks 

300 15 Large amplitudes 

500 45 Sma11 amplitudes 
and ç - test on 
f n 

500 30 Basical1y the 
same as Series 
A, but ç = 0.005 
instead of 0.01 

f. ::: 5, 10, 15, 20, 25 Hz. 
l 

f n .;5 the natura1 'frequency of the system and is equa1 ta wn/2'IT. in which 

wn is defined by equat;on (2-16' ,a). ç and (i are respectively defined by 

C19 
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C20 

equations (2-16 1 tb) and (3-3). n is the number of' calculation points used 
( 

over three cycles (cf. Appendix C.4), whereas Ne is the number of cycles 

computed. 

Series D to H 

Curve 3 of the se series is discussed in Section 3.2.4 (and Curve 

4 in Section "3.2.2). 

These five series consist of seventeen computer runs which have 
1 
1 

in common the natura1 frequency f n ::; 15 Hz. The other parameters are given 1 

below. 

Series & Run 

o 

E 

F 

H 

2 

3 

2 

3 

2 

3 

2 

3. 
4 f 

2 

3 

4 

o.oi 

0.01 

0.01 

" 

fi (in Hz) 
i ::; l to 5 

Ct" 

30,123,263,333,543 0.50 300 
0.75 

(f n = 15Hz) 1 

f 
Remarks 

15 Large amplitudes 
- to test for 

, parametric 
resonance; fi = 
2fn 

30,150,240,300,450 0.50 300 15 La rge amp 1 ; tudes 
- ta test for 
parametric 0.75 36 

(f n = 15Hz) 36 resonance; 
fi::; 2f n 

15,150,240,300,450 0.50 300 l~ Large amplitudes 
- te test for 

0.75 parametric 
resonance; 
fi::; f n 

0.005 30,150,240,300,450 0.25 500 60 Same as Series E, 
but ç = 0.005 in-:, . 
stead of 0.01 

o 

(same as in 
Series E) 

0.50 

0.75 
1 

3&,150,240,300,450 0.25 500 30 To measure 

(same,as in 
Seriés'E) 

when ç ~ 0 0.50 

0.75 
1 

x < rms 
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APPENDIX D 

Complements to the Digital 
Freguency Domain Analysis of Charter IV 

0.1 Fast Fourier transform 

Dl 

The fast Fourier transform can reduce the time"involved in finding 

a discrete Fourier transform from several minutes to less than a second 

and, consequently, lower the computer cast. THe Fourier transform, of 

course, is used to identify the frequency components making up a continuous 

waveform. For sampled data, as is the case in this digital analYsis. the 

discrete Fourier transform (DFT) is u~éd and the fast Fouriêr transform. 

(FFT) is precisely an efficient algorithm to determine the OFT. 

The Fourier transform for continuous signals and its inver.se 

transform can be written in the form 

X( f) = J: x(t) e- i27Tft dt (0-1 ;a) 

, J: X(f) 
ei27Tft dt x(t) = (0-1 lb) 

for .00 < 'f < 00 and _00 < t < 00. 

In these equations x(t) represents the function consldered in the time 

domain while X(f) is its representation in the frequency domain (a'Joso 

called its l inear spectrum). 

The analogous discrete Fourier transform pair that applies to 

sampled versions of these ftlnctions can be written in the form 

r--.-----~~. ~-~--------- ~ 

~ 

'. 

! 

Il 
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'x(j) l N-l 
x (k) e - i 2TIj k/N (D-2,a) 

:: rI L 
k=O .. ... 

1 

N-l 
él 

x(k) :: L X(j) e i 2nj k/N (D-2,b) 
j=O 

( 
for j=O,l, .. ,N-l; k=O,l, ... ,N-l; and N is the number'of real sampled 

points used for the DFT (we called it NDn in Section 4.1). Bath X(j) and 

x(k) are, in gen~ral, complex series. 

If we repl ace' e27Ti /N by the term Wn' the 'OFT becomes 

X(J
') - 1 N-l W'-jk - rI L x(k) n 

k=O 

N-l i 

x(k):: E X(j) Wn+jk 

j=O 

Each j is a harmonie number; that is, the true frequency is the 

produ'ct j f 0 where foi s the fundamenta l frequency and the true t ime i s 

.. 

the product k6t wher~ 6t is the sample periode The real part of X(.})I is 

an "even functi on and the imaginary part of X(j) i s an odd functi on whi ch 

impl i es that the Fouri er eoeffi ci ents N/2 and N - l ean be vi ewed as "nega -

ti ve frequency" harmoni cs between -N/2 and -1. Furthermore, the l ast 

half of the time series can be int~rpreted as negative tifTIe (that is, as 

occurring before t = 0). 

The Cooley-Tukey FFT algorithm was developed in 1965 [67] and 

led to all the numerous subsequent publications on this topie. Using the 
1 

notation of Cooley, the FFT algorithm involves evaluating the expression 

N-l 
X (j) :: L A ( k) Wj k 

k=O 
(0- 3)1 

1 

for j=O,l, ... ,N-l; k=O,l, ••• ,N-l; and W=e2ni / N• 

, 

" 
.J! 

'.-
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We will take the €ase for N=8, and then it is convehient to- -

o 

'represent j and k as'binary numbers .. Thisls to say that for " ... ~ 

"j = 0, h ... ,7 
'" 

and k=O,1, ... ,7 

we can write 

In these expressions, jo,jl,j2,kO'k1 and k2- can take on a value of either 

o or 1. 

Theref~re, equati.on (D-3) becomes 

D3 

(D-4) 

Sin~e wm+n = Wm • Wn, we have 

" 

x w(4j 2+2j l+j 0 )2k 1 w(4j 2+2j l+j o}ko 

The two first factors can be written in the form 

However, 

o 

1 0 

:. 
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Hence the terms in brackets aboyé equal land equati.on (0-4) becomes .. . 

x w2 (2j 1 + j 0 ) k 1 W ( 4j 2 +2j 1 + j 0 ) k 0 (0-5) 

It is most convenient to perform the summations separate1y and label the 

intermediate results where only the latest set needs to be saved (each' 

set conta'ins on1y eight terms). Thus the equations can be rewritten in 

'" the form 

and finally 

A ( k k k) W4 j 0 k 2 
2' l' 0 

In this case (N = 8) a direct eva1uation requires 64 complex 
~ 

(0-6 ) 

multiply-and-add operations. Using the FFT equation and noting that the 

bracketed tèrms in the prey; DUS equat ions equa l 1 and that WO = -W .. , 

W1 = _W s , etc., on1y 1)2 operations are needed. More general1y, for N=2n, 

the redùction is from N2 to ~N10g2N complex multiplications, as many 
( 

comp1ex additions and also as many subtractions. For N= 1024 for example, 

this represents a computational reduction of more than 200 to 1. 

1 
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The three mosb of\en encountered problems (or pitfalls) in using 

the discrete Fourier transfo~ appear to be aliasing, leakage, ~d the 

.picket-fence effect. 

The term "al i as i ng." refers to the fact that hi gh-frequency com-

ponents of a time function can impersonate low frequencies if the sampling 

rate is too low. This problem can be removed by making certain that the 

sampling rate is at least twice as high as the highest frequency in the 

" signal (this minimum sample rate is known as the Nyquist Criteriorl). If 

.. 

there is a large amount of high frequency noise present, it·is best to 

pass the signal thraugh a·low pass filter and to sample at a r.ate tw;ce 

the frequency at which the signal 1S being filtered. 

IILeakage ll is an effect which is inherent in the OFT because of 

t~e required time damain truncation. The time domain truncat;on may be 

thought of as multiplying the signal by a unit-amplitude data window, w(t), 
~ .~ 

which has a Fourier transform sin(f)/f, where f is the value of the fre-

quency in the frequency domain. Therefore, the truncati'on of a sampled 

wave form results in a frequency doma;n convolution of the signal with 

the sin(f)/f function. This convolution introduces additional components , 

in the frequency domain, because of the side-lobe characteristic of the 

sin(f)/f function, unless the truncation interval is chose"-~-w be equal 

to a multiple of the period. To reduce leakage, it is necessary to emplûy 

a time domain truncation funct;on, which has side-lobe characteristics which 

are' smaller in magnitude than that of sin(f)/f. A good truncation function 

is the Hamming window, 

__ {O(l-b) + b cos (Tt~) 
w(t) 

for -m+ 1 < T < m-1 
(0-7) 

, tif' 

y 

- ~ 
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where Tt is the length of the time record in secçmds. If w~ let b = 0.46, 

then this is the Hamming window. If we let b= 0.5, then this is the Hanning 

window of the Ha'mming window class. Actually, we chose the FTFPS routine 

(from the IMSL Library) to obiain the power spectrum of ~~~~~func:ion. 

This ~outine'uses the symmetric window 

w(j) = 1 -

l-l 
j - -2-

L+l 
-2-

for j=O,1. ••• ,L-l (0-8) 

which is approximately the Parzen window. (L i.s an input parame~to the 

• FTFPS routine used to segment the time series, and must be a •. pow;r:.~f two.) 

In order to understand the "picket-fence effeet", it is necessary 

to understand the nature of the results of the FFT. The FFT produces a 

spectrum of Nf freqUêncy.oomponents spaced at in!ervals of L'If = lITt. If 

a u~it frequency com~onent occurs at fe , such that fc is an i~teger mul

tiple of ~f, then its magnitude will be expressed as unity. If, how~ver, 

fc does not occur with su~h an integral relationship, then it will appear 

4n the surrounding frequency components n·f' and (I)+l).f. Its amplitude 
,.v • 

in thi s case will· be sin (f) / f, where f = f c - f n and f = f n+ l - f C' In the 

worst ease when fc .is located half-way between n·~f and (n+l).~f, it will 

be seen as 0.637 of the amplitude at both of th~se frequencies. Therefore, 
• 

the FFT could result in an error of 27.3% in the value of the amplitude. 

This effect is referred to as the picket-fence effect. A possible cure 

to this problem is to double the record length with a set of samples which 

are all zero. This would cause the FFT to calculate a redundant set of 

terms which wourd be between the original terms. Now, the maximum error 

'. 

( 
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wou1d occur when fc is 1/4 of the way between successive frequency com

pone~'ts, and would then reach 10%. However, in practice the picket-fencé" 

prob1em is not as gre~t as this disc~ssion imp1iesl 

. 
The fo11owing schemes of a{t) have been gener~ted in Chapters_ III 

" 

and IV. They are presented in a discretized form, their general variate 

being given at a specifie instant of time t k. Each mode1 of a(t) thus 

characterized is denoted.by a small bracketed 1etter, i.e., [a], [b], ... , 

[k]. Besides the schemes of a{t) are indicated the names of the cases under 

wh; ch the .scheme in questj on has been cons i dered in the va ri ous chapters 

or sectioli1s. Not al] schemes have been used in Chapter III or in one of 

the two sect; ons of Chapter IV cons i dered, as can be seen be1ow. In Chap-

ter III, the case's envisaged have previous1y been called Curve 1, ... , up 

ta Curve 4. For Chapter IV, they are called A[v] or 8[w] wbere the capttal 

letters A and B show that the cases considered belong, respectively, to 

Section 4.2 or Section 4.3, whereas the sma'l 1ett'ers inside brackets 

(hypothetic [v] and [w] used here) indicate which model of a(t) is taken. 

The varjous schemes of a(t) are presented in the table on the next page. 

" 
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Scheme cons i dered, Cases exami ned 
-- - -------- ------- -------- ------ --_'!_--------- - ------ -- ---- - - ------ - --- --- -------
Name 

, [a] o 

[b~ 

[cl 

- N 
Cf] , ~N' L sin[w1·tk+R01· k] 

;==1 

- N 
[j] ~N L sih[winew(l+)J;sin(10À1Ttk))tk] 

;=1 

- N 
[k] ~ ;:1 s~n[{w;new(l+llisin(lOÀ1Ttk)) 

+ ROik}tk] 

Chapter II 1 

Curve 2 
(Curve 1) ! 

Curve 3 
(' 

Curve 4 

Sect; on 4.2 Sect; on 4.3 
Co 

Â[a] 
" 

B[a] 

A[b] 8[b] 

. A[c] 

A[d] " 

A[e] ,8[eJ 

A[f] 
. \ 

B[g] 
~ 

B[h] 

8[j] 

B[k] 

, , 

, : 
1 

1 

1 • 
; 

1 
l ' 
j 

1 __ ---L-
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Remarks 

1. As a first remark, tét us notice that not all these schemes are r~ndom; 

in fact we have: 

2. 

pseudo-random schemes: [c],[dJ,[eJ,[fJ,[iJ,[k] 

deterministic schemes: [a]~[b],[gJ,[hJ,[jJ 
\ 

It may also be noticed that, similarly to equation (3-2), all amplitudes . 
\ 

ai of the individual sine functions are being taken to be equal, hence 

& is again defined, similarly to equption (3-3), as 

r 

N -o = E 
i=l 

a. :: Na. , 
1 l 

(4-4) or , 

(D-9 ) 

hence the amplitude of one sine function i5 egual to 
r' 

-_ Ct 
ai - N (0-9' ) 

and appears under the latter form as a common factor in most schemes . 
of o(t). The only difference between equations (3-2) and (3-3), and 

~ (D-9) and (0-9') is that the latter ones are generalized for any N. 

3. After these two global remarks, we still have to examine the schemes 
( 

one by one in order to specify sorne characteristics, especially the 

different methods used to generate the random variates ROik which have 

,all, been noted in the same way for simplitity. 
~ 

Scheme [a]: This the fundamental reference case since it represents 

the homogeneous model of two-phase flow for which mh(t) = mh (it is 

recalled that in Chapter III, Curves land 2 denote, respectlvely, the 

analytical and numerical sOlution). 

Scheme [b]: This is the determiQistic reference case and consists of 

the sum of N sine functions in the time damain, or a juxtaposition of 



c 
/ 

( 

.... , ~" r 

010 

c 
" 

N identical peaks in the frequency doma;n [see Fig. 25(a)]. Tomake these .. 
, ---

peaks equidistant, we choose equidistant frequencies, according to N, as 

follows: 

N= Values of fi = wi/2TI 

S Hz 
~ 

5 5 , 10 , 15 • 20, 25 

2.5 Hz 
~ 

9 5, 7.5, 10, 12.5 15, 17.5 20, 2z...S, 25 

1.25 Hz " 
~ .\ 

17 5,6.25, 7.5, 8.75, 10,11.25, 12.5, 13.75, 15, 

16.25, 17.5, 18.75, 20,21.25,22.5, 23.75, 25 

0.625Hz 

/ 

~ 
5,5.625,6.25,,6.875,7.5,8.125,8.75,9.375,10,10.625, , 

11.25,11.875,12.5,13.125,13.75,14.375,15,15.625,16.25, 

16.875, 17.5, 18.125, 18.75, 19.375, 20,20.625. 21.25, 21.875, 

22.5, 23.125, 23.75, 24.375, 25 

Let us specify that these values of the perturbation frequenc;es, fi' are 

also those for schemes [4B to [;J, in case the corresponding value of N is 
r 

'used. ~~ 

Scheme Cc]: This is the random reference case (comp1ete1y pseudo-random 

without favouring any specifie frequency). Its generation by a norma~ 

Monte-Carlo technique is given in Appendix C.2. As far as its mean ~ and 

standard deviation cr are concerned, it was found in Appendix C.3 that for 

By a similar demonstration(, it is estab- ,.;.; r~ 

lished t~at for any N, we have 
r 



, 
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011 

II = 0 (.4-8,a) 

and 
t 

cr = o./v"2N • (4-8,b) 

i:) , 

$cheme Cd]: In this case, the amplitudes of scheme [b] are made random. 

To see this better, scheme [b] has ta be written' again in its initial form 

using (0-9'), 

By replacing ai,by the pseudo-random sequences JAik (RA standing for "Random 
" 

Amplitude ll
), we obtain sche,rne [d]. The new subscript k stems from the fact 

that the random variates are different for each instant of time t k. Oe-
-

fining ai = a (= N) - the common va1ue of all the amplitudes ai of scheme 

[b] - the N sequences RAik at a given instant t k are all chosen to have 

the same mean ]Ji = il, and also standard deviation 0i = a/12"N which distributes 

the;r deviates from a ta 2à about the mean a. Ta obtain given deviates of 

the random sequences RAik' the N assoc;ate deviates of the pseudo-random 

Monte-Carlo sequence (as for scheme Cc]) are generated by assigning the 

first one to RAlk' the second ta RA2k' and 50 forth to RANk' It was verified 

for N=5 that, by doing 50, one still obtains normal (Gaussian) sequences 

for each RAik - provided, of course. that a sufficient number of deviates 

has been generated. 

Scheme [eJ: Here the amplitudes a· remain constant as in scheme [bJ {hence , -
the common amplitude N can again be written outside the summing operator r), 

but the frequencies are randomly perturbed. In this case ROik are random 

sequences of mean lJ; = 0 and of variable standard deviation cr (now being, 

1" 
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used as a parame~er 'independent of a). The wi are constants as 1n scheme 
0i 

[bJ - 50 that ROik acts as a fluctuator to wi' As alr~ady mentioned, the 

values -of fi are the same as for scheme [b]. 

Scheme [f]: In this'case it is at'tempted to achieve the same goal as- above 

(scheme Ce]) by ra~domly perturbing the phase between the freÇjuency com-" 

ponents of ~(t), rather than the "predominant ll frequencies themselves. 

ROi k are pseudo-rahdom numbers defined as for scheme [eJ, hence cr can again 

be chosen independent1y of a. 
Scheme Cg]: This is a new deterministic case in which the circular fre

quencies wi are deterministically perturbed by the factor' +l1isin(Àwitk)' 

Scheme [hJ: This is the same detenministic case as scheme [gJ, but in the 

aforementioned factor, all the frequencies wi of the term sin(Xwitk} are 

rep1aced by the lowest of them, w
j

:::: 2nf j :::: lOn (since f
j

;;5 Hz). 

Scheme ri]: This is again a pseudo-random scheme. In fact, the determinis-
j 

tically var.ying frequencies of scheme [gJ are further disturbed randomly 
, , 

by pseudo-random deviates ROik defined as for scheme [el. 

Scheme [jJ: This case is the same as the deterministic scheme [h] with, 

in addition, a systematic frequency shift of -3 Hz, translating thus all 

the frequencies fi from the range (5 - 25 Hz) down ta the new range (2-

22 Hz). 

Scheme [k]: This is a pseudo-random scheme with the new range of frequen

cies (2 - 22 Hz) abtained by random~y perturbing the already deterministi

ca lly vary'ing freql\en'ci es of scheme [j]. As a matter of fact, goi ng from 

scheme [j] to schem,e [k] is exactly similar to '90ing from scheme [gJ ta 

scheme ri]. 
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The listing given below corresponds to run A[e], for which the 
il 

deterministic frequencies fi are perturbed by a pseudo-random fluctuator. 

The parameters considered here are N=5, fn=14 Hz, &=0.25 and a=0.50. 

The listing may befound in the fol1owing paçfes, as wel1 as the 161 first 

D13 

digital output data, i.e. up to the frequency of 25 Hz. Bath power spectra 

of the fluctuator ~(t) and of the response x(t) are given. 

" '1 

" 
1 
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t.~_,;~ _ 
lii~ ... J ... ,t... ~. .. - ", 

-'Il W. .' ',-;:;... 
,. 

. .L. _,,~lt. .t.... l. ... ~. 

"" 

- .,. - ...... .tI.~""~ .. ~ __ ...--... __ _ 

o 
> 

':..1,. _ .. ~l..i.,.{ ... _';:...t..;, MÎ":'. \:.~_; l.-'-.te,:. ........ "'~ .::. ........ ..J..W.L . • _ t n 

FCJRTPAr. 1 V GI kLLE~':::'= 2.,) /.lA l N 

0001 
0002 
OJ03 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
00 11 
0012 
0013 
00 l'~ 
0015 
0016 
0017 
OOEI 
0019 
0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
0036 
0037 
0038 

003<) 
0040 
00 41 
0042 

0043 
0044 
0045 

0046 
0047 
0048 
0049 
0050 

,.. *** i\uN A (fol 
I~PLICIT RlAL*8(A-H.K-L,O-~,T-Z) 
l NT'E CEI= 1 y • N • M • l NC • 1 CPT. T MA G4 (5151 ) • l E.:~ • ! T 1 TL E ( 144) • 1 CH AI-< ( 1 0 l 
; N-EGE;:; NN • L. l ND, 1 wK ( Il ) 
~E AL RANGE (4) 
!;!:::AL ç:'X • FXINC • PS(1025) • P8IG • DDD • FLOAT 
LCUBLE P~EC:5ION X(1025).Y{1025.1) • ~IGMA • SIGMA2 
rO'JRI E f"lI='FCISII'JN XX(4096).PSX(I025).WK( 1~41 
DQUHLE pl='ECrSION YY(409b) .r>SY(10;25) .XPS(2050) 
CO~PLEx*16 CWK(2050) 
CAT,:! ICHAR(I)/lH /.QANGE/4*0.O/ 
C~LL UGETIC{I.NIN.NQUT) 
~~IN.5) {ITITL""(I). 1 = 1.144 

5 r;:- 'J"'" 11,,t.. V ( 72 Al) 
L'.,[ 2 48 
/'-'N[ = 0')6 
!N~ 
PI == 3.1415926536DC 
FI = 5.DO 
FN = FI 
TN == 1.DO/FN 
Tl ::; 1.00 / FI 
H = 'T'N/64.DO 
GI == 2.~O*P"UFl 
r 2 :: 01 *2. DO 
03 == 01*3.DO 
:J4 = 01*4.DO 
r5 = Ol*5.CO 
'!'L?H;'. = O. 25DO 
Al = ALPHA / 5.00 
62 = Al 
1.3 == Al 
A4 = Al 
AS = Al 
PHIl = O.CO 
PHI2 = PHIl 
°HI3 = PHIl 
DH!4=PHll 
PtiIS = PHIl 

.. 

(; 

" 

• 

f-'I;E gOOl 

:*************************** 
C'IG'-'A = 0.5000 
711 j U = o. DO 

ELC··IENT .3 ço~ THe GAUSSIAN CIS1RIAUTICN 

W~lTe(6,B3) TMrU,SIGMA,AlPHA 
138 FC'~.'AT('lt.2X,'G~USSIAN DISTRIAUTIfJN MIll = ',020.13,' 

*GMA::. ',C20.13.· *** ALPHA = ',DI2.5) 
l J:;. = 1 
IRI= 1 
J ::. 5**13 

r*************************** 
"'N'I= 14.[\0 
eN = 2.00*FI*FNN 
CZ:TA == 0.C05(,0 
'C"1AS~ = I.DO 
KA = C~ASS*O~*ON 

INITIAL!ZATION 

~- ' 

"if 

\ SI 

.... ~J~ ... " 

o 
.J:>o 

ç" 

~ 



... ' 

t·· ..:t!~ ~=îl i ~ v 
, ,~- *-' 

&, 
OJ51 
00S2 
0053 
0054 
0055 
005b 
00S7 
0058 
0059 
0060 
006. 
006? 
a Ot:3 
0064 
0065 
0066 
0067 
0068 

0069 
0070 

0071 
0072 

0073 
0074 

0075 
0075 

0077 
0078 
0079 
0080 
0031 
ooe2 
003] 
0084 
0085 
OOe6 
ooe7 
0088 
OOA9 
00<;0 
00<) 1 
00<)2 
0093 
0094 
0095 

~:,. -, 

. ' . ' ... &. ~ 
~ ~ ... _ • r"" 

: = 2.CO*~Z~~.*ON*~~;S5 
C'F = O.DO ...J. 
OM::.GA = 0.['0 
T = O.D a 
xo= 1.DO 

:YO: O.DO 
XI= I.DO 
Yl= O.JO 
X2= 1.D a 
Y2= 0.)0 
XX(l) = O.DO 

YY(1) = I.DO 
XXSUf>1 = O.DO 
YYSU~ = O.CO 
)( X:? sur., = O. ~ 0 
YY2~UM = 0.')0 
['01 1 = ? f\JN 

.. , ..... ~~---

l'!J;,: .... ~ _ •• 11.. •• ,,~ ... '. , ~-. 
tt 

PA(,Î:" 0002 

CtLL .t>L;:PH(!hl.TMIU.SIG~t. ."".Ol.02.03.C:4.05~PHI1.PHJ2.PHI3.PhI4.PHt5 
~5.ALtH.J.Al.A2.A3,A4.A5) , 

Co!, L L FF ( H, Y 2 , U 
CALL P~~TU(H,KA.C.C~~SS • X2 

",,-, 

'(2 v 
*.TMIU,SIGMA.J • IR,RF.C~~GA.T • 
*OI,02.03.04.C5.PHI1.PHI2.PHI3.PHI4.PHI5.~1 • .t>2,A3,A4,AS) 
CtLL FF(~. Y2+ V 12.DO • UU ) 
CA~L P::"TU(H,KA,C,O'ASS , X2+ l) /2.DO • Y2+ V /2~f1.0;'t.i..'!';:-VV 

*.H.!U.SIG/ll.J ,IR,RF,CMF:GA,T + 1i/2.DO , ~ \: 
*Ol,C2.03.04.G5,PHIl.PHI2.P~I3.PHI4.PHI5.Al.A2,A3.A4.~5' 

CALL FF(H. Y2+ VV/2.CO • UUU ) 
:ALL P~RTU(H,KA.:.C~t.ss • X2+ UU/2.CO • Y2+ VV/2.DO • VVV 

*.T'IIU.SIGr-'A.J ,IR,RF.OI>"F.GA,T + H/2.DQ, _ 
*Cl.02.03.04.C5.PHIl.PHr2.PHI3.DHI4,PHI5.Al.A2,A3.A4.~5) 

CALL FF(H, Y2+ VVV • UUUU ) 
CAlL P:::RTU{H.KA,C,C~AS3 • X2+ UUU 

*,TMIU,SIG~A.J .IR.~F.O~EGA.T + H • 
• Y2+ VVV VVVV 

*Ol.02.D3,04,,:,s.ptir l ,PHI2.PHI3,PtiI4.PHI5,Al,A2',A3,A4,A5) 
XXXX=X2+ (U + 2.DO*UU + 2.:)O*UUU + UUUU)/6.()O 
YYYY=Y2+ (V + 2.DO*VV + 2.DO*VVV + VVVV)/6.~O 
ï = - + H 
XX ( r) = AL PH 
YY(I)=XXXX 

X2-= XXXX 
Y2= YYYY 
XX~UM = XXSU~ + XX(!) 
yy~U~ : YY~UM + YY(I) 
XX2SUM : XX2SU~ + XX(I)*XX{I' 
YY2SU~ = YY2SUM + YYCI)* YYCI) 

1 C.OLTINUE 
XX~U~ = XXSU~ / NN 
YY3U~ = YYSU~ / NN 
XX.~ ~~s = r SOR T( XX2S LM / NN 
yY~MS '= CSCRT( YY2SU~ / NN 
~P!7~(f.7) XXSU~, XXR~S 
WtIT~(ô.8) YYSU~, yyq~s 

7 FO):;~tT(////I/'O', 8X,·XXSU.., = ·,rZfJ.13,6X,·XXRMS = ',D20.13) 

, 
, -. ,t . , . 

• 

'. 

o 
0'1 

" 

\ 

~ 



... . , 
"è~&i""w_:~~'>o /"--. 

t-. . pl!t ':; ~,<:"'?<~-

0')96 
0097 
0098 
0099 
0100 
0101 
0102 
0103 
0104-
0105 
010b 

0107 
0108 
0109 
0110 
0111 
0112 
0113 
0114 
0115 
0116 
0117 
0118 
0119 
0120 
0121 
0122 
0123 
0124 
0125 
012b 
0127 
0128 
0129 
0130 
0131 
0132 
0133 
0134-
0135 

0136 
0137 

-0138 
013C) 

01 .... 0 

.. .. ;;..t,. ;;..:., , t~ ;: 
• • :f. . . • ...JIiIL 

~ 
';,..s;:' .:.lI;I i' - ~ , • _--1 ~~ _ ""I. .... ~ ... _ ..: .. ~ A " 

""-
~ . 

.... ~/ .. 
d 'O"'/I.·;.T{ 'O'. d x. • VYSUr'" = ',r21).13,6X,'YYRMS = '.020.13) 

[;06 r = l,r .. 1\ 
X X ( 1) = X X ( r) - X X S Il I~ 

Y Y ( 1) == YY (1) -y y .; U M 
6 -()1'<i!t~U~ 

CAL L FT F P 5 ( X X. Y V • NI'l • L. r ND • ~ s X • p 5 Y • X P S • 1 WK , 'II K • C W K • 1 ER) 
~RITf(6,t6) Ifo 

66 FJ~~/AT(/////'O'.6X,'IER = '.I4.' '//1/1) 
iENrw = L*h 
'" ~ l ~E (6, 333 ) 

333 FO;;t'AT{///////'O'.10X.' ~F<.~QUENCY 

* 'POWER SPECTRU.., OF X * 'Pt'JW'.::R SOECTPU"l 'JF y * '~·1AGN. Oc X-SPC::CTPUt., * 'PHASE ('lc X-SP:::CTRUM 
IL;::: L/2 .... 1 
D02 1 = 1, IL 
XCI) = DFLCATt} - 1) 1 CENO~ 

'.3X. 
, , 3X. 
, ,·3X , 
'.3X. 
'//////) 

2 vRITE(6.3} I,X(}) • P3X(I} 
3 FOC: /-IA T (' '. 2X • 14,5 ( 3X • C 20 • 1 3) ) 

: Ne = 1 

PSY(I) , XPS( 1 ) , XPS(I + lU 

~22 
55 
1 1 

4 

42 

h. = 1 L 
; .. l = 1 
ropT = 1 
IY = IL 
XCl) = o.co 
! TE ST = 1 
CALL PLaTO,", 
GO TC Il 
CO~5 r = I.IL 
PSX(I) = PSY(I) 
C 04. ! = 1. 1 L 
Y(ld) = P5X(!) 
CALL USPLT8(X,Y.IY.N.~.(NC.ITITLE.~ANGE,ICHAR.IOPT.IMAG4-.IER) 
caLL LARGECPSX.IL.BIG) 
hOIG = SNGL(BIG) 
rF{f;BIG.EQ.O.O) Gr: TD 72 
[n42 1 ~ l.IL 
PS(I) = ~NGL( PSX( 1) ) * 8,0 / Ké:3IG 
FX = 0.0 
~D~ = FLOAT( L/2 ) 
~XINC = 16.0/DDD 
CALL PLOT(4.0.1.5.-3) 

l 

"-" -"'F:( 

n 

PAGE 000::3 

rALL AXrS(c.o.O.O.·FRACTla~ o~ P~AK AMPLITUDE'.26;B.O.90.0.0.0,O.125 
*25) 

IF( ITE:"T.NE.1) GO TO qO 
CtLL AXISCO.O.O.O. 

*4-1 : ALPHA{T) WITH 
$~!. = 0.50 

GO TC' 91 

'CASE 
PSEU["O-RA:-JC'O:.A FR,::aUENCIES / ALPHA = 0.25 & Sl"t1~ = 

Ft:;<"=OUEN:V(HZ1',-111.16.0.0.0.0.IJ.IO.0) 

90 CALL AXlS(O.O.o.O, • CAS;:: 
~4-1 : ASSOCIATE SYSTEM RESDONS~ (UNFQ~(f,) / ALPHA = 0.25 & SIGMA 
$= 0.::0 FQEQU""ICY(HZ)'.-11I,16.0.0.0,0.0.IO.O) 

91 CALL PLOT(FX,PS(l).3) 

1:. 

" 
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1 --

.. 1 .... ,""l'(.. .. ..liIuI' ... -1 ..... , '. . . 
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l 

0141 
0142 
0143 
0144 
0145 
0146 
0147 
014f1 
0149 
0150 
0151 
0152 
0153 

\ 

C041 1 = 1 • IL 
Cf.LL PLOT(FX.PSJI).2) 

41 FX = FX + FXINC 
CAlL PLOTP"X.-t.5.-3L 
1 F ( l TE'3 T • N~ .1 ) GC TG 24 
Ir":;T = 2 
GO 7(' ?2 

72 v,RITE(6.20) 
20 FO~I·AT(·O·.8X.·RBIG IS EQUAL TO ZERO') 
24 C O'H 1 NU?; 

CALL ENIJFL'" 
STOP 
E~r 

.. , ~-' 

*CPTICNS IN E=FECT* NC~~RM.IC.E9CDIC.SOURCE.NOLIST.NCDECK.LnAD.NOMAP.NOTEST 
*CPTIO~S IN EFFeCT* ~AM~ -= ~AI~ ,LINECNT = 56 
*STATISTICS* S~U~CE STAT~MENTS = 153.PR~GRAM SILE = 186328 
*STATISTrCS* ~n ~IAGNOSTICS GENERATED 

FORTRAN IV GI 

0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 

'" 

I:ELEASF.: 2.J LARGE 

SU8r.OUTINE LA~GE{E.N.8IG) 
!MPLICIT REAL*8(A-H.K-L.O~Z) 
~GUBLE PRECISIO~ E(N) 

'8IG=0.DO 
[-:0401=1.1\ 
IF(BIG.G=:.CA8S(ECI») GeTa 40 
f:;IG=CAES(E(!» 

40 C2NTINUr:: 
~-;:- "'U~N ' 
~ "'D 

*0P-IONf IN E=FC;:C-* 1'.OTfF<M. ID. EOCD [C.~SURC:::,NOL 15T. NODCCK,LOAC'.N:JMAP.NOTéST 
*OP~IfJN5 IN FFFt:'C-* ~A'iE: = Lt-RGE • LINECNT = 5u 
*STATIST.CS* ~~ Li«(J STAT':'"'-1ENTS = . lO,PRliGRAM stl::: = 448 
*STATISTICS* NO I:IAG'OSTICS GEr-.ERATH' 

;' 

,. 
... 

~ 

'1 , ~ 

PAGE 0004 

~ 
,\ 

---- \ 

CI 
---' ...... 

, 
"--. 
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l~J • ...--, 1...<~L 1 • ..l: 

!~,.'. ,j l~~ '. }' - Î t 
,~. . 

"",·..t~,~.".....:a....ël:'tJ " .~~. ...... ~. ,;i • .b. .t .LJ~I ~ l·'/I ,i&. 
l' .a i.,r t . ~ .~ ,,,, ~ 

j 

<1 

fi 

FORTRAN IV Gl F:ELEAS;;: 2.0 FF 

0001 
0002 
0003 
-0004 
0005 

~UO~QUTINE FF(H,V,KJ 
I~PLICIT REAL*S(A-Z) 
K = H*V 
Ff"TUF N 
fND 

*OPTIONS IN ECFECT* ~àTfRM,ID.fBCDIC.SOUPCE,NOLIST.NCDECK,LOA~,NOMAP,NOTEST 
*CflTICNS IN :::c:'cE=C~* t.A'oiE = FF • LINECNT = 56 -
*STdTISTIes* SOUqC~ ~TAT~~ENT5 = 5.PROGRAM SIZE = 344 
*STAT!ST les* NO r)IAGl'lOSTICS GENf:RATEO , 

FCRTRAN 1 V G 1 RELEASE 2.0 PERTU 

0001 SUBRCUTINE PERTU(H,KA,C.CMASS.X,y,CARL,TMIU,SIGMA,J,lk,F,OMEGA,T, 
*Cl,02.03.04.n5.PHll.PHI2.PHI3.PHI4.PHr5.Al,A2.A3.A4.~5) 

0002 
0003 

IMFLICIT REAL*8[A-H.K-L.O-Z) 
CAL L AL ~ PH ( [R. T ~ 1 U • S 1 Gr·, A. T • 0 1 .02 .03. 04. 0 5 ~ PHIl. P rrr 2. PHI 3. PHI 4. PHI 5 

$.ALPH.J,Al,A2.A3.A4.A5) 
0004 
0005 
OOOL 

CARL = H*( -KA*X - c*y + F*OS!N(OM=GA*T) ) / ( CMASS + ALPH ) 
~ETU~N ' 
END 

*CPTIONS IN ~FF~CT* ~OTF~M. ID,EdcnICtSOURCEtNOLIST,NQDrCK,LO~D,N~MAP.N(T~ST 
*OPTIQNS IN EFFECT* ~A~E ~ PERTU , LI~ECNT = 56 
*STATI3TIC~* S~URC~ STATEMENT5 = 6.P~OGRA~ SIZE = 1260 
*ST~TI5TICS* NO DIAGNOSTICS GENF.R~TED 

*ST'TT3TICS* NO DIAGNOSTICS THIS STEP 

• 

\ 
'\. . 

.. 
~~t!.!'.."""""~"'I ... ....,ï<.."" • .." ..... ~t 

-~ .... '" 4\,,, 

M 
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.' 

v ,-

o 
~ 
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-\ 

,~~- ~~, 
.{, 

.~ ~~ A".~~.j-.'" ~~...;4~~1" "w':' .... ~, ~ .. __ ...... -111 .. 11: .. -; _ .... ..::..... ..., ... ~ ,t,.&~ ",',' f 1 i..~ ,; .~. i' .•. ~ .. 
...' l 1 

.... " 

~ 
~ 

, 1 , If: ; 

FORTRAN IV Gl RELEAS~ 2.0 ALEPH 

0001 SU~RCUTINE tLEPH(IR.TMIU,SIGMA,T,Ol,02,03,04,OS.PHI 1,PHI2,P~I3,PHI4.PHI5 
*4.PHI5.ALP~.J.Al.A2.A3.A4.~5) 

0002 
0003 
0004 
0005 
0006 
0007 
ooca 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 

"" 

C, VAFIANTE l " 
, !~PLIC!T RE~L*8(~~K.K-L.O-Z) 

COUeLE P~ECI510N RJ(S) • RROfS) 
~D(l) = Dl 

,('0351 l -= 2.5 
351 RO(!) ::; ;:<0(1-1) + qO(l~ 

DO 44 1 = 1.5 
t:RR == 0.00 
CO 7 III = 1.12 
IP :;: r:;*J 
IF ( l F= .L T. 0 ) 1 R = 1 R + ?* (2**30 - 1) + 2 
~ = CFLOAT(IR)/2.DO**31 
FR = R*SIG~A + TMIU/12.DO - SIGMA/2.DO 
FR~ == RPR + RR 

7 CONTINU:: 
44 FRO(1) = RRQ 

ALPH = 0.00 
('C45 1 = 1. 5 

45 ALPH == ALP~'+ Al*DSI~({RO<I) + RrtO(!) ). T 
FEiU;;"N 
EN!! 

*OPTIONS IN 2FcECT* NOT~P~.I~.E9CDtC,SOURC~,NOLI3T,NCQ~CKtLOAD,NOMAP.NCTEST 
*CPTIO~S IN EFFFCT* ~AMF = ALEFH • LINECNT = 56 
*STATISTICS* saU~~E STAT~MENTS = 21.PR~GRA~ SIZE = 1434 
*STtTISTICS* NO OIAGNOSTICS GENERATED 

~*~Vy.'-r i .. \ !.?- .... .!' ' • .E.« /- ... .:: ... :;:. 

c 
w 

• 

'--. 

" 



kl ...... ' "'"' ---- l~,d ... 

, 

" 

jl;::~/" ~.j:f.. .. ~ ... ~ .... '\.1 -t~.. ,,~.~!.i~""dt~ ... l ,";';"i ta'~ ... ~ .. ~"';' ... ..,.j.J::J ...... (~- _ .1:~' .... , ~.~-

xxsu~ = 0.10804485280830-02 

yysu.... = O.3254~33933068D-03 

,. 

.. 

XXRMS = ~.81B018577999SD-01 

yyqMS = 0.20451746427500+00 

i' . i , 

" 

iE~ = 0 

~:~ ... ""."",~I<l).-.... ~""" ~., "-~~ r~ _ v 

1 
2 
3 
4 
5 
(, 

7 
B 
9 

1 0 
1 1 
12 
13 
14 
15 
16 
17 
18 
19 
20 

Fr.i':QUENCY 

0.0 
O.15625000COOOCr.+OO 
O.3125000000000~~OO 
O.46875000COOOOD+OO 
0.~250000000000C~OO 
O.781250000000C~+00 
0.937~)00COoooor+00 

O.1093750000000r+Ol 
0.12500000000000+01 
0.1406250000000D+Ol 
0.1562500000000C+Ol 
0.1718750ccoooor+Ol 
0.le75JOOOOOOOOC+Ol 
O.20312500COOOO~+Ol 
O.?18750000000ur+Ol 
0.2343750ccoooor+Ol 
0.25COOOOOOOOOOO+Ol 
0.26562500C000Cr+Ol 
0.2812500000000r+Ol 
O.296875COCCoOOt+Ol 

PO~ER SPECTRUM CF X 

0.11536546688900-02 
0.12698201821860-01 
0.5649646766322D-02 
0.2619439283272r-02 
0.1036025464383D-Ol 
0.13669290246610-01 
O.4971783548602Q-02 
O.725363C19é079D-Q? 
0.1803081008235D-01 
0.12041436BS600D-Ol 
0.4856117023344Q-02 
0.26685613090630-02 
0.2676563711132D-C2 
0.41925730471660-02 
0.3G321391J40230-0~ 
0.4S64171774482D-02 
O.1311262dh18890-02 
O.137364~95~792D-01 
0.~A05431475156r-02 
O.3340321027528D-0~ 

.. 

PC~Eq SPE~T~UM ûF y 

J. 

0.1089817177585D-03 
0.2245525513456D-04 
0.1773976578099~-05 
O.4683531113154J-04 
0.4946708245725D-04 
0.9082362463446D-03 
0.2435100243476D-02 
O.IOl0712565139~-02 
O.2~195a1533239C-03 
0.7146601697157~-04 
O.4817622031104J-05 
O.338415d038688J-04 
0.225906916~967~-04 
O.5b907B94S6491~-04 
O.3H952S32fil019D-04 
o • 30 f3 62Z 2')5 7H3 4D- 04 
O.1429bI545B502~-05 
0.270 lhJ OC.32907[)-04 
0.2595098016090D-04 
0.7204004912666D-05 

~ 

.' 

, 

€' 

,/-

o 
N 
Cl 

, .,. 
J 
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21 O.312~OOOOO0000rtOl 0.8677155762722D-02 O~2594750412594D-04 
22 ' O.328125COOOOOO~+01 0.37865902g9245r-02 0.7228301608822D-~4 
23 0.3437500QOoooor+Ol O.405110059U587~-0~ 0.6270263589938D-04 
24 O.359375COCOOOOr+Ol D.~295q544IB046D-02 0.7109851955140D-04 
25 0.375~OOO000000C+Ol 0.93871405634320-02 0.4301385720756D-03 
26 0.39062500COOOCf+Ol 0.2727078767759D-02 0.1~43997213139D-02 
27 0.4 0-625CO':)COOOO~~O 1- - O. 730:;>00()638813D-02 0.2~H59~727SS~7D-O~ 
28 0.42187500COOOOO+01 0.1930520049283D-01 O.8091730a628990-03 
29 0.4375000COOooor+01 0.4981GOI035859~-C2 O.3019103771048~-O4 

< 30 J.45312500CCOOOr+ol 0.246538057006a~-02 Q.2084214713052D-04 
31 O.468750CCOOOOOC+Ol 0.4830024529234~-03 O.2249718654393~-O4 
32 0.48437S0CCaOOOr+Ol O.27753SJ762392Q-Ol 0.55724B7~49032D-05 
33 0.5000000000000C+Ol 0.=3Ç4959SS7401C-Ol 0.2699651200608D-04 .-34 0.51=~250000000C+Ol 0.144481218t453D-01 0.30111208346530-04 , 
35 0.53125000000000+01 0.486309J956142~-02 O.4722843103118C-04 
36 O.546E750COOOOO~+Ol 0.21215g4110321D-02 O.138931b01323JQ-04 
37 0.5625000000000[+01 0.4285239675760D-02 0.3772556603897[-04 
313 0.57e12500COOOG~+Ol 0.1066163636714C-01 o .l2 7751354280 5~-02 
39 0.5937500000000C+01 0.1033053924399D-01 0.3354568794385C-02 
40 O.6093750000000C+Ol 0.73578418449860-02 O.18476112690B6~-02 
41 0.62500000000000+01 O.7Ç64679113t84D-02 0.26493S0766197D-03 .. 
42 0.64C62500CJOOOr+Ol 0.90907~89169510-02 0.1188761496968D-03 43 0.t562500000000r+01 0.2084966715553~-02 0.31480340~6722~-O4 44 0.67187500COOOOr+OI 0.8=4645286877?0-02 0.5960~9Ç521058D-04 
45 O.6875000000000C+Ol 0.3340723924597D-02 0.5123686464202D-04 
46 0.7031250JCOOOOC+Ol 0.4669835432039D-02 0.lJ94851156254C-03 
47 0.71875~OOOOOOOC+Ol 0.5323755081761D-02 0.4~996921~5519~-04 
48 0.73437500COOOOD+Ol 0.1074642890743D-Ol 0.90836302A~385S-04 
49 0.7500000000000D+Ol O.6~67603422813C-O~ 0.59520961~3095~-O4 
50 O.7Q56250COOOOO~+OI . 0.1036133945409C-Ol 0.3755216989756D-O~ 
51 0.7812500000000D+Ol 0.5811002254152D-02 O.10a91141b0967D-04~ 
52 0.7S6e750CCOO~O~+OI 0.77864633059980-02 0.3947695755723D-04 53 0.8125000000000D+Ol O.249071210674b~-02 O.7676123139546~-O4 ,. 54 0.82812500000000+01 0.2115188516085D-02 a.563848002~027C-04 
55 O.8437500COaOCOC+Ol 0.2467009946464D-02 0.1900855109735D-04 
56 O.8593750000000D+Ol 0.278917J595197D~ 0.18413489610b22-03 511 0.8750000C000008+01 O.43567440J7484DC 2 0.65345974062550-03 58 0.8906250CCOOQOr+Ol 0.1023990416020Q 02 0.3~03A4925B929)-02 
59 0.9062500000000n+Ol O.133503100589~-O2 0.5~114d8439087r-o~ 
60 0.J218750COOOOOD+Ol 0.2276071818668C-02 O.2572880276139C-02 
01 0.93750000000000+01 0.e41u384508090D-02 O.116177723881q)-03 
62 0.95:: 12 50 00000 cc + 0 1 O.E353451477741D-02 0.1047323746926C-03 63 ~.96a75000000oo6+0J O.46S2717e~S586D-02 0.6994370979094D-04 
64 O.9843750CCOOOOC+Ol 0.24S52~4023574D-01 0.9q457l1582364~-04 
65 O.lOOOOOOOOOOOOC+û2 0.[056368308276D-Ol O.2225443000614C-O~ 
66 O.1015b25COOOOOC+02 0.210191611651R~-01 0.31040ù5703442n-O~ 
67 O.1031250000000~+J2 O.4C~?604853133C-02~ 0.33181~215J193D-03 
68 0.1046875CCOOOOC+02 0·1é74535S36749D-OJ 0.23075')5791754J-03 

0 69 O.1062500000000D+O~ O.Z5b72élO19311D-02 0.21006660779820-03 i';'J ,. 70 "O.107E125000000D+02 0.5511802998199D-02 O~42522079B3272D-02 ..... 
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71 0.10937500000000+02 0.57347700682910-02 O.1721081546667D-Ol. '. , . 72 ù.llOS375000000C+02 0.2215463578493D-02 0.lO31966470233~-01 
73 0.112=0000000000+02 O.94621049S5018D-02 0,.1636217051289C-02 J 74 • 0.1140C25000000C+02 0.2230000362696D-Ol O.4577612012949D-Q3 f 

75 0.11562500000008+02 0.5999933314036D-02 0.1<399067430725['-04 
76 O.1171H15000COQ[.02 0.10970241500040-02 O.45425000~476D-03 
77 O.1187500000000~+02 0.46386034846950-02 0.581552409 536D-03 
78 O .• 1203125000000{;+02 O.1685273833383~-02 O.985435b2032652~O. 
7e; ù.12t875JOOQOOOr+02 0.=989083872975~-02 0.3432348873741[-03 
80 0.1234375000000C+02 0.~Ç558142652460-02 0.1762876400618~-03 
81 0.125000000COUOC+02 0.73299231971100-02 0.2680387886640~-O3 
82 0.12E562S000000C+02 ·0.7824017034056D-C2 O.4351469390850~-03 
83 0.1281250000QOOC+02 0.71950149953020-02 O.lOO1987588993C-02 
84 O.129t875000000C+02 0.132055212é50~D-01 0.1393086228825D-02 

1 ~ 85 0.131250JOOOOOOD+02 O.~495aOb8115670-02 0.33762746210970-02 
i 86 0.1328125000COOr+02 O.54492Ç4810821D-02 O.1149883501750~-Ol 

37 O.13437500COOJo~+n2 0.42603546876270-02 0.11~~Ba93J75150-02 
88 O.13~9375000000C+02 0.29é355319é593C-02 0.635S210941927C-Ol 
89 ~.13750ù0COOOOO~+02 0.15614302347070-01 O.1485926521152~.OO 
90 O.139C62510COOOC+02 O.S4078472B0259D-02 O.47673736681~4r+Ol 
-JI O.14062~onOOOOOD+02 0.2527334611764D-02 o .lJ4284<;0862'}4)+02'-- , 
92 J.1421n7500000ûL.02 0.19261840693260-02 0.1~4~009036776Q+Ol 
93 ~.1437501000000r+02 0.16280014993100-02 0.14213835769~9D-02 
94 ·O.1453125COCOOOC+02 0.99584240866190-02 0.5378710617470D-01 
-J5 O.1408750000000Gt02 Q.·1.:3 1491 S 1.2 59200- 01 -·--···0 ... -46') 143 ::39-46(,92;)- 03 
96 0.14E4375000000D+02 0.1446J09406090D-OI b .11842790734470-01 "--'-., 97 O.1500000000000C+02 0.3987088954890D-01 0.1636069735093D-03 
98 O.15I5625caOCOOC+02 0.21063040052280-01 0.1596637733004Q-02 <-:;9 0.1531250000000r+02 0.14050805161110-01 O.1053366978949C-02 

100 O.15468750coooor+02 O.213672044C694D-02 0.118558546805BD-02 
101 0.156250 OooooQ.or +02 0.9049416400197D-03 0.5231350733003~-04 
102 0.15781250000000+02 0.1465655903299D-01 0.42216442982490-03 
103 O.159~750000000C+02 0.75227860é9046D-02 0.8630590332323['-03 
104 0.1~09375000000D+02 0.2C47306266267C-02 0.1731487195497D-02 
105 0.16250000000ùor~02 O.é2918646S56590-02 0.671ô5584772470-03 
106 o • 1 6 '.062500000 oc + 0 2" 0.21556S2770161r-02 O.1138840334576D-02 
107 0.1656250000000D+02 0.53611643148830-02 0.1208830394641:-03 
108 O.1671A75000000D~O? O.IC469269042830-01 O.7734411912787C-04 
109 0.16A7500000000C+02 O.70392220S0789D-O? O.656405990871~~-O4 
110 0.170312~OOOOOOC+O? 0.5953675909060D-02 o .9h35661') 1630 Il'-O4 
11 1 J.1718750000000C+02 ù.73334833306220-0? ù.62568Y2424323S-05 
112 0.J?34375000000Q+02 O.7696Ç40244094D-02 O.3b52597149421D-04 
11.:3 0.175üOOOOO0000C+02 O.1180707,O74049~-Ol O.2144445586E27C-04 
114 0.1765625COJOOOC+02 0.é523820é069600-02 0.3204239651491D-03 
1 1!::l O.1781250)OOOOOD+02 0.1084245356787D-02 O.1295340077813G-03 
116 ü.179~9750COOOOC+02 0.10408454485870-02 O.8553547141136r-04 
117 ~.18125COOOOOOOC+02 O.23297é5276506Q-02 0.20857725378g5~-03 

'" 1 1 8 0.1828125QOOOOOO+02 0.1017058957473D-Ol 0.94409089447!::l9:-04 
119 0.1843750000000C+02 0.1283146788528D-Ol 0.2185907157340ry-03 ·0 

N' 120 O.~859375000000D+02 0.2239643090917D-02 O.3901203414342C-04 N -
~ 1't~~ 



~~ ___ ~_ ~~ ..... ~.-.. ~ - .. ~- T~ ~-,. 6-- - _ ......... -~-

L .. ":Ah .. .. 1 .---... " . . Ji, . ".1'- .1, ~-,~:. .;;i.!:iI. .. ,J, • .J k .......-..,..& ... .1. .. .4. .. ~ .. ""'~ - l , n-
'--; . 

-< 

" 
t 

'-
/ 

r / '\ 
~ 

121 O.IA75000CvOOOOD+02 O.74385912&4A84D-02 J.4475310755914C-03 \ 
122 O.1890025COOOOOC+02 0.1084993128751D-02 0.18726022504430-02 
123 0.1 ':1C6250000000C+02. O.1520362305271D-02 0.2873091023625[-02 
124 O.lS21B7S000COOC+02 O.103802061e294~-02 O.9143751872575J-03 
125 O·1937500000000J+02 O.1154121533067r-02 O.61199678749d3J-04 
129 O.19S3125000COOC+02 0.3g11n30162003~-02 o .306335 ~43226~-O4 
127 O.196E750COOOOO~+02 O.~348441426448D-02 0.462133 2411970-04 
128 O.1Se4375000C00~+0? O.137883949C893D-Ol 0_.193905 S062672Q-04 
129 0.2000000000COO~+02 O.3769B5035613ùD-01 0.1749528742855D-04 
130 J.20156250C)OOOC+02 O.1707563333293D-Ol O.40023~O665817~-O4 
131 0.20312500COOtJOD+02 0.2357017325956D-02 0.1473006519416~-04 
132 0.2046875100COOC~02 O.35566624q844~D-02 O.33107~1749534)-05 

133 O.20625000COOOOD+02 0.2822350717929[-02 O.~14d06g466868J-04 
134 0.2078125000000D+02 0.69115118~3490D-02 O.15554S3425406D-04 

"1-
135 O.20937510COOOOO+02 0.15597517507490-01 0.547029021993QD-04 
1.36 0.21093750000000+02 0.1927162401026D-01 0.37284178333650-04 
137 O~21250000COOOO~+02 0.1029462164144D-Cl O.7262605786488n-os 
138 0.2140f250COOOOC~02 O.E287600628775D-02 0.7496835617404D-05 
139 0.~156250000000D+02 0.3669852038122D-02 O.9Z8à2999710ù5D-05 
140 O.217i8750COOOOD~ü2 O.C;307552S7650?0-02 ~.1675572961040D-05 
141 0.2187500000000D+02 o • 53 73 57024357 10- 0 Z O.6488005507565C-05 
142 0.22031250CCCOOr+02 O.1362401E98875D-02 0.134970884432dG-04 
143 0.22187500COOOOD+02 0.1955337164693D-02 0.301a717~73b52~-06 
144 O.2234375~ccoao~+o? 0.1=043567185200-02 0.17946331147170-00 
l/~ 5 J.?250JOOOOoooo~+n2 0.4503137942367C-02 O.1193R049022220-05 
146 O.2265t25COOOOOC+C2 0.SÇI936g467441C-02 0.520~1237446b6~-06 
147 O.22dI2500COOOOC+02 o • 1/~ 3218725301 2r'-0 1 0.410435S129575C-OS 
148 Q.22Ç6E750COCCOD+O? 0.S4Ç5512794660D-02 O.1674587S19953D-05 
149 O.23125000COOOO~+02 0.4210363712372D-02 O.59J2616418582D-07 
150 O.232E1250CCCOO~+02 0.647555713E377D-02 O.3447735267153~-O~ 
151 O.2343750CCCOOOD+02 0.5770500649190D-02 0.1050537329312C-04 
15~ 0.23593750COOOOC+02 O.1301~é3025583D-OI 0.14915401ô6931~-04 

153 0.2J75000CCOOOOD+02 0.lC99702252621D-Ol O.292993~S48713)-04 
154 0.2390625000000C+02 0.76806075631820-02 0.3633220936564J-03 
155 0.24C62~OOCOOJO~+02 0.73597é6339a13D-02 0.5834106869252D-03 
156 0.2421875000000D+02 0.1281921916767D-Ol 0.125232291212~~-03 
157 0.24375000COOO08+02 O.124637986582BC-OL O.108062A645364~-04 

158 O.2453125000000r+02 0.8919092814449D-02 0.1280003127801D-04 

)~ i 1'59 0.246E750CCOOOOC+02 0.48727Ç62726050-02 ~_ 0.1~13740619473J-05 
160 ~.24843750000000+02 0.tEb6]e1786772~-OI O.2~53305875226D-OS 

1 161 0.25000000000000+02 0_ 7824475980 056D- Cl - O.3755546681455D-05 
l, e • 
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APPENDIX E 

Complement's to the Analog 
Freguency Domain Analysis of Chapter V 

The HP 5420A Digital Signal Analyser performs a vafiety of time 

El 

domain and frequency domain measurements. The input signal is a continuous 

waveform which is filtered, s~m~led (or discretized) and analysed u~ing , 
\ 

digital signal processing techni~ues. The process of the analysis involves 

the following steps: • 

- analog low-pass filter, 

- analog-to-digital converter, 

- digital filter, 

- digital processor, and finally 

- display of the result. 

The analog low-pass filter is used to prevent aliasing. In fact, according 

to the Nyquist criterion given in Appendix 0.1, when a signal ;s sampled, 

frequencies above one half of the sampling frequency will fold back into 

the analysis range, causing aliasing errors. The use of the anti-aliasing 

filters in the analyser ayfows alias-free measurements at ~reqUenCie~ below 

one fourth of the sampl/ng frequency. r 

The anëflog-to-digital converter (AOC) converts voltages into num-
b 

bers, namely the input waveform into the discrete input samples required 

by the analyser. The converter used is the HP 544l0A ADC converter. The 
, 

sampling is conducted at given intervals of time tn = nL\t. in which L\t is 

the constant sample period. Its inverse l/l\t is the samp1e rate FS (or 

frequenc~ of sampling). 
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The digital filter produces bandwidths 

sub-multiples of one quarter of the sample rate, e

tt:,7 t, ,are powers of two 

'.~ f/2, f/4, fs/8, ... 
\ 

in which fs == FS/4. This is sa because the analyser uses only two sample -,~ 

rates, requiring two anti-aliasing filter cutoffs per input channel (there 

are two input channels available). Hence, all other bandwidths are'\pro

duced by digitally filterin,g the AOC output with the hardware digital filter. 

Usually Fourier analysis produces a baseband (dc to BW) spectrum; here BW· 

stands for bandwidth, In our study, a baseband spectrum is effectively 

considered. However, the digital filter makes it possible to implement a 

band selectable analysis (BSA), allowing the full resolution of the analysér 

ta be focused in a narrow band, by specifying a non-zero center frequency 

as well as the desired bandwidth. 

As far as the digital processor ~ in fact the analyser itself -

is concerned, it manipulates the discrete data obtained through the three 

previous devices presented above~ The continuous stream of samples are 

grouped into ensembles, or arrays, of Nt samples ea~h. These ensembles 

may or may not overlap but, of course, overlapped processing is preferable 

since in this case, more data are processed, thus enhancing statistical 

con fi dence. 

The relations between the time domain and frequency domain para

meters are related (for baseband) by the following expressions: 

Tt = Nèt 

6.f = liTt 

BW = Ç4)6.f, 

in which Tt is the length of one time ensemble, Nt is the,numbe~ of samples 

i 

--

., 
" 

" . , 
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J 
in the input e,nsemble t BW is the frequency bandwidth of the measwement, 

M and M are the time and frequency sample spacings. It may be noticed 

that the result of the Fourier transform is one ensemble of unifotml~ spaced 
" 

frequency domain samples, whereas the time domain data are in the form of 

several ensembles of uniformly spaced time samples. 

The process used ta take into account the individual results 

obtained for each ensemble in order to obtain a single ensemble çf results 

in the frequerrcy domain is a process of averaging. Signal averaging also 

reduces variance when analysing random data and recovers coherent signals 

buried in noise. 

The simplest form of averaging is the summation averaging. The 

summation average of N ensembles, AN' i5 given by 

l N 
A = - E Z 

N N i=l i' 

where the ith ense~ble is Zi' But summation averaging does nct produce a 

calibrated result lunti1 all N ensembles are averaged,_and,th~s is why it is 
! 

not used in the analyser. 

Two main types of averaging are used in the HP 5420A analyser, 
.. 
namely stable averaging and exponential decay averaging. Stable averaging 

gives an equal weight to all data, ,being thus most useful when the charac

teristics of'tne signal to be measured are not changing - except for noise -
1 

during the averaging process. On the contrary, exponential averaging dis-

counts old data more and more as the averaging process continues, giving 

aQded weight ta new data as it cornes in; it is thus most useful when the 
, . 
characteristics of the signal being measured change significantly during 

/'_ 1 

l , 
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the averaging process (e.g. changes in the frequency of vibration components 

of a rotating machine as a function of machine speed, or optimization of , 

the transfer function of control systems). 

In our study, stable averaging is adopted, for obvious reasons. 

Tt produces the.same result as summation averaging; however, the stable 

average is always calibrated properly. The equation for stable averaging is 

where AN is the average after N ensembles. Stable averaging terminates 

after the specifïed IInuinber of averages ll
• (noted #A on the plots, as may be 

seen in Figs.40) has been performed. With the analyser in the stable 

averaging mode, any number of averages up to 32,767 may be specified. The 

measurement can be stopped before this specified number has been taken and 

the result will still be calibrated. 

The analyser has two methods of initiat~ng a measurement once 

\ the START button has been pushed. One method uses the internal clock and 

is referred to as IIfree run ll mode; the other method uses a trigger condition, 

either interna l or externa 1. We chose to use th'e free run mode, fpr whi ch 

the ADC never waits for a trigger of any kind ta start sampling. The 

samples are stored in a buffer and the instrument contro1ler is fr~e to àsk 

for a new record whenever it has f;n;shed processing the previous one. 

If the processing time is lower than the time record length, as it occurs 

in our case, the control 1er cornes back for another record before the AOC 

has all new samples. Then the latter of the former samples are processed 

again. This is referred to as overlap processing, ,and has already been 
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mentioned above. The amount of overlap will depend on the bandwidth selected, 

whether the d;splay ;s active or not, and on what coordinates ,have been 

selected if the display is active. Overlap processing has the benefit of 

greater variance reduction per unit time, i.e., as already mentioned, -.. 
better statistical confidence can be achieved in any given analysis time. 

On the analyser, there a1so exists the possibility of specifying 

the type of signal being processed in terms of three different signal types: 

sinusoidal, random or transient (or impact). It may be made cleaf that 

signal type has meaning only for frequency domain measurements, where i t 

affects data processing and specifies the calibration applied to auto- aQd 

cross-spectrum measurements. Since we consider auto spectra, we effectively 

have to choose the signal type. Selecting sinusoidal signal type allows 

the analyse~ to make the most accurate amplitude measurements on signals 

that contain spectral components that are separated by at least 5~f . 
. 

Transient signal type is used when an integer number of periods of the time 

waveform are included in the analyser time record or when the time waveform 

is short-lived and decays ta zero befare the end of the time record; it 

has ~he best frequency resolution characteristics (it allows signa1s as 

close as 1 M to be resolved) but a1so. the poorest accuracy (-4dB ,for the 

worst case). 

But in' our case, the random signal type is adopted, because of 

the pseudo-random nature of the added mass perturbations a(t). This signal 

type allows the analyser to resolve frequencies more closely spaced (2~f) 

than for the sinusoidal signal type; however, absolute amplitude accuracy 

with this type is less than with sinusoidal (in the worst case, signal 

amplitude can be off by as much as -3dB). The result obtained is in fact 

d 
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- , 
a spectral density and is expressed in (volts)Z/Hz. The dimension associated 

with the random signal type and the auto spectrum measurement is (K.Vrms )2/Hz, 

where K'represents a calibration factor in terms of engineering units/volt. 

The type of window used for random signal is the Hanning window" 

,given ln Appendi~ 0.1 (it is a variant of the Hamming window). This i~ 

one of the differences between the two frequency analysis methods of Chapters 

IV and V. 

To read the value Qf the response amplitude, there is the POWER 

key which, among others in the case of auto,spectrum measured with the 
, 

random signal type, gives the r.m.s. power (V~ms)' The range on which this 

power i s measured may i nc l ude the ent ire data b l ock (no cursors), the por

tion of the data between the two cursors when used, or a single cursor 

location. 

, Another difference between the two frequency analysi s' methods 

lies in the numbers Nt an.d Nps of time doma,in and' frequency domain samples. 

In the FTFPS sub-program (Chapter IV), these parameters could be ch6sen as 

~owers of two (at l eas1f for Nt) and different values were adopted 'durJng 

the study: mainly Nt = 4096 and Nps = 1025 in Section 4.2 (at ,the end of that 

section, the values Nt = 512 and Nps ::: 129 were also taken), and Nt::: 2048 
" 

and Nps ::: 513 in Section 4.3. On the contrary, in the program used by the 

HP 5420A analyser, the values of N't and Nps are f·ixed' and are respectively 

equa 1 to ,51-2 and 256. These values are lower than the ones used in Chapter 

IV, but, due to the possibility of using ensemble averaging with overlapped 

processing, the capacitt of the analyser is much greater. 



\ 

( 

~, ", . 

E7 

The EAI 1000 Analog Computer is microprocessor controlled and is 

composed of solid-state computing elements. It allows the rapid solution of 

scientific and engineering problems. It is basically a set of mathematical 

building blocks, or computing components, each able to perform specific 

mathematical operations on direct voltages (between -5 and +5 volts). The 

input and output terminations of the computing components are brought out 

to a patch panel, and can be easily interconnected with wires called patch 

, cords. By appropriately interconnecting these building blocks, an electrical 

model is produced in which the voltages at the outputs of the blocks obey 

the relations given in the mathematical description of a physical problem. 

This is done on a removable patch panel which is then fitted to the computer 

and the initial problem paràmeters are set by adjusting the coefficient 

potentiometers to their appropriate values. The EAI 1000 is constructed 

, with a modular housing system. These modules are fitted together, and 

interconnections between trays made with standard flat strip cables. The 

modules included in a basic system are 

(i) Analog module - Containing analog and digital computer elements. 

Amongst the analog elements are four integrators, six summers, two 

multi pl iers, ten grOiked and two ungrounded potenti ometers. (Up to 

three analog mod~les ray be accommodated in any one system). 

(ii) Display module - Containing all necessary displays for value readout, 

function addressing and overload. 

(iii) Control module - Containing power supplies, microprocessor control 

system multiplexor, mode control and keyboard. The control module 

can sUPP9rt up to three analog modules. 
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~xpansion modules are 

(i') Analog modules - As previously described. Two expansion trays can be 

added ta a basic system. 

(iv) Digital module - Containing additional digital computing elements,plus 

facilities for hybridisation'. One digital tray can be fitted to a 

bas i c sys tem. 

The fundamental components of the ana10g computer is the'operational 

amplifier. It is an inve~ting amplifier of very high gain (typically -10 7 , 

where the negatiJve sign in1tdicates inversion), hi'gh input impedance (sev~ral 
megaohms), low output impedance (less than 100 ohms), and it is direct

coupled. It is the operational amp1ifi~r which, when connec~ed to different 

types of its input and feedback impedances, enables the computer to sum, 

differentiate, integrate, invert and multiply by a constant. 
, 

W'e now indicate the various symbols used ih Chapter V for a summer, 

an integrator, a multiplier and a potentiometer. 

Summer: 

~ = (x + IOY) 

This is obtained when an output point is connected with an input point of 

gain 1, by means of a patch cord. However, wh en an output point is con-

nected to an input point of gain la, then the gain 1/10 is obtained for 

the summer: 

r 
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x ---tE>>---- 2 = - X / \0 

Integrator: 

x 
y ---1 

:2 '" - 5. ~[X(è) +IOY(èl] dt -l~ 
~o 

Multiplier: 

X. 
,Y t><J>1 l = X. y 

Potentiometer: 

X Cf) Z = kX 
These analog computing 'elements are u1~d to solve equation (5-7) 

and the circuit diagram may be found in Fig. 42. 


