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Abstract

The increasing number of computational servers in the data centers is imposing tighter

constraints on the networking infrastructure. Conventional dense electronic integration

introduces large RC delay, latency, jitter and leads to high power consumption, that in-

creases the operational cost of the data center network. Optical interconnects can address

some of the challenges to improve the power efficiency, bandwidth capacity and scalability

of the physical layer in the data center network. Therefore, scalable power efficient opti-

cal interconnect network becomes necessary to leverage the bandwidth capacity of current

electronic switches or opto-electronic components. Novel optical interconnect technology

can enhance the network capacity by harnessing the feasibility of simultaneous processing

of optical signal in the wavelength and time domains.

Interconnect with discrete optical components such as vertical-cavity surface-emitting

lasers (VCSELs); multimode fibers; and off-chip photodetector-based receiver modules have

already been deployed. However, to further increase the scalability, reliability and opera-

tional flexibility of interconnects, hybrid or monolithically integrated optical and electronic

components are necessary. Therefore, extensive research to design and characterize the

optical components on photonic integrated circuits (PICs) is going on to build the optical

interconnects that will meet the ever increasing bandwidth demand.

Propagation loss of the integrated optical waveguide is one of the key challenges to design

optical components that requires large time delay to implement functionalities such as

buffering, time division multiplexing. For example, conventional InP and silicon waveguides

exhibit 1.5 dB/cm and 2.5 dB/cm propagation loss, respectively. InP or silicon waveguide

based optical buffers will suffer from more than 100 dB loss to implement just ∼10 ns time

delay. Therefore it is important to investigate the possibility of using a low-loss integrated
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waveguides to build photonic circuit that requires long optical buffers.

In this thesis, we present two photonic components designed on a low-loss Si3N4 waveg-

uide platform : a thermally tunable 1 × 4 channel wavelength demultiplexer and a four

channel passive wavelength-striped mapping (PWSM) device. We have also proposed an

optical time sampling based photoreceiver and a ring-based 25 Gb/s DAC-less reverse

biased PAM-4 modulator. The latter two devices are designed on the silicon photonics

platform. The design and characterization result of these two devices are presented briefly

in this thesis.

The thermally tunable 1 × 4 channel optical demultiplexer is designed using an ul-

tra low-loss Si3N4 (propagation loss ∼3.1 dB/m) waveguide. The demultiplexer has three

2 × 2 Mach-Zehnder interferometers (MZI), where each of the MZIs contains two 2 × 2

general-interference-based multimode interference (MMI) couplers. The MMI couplers ex-

hibit -3.3 dB to -3.7 dB power division ratios over a 50 nm wavelength range from 1530 nm

to 1580 nm. The Chromium (Cr) heaters placed on the delay arms of the MZI filters enable

thermal tuning to control the optical phase shift in the MZI delay arms. This facilitates

achieving moderately low crosstalk (14.5 dB) between the adjacent channels after optical

filtering. The optical insertion loss of the demultiplexer per channel is between 1.5 dB to

2.2 dB over 1550 nm to 1565 nm wavelength range. Error free performance (bit error rate

(BER) of 10−12) is obtained for all the four 40 Gb/sec data rate channels. The optical

demultiplexer is an important toolbox towards building photonic integrated circuits with

complex optical signal processing functionalities in the low-loss Si3N4 waveguide platform.

Next, we present the four channel optical PWSM device, which passively time com-

presses/expands serial packets through optical wavelength multiplexing/demultiplexing.

The PWSM device, which has a 1 × 4 channel optical wavelength demultiplexer with

integrated optical delay lines, is also designed in the low-loss Si3N4 waveguide platform.
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The PWSM device multiplexes/demultiplexes four wavelength division multiplexed (WDM)

channels and offsets in time the adjacent channels to optically serialize/de-serialize the data

packets. In this demonstration, a 64 ns long data packet is formed at the output of the

device by combining four 16 ns data segments of the packet in the time domain. Incremen-

tal optical insertion losses between the adjacent channels is 9.7 dB due to the integrated

passive optical delay waveguides. We have measured a bit error rate (BER) performance

below 1 × 10−9 for the 64 ns serial data packet regenerated by the PWSM device for a

received optical power of -6.7 dBm.

In addition to these two components, a novel photoreceiver architecture enabling parallel

processing of a high-speed optical signal in the electronic domain is demonstrated using SiGe

photodetectors. This allows the electronics to operate at a significantly lower frequency

than the optical signal and hence reduces power consumption and the impact of parasitic

capacitance. The photoreceiver performs optical time sampling with four integrated SiGe

photodetectors connected in series by waveguide delay lines. Four variations of the optical

time sampling receiver are designed and demonstrated which differ by the data rate (10 Gb/s

and 20 Gb/s) and silicon delay waveguide loss (2.5 dB/cm and 0.2 dB/cm). The BER

performance of the photodetectors in the receiver was measured individually and reached a

performance below 1× 10−10 at an input optical power between 4.8 and 6.3 dBm through an

off-chip 50 Ω load at the output. After O/E conversion, the electrical signal (one segment

of 215 − 1 PRBS data) from each of the photodetector is processed without errors at a

quarter of the bit rate, leading to an overall more power efficient receiver front-end.
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Sommaire

Le nombre croissant de serveurs informatiques dans les centres de données impose des con-

traintes plus strictes sur l’infrastructure de réseau. L’intégration électronique dense con-

ventionnelle présente un grand retard de RC, une latence, une fluctuation dans le temps

et requiert une forte consommation d’énergie, ce qui augmente les coûts d’exploitations

du réseau des centres de données. Les interconnexions optiques peuvent répondre à cer-

tains des défis pour améliorer l’efficacité énergétique, la capacité de la bande passante et

l’évolutivité de la couche physique du réseaux des centres de données. Par conséquent, la

puissance évolutive efficace des réseaux d’interconnexion optiques devient nécessaire pour

tirer parti de la capacité de la bande passante de commutateurs électroniques actuels ou

des composants optolectroniques. La technologie novatrice d’interconnexion optique selon

l’invention peut améliorer la capacité du réseau en mettant à profit la possibilité d’un

traitement simultané du signal optique dans la longueur d’onde et en matière de temps.

L’interconnexion avec les composants optiques discrets tels que le laser à émission de sur-

face de commande et à cavité verticale (LÉSCV), les fibres multimodes et les modules hors

puce photodétecteurs à base de récepteurs ont déjà été déployés. Toutefois, pour augmenter

davantage l’évolutivité, la fiabilité et la flexibilité opérationnelle de l’interconnexion, les

composants optiques et électroniques intégrés hybrides ou monolithiques sont nécessaires.

Par conséquent, des recherches approfondies pour concevoir et caractériser les composants

optiques sur circuit intégré photonique (CIP) est en cours pour construire l’interconnexion

optique qui répondra à la demande croissante de bande passante.

L’affaiblissement de propagation du guide d’onde optique intégré est l’un des principaux

défis pour concevoir le composant optique qui nécessitent un grand délai à mettre en œuvre

des fonctionnalités telles que le tamponnage et le multiplexage temporelle. Par exemple, les
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guides d’ondes en InP et de silicium conventionnels présentent 1.5 dB/cm et 2.5 dB/cm un

affaiblissement de propagation respectivement. Les tampons optiques à base InP sur guide

d’ondes en silicium souffriront une perte de plus de 100 dB pour mettre en œuvre seulement

∼10 ns de délai. Par conséquent, il est important d’étudier la possibilité d’utiliser des guides

d’ondes intégrés à faible perte pour construire un circuit photonique qui requièrent de longs

tampons optiques.

Dans cette thèse, nous présentons deux composants photoniques conçus sur la plate-

forme à faible perte de guide d’ondes Si3N4: un démultiplexeur en longueur d’onde de

1 × 4 canaux thermiquement accordable et un dispositif à quatre canaux de cartographie

de longueur d’onde à rayures passives (CLP).

Le démultiplexeur optique de 1 × 4 canaux thermiquement accordable est conçu en

utilisant une faible perte de guide d’ondes Si3N4 (perte de propagation ∼3.1 dB/m). Le

démultiplexeur a trois 2 × 2 interféromètres de Mach-Zehnder (MZI), où chacun des MZI

contient deux coupleurs interférences multimodes (IMM) à base de deux 2 × 2 à interférence

générale. Les coupleurs MMI présentent des rapports de division de puissance de –3.3 dB

à –3.7 dB sur une gamme de longueur d’onde de 50 nm de 1530 nm à 1580 nm. Les

appareils de chauffage à base de chrome (Cr) placés sur les bras de délai des filtres de MZI

permettent le réglage thermique pour commander le décalage de phase optique dans les bras

de délai MZI. Cela facilite la réalisation modérément faible de couplage (14.5 dB) entre les

canaux adjacents après le filtrage optique. La perte d’insertion optique du démultiplexeur

par canal est entre 1.5 dB et 2.2 dB sur la gamme de longueurs d’onde de 1550 nm à

1565 nm. Un fonctionnement sans erreur (taux d’erreur binaire, BER, de 10−12) est obtenu

pour tous les quatre canaux à un débit binaire de 40 Gb/s. Le démultiplexeur optique

est un composant important pour la construction de circuits intégrés photoniques avec

fonctionnalités complexes de traitement de signal optique dans la faible perte plateforme
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de guide d’ondes Si3N4.

Ensuite, nous présentons le dispositif à quatre canaux optiques de cartographie de

longueur d’onde à rayures passives (CLP), qui comprime/décomprime passivement le temps

des paquets en série par le multiplexage/démultiplexage de longueur d’onde optique. Le

dispositif CLP, qui présente un démultiplexeur optique de canal 1 × 4 de longueurs d’onde

intégrés avec des lignes à délais optiques, est également réalisé sous la plateforme de guide

d’ondes à faible perte Si3N4. Le dispositif CLP multiplexe/démultiplexe quatre canaux

WDM et ajuste le délai des canaux adjacents en sérialisant/désérialisant optiquement les

paquets de données. Dans cette démonstration, un paquet de données long de 64 ns est

formé à la sortie du dispositif en combinant quatre segments de données de 16 ns du paquet

dans le domaine temporel. La perte graduelle d’insertion optique entre les canaux adjacents

est de 9.8 dB due aux guides d’ondes intégrés à retard optiques passifs. Nous avons mesuré

des performance de taux d’erreur binaire inférieur à 1 × 10−9 pour le paquet de données en

série régénéré de 64 ns par le dispositif CLP pour une puissance optique reçue de – 6.7 dBm.

En plus de ces deux composants, une nouvelle architecture de photorécepteur perme-

ttant le traitement parallèle dans le domaine électronique d’un signal optique à grande

vitesse est démontrée en utilisant les photodétecteurs SiGe. Cela permet à l’électronique

de fonctionner à une fréquence nettement inférieure à celle du signal optique et donc de

réduire la consommation d’énergie et l’impact des parasites. Le photorécepteur optique ef-

fectue un échantillonnage temporel avec quatre photodétecteurs SiGe intégrés connectés en

série par des lignes à délai. Quatre variantes du récepteur d’échantillonnage temporel op-

tique sont conçues et démontrées qui diffèrent par le débit de données (10 Gb/s et 20 Gb/s)

et une perte de guide d’ondes (2.5 dB/cm et 0.2 dB/cm). La performances de taux d’erreur

binaire des photodétecteurs dans le récepteur a été mesurée individuellement, et a atteint

un rendement inférieur à 1× 10−10 à une puissance optique d’entrée entre 4.8 et 6.3 dBm
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par l’intermédiaire d’une résistance de charge hors puce de 50 Ω à la sortie. Après la con-

version O/E, le signal électrique (un segment de données PRBS de 215 − 1) de chacun des

photodétecteurs est traité sans erreur à un quart du débit binaire, menant à un récepteur

plus efficace en puissance.
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Chapter 1

Introduction

1.1 Optical interconnect for short-reach data communication

Optical fiber-based lightwave systems are commercially used in the long-haul communica-

tion link which operates over bit rates exceeding Tb/s scale. In a research laboratory, for

example, transmission of 96 × 100 Gb/s PDM-RZ-QPSK channels over 10,610 km path

was demonstrated [1]. However, the recent boom in the number of Internet service appli-

cations and cloud computing imposes higher bandwidth demand on long-haul networks as

well as on short-reach networks between server boards, servers to switch (2 m) and switch

connections between the buildings (2 km) [2]. The increasing number of servers in the data

centers also puts tight constraints on the networking infrastructure. To scale the short-

reach interconnects beyond 10 Gb/s or 100 Gb/s, traditional electrical I/Os (input/output)

for such high bandwidth would require complex circuits for SerDes, equalization, and noise

cancellation, due to their large RC delay, latency and jitter. Therefore, short-reach in-

terconnect is becoming a bottleneck for next-generation communication links between the

computer servers or data centers.
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The inherent bandwidth limitation of electronic interconnects can be overcome by using

optical components in the interconnects. It is already demonstrated that communication

between the servers through exchange of specific time length data packets is benefited by

the optical interconnect which offers large bandwidth, low-loss and low crosstalk [3–7].

However, traditional silica fibers cannot be used to build compact PIC, as they exhibit

high propagation losses with low bending radius (at large bending radius, propagation loss

of the single mode silica fiber is as low as 0.2 dB/km). Bulk-fiber-based components are not

suitable for short-reach optical I/O. On the other hand, application of low-loss passive PICs

in optical interconnects can also reduce power consumption in the network. Therefore, to

evolve optics from long-haul communication to short-reach interconnects between the data

center servers, innovation in compact PIC and optical packaging is necessary [2].

InP based PICs have been deployed commercially and those PICs have been part of the

roadmap in terms of the increasing number of photonic components integrated on a chip.

For example, Infinera Inc. has demonstrated InP based PIC with more than 1,700 photonic

components on the same chip [8]. InP based PICs have shown an exponential increase in

the number of components integrated on the chip for the last two decades, Fig. 1.1 [9].

Availability of the on-chip laser source facilitates the growth of InP based PIC market.

Silicon photonics based PICs are also investigated due to the high yield, low production

cost and their potential to increase the component density on-chip. However, silicon is

an indirect band gap material and therefore efficient on-chip silicon laser is unavailable.

Heterogeneous integration of III-V lasers on silicon is complex and costly, which is slowing

down the commercial deployment of silicon photonics based PICs. Although reliable and

cost effective electrically pumped continuous-wave InAs/GaAs quantum dot laser directly

grown on silicon substrate has recently been demonstrated in [10].

InP has better optical properties compared to silicon, however, silicon photonics has
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Fig. 1.1 Increase in the number of photonic components on a single InP chip
over the years [9].

some other advantages that InP waveguide platform does not offer. For example, InP has

larger temperature dependent linear expansion coefficient compared to silicon (5×10−6 K−1

vs 2.5×10−6 K−1 at 300C). In addition to this, mechanical properties of silicon is much bet-

ter than InP, allowing larger wafers in silicon photonics platform (300 mm in silicon vs

75 mm in InP) [11]. InP modulators are more temperature sensitive compared to silicon

modulators. The quantum-confined Stark effect based InP modulators are inherently tem-

perature sensitive due to the band edge movement with temperature. On the other hand,

in silicon photonics based modulators optical phase shift is achieved through the change

in the effective index of the waveguide by electrical carrier injection or depletion, which

is a less temperature dependent phenomenon. Table 1.1 shows (taken from [11]) the pros
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and cons of InP and silicon photonics based PICs. This table demonstrates that both

technologies should be investigated to meet the specific types of demands (i.e., on-chip

laser, bandwidth, cost, yield, reliability) for short reach interconnects or long haul optical

network components.

Table 1.1 The pros and cons of InP and silicon photonics waveguide plat-
form [11]
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1.2 Review of short-reach optical interconnect technologies

Short-reach optical communication links are generally required in the intra-data center

network for connecting the boards and racks between the large capacity computational

servers or nodes. In a large data center network, as the traffic scales, meeting the bandwidth

demand for the intra-data center network becomes more critical compared to the long-haul

communication network, as most of the data route within the same data center network.

For example, Cisco Systems, Inc. forecasted that, by 2019, 83% of the data center traffic

data will come from cloud services and applications, and 73% of the data center traffic

will come from or route within the data center [12]. Therefore short-reach optical links

are necessary to scale the bandwidth capacity of the data center networks. The required

length of the short-reach interconnect in data centers at present typically ranges from 2 km

to 40 km.

Multimode fiber-based short-reach links employing directly modulated VCSEL are de-

ployed commercially. In multimode fiber-based optical links, discrete optical components

such as VCSEL, optical filter, photodetectors (PD) are used. Fig. 1.2 shows an illustration

of the optical interconnect system for board-to-board and rack-to-rack communication [13].

As illustrated in the figure, the electrical circuit boards are built in a rack and connected

to the backplane. The backplane contains both the multimode optical fibers and electrical

wires. Two important optical components on the boards are VCSELs and photodetectors

for electrical-to-optical (E/O) and optical-to-electrical (O/E) conversion, respectively. The

electrical wires are used to transmit the high speed (∼5 Gb/s to ∼20 Gb/s) electrical signal

for modulating the VCSELs and receiving the photodetected signals. Short length elec-

trical wires are used between the large-scale integration (LSI) electronic chips to prevent

signal distortion. Finally, the boards and racks are connected by the multimode fibers.
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Fig. 1.2 Optical interconnect between board-to-board and rack-to-rack
modules of computational servers [13].

VCSELs and PD-array-based short-reach optical interconnects have been demonstrated

with aggregated bandwidth from 240 Gb/s (20 × 12 channels) [14,15] to 480 Gb/s (10 × 48

channels) [16, 17]. VCSEL based optical links are cheaper compared to the PIC-based

links, as the latter generally require complex off-chip or on-chip integration of the laser

on the PIC. However, VCSELs over the multimode fiber (MMF) link has low bandwidth-

distance product of 2 GHz-km due to the modal and chromatic dispersion in the MMFs.

This limits the length of the VCSEL-MMF based short-reach optical links to 100 m in a

25 Gb/s link [11]. Therefore, several optical waveguide technologies such as InP, silicon

photonics, Si3N4 are being investigated to build different components of the short-reach

optical interconnect network. The goal is to externally modulate the CW signal generated

from the laser by using an InP or silicon photonics based modulator. The modulated signal

can be transmitted by a single mode (SM) fiber over the distance required in the short-reach

optical interconnect, i.e. from 2 km to 40 km.
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Silicon photonic based 100 Gb/s coherent transceivers have been demonstrated in

ref. [18] by Acacia Communications, NJ, USA, where eight modulators and eight pho-

todetectors are designed on the same chip along with the passive components such as

phase-shifter, multimode interference coupler, and polarization beam splitter/rotator. The

chip was characterized using an off-chip laser source, which generates the CW signal. On

the other hand, a 40 channel × 57 Gb/s InP-based coherent transceiver is demonstrated

by Infinera [8]. The monolithically integrated chip has 40 tunable distributed feedback

(DFB) lasers along with the modulators, variable optical attenuators and optical mul-

tiplexers. While coherent transceivers are more suitable for long-haul optical networks,

direct-modulation-based transceivers have also been demonstrated on both the silicon pho-

tonics and InP platforms for short-reach applications. For example, Luxtera demonstrated

a 4 channel × 26 Gb/s optical transceiver, with integrated silicon Mach-Zehnder modula-

tors (MZM) and SiGe photodetectors on the same chip in ref. [19]. The chip contains a DFB

laser, a lens, an optical isolator, and a turning mirror in a small hermetic assembly on top

of the PIC, Fig. 1.3. The electronic IC (containing the modulator driver, transimpedance

amplifiers) is wire bonded to the photonic chip.
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Fig. 1.3 A silicon photonic chip containing 4 × 26 Gbps transceiver is wire
bonded to the electronic IC. The CW laser is flip-chip bonded to the photonic
IC [19].

In ref. [20], an eight-channel monolithically integrated multiwavelength transmitter is

demonstrated by the photonic integration group of Eindhoven University of Technology

(TU/e), Eindhoven, The Netherlands, where an array of eight distributed Bragg reflector

(DBR) laser is integrated with the MZMs, Fig. 1.4. The modulation data rate per MZM

is 12.5 Gb/s. In [20], the modulated optical signals from the MZM’s are multiplexed using

the arrayed waveguide grating (AWG) multiplexer.
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Fig. 1.4 Photograph of the 4 mm × 6 mm area InP circuit with modulators,
lasers, and AWGs [20].

The requirement of having a low propagation loss waveguide is another important

criterion to build short-reach optical interconnects with complex signal processing func-

tionalities. Typical InP and SOI waveguides exhibit reasonable propagation losses of

0.5∼1.5 dB/cm [21] and 2∼3.5 dB/cm [22, 23], respectively, at a low bending radius (as

low as 10 µm for SOI waveguides), which justifies their application in building compact

photonic components. Hybrid integration of InP photonic components on SOI waveguides

(silicon photonics) has also been demonstrated [24]. The hybrid integration of these two

types of photonic components promises the availability of compact photonic I/O for next
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generation servers and data centers. Besides the advancement in photonic integration tech-

nology, several promising all-optical packet-routing schemes have been proposed [25, 26]

(although not deployed yet), which require an optical buffer circuit to avoid packet con-

gestion and contention. Buffering of optical packets requires memory or storage, which

is easily achievable in electronics through memory devices such as RAM, but difficult to

achieve in PICs. The propagation loss of both InP and silicon waveguides limits their ap-

plications in designing long optical time delays, which is an important requirement in some

optical switching and buffering circuits. Material absorption and side-surface scattering

loss are the main contributors to the propagation loss in the InP and silicon waveguides,

respectively.

Recently, ultra low-loss Si3N4 waveguides have been demonstrated that exhibit propa-

gation loss from 3 dB/m [27] to as low as 0.1 dB/m [28]. Propagation loss is reduced to

0.1 dB/m in Si3N4 waveguide by increasing the bending radius (∼10 mm) and by using

thermally grown silicon dioxide layer as a wafer-bonded top cladding structure. Detailed

method to design the low propagation loss Si3N4 waveguide is presented in [27]. In a rela-

tively high index contrast Si3N4 waveguide, where the core waveguide and silica cladding

have refractive index of 1.99 and 1.45, respectively, sidewall scattering is the primary con-

tributor to the overall waveguide propagation loss. To reduce the sidewall scattering loss

a high-aspect-ratio core waveguide geometry is used, where the width of the waveguide

is made larger than the thickness of the waveguide. For example, in this work, the cross

section geometry of the Si3N4 waveguide is 72 nm × 2.8 µm. In a high-aspect-ratio core

waveguide, optical mode is more confined to the top/bottom surface of the waveguide com-

pared to the sidewalls. As for planar waveguides, roughness in the top/bottom surface is

much less compared to the sidewalls, higher mode confinement in the top/bottom surface

of the waveguide results into low propagation loss. Fig. 1.5 shows the propagation of visible
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red light through a 1 m long Si3N4 waveguide, demonstrated in [28]. The ultra low-loss

Si3N4 waveguide can be used to design PICs with complex optical signal processing capa-

bilities, i.e., AWGs, optical gyroscopes, optical buffers and as demonstrated in this thesis,

PWSM devices with long optical delay lines or optical buffers.

Fig. 1.5 Visible red light propagation in a 1 m long Si3N4 waveguide with
plasma-enhanced chemical vapor deposition (PECVD) oxide top cladding [28].

On the low-loss Si3N4 waveguide platform, integration of active lasers, modulators or

photodetectors have not been demonstrated so far. The silicon photonics platform, on

the other hand, with its compatibility with CMOS electronic fabrication process, offers
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low-cost integration of photonic components on SOI platform with high yield. Integration

of a laser [10], modulator, and photodetector [29] on the silicon waveguide have already

been demonstrated. Silicon-based waveguide technology (both silicon and Si3N4 waveg-

uide) promises complex and high-density integration of passive devices such as filters,

optical buffers, polarization beam splitters on the same substrate [30]. Therefore, in a

heterogeneous integration platform, silicon waveguides can be used for integrating active

components and compact waveguide routing. On the other hand, Si3N4 waveguides can be

used in the PIC sections where low-loss optical delay lines are required. Integration of a

silicon photonics waveguide with the low-loss Si3N4 waveguide platform has been demon-

strated in ref. [31], which paves the way for integrating a hybrid silicon laser and silicon

photodetectors with the ultra low-loss Si3N4 waveguide. In ref. [31], before integrating the

silicon layer, the Si3N4 waveguides are annealed at > 10500C. Next, the silicon waveguide

on the SOI substrate is transferred to the top of the low-loss Si3N4 waveguide via oxide-to-

oxide bonding. Fig. 1.6 shows the schematic view of the silicon-Si3N4 waveguide integration

platform [31].

1.3 Recent progress in the PIC based optical components

In this thesis, we investigate the design method of two PICs that implements on-chip optical

buffering and optical time sampling for increasing the bandwidth capacity of short-reach

optical interconnects. Essentially the two most important photonic modules on a PIC are

modulators (for E/O conversion) and photodetectors (for O/E conversion). However, recent

progress in the PIC-based technologies motivates researchers to implement optical modules

with more on-chip functionality, such as a traveling wave modulator [32, 33], a PAM-16

modulator [34], a coherent optical transmitter-receiver [35], an optical gyroscope [36], an
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Fig. 1.6 Schematic view of the silicon and low-loss Si3N4 waveguide integra-
tion platform [31].

AWG [37], a traveling wave photodetector [38], and a self-equalizing photodetector [39].

Progress in the PIC-based technology includes waveguides with low bending radius and

active implant layers (i.e., silicon waveguides) and with ultra-low propagation loss (i.e.,

Si3N4 waveguides). Therefore, researchers in the field of photonics are investigating the

possibility of transferring some of the power hungry signal processing functionality of an

interconnect from the electronic domain to the optical domain. Next, we give examples of

three recent works where PICs with such functionalities have been demonstrated.

1.3.1 Pulse amplitude modulation (PAM) in silicon photonics

An intensity-modulated / direct-detection (IM/DD) based optical communication link is a

promising low-cost solution to build a 100 Gb/s/λ data rate interconnect within data cen-

ters [40]. To further enhance the capacity of the optical interconnect, advanced modulation-
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format-based MZM on a silicon photonic platform offers the possibility of designing power

efficient, low-cost and integrated IM/DD networks. In ref. [34], for example, the first

20 Gb/s PAM-4 and PAM-16 silicon photonic modulators were proposed, where a mul-

tilevel optical modulated signal is generated using the segmented electrode based MZM.

Fig. 1.7(a) and Fig. 1.7(b) shows the structure of the segmented electrode modulator and

the generated PAM-4/PAM-16 eye diagrams, respectively [34]. Each arm of the MZM con-

tains varying length electrode segments such that when driven by a different RF driving

signal of equal amplitude, a multilevel optical modulated signal (PAM-4 for two segment

and PAM-16 for four segment electrode) is generated at the output of the modulator. The

segmented photonic modulator eliminates the need for an electronic digital-to-analog con-

verter (DAC), from the optical interconnect, which simplifies the design and reduces the

operational cost of the transmitter. For example, a 3 bit DAC with a 3.2 V output swing

consumes 2 W of electrical power [41]. On the other hand, the segmented electrode based

quadrature amplitude modulation (QAM-16) MZM transmitter with the electronic driver

circuit demonstrated in [42] consumes 1 W of power. Fabrication of the p and n-doped

implant regions on the silicon waveguide facilitates designing segmented electrode based

MZMs.
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Fig. 1.7 (a) Schematic of the segmented modulator and the test circuit, (b)
generated PAM-4 and PAM-16 optical eye diagram [34].

1.3.2 Traveling wave photodetectors in silicon photonics

An integrated photodetector is another important photonic module for short-reach optical

interconnects. High bandwidth and linear photodetectors are required in an interconnect

to design the photoreceivers with low BER performance. To increase the bandwidth of

the photodetector, designers keep the length of the active absorption region of the pho-

todetector small with the aim to decrease the capacitance and carrier transit time of the

photodetector. However, a small-sized photodetector has low optical power handling capa-

bility, which saturates the photocurrent at high optical power and thus reduces the linearity

of the photodetector. To break this bandwidth-linearity trade-off of the photodetector, a

traveling-wave-based photodetector array has been proposed and designed on both InP
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and silicon photonics platforms [38,43]. In a traveling-wave photodetector array, incoming

optical signal power is equally distributed to four or more paths by using the directional or

MMI couplers and the optical signal is converted to an electrical signal using a PD array

and a traveling wave electrode, Fig. 1.8 [38]. Optical delay lines are used in a comple-

mentary way to offset the phase delay mismatch of the traveling wave electrode. Indeed,

the availability of the compact waveguide routing and traveling wave electrode on PIC,

facilitates incorporating this phase matching feature in the photodetector array. This ex-

ample demonstrates another case where the conventional O/E conversion process in the

photoreceiver circuit can be enhanced by using the present state-of-art PIC technology.

Fig. 1.8 Layout of the 4-channel traveling wave PD array, where the power
of the incoming optical signal is distributed to four paths using MMI splitter.
Optical delay lines were used in complement to offset the electrical phase delay
in the traveling wave electrode. GSG: ground-signal-ground pads [38].
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1.3.3 Low-loss Si3N4 waveguide integrated with III-V photodetectors

Ultra low-loss Si3N4 waveguides have been demonstrated in [27, 28, 44]. Availability of

the Si3N4 waveguide on PIC paves the way to monolithic integration of low-loss photonic

components with III-V active components, such as photodetectors [45]. In [45], a 0.85 dB

insertion loss AWG is integrated with eight photodetectors, Fig. 1.9. The Si3N4 waveguides

were fabricated on the silicon substrate and the III-V wafer was wafer-bonded to the silicon

layer. The photodetectors were designed on the III-V wafer. This heterogeneous integration

technology opens the possibility of designing more complex PICs where, optical buffering

can be performed by the passive low-loss Si3N4 waveguides and O/E or E/O conversion

process can be done using the active silicon or III-V components.

Fig. 1.9 Schematic and layout of the AWG integrated with the III-V pho-
todetectors [45].
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1.4 Background on wavelength-striped techniques in optical

interconnections

The recent Internet traffic growth demands important data processing capabilities in the

modern data centers hosting large number of computational servers. Hence, the type of

interconnection network between the servers is a major concern to meet the increasing

network traffic. Optical interconnection between servers can enhance network scalability

and data processing by exploiting space, time, and wavelength domains [46]. To further

address the scalability challenge, server throughput incremental techniques have been im-

plemented based on dynamically changing data traffic patterns between interconnected

servers [47,48]. To fully exploit the optical domain parallelism and tremendous bandwidth,

electrical data must be aggregated. However, high-speed electronic serial-to-parallel and

parallel-to-serial data conversion in the time domain becomes more complex to design and

more power demanding as capacity increases. For example, recently demonstrated 56 Gb/s

PAM-4 transceiver based serializer-deserializer (SerDes) designed in the 40 nm CMOS

technology node dissipates 710 mW electrical power (transmitter: 290 mW and receiver:

420 mW, [49]). On the other hand, a comparatively low bandwidth 25 Gb/s PAM-4 trans-

mitter dissipates 101.8 mW [50] and 22 Gb/s PAM-4 receiver dissipates 228 mW power [51].

Indeed, scalable processing capacity and interconnectivity between the servers has an im-

portant impact on the overall power consumption of modern computational platforms where

serializing and de-serializing data constitutes an increased portion of the overall operating

cost [52].

Optical wavelength-striping has been shown to be a technique to overcome some of the

scalability and power consumption limitations [53–60]. Similar to a WDM communication

link, in the wavelength-striping method, information bits of a channel are encoded onto
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the optical wavelength channels. Therefore, optical domain parallelism is maintained as in

a WDM link, by multiplexing different wavelength channels. However, in contrast to the

traditional WDM method, in the wavelength-striping approach, different data segments of

a single channel are spread across multiple wavelengths.

A novel PWSM process was demonstrated by Liboiron-Ladouceur et al. in [61], where

the serial data stream of a packet is encoded onto multiple WDM channels. The PWSM

process requires one modulator for all the four or eight WDM channels in the system, and

thus decouples the static power dissipation in the interconnect from bandwidth utilization.

A theoretical model of the integrated PWSM device on a low-loss waveguide platform has

been proposed and characterized in [46]. An integrated PWSM device replaces the bulk

fiber-based delay lines required to implement the fixed time delay between the adjacent

WDM channels [61]. A compact PWSM device integrated with the thermal heaters is nec-

essary for the reliable and robust application of PWSM process in the optical interconnect.

In this work, we have designed the MZI filter based four channel PWSM device on the

low-loss Si3N4 platform.

1.5 Recent progress in the integrated photoreceiver technology

In optical communication links, a photodetector (PD) is a key building block in the receiver

front-end. Moreover, in most commercial photoreceivers a transimpedance amplifier (TIA)

is required to amplify the received electrical bits as well as to convert the photocurrent into

a voltage.

Germanium-based photodetectors on a Silicon-on-Insulator (SOI) substrate are promising

candidates toward silicon photonic integration because of their high bandwidth (31 GHz, [62])

and possible low cost integration with electronics [63,64]. However, due to the low responsivity
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of the SiGe photodetector (0.7 to 1 A/W), the peak to peak voltage at the output of the

photodetector is limited 10 to 20 mV, assuming 50 Ω termination. The low peak to peak

voltage at the output of the SiGe PD degrades sensitivity of the overall photoreceiver.

Therefore, a TIA is generally used before the limiting amplifier (LA) stage of the photoreceiver

to increase the voltage amplitude swing. For example, in [63] a 1×10−12 BER sensitivity

of -11.9 dBm and -7.3 dBm are achieved at 10 Gb/s and 28 Gb/s data rate, respectively,

where a SiGe PD is wirebonded to the TIA-LA circuit, Fig. 1.10. At optical input power

of -11.9 dBm and -7.3 dBm, generated photocurrent from the PD is 65 µA and 186 µA,

respectively. Using a 150 Ω transimpedance gain of the TIA, the peak to peak input

electrical signal swing to the LA stage was increased to 10 mVpp (at 10 Gb/s) and 28 mVpp

(at 28 Gb/s). As the data rate of the input optical signal is further increased to 40 Gb/s,

the peak to peak electrical signal voltage is increased to 150 mV by degrading the BER

sensitivity of the photoreceiver to -0.6 dBm. Therefore, the required peak to peak voltage

from the PD and TIA combination varies from 10 mV to 150 mV as the data rate increased

from 10 Gb/sec to 40 Gb/sec.

As described in the previous section, to achieve higher data rate such as 28 Gb/s or

40 Gb/s, a large gain-bandwidth TIA is required which increases the power consumption

and design complexity of the photoreceiver. Also one important limitation in photoreceivers

is the bandwidth mismatch between the PD and the electronic TIA circuit. For example,

whereas the bandwidth of Ge-on-SOI PD can be extended with inductive gain up to 60 GHz

[65], a suitable TIA with such bandwidth remains challenging. While the low bandwidth

of the TIAs helps remove some high frequency noise, if it is too low it causes intersymbol

interference (ISI), which severely degrades the BER performance of the receiver. In [66],

a TIA less photoreceiver is demonstrated where a photodetector emulator of responsivity

1 A/W (similar to a SiGe photdetector) is wire bonded to the post processing electrical
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Fig. 1.10 Schematic of the CMOS receiver amplifer consisting of a trans-
impedance amplifier (TIA) followed by a six-stage limiting amplifier (LA) and
a current-mode logic output stage (OS) buffer [63].

circuit. The voltage sensitivity of the TIA less electronic receiver is only 13 mV at 20 Gb/s

and 17 mV at 24 Gb/sec. The voltage sensitivity of the electronic circuit is improved due to

the integrating electrical front-end where the input time constant (RC) is set much larger

than the one bit period. The voltage across the PD resistance is generated by integrating

the photocurrent by the passive RC circuit. The integrated received bits are then resolved

using a low bandwidth double sampling circuit. The photoreceiver achieved an optical

sensitivity of -4.7 dBm at 24 Gb/s.

Another interesting application is enabling the high power handling capability in Ge-

on-SOI PDs while maintaining their linearity [38], as mentioned in section 1.3.2. Indeed

in [38], optical waveguide delay lines are used to balance the electrical phase delay of the

electrode to design a Si-Ge traveling-wave PD array (Si-TWPDA). Four PDs are used to

design a parallel-fed traveling-wave photodetector array, which increases the power handing

capability as well as the linearity of the photoreceiver (optical input saturation power of 160

mW with a 65 mA output photocurrent). These demonstrate the benefits of developing new
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design methods either electronically or optically to overcome the responsivity-bandwidth

trade-off of photoreceivers.

We demonstrate a novel time sampling based SiGe photoreceiver in this thesis, by

leveraging the benefit of having compact, low-loss delay waveguides in SOI technology. The

photoreceiver paves the way to integrate high speed photodetectors with low bandwidth

post-electronic circuits.

1.6 Thesis scope

In this thesis, we have designed two PICs in Si3N4 and silicon photonics waveguide tech-

nology. The passive wavelength-striping mapping method is demonstrated on a Si3N4

waveguide based PIC. On the other hand, directional couplers, delay waveguides and SiGe

photodetectors designed on a silicon photonics platform are utilized to implement the op-

tical deserialiser time sampling based photoreceiver.

The novel PWSM method is demonstrated in [61], where a single data packet is spread

across multiple wavelength channels for efficient broadcasting of a channel to multiple

destination nodes. In this approach, serial-to-parallel conversion of a data packet is required

to compress the data packet in time domain. In the serial-to-parallel conversion process,

continuous segments of the data packet share a same time slot over four or eight different

wavelength division multiplexing (WDM) channels. At the receiver-end, the parallel-to-

serial conversion or time expansion is performed to reconstruct the whole data packet

in time domain. As bandwidth of a traditional WDM optical front-end is much higher

compared to an electronic interface, implementing the serial-to-parallel and parallel-to-

serial process in optical domain simplifies the design and increases the bandwidth capacity

of the interface. The PWSM method demonstrated in [61], has been achieved using the
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discrete fiber-based components. In this thesis, to the best of our knowledge, for the first

time, a compact and integrated PWSM interface on PIC is proposed and experimentally

demonstrated.

In addition to this, we have demonstrated an optical time sampling based photoreceiver

that consists of a 1 × 4 PD array in a series architecture. We show that by using the

correlation property between the four PD channels, it is possible to electronically process

the photodetected signals at a quarter of the data rate to recover the original signal.

Following is a list of the goals set in this thesis:

• Explaining the passive wavelength-striping concept for designing a serial-to-WDM

optical interface.

• Developing an integrated PWSM interface on the low-loss Si3N4 waveguide platform.

• Integration of the thermal heaters on the PWSM interface to tune the optical demul-

tiplexer section of the circuit.

• Designing a novel photoreceiver architecture enabling parallel processing in the elec-

tronic domain of a high-speed optical signal such that the post-processing electronic

circuit operates at a lower data rate.

• Proposing the theoretical model of the electronic circuit to process the data captured

from the parallel photodetector array in offline and to recover the original input bit

stream.

1.7 Key contributions

The key contributions of this thesis are manifested by the design and characterization of

the two novel PICs and their photonic component modules. The original contributions and
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findings of this thesis are as followed:

• Design and characterization of the 3 dB 2 × 2 MMI couplers on the low-loss Si3N4

platform (in chapter 3).

• Experimental demonstration of the Cr heater integrated Mach-Zehnder interferometer

on the low-loss Si3N4 platform (in chapter 3).

• The FDTD simulation to calculate the effective and group refractive index of the

72 nm × 2.8 µm cross-section Si3N4 waveguide. The simulation value of the group

index is later verified by the experimentally measured value (in chapter 3).

• Design and characterization of the Chrome-based (Cr) heaters on the delay arms of

the MZI’s to tune the phase delay of the optical signal by π/2 (in chapter 3 and 4).

• Designing the thermally tunable 1 × 4 channel optical demultiplexer on the Si3N4

platform (in chapter 3).

• Designing the four channel optical PWSM device on the Si3N4 platform (in chapter 4).

• Experimental demonstration of forming a 64 ns long data packet by combining four

16 ns long segments of the data packet in time domain using the PWSM interface (in

chapter 4).

• Design and characterization of four variations of the optical time sampling receiver

using SiGe photodetectors (in chapter 5).

• Explaining the concept of optical time-sampling data recovery principle (in chapter 5).
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1.8 Overview of the Thesis

In this research work, we have used different waveguide technologies to design PICs for

short-reach interconnect system. The principal objective of the research work is to demon-

strate the performance result of the four channel PWSM circuit designed on low-loss Si3N4

waveguide platform.

We have organized the thesis as followed: in chapter 2, we present the theory and

background of the wavelength-striped mapping method. Motivation behind designing the

PWSM device on low-loss Si3N4 waveguide platform is explained. Next, we describe the

optical time sampling method using four SiGe photodetectors in an array structure. Two

demonstrations of the electronic and optical front-ends augmenting the performance of the

overall photoreceiver circuit is explained in this chapter.

In chapter 3, we present the analysis and experimental result of a thermally tunable

1 × 4 channel MZI based wavelength demultiplexer. We describe the structure and prop-

erties of the low-loss 72 nm × 2.8 µm cross-section area Si3N4 waveguide. The group index

of the Si3N4 was experimentally measured.

In chapter 4, detailed design method of the four channel PWSM PIC is presented. Using

the PWSM device, we have experimentally demonstrated WDM-to-serial conversion of the

four 16 ns long data packets to construct one 64 ns long data packet.

Chapter 5 contains the design method and characterization result of the time sampling

based optical deserializer using the SiGe photoreceiver. A TIA-less electronic front-end

model of the optical receiver is also proposed in chapter 5, to demonstrate offline processing

of the 20 Gb/sec photodetected signal in a low bandwidth electronic circuit.

In chapter 6, we have described performance result of a 16 GHz balanced photodetector

and a 25 Gb/sec PAM-4 ring modulator, both were designed on the silicon photonics
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platform. The methodologies to design these two devices are not directly related to this

thesis. We have included the results in this chapter to list our involvement in other projects

in parallel with this research work.

In chapter 7, we include possible future research directions to improve the performance

of the two PICs presented here. We have discussed the result and contribution of the work

presented in this thesis in chapter 8.
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Chapter 2

Background and Motivation

In this chapter, we describe the theory of a conventional wavelength-striping method. We

then explain a novel PWSM process proposed in [61], in the context of the work presented

in this thesis. We will explain the motivation behind designing the PWSM circuit using

low-loss Si3N4 waveguides and integrated thermal heaters. Finally, we describe the time

sampling method, where silicon delay waveguides and directional couplers are used to

enhance the performance of the overall photoreceiver architecture.

2.1 Theory

2.1.1 Optical wavelength-striped method

In the wavelength-striping approach, payload segments are encoded onto different wave-

length channels. In a WDM link, one wavelength is dedicated for the entire payload data

or information channel, whereas in the wavelength-striped based network parallel payload

segments of a data packet are used to modulate different wavelength channels [59, 67, 68].

Therefore, wavelength-striping is suitable for high speed parallel interconnects to provide
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high bandwidth link to a single host. Similar to a conventional WDM link, wavelength-

striping approach also avoids serial-to-parallel or parallel-to-serial conversion of the data

channels in the electrical domain. Fig. 2.1 shows a model of the basic wavelength-striped

based network. In this model, it is assumed that the parallel payload segments of a data

packet share the same time slot, which is common in a parallel data bus network. Therefore,

each segment of the payload electrical data modulates an optical wavelength channel using

an E/O modulator. Note that for an experimental demonstration, the parallel payload

are generated by the same generator and electrically [59] or optically [58, 60] decorrelated

to ensure different data are modulated on different segments. The optically modulated

payload segments are multiplexed using the optical wavelength multiplexer (i.e., AWG)

to form the wavelength-striped packets. At the receiver-end parallel payload segments are

optically demultiplexed by an AWG. Each of the individual payload segments are converted

to electrical signal using photodetectors.

CW Laser-1 mod 

CW Laser-4

CW Laser-2

CW Laser-3

mod 

mod 

mod 

Payload data-1

Payload data-2

Payload data-3

Payload data-4

Receiver

BERT
Payload data-1

Payload data-2

Payload data-3

Payload data-4

AWG AWG

Optical wavelength 

multiplexer
Optical wavelength 

demultiplexer

Optical signal

Electrical signal

Fig. 2.1 Simplified schematic diagram of the experimental testbed model of
a wavelength-striped network. BERT: BER tester.



2 Background and Motivation 29

2.1.2 Passive wavelength-striped mapping (PWSM)

A novel PWSM process is proposed in [61], where, one serial stream of the data packet

modulates multiple wavelength channels by using only one modulator. In [61], it was shown

that, it is possible to convert a serial packet stream to a parallel stream by the PWSM

technique. The proposed technique requires simultaneous optical filtering and delaying

each time segment of the serial data packet with respect to its adjacent channel by a pre-

determined amount of time using the optical buffer delay lines. For practical purpose, an

integrated approach becomes essential for highly paralleled optical interconnects with the

increased off-chip bandwidth density requirement in data communication.

In a conventional WDM or wavelength-striped optical interconnect, each wavelength of

light is modulated using one optical modulator. The optical modulator is driven by the

electrical data stream. At the transmitter node, the modulated optical wavelength channels

are multiplexed using an optical multiplexer (MUX) before transmission. In the PWSM

process demonstrated in [61], one modulator was used to modulate all wavelength channels

(for example, N = 8 wavelength channels in Fig. 2.2) with the same electrical data stream.

An optical filter is used after the modulator to separate all eight channels and then with

different length fiber delay lines (FDL), each of the channels is delayed by a fixed amount

of time with respect to its adjacent channels. The fixed time delay depends on the number

of channels (N) and the data packet size (T ns). The delayed wavelength channels are then

multiplexed and gated at an appropriate time to form the WDM packet, which contains

the time compressed data packet on all the N = 8 channels. The gating can be done using

a SOA.

There is an idle time equal to (N − 1)T/N ns between two adjacent WDM packets.

This idle time between two WDM packets can be interleaved by (N − 1) different WDM
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Fig. 2.2 Time compressed WDM packets in the passive wavelength-striped
mapping process [46].

packets by time division multiplexing. The (N − 1) WDM packets are generated using

a similar mechanism from other PWSM circuits. At the receiver, the data packet can be

recovered all-optically, first by gating, then by demultiplexing and delaying each wavelength

with respect to its adjacent wavelength in a complementary way to that performed at the

transmitter. After this the N channels are optically multiplexed at the receiver to form the

original data packet, as shown in Fig. 2.3.



2 Background and Motivation 31

Fig. 2.3 Detailed schematic of the all-optical PWSM experimental demon-
stration [61].

2.1.3 Energy-efficient PWSM method

In [61], it is shown that by exploiting PWSM process, the scalability of an optical in-

terconnect can be increased. In addition to this, due to the use of one modulator per

PWSM circuit, where one modulator modulates multiple number (N) of wavelength chan-

nels, static power dissipation significantly reduces in the interconnect. To prove this con-

cept, we compare power dissipation of the conventional wavelength-striped (WS)-based

and the PWSM-based network, where each of the systems has a four-channel WS-based

transmitter, as shown in Fig. 2.4.
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Fig. 2.4 Simplified schematic diagram of transmitter section of the four-
channel (a) conventional WS network, (b) PWSM network. AWG: arrayed
waveguide grating.

Fig. 2.4 (a) shows the simplified schematic of a WS network, where a 64 ns serial data

packet is partitioned or striped into four 16 ns long packets using an electronic serial-to-
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parallel converter circuit. Four optical modulators or E/O components are utilized to map

the four data packets to four wavelength channels. Therefore, in the WS process, power

dissipation linearly increases with the number of wavelength channels limiting the scalabil-

ity of the WS-based network. For example, the commercial SHF 803P optical modulator

driver consumes 5 W of power (9 volt supply, 0.55 A current) [69]. This is the static power

consumption of the electronic driver circuit meaning that this power will be consumed per

modulator driver even when the input electrical driving signal or the data packets are set

to null or zero. With the improvement of the low driving voltage optical modulator, the

power consumption in the electronic driving circuit will be reduced (i.e., the modulator

driver in [70] consumes 0.437 W power from a 5 volt supply). However, even with the

improvement in technology scaling 0.437 W is moderately high power, therefore, the static

power consumed by the E/O modulator drivers is a bottleneck in increasing the scalability

of the one-to-one E/O mapping based WS network. In addition to this bandwidth-coupled

power dissipation, high-speed and power-consuming electronic circuits would be required

for converting the bit sequence of the serial packet into parallel streams. For example,

the aforementioned (in section 1.4) 56 Gb/s PAM-4 transceiver based serializer-deserializer

(SerDes) designed in the 40 nm CMOS technology node dissipates 710 mW electrical power

(transmitter: 290 mW and receiver: 420 mW, [49]). In a PWSM system, on the other hand,

the full 64 ns long serial data stream is directly mapped onto four optical wavelengths by

simultaneously modulating all the wavelengths using a single optical modulator, as shown

in Fig. 2.4 (b). Therefore, the static power dissipated by the electronic driver module of

the network is reduced to 1/4th of that of the conventional WS network in this particular

example. The dynamic power consumption remains same due to the requirement of 64 ns

long E/O mapping of the data packet in both cases. However, with the improvements

offered by CMOS technology scaling, the overall dynamic power dissipation remains rel-
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atively constant while the static power dissipation arising from leakage currents becomes

the dominant power consuming source. In addition to this, the PWSM network has the

possibility of further reducing the power consumption of the network, as the serial data

packet is partitioned to parallel streams in the optical domain utilizing passive MZI based

filters and optical delay lines (Fig. 2.4 (b)).

An experimental 73.5% reduction in the static power dissipation is achieved in the eight-

channel PWSM device demonstrated in [61], without considering power consumed by the

optical power amplifying sources (i.e., erbium doped fiber amplifiers (EDFA), semiconduc-

tor optical amplifiers) and the modulator gating the packet (Fig. 2.4 (b)). In chapter 4,

it will be shown that EDFA or SOAs are required to compensate the insertion loss of the

passive PWSM device having longer delay lines. However, in future, the PWSM device

can be designed with further low-loss Si3N4 waveguides (i.e., 3.2 dB/m in this work vs

0.5 dB/m or 0.1 dB/m in [28]) leading to the energy efficient integrated PWSM device.

2.1.4 Time sampling based photodetection

In this section, we introduce the background of time sampling based photodetection theory

leading to design of the novel SiGe photodetector presented in this thesis. Time sampling

based photodetection leads to the design of an ultra low power and scalable bandwidth

photoreceiver. This method facilitates the integration of the high speed O/E photodetectors

with the low speed electronic front-end [66, 71]. In time sampling based photoreceivers,

total capacitance (CP ) of the photodetector and the electronic frond-end (Cin) is used to

integrate the PD generated photocurrent (IPD). The model of the RC front-end proposed

in [66] is shown in Fig. 2.5. In Fig. 2.5, the PD capacitance (CP ) and the resistance (R)

are shown. The voltage across (VPD) the PD resistance is generated by integrating the

photocurrent.
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Fig. 2.5 Model of the double time sampling based RC electronic front-
end [66].

The PD voltage (VPD) is sampled by a double sampling module. The double sampling

module samples VPD at the end of two consecutive bit times (Vn−1 and Vn). In [66],

dynamic offset modulation (DOM) is used to increase the voltage difference (∆Vn) for

weak ones/zeros and to decreases it for strong ones/zeros. The DOM module is shown in

Fig. 2.5 before the double sampling module. If one bit duration of the incoming signal is

(T ), then the sampled voltages in the electronic front-end at n and n−1 sampling intervals

can be related as shown in equation 2.1 [72]:

Vn = Vn−1 +
IPD.T

CP + Cin
(2.1)

The original bit sequence Vn can be recovered by comparing the voltage difference (∆Vn)

between Vn and Vn−1 (i.e., if ∆Vn < 0, then Vn = 0, and if ∆Vn > 0, then Vn = 1 ). It
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is shown in [66] that, the application of time sampling method eliminates the need of TIA

from the receiver circuit, and an analog electronic front-end of RC bandwidth 290 MHz can

be used to capture a 24 Gb/s photodetected signal with 1 × 10−12 BER at –4.7 dBm optical

sensitivity. It is shown in [71] that a low bandwidth TIA can further enhance the sensitivity

of the receiver with the minimum power overhead. The challenges to design the electronic

front-end to implement the time sampling method are: sampling and storing the analog

voltage, voltage comparison at the original bit rate, subtracting the average input current

to generate bipolar voltage and generating the phase matched clock signals [72]. These

challenges are addressed by designing the analog RC front-end and the post-processing

electronic circuits using the present state-of-art CMOS technology [66,71,72].

In our contribution, we propose a novel time sampling based photoreceiver, where some

of the challenges in designing the electronic front-end have been transferred to the optical

front-end. At the optical front-end, before the photodetection stage, the power of the

incoming modulated optical signal is distributed to four channels. The optical data in each

channel are delayed with respect to the adjacent channel by one bit duration, as shown in

Fig. 2.6. The one bit delay between the adjacent channels has been implemented by using

integrated delay waveguides.

To uniformly distribute the optical power across the four channels, coupling ratios of the

power splitters were varied to compensate for the delay waveguide loss. Therefore, each

of the four PDs generates consecutive one bit delayed version of the same data stream.

Averaging each channel’s response over four bit intervals using the PD capacitance and the

input capacitance of the electronic front-end, a five-level distinct symbol can be generated

from each of the PD channels. We have shown that by comparing the sampled voltage or

symbols at every four bit intervals, the original bit stream can be recovered. The TIA-

less photoreceiver requires a low-bandwidth analog front-end and a digital circuit which
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Fig. 2.6 Schematic of the optical front-end of the time sampling photore-
ceiver architecture.

operates at 1/4th of the original data rate. Detailed methodology to regenerate the original

bit stream using the time sampling based photoreceiver is described in chapter 5.

2.2 Motivation

In section 2.1, we have presented the theory of wavelength-striped multiplexing, PWSM and

time sampling based photodetection methods. In this section, we will discuss the challenges

to design the PWSM device on the conventional InP or silicon photonics waveguide based

PIC platform. We find that the ultra low-loss Si3N4 waveguide is a suitable PIC platform

to design the long optical delay waveguides required for the PWSM device. We will also

present the motivation behind designing the time sampling based photodetectors on SiGe

platform.
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2.2.1 PWSM on PIC

The basic function of a PWSM process is to filter each wavelength channel and then delayed

the adjacent channels in time. The challenge and price to pay for performing the mapping in

the optical domain is the power loss due to the longer propagation associated with the delay

process. The power-efficient implementation has been experimentally demonstrated with

fiber-based components in [61]. The PWSM circuit was built with fiber-based components,

where the wavelength-striped process was achieved using passive optical components such

as filters and FDLs. While fiber-based implementation is viable due to the low-loss silica

fibers, it becomes impractical and bulky when considering delays as long as the serial

packet length (e.g., delaying by 2048 bits at 50 Gb/s requires 8 m of silica fiber). In [46],

for example, we proposed an analytical model of the PWSM circuit, where an optical serial

packet stream is converted to a parallel stream to increase the bandwidth scalability of

the optical interconnect networks. The theoretical model of the PWSM circuit is built by

considering the propagation loss typically exhibited in the low-loss silica based waveguides.

Therefore, it is important to use a low-loss integrated waveguide technology to build the

PWSM circuit on PIC.

Propagation losses of the 80 nm × 2.8 µm cross-section area Si3N4 waveguides first

reported in [44] were measured to be 8 dB/m (0.5 mm bend radius), and as low as 3 dB/m

for larger bends (2 mm bend radius). Large bending radius is required in the low-loss

Si3N4 waveguide to reduce the mode-mismatch loss in the bending regions. Therefore, in

the PIC applications, where compact waveguide routing is required, high index contrast

waveguides, such as SOI waveguides are preferable to Si3N4 waveguides. Standard SOI

waveguides (220 nm × 500 nm cross-section area) with propagation losses of ∼2.5 dB/cm

have been demonstrated with bending radius as low as 7 µm [73]. However, to design the
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optical buffer circuits using long length delay waveguides (i.e., in the range of meters to

introduce several ns time delay [46, 74]), SOI waveguides are not suitable. For example,

to design the 12.86 ns delay line demonstrated in [74], a ∼0.92 m long 220 nm × 500 nm

cross-section SOI waveguide will exhibit around ∼230 dB loss.

In this work, low-loss Si3N4 waveguides are investigated to build integrated long optical

buffers. Using a wafer-bonded silica-on-silicon planar waveguide platform, propagation

losses as low as 0.1 dB/m are reported in [28], where the waveguide thickness is set to

40 nm and the waveguide width varies from 3 µm to 14 µm. The low trending propagation

loss of Si3N4 waveguides suggests that these waveguides can be used to build all optical

packet routing PICs where long optical delay lines or low-loss optical buffer circuits are

required [75].

2.2.2 Time sampling based photodetector on SiGe platform

From the theory of the time sampling based photodetectors presented in section 2.1.4,

it is evident that directional couplers, optical delay lines and photodetectors need to be

integrated on the same platform to design the photoreceiver. All of these components

have been experimentally demonstrated on silicon photonics technology. For example,

directional couplers with varying coupling ratios have been characterized in [73]. Low-loss

ridge-based silicon waveguides with only 0.026 dB/cm propagation loss is demonstrated

in [23]. Ge on Si (SiGe) photodetector is a mature component, demonstrated in several

works, such as in [62,76,77]. Also, in [63] a SiGe PD is wire bonded to a 90 nm CMOS TIA

for post amplification of the photodetected signal. Integration of the SiGe photodetector

with the electronic circuit is important to further process the photodetected signal in analog

(for amplification) and digital (for post processing) domain. Therefore in this work, we have

chosen the silicon photonics technology to design the time sampling based photoreceiver by
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optimizing the design parameters of the directional couplers, optical delay lines and SiGe

photodetectors.

2.3 Summary

In this chapter, we reviewed the theory of wavelength-striped and passive wavelength-

striped mapping method. In the wavelength-striped method, payload segments of the

data packet are encoded onto a unique optical wavelength. In the PWSM method, one

serial stream of the data packet modulates multiple wavelength channels using only one

modulator. The PWSM method offers the advantage of using one modulator regardless

of the number of wavelengths used in the network. Therefore, this method decouples the

static power dissipated by the E/O modulators from the aggregated bandwidth capacity of

the network. The PWSM device is built using the passive optical fiber-based multiplexer

and delay lines, which leads to reducing the power consumption of the device. In this

work, we have proposed to design the PWSM device using integrated Si3N4 waveguide

based technology.

We have also discussed the time sampling based photodetection method to recover a

high data rate photodetected signal using a low bandwidth TIA-less electronic front-end.

We proposed a novel approach in this work, where the delay lines and power couplers

are implemented in the optical front-end, which facilitates to integrate/average the optical

signal energy using the PD and electronic front-end capacitance.
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Chapter 3

A Thermally Tunable 1 × 4 Channel

Wavelength Demultiplexer

Optical interconnection between servers within a data center can enhance the data process-

ing capacity of the network by exploiting space, time, and wavelength domains [46,59,78].

An important challenge is to design PIC with complex optical signal processing function-

alities such that many of the data processing tasks can be transferred from the electrical

to the optical domain. PICs using low-loss optical waveguide on Si3N4 [27] platform tech-

nology is a promising solution to implement some complex optical functionalities on-chip

such as generating large optical time delay (i.e., by using optical buffers [74]) or to build

high quality factor resonators [79].

The PWSM circuit implements simultaneous optical filtering and delays each time seg-

ment of the data with respect to its adjacent channel by a specific amount of time using

optical buffers or long optical delay waveguides. To design an integrated version of the

PWSM circuit, low-loss Si3N4 waveguides can be used to build its key building blocks (i.e.,

a demultiplexer to filter the optical channels and the long delay lines to implement the
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time delay between the adjacent channels). A low-loss AWG demultiplexer using Si3N4

waveguide platform is proposed in [37]. An AWG based demultiplexer on Si3N4 waveg-

uide platform presented in [37] (<0.5 dB insertion loss and 40 dB crosstalk) demonstrates

better performance than the MZI filter based optical demultiplexers. However, in [46] we

find that the AWG approach to build the demultiplexer in a PWSM circuit incurs overall

greater loss and increases the footprint of the PWSM device due to the individual time

delay requirements for each of the channels after the AWG. MZI based demultiplexers

can solve this problem by simultaneous filtering and delaying the optical channels with

respect to their adjacent channels. In addition to this, the optical signal processing circuit

requires a MZI based lattice filter architecture such that filter parameters can be tuned

(electro-optically or thermo-optically) to generate tunable optical signals [80]. Therefore, a

MZI based thermally tunable wavelength demultiplexer is an important device which adds

more functionalities or tunability in the low-loss Si3N4 delay waveguide based components.

For the applications where large optical time delays are required in addition to the wave-

length filtering, the AWG based multiplexer and MZI filter based demultiplexer can be

used together to build the complete PIC on chip [46].

In this chapter, we present the analysis and experimental result of a thermally tunable

1 × 4 channel MZI based wavelength demultiplexer designed using a 2.8 µm × 72 nm

cross-section area Si3N4 waveguide. The waveguide has a SiO2 substrate and a PECVD

SiO2 upper cladding, where the thickness of both layers is 15 µm. The demultiplexer is

fabricated using the TriPleX photonic platform [81] from LioniX BV. Performance result

of the general interference based 2 × 2 MMI couplers used to build the MZ interferometers

shows a 3 dB uniform power division ratio over 50 nm wavelength range from 1530 nm to

1580 nm. After filtering by the demultiplexer, we have measured 1 × 10−12 BER for all

of the four 40 Gb/s data rate channels at a 10 Gb/s rate. The results presented in this
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chapter are published in [82].

3.1 Design of the 1 × 4 channel wavelength demultiplexer

In this section, we first describe the structure and properties of the low-loss 2.8 µm × 72 nm

cross-section area Si3N4 waveguide. Next we present the simulation method and result used

to design the MMI couplers and the overall MZI based demultiplexer.

3.1.1 Low-loss Si3N4 waveguide

The low-loss single strip geometry Si3N4 waveguide from the TriPleX photonic platform [81]

was chosen to design the photonic components presented in this chapter. The waveguide

fabrication process is similar to the methods reported in [27]. The width and height of

the waveguide were chosen such that minimum propagation loss is achieved at the bending

radius equal to or more than 4 mm. The cross-section area of the waveguide is shown in

Fig. 3.1(a). Fig. 3.1(b) shows the TE mode profile of the optical waveguide obtained from

2D finite-difference time- domain (FDTD) simulation using the Lumerical software.

We calculate the effective index (neff ) and group index (ng) of the waveguide using

the 2D FDTD method over the wavelength range from 1530 nm to 1580 nm. Fig. 3.2(a)

and Fig. 3.2(b) shows that the effective index and group index of the waveguide varies by

4 neff = –0.0015 and4ng = –0.006, respectively, over the wavelength range from 1530 nm

to 1580 nm. The change in both the effective index and in the group index of the waveguide

with respect to the wavelength results into a wavelength dependency in the transmission

response of the demultiplexer, which will be discussed in section 3.2.2.
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Fig. 3.1 (a) Cross-section (not to scale) of the single stripe geometry Si3N4

waveguide, (b) Simulated TE mode profile (in linear scale) at 1550 nm wave-
length, where the 72 nm thick Si3N4 waveguide is superimposed (drawn to
scale).
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Fig. 3.2 Variation in the (a) effective index (neff ) and (b) group index (ng)
of the Si3N4 waveguide from the wavelength range from 1530 nm to 1580 nm.

3.1.2 Design of the 2 × 2 MMI coupler

The general interference based 2 × 2 MMI couplers were used to build the MZ interferom-

eters of the demultiplexer. It is necessary to perform numerical simulations to accurately

estimate the core waveguide length of a MMI coupler for a given core waveguide width [83].
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In this work, we use FDTD simulation from Lumerical software to estimate the core MMI

waveguide length ‘LMMI ’. Fig. 3.3(a) shows the waveguide geometries of the 2 × 2 MMI

coupler designed in this work. The core waveguide width (WMMI = 30 µm) is chosen to

make the lateral separation between the two input or the two output waveguides large

enough (Llat = 10 µm) such that no inter-coupling occurs between the two side-by-side

input (I/P) waveguides. The access waveguide width (Wa) is increased to 5 µm to min-

imize the mode mismatch loss at MMI core waveguide input and output edges [83]. A

200 µm long taper waveguide is designed to lower optical loss transition from the 5 µm

wide waveguide to the 2.8 µm wide waveguide. Fig. 3.3(b) shows the electric field distri-

bution (in linear scale) in a 2D plane of the MMI coupler for a MMI core waveguide length

of LMMI ∼ 1860µm at 1550 nm wavelength.

Fig. 3.3 (a) Schematic of the 2 × 2 MMI coupler with taper waveguide
length, Ltaper = 200 µm and access waveguide width, Wa = 5 µm and (b)
the electric field distribution in a 2D plane of the MMI coupler at 1550 nm
wavelength.

To determine the effect of the variation in the MMI coupler length on the insertion

loss and the power coupling between the two output (O/P) ports of the MMI coupler, we

have simulated three MMI structures with different core waveguide lengths, while keeping

the core waveguide width fixed to WMMI = 30 µm. Table 3.1 shows that at 1550 nm
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wavelength, MMI coupler with the core waveguide length ‘LMMI ∼ 1860 µm’ exhibits

minimum insertion loss per O/P waveguide (∼0.3 dB).

Table 3.1 Simulation values of the power coupled to the two O/P waveguides
of the MMI coupler

Percentage of the input power coupled Input power coupled to the

LMMI(µm) to the two o/p waveguides two o/p waveguides (dB)

O/P − 1 O/P − 2 O/P − 1 O/P − 2

1850 42% 40% –3.76 –3.97

1860 47.1% 46.5% –3.27% –3.32

1870 43% 42.5% –3.66 –3.71

3.1.3 MZI based 1 × 4 channel wavelength demultiplexer

Fig. 3.4 shows the schematic of the proposed demultiplexer architecture. The demultiplexer

is designed to filter four 40 Gb/s data rate channels, where the wavelength separation

between the adjacent channels is 3.2 nm. Therefore, in the demultiplexer structure shown

in Fig. 3.4, each of the four output channels is designed to have 4 × 3.2 nm = 12.8 nm free

spectral range (FSR) in its corresponding optical spectrum. The detailed design method of

the MZI based optical demultiplexer/filter can be found in [84,85]. In addition to the extra

delay lengths (L1, L2 and L3) each of the MZI filters contains two equal length s-shaped

bend waveguides (= 25.13 mm long), with a bending radius of 4 mm. As shown in Fig. 3.4,

on top of these bend waveguides, 12 mm long heaters are situated for thermal heating.

To achieve 12.8 nm FSR at the four output channels (ch-1, ch-2, ch-3 and ch-4 ) of the

demultiplexer, the first MZI (MZI with the extra delay waveguide length, L1) is designed to

have 6.4 nm FSR at its two output channels (A1 and A2), where the wavelength separation

between the two channels is 3.2 nm. We have set the delay length, L1 = 249.5 µm in the

first MZI to obtain FSR = 6.4 nm at its output channels (A1 and A2). Eqn. 3.1 is used to
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estimate the value of L1,

L1 =
λ2

FSR× ng
(3.1)

where, the group index, ng = 1.505 at λ = 1550 nm wavelength (from Fig. 3.2(b)).

Fig. 3.4 Schematic of the 1 × 4 channel wavelength demultiplexer archi-
tecture with the integrated Cr heater on the delay arms of the MZI (not to
scale). V1 to V6: electrical pad to apply the DC voltages for thermal tuning,
G: Ground pad, L1 to L3: Delay waveguide lengths (in green color).

The values of the delay waveguide lengths, L2 = 124.7 µm + Lπ/2 and L3 = 124.7 µm,

are chosen such that the corresponding MZI’s containing these delay lines have an FSR

= 12.8 nm. Note that, an extra delay length, Lπ/2 = 0.257 µm, is added to L2 in the second

MZI, to induce a phase shift of π/2 in the optical signal of the corresponding delay arm.

This extra π/2 phase shift is necessary to obtain the required wavelength separation of

3.2 nm and low crosstalk between the output channels ch-1 and ch-2. Fig. 3.5(a) presents

the simulation result of the overlapped optical transmission response of the four channels

(ch-1, ch-2, ch-3 and ch-4 ) of the demultiplexer, where a ∼15 dB crosstalk between the

channels is obtained. We find that it is important to implement thermal tunability in the
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delay arms of the MZIs to ensure low crosstalk as well as the required channel separation

between the output channels. As an example, a 100 nm length offset error is added in the

simulation to all the three delay arms (L1 to L3) of the demultiplexer to assess the impact of

fabrication error on the demultiplexer. From Fig. 3.5(b), it is seen that this error results into

an important degradation in the crosstalk performance of the demultiplexer (from 15 dB

to 8 dB). The 100 nm length offset error induces 0.19 π of phase error. It will be shown in

section 3.2 that the thermal heaters designed in this work, can compensate up to 0.5π of

phase shift error at the expense of 150 mW (25 V, 6 mA) electrical power consumption. We

have also investigated the effect of waveguide width variation on the phase shift between

the two long delay arms (25.13 mm) of each MZI filter. As an example, we include a 2 nm

width variation on the two delay arms (i.e., 2.8 µm and 2.802 µm wide) of each of the

three MZI filters in the demultiplexer. From a similar mode simulation method described

in section 3.1, we find that for a 2.802 µm waveguide width, the group index increases by

4ng = 1.55×10−5 at 1550 nm wavelength. The change in group index induces π/2 phase

mismatch between the two 25.13 mm long delay waveguides which can be compensated by

the thermal heaters. However, if the waveguide width variation is more than 2 nm over

25.13 mm long waveguide, the thermal heaters designed in this work cannot compensate

for the phase error. However, the MZI delay waveguides are placed in proximity, and it

is unlikely that two waveguides maintain such width difference over the 25.13 mm length.

In fact, two delay waveguides in proximity are more likely to have the same width offset,

which would induce near zero phase shift in the demultiplexer compensable by the thermal

heaters.
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Fig. 3.5 Simulation result of the (a) overlapped transmission responses of
the four optical output channels, (b) overlapped transmission responses of the
four optical output channels in the presence of a delay length mismatch error
100 nm.

Thermal heaters were integrated on top of the MZI delay waveguides for tuning the

phase of the optical signal upto π/2. As mentioned in the paragraph above, we have added

an extra delay length of Lπ/2 = 0.257 µm to passively achieve the π/2 phase shift. De-

spite this delay, thermal heaters make the design of the demultiplexer more robust against

fabrication variations. The electrical contact pads on the heaters were 2 mm × 0.5 mm

in dimension with pitch = 1 mm (Fig. 3.6(a)). The large separation between the contact

pads will simplify and lower the cost of wire bonding to the chip. However, in this work

we have applied electrical voltage to the heaters using external DC probes. We have used

proprietary data from LioniX BV to keep the separation between the thermal heaters from

8 mm to 16 mm, to avoid thermal crosstalk (Fig. 3.6(b)).
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Fig. 3.6 (a) Dimension and vertical separation between the electrical contact
pads, (b) Layout of the thermal heaters, minimum distance is kept to 8 mm
to avoid thermal crosstalk.

3.2 Experiment setup and results

To determine the performance result of the 1 × 4 channel wavelength demultiplexer, first,

we have measured the transmission responses of the different passive test devices which

were designed on the same chip. The test devices include a 10 cm long Si3N4 waveguide

having nine bends of 4 mm bending radius, a spiral shaped 1.5 m long delay waveguide

and three test structures for MMI couplers with different core waveguide lengths. The

1.5 m long test delay waveguide has a 4 mm bending radius at the center and routing

regions (Fig. 3.7). Several 10 cm long test structures were designed next to each of the test

components. The transmission response of these test devices allowed us to determine the

propagation loss of the Si3N4 waveguide and the insertion loss of the MMI couplers. These

test results also facilitate assessing the insertion loss of each channel of the demultiplexer.

Then, we proceed to measure the BER performance of the demultiplexer.

Fig. 3.7 shows the experimental setup used to measure the transmission response of

the passive components. A CW signal from a laser with an optical power of 10 dBm is
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connected to a polarization controller (PC) and tuned over the wavelength range from

1530 nm to 1580 nm. At the output of the PC, the measured optical power is around

∼8.8 dBm. The polarized CW optical signal is applied to the input edge coupler (I/P) of

the test device. The output optical power is measured for each of the test components and

their corresponding 10 cm long test waveguide. The optical power transmitted through the

10 cm long test Si3N4 waveguide is used to normalize the output power of the other test

devices such as the MMI couplers and wavelength demultiplexer to find their corresponding

insertion loss. The distance between the i/o waveguide edges of the test components and

the 10 cm long test waveguide at the polished facet is kept to 60 µm. This minimizes the

error in measuring the test component’s insertion loss due to the variation in fiber to chip

coupling loss.

Fig. 3.7 (a) Layout of the 1.5 m long spiral waveguide, (b) Experimen-
tal setup to measure the transmission responses of the different test devices,
(10 cm long waveguide, 1.5 m long spiral waveguide and the 1 × 4 channel
wavelength demultiplexer).

Fig. 3.8 shows the normalized optical transmission response of the ∼10 cm long straight

waveguide and ∼1.5 m long spiral delay waveguide. The optical coupling to the chip was

implemented using two cleaved fibers at the input and output edge of the chip. From
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this figure it is seen that the total edge coupling in and out loss is around 9.8 dB at the

wavelength of 1550 nm, considering the propagation loss in the 10 cm long Si3N4 waveguide

is negligible compared to the edge coupling loss. The measured coupling loss variation over

all the 10 cm long waveguides is less than 1 dB. From Fig. 3.8, it is also seen that the 1.5 m

long spiral delay waveguide suffers an extra 4.6 dB optical loss compared to the 10 cm long

Si3N4 waveguide. From this result, we measured an approximate 3.1 dB/m propagation

loss for the 72 nm thick Si3N4 waveguide, where the total fiber to chip coupling loss is

assumed to be 9.8 dB.
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Fig. 3.8 Normalized optical transmission response of the 10 cm and 1.5 m
long Si3N4 waveguide.

We have experimentally determined the group index of the 72 nm thick Si3N4 waveguide

using the transmission response of a test MZI. The length difference between the two arms
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of the MZI is 4.4 mm (the two MZI arms are 12.26 mm and 16.66 mm in length). In addition

to this, a ∼12 mm long and 20 µm wide heater was placed on top of the longer arm of the

MZI filter to find the Pπ(input power required at the heater to achieve π phase shift in the

CW signal) of the heater. All the heaters in the 1 × 4 channel wavelength demultiplexer

have similar geometry. It should be mentioned that the test MZI structure is similar to the

MZI filters of the 1 × 4 channel wavelength demultiplexer shown in Fig 3.4. However, as

mentioned in section 3.1.3, the extra delay lengths in the MZI filters of the 1 × 4 channel

wavelength demultiplexer is much smaller (i.e., L1 = 249.5 µm, L2 = 124.96 µm and L3 =

124.7 µm) compared to the extra delay length (4.4 mm) of the test MZI filter. Therefore,

in the test MZI filter we expect to have smaller FSR, which will facilitate the experimental

measurement of the group index of the waveguide within a small wavelength range. In

both the test MZI and demultiplexer, Pπ of the heaters will be similar, as the heaters have

same length (∼12 mm) in all the MZI filters presented in this chapter. Fig 3.9(a) shows

the zoomed optical transmission response of the test MZI structure, where the input CW

signal from the laser with an optical power of 10 dBm is tuned over the wavelength range

from 1547 nm to 1552 nm. We found that at a heater bias voltage of 25 V (6 mA), the

optical transmission response of the filter shifts in wavelength by an amount equal to 1/4th

of its FSR (0.09 nm). Therefore, the measured resistance and Pπ/2 is 4.17 kΩ and 150 mW,

respectively, for the MZI delay arms heater. From this result, the approximate value of Pπ

can be interpolated to be 300 mW. Next, we used the method provided in [86] to measure

group index (ng) of the waveguide from the transmission response of the MZI. In this

method, the measured FSR at different wavelengths is used to calculate the group index.

Fig. 3.9(b) shows the simulated and experimental value of the group index at wavelength

near 1550 nm. From this figure, it is clear that the experimental value of the group index

is within ∼0.001 error limit from the simulation value. We calculated that within this
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error limit of the group index, the FSR of the filter would change by only ∼0.003 nm. As

the wavelength separation between the adjacent channels of the filter is 3.2 nm, this FSR

variation due to this group index variation does not affect the filter performance.
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Fig. 3.9 (a) Optical transmission response of the test MZI filter at two
different bias voltages to the heater, (b) Measured and calculated group index
of the 72 nm thick Si3N4 waveguide.

3.2.1 Power splitting ratio in the Si3N4 waveguide based MMI couplers

We assess the power splitting ratio in the two output arms of the MMI couplers. Three test

MMI couplers were designed such that all the MMI couplers have the same core waveguide

width (WMMI) of 30 µm. The core waveguide lengths (LMMI) of the three MMI couplers are

varied from the first beat length (∼1860 µm found from simulation, section 3.1.2). Fig. 3.10

shows the normalized output transmission response of the MMI couplers. From this figure,

it is seen that optical power splitting ratio within 0.3 dB power range is obtained for all

the MMI couplers at both ports. The MMI coupler with LMMI = 1860 µm core waveguide

length exhibits 0.4 dB loss per output channel at 1550 nm wavelength. The optical loss
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per channel increases to 0.8 dB and 1 dB for the MMI couplers with ±10 µm variation

from the simulated optimum core waveguide length. The 0.4 dB to 1 dB insertion loss for

the MMI coupler is still high, considering the low-loss Si3N4 platform used to design the

devices. This suggests that in the future runs the MMI coupler should be designed more

carefully by considering both the simulation and experimental result obtained from this

run.
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Fig. 3.10 Normalized output transmission response at the two output ports
of the MMI couplers.



3 A Thermally Tunable 1 × 4 Channel Wavelength Demultiplexer 56

3.2.2 Transmission response of the four channel wavelength demultiplexer

To determine the insertion loss and crosstalk between the adjacent channels of the 1 × 4

channel demultiplexer, we have used a similar setup as in Fig. 3.7(b). The optical phase

shift in the the delay arms of the MZI interferometers was thermally tuned. We have

applied a set of DC voltages to implement thermal heating in the corresponding delay

arms. The thermal heating occurs from the electrical power loss in the resistive load of the

heater. Fig. 3.11 shows the optical transmission response of each of the four channels of

the demultiplexer. The applied DC voltages in the thermal heaters of the delay arms were

V2 = 1.5 V (0.32 mA), V3 = 4 V (0.9 mA) and V5 = 2.5 V (0.55 mA). All the voltages

were applied simultaneously to the heaters to minimize the crosstalk between the channels.

Each of the heaters has separate signal and ground contact pads, therefore no electrical

cross-talk was observed due to simultaneous biasing. From this figure it is seen that the

side lobe suppression ratio for ch − 1, ch − 2, ch − 3 and ch − 4 are 12 dB, 12.8 dB, 12.6

dB and 11.2 dB, respectively from 1530 nm to 1580 nm wavelength range. The FSR from

1550 nm to 1580 nm wavelength range for ch− 1, ch− 2, ch− 3 and ch− 4 are 12.85 nm,

12.9 nm, 12.85 dB and 12.9 nm, respectively.
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Fig. 3.11 Normalized transmission response of the four optical output chan-
nels (a) ch− 1, (b) ch− 2, (c) ch− 3 and (d) ch− 4.

Fig. 3.12(a) shows the overlapped transmission responses of all four channels of the

demultiplexer. In the transmission response from wavelength range 1550 nm to 1565 nm

(Fig. 3.12(b)), we measured that the transmission peaks of ch − 1, ch − 2, ch − 3 and

ch− 4 are at 1552 nm, 1558.45 nm, 1555.3 nm and 1561.6 nm. Therefore, the wavelength

separation between ch − 1 and ch − 3 is 3.1 nm, between ch − 2 and ch − 3 is 3.15 nm,

and between ch − 2 and ch − 4 is 3.15 nm. The FSR and wavelength separation between

two channels is within the 0.1 nm range of the simulation result presented in Section 3.1.3.

The FSR and wavelength separation between two channels match the simulation result

presented in section 3.1.3. We used the results of Fig. 3.12(b) to set the four CW laser

signals at the wavelength range from 1552 nm to 1561.6 nm to demonstrate WDM operation

in section 3.2.3.
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Fig. 3.12 (a) Overlapped transmission response of the four optical output
channels, (b) zoomed view of the optical response shows 14.5 dB crosstalk for
ch− 2.

3.2.3 160 Gb/s wavelength division multiplexing operation

Fig. 3.13 shows the experimental setup that was used to record the eye diagrams and to

evaluate the BER performance of the four WDM channels. To demonstrate the WDM op-

eration, four laser sources emitting CW light at wavelengths of 1552 nm, 1555.2 nm, 1558.4

nm and 1561.6 nm are set with an optical power of 10 dBm/channel. The wavelengths of

the CW signal are chosen such that they are aligned with the transmission power peaks of

the four channel optical demultiplexer (Fig. 3.12(b)).

Polarization controllers (PC-1 to PC-4) were inserted at each of the CW channel paths

to maximize the extinction ratio of the modulated signal from the polarization sensitive

electro-optic LiNbO3 modulator. Prior to the external optical modulator, the four CW

signals were multiplexed onto a single fiber using a 4:1 optical power coupler. The 4:1 optical

power coupler has an insertion loss of around 6.4 dB. We measured around 9.5 dBm total

optical power from the output of the 4:1 optical coupler. The optically multiplexed four
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Fig. 3.13 Experimental setup to capture eye diagrams and to evaluate BER
performance of the optical demultiplexer. EDFA: Erbium doped fiber ampli-
fier, PM: power meter, OSA: Optical spectrum analyzer, DCA: digital com-
munication analyzer. Inset shows the optical spectrum of the four modulated
channels.

CW channels were given as input to the commercial LiNbO3 modulator. The modulator

has a measured insertion loss of 7 dB. The optical modulator was driven by a 40 Gb/s

non-return to zero (NRZ) on-off keying (OOK) electrical data generated from four 10 Gb/s

pulse pattern generators (PPG). The four 10 Gb/s data generated from the PPGs were

time multiplexed by the electrical MUX to create the 40 Gb/s data. The electrical signal

is a PRBS data with a bit pattern of length 231 − 1.

To compensate the insertion loss of the optical modulator and the device under test, two

EDFAs (EDFA-1 and EDFA-2) with 5 dB noise figure were used before and after the chip. A

polarization controller (PC-5) is used before the chip to control the polarization state of the
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input signal to the polarization sensitive Si3N4 waveguide. A variable optical attenuator

(VOA) was used to control the received optical power by the commercial photodetector

such that BER performance of the demultiplexer can be evaluated in terms of the average

received power. A 90/10 optical coupler was used after the VOA to measure the amount

of received power by the photodetector and to record the optical spectrum of the output

signals. Fig. 3.14 shows the recorded eye diagrams from the DCA for each of the four

channels of the demultiplexer.

Fig. 3.14 40 Gb/s electrical eye diagrams obtained for the four channels at
the output of the demultiplexer.
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To measure the BER of all four channels, we used an electrical demultiplexer after the

commercial photodetector to electronically demultiplex each of the 40 Gb/s channel to

a 10 Gb/s channel. The 10 Gb/s data rate signal was used to measure the BER perfor-

mance of each channel using a BER tester (Anritsu MU181040A-002). Fig. 3.15 shows that

an average received power of -2.5 dBm is required at the photodetector input to achieve

1 × 10−12 BER for all four channels. It should be mentioned that the BER performance

result does not include errors due to the crosstalk between channels, as all the channels

were modulated with same PRBS data. In the case of the back-to-back link, only one CW

signal source is modulated without using the 4:1 optical coupler, where the device under

test is replaced by an optical attenuator set to the insertion loss of the Si3N4 demultiplexer

(approximately 11.1 dB). The power penalty of 1 to 1.5 dB for ch-1 to ch-4 is attributed

to the different optical gain setting in the two EDFAs for the back-to-back case.
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Fig. 3.15 Measured BER as a function of the average optical power at the
input of the photodetector for the back-to-back and four output channels of
the demultiplexer.

3.3 Summary

The performance results of the 1 × 4 channel optical demultiplexer circuit reported in this

chapter suggests that complex optical signal processing functionalities can be added to

the Si3N4 waveguide based components (i.e., phase shifting by thermal tuning, integrating

optical buffers) such that more advantages from this ultra low-loss PIC technology can

be harnessed. Low-loss AWG based demultiplexer on Si3N4 waveguide platform presented

in [37] shows better performance than the 1 × 4 channel optical demultiplexer presented

in this work. However, as explained above, for the applications where large optical time
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delays are required as optical buffers in addition to the wavelength filtering, the AWG

based MUX and MZI filter based demultiplexer can be used together to build the complete

PIC on chip [46]. Using the integrated thermal tuners, the optical phase shift in the MZI

delay arms can be controlled, which promises the scalability of the proposed demultiplexer

architecture from four to eight channels by decreasing the adjacent channels’separation. In

this chapter, we have designed the PIC using 3.1 dB/m propagation loss Si3N4 waveguides

with PECVD top cladding. However, by changing the waveguide cross-section of Si3N4

waveguides (50 nm × 6.5 µm) and by increasing the minimum bend radius to 9.8 mm with

the PECVD top cladding, lower propagation losses (i.e., 0.5 dB/m in [28]) than a 3.1 dB/m

loss are demonstrated. Therefore, in future designs, the losses of some application specific

PICs (i.e., that includes long optical buffer waveguides with MZI based demultiplexers [46])

can be reduced by using the Si3N4 waveguides demonstrated in [28].
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Chapter 4

Passive Wavelength-Striped Mapping

(PWSM) on the Si3N4 Waveguide

4.1 Introduction

In this chapter, we proposed an integrated PWSM device designed using low-loss Si3N4

waveguides [27]. In chapter 2, section 2.2, we have discussed that the ultra low-loss

Si3N4 waveguide is a suitable PIC platform to design the long optical delay waveguides

required in the PWSM device. The proposed PWSM technique requires simultaneous

optical filtering and delaying each time segment of the serial data packet with respect to its

adjacent channel by a pre-determined amount of time using optical buffer delay lines. In

data center applications, the discrete fiber-based PWSM device needs to be integrated

on a PIC to be used in the intra-card and inter-card schedulers proposed in [46, 87].

The card schedulers on the network interface cards (NIC) facilitate designing modular

multiple rack-based optical interconnects, where they receive electrical data from the serial

packet generators or microprocessors [88]. The E/O modules are also placed on the NIC
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along with the PWSM device [46]. The PWSM PIC can be an important building block

of the wavelength–striped based intra-card and inter-card schedulers, which are typically

located in the top-of-rack (TOR) switches. Therefore, for practical purpose, an integrated

approach becomes essential for highly paralleled optical interconnects with increased off-

chip bandwidth density requirement in data communication. In this chapter, an integrated

PWSM device is designed using low-loss Si3N4 waveguides [27].

The integrated optical PWSM circuit performs wavelength filtering of four channels and

optically delays each channel from its adjacent channel by 16 ns. The insertion loss between

the adjacent channels varies due to the integrated optical delay lines, with measured relative

insertion loss of 0 dB, 9.7 dB, 19.1 dB and 28.7 dB in ch − 1, ch − 2, ch − 4 and ch − 3,

respectively, with respect to ch−1. The optical demultiplexer section of the PWSM device is

designed with a FSR of 12.8 nm and 3.2±0.1 nm wavelength separation between adjacent

channels. The maximum crosstalk measured is 15.2 dB. A complete demonstration of

the PWSM serial-to-WDM and WDM-to-serial process requires two PWSM devices with

complementary optical delay lines. In such system, the serial-to-WDM process of the

PWSM device is used for time-compression of the data packet at the transmitter side while

the WDM-to-serial process of another PWSM device is used for time-expansion of the data

packet at the receiver end. In this work, we design the later stage where the concept

is experimentally demonstrated. The WDM-to-serial PWSM device reconstructs a 64 ns

long data packet from four 16 ns data packets. The BER performance of the aggregated

64 ns packet is below 1×10−9 for a received optical power of -6.7 dBm. The PWSM device

exhibits a 2.3 dB power penalty. The results presented in this chapter are published in [89].
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4.2 Passive wavelength-striped multiplexer design

The PWSM PIC requires an optical demultiplexer with integrated low-loss optical delay

lines. Si3N4 waveguide based low-loss optical delay lines delay the optical channels with

respect to the adjacent channel for a specific amount of time. In this design, multiple of

16 ns are used for a WDM-to-serial process on a 64 ns long payload serial packet. Si3N4

waveguides with a cross-sectional area of 2.8 µm × 72 nm is used for lower loss properties

necessary for the four optical delay lines of 0 m, 3.1896 m, 6.3809 m and 9.5662 m. The

detailed characterization of this waveguide structure is presented in chapter 3, with mea-

sured 3.1 dB/m propagation loss and group index (ng) of 1.505 in the 1550 nm wavelength

region.

In a conventional WDM based optical interconnect link, each wavelength is modulated

using an optical modulator driven by the electrical serial data stream of the transmitter.

The modulated optical wavelength channels are then multiplexed using an optical MUX

before transmission. This process requires one modulator per wavelength challenging the

scalability of the optical interconnect link due to strongly coupled power consumption to

the increasing number of modulators and electronic circuitry. In our proposed wavelength-

striped data transmission process, the same data packet is simultaneously encoded on

all WDM channels using one modulator. By time scaling the data packets from all the

transmitters, the overall interconnect capacity can be scaled up [46]. A novel PWSM

process enabling such process was initially demonstrated experimentally in [61], where one

modulator was used to modulate eight wavelength channels with the same electrical data

stream. The wavelength-striped process was implemented using discrete fiber-based off-chip

delay lines and optical wavelength demultiplexer/multiplexer. However, time delaying the

data packets with fiber delay lines required long fiber lengths, which becomes impractical



4 Passive Wavelength-Striped Mapping (PWSM) on the Si3N4 Waveguide 67

to implement as packet length increases in time. We first proposed the theoretical model

of an integrated PWSM device with low loss delay waveguides in [46]. Fig. 4.1 shows the

schematic diagram of the PWSM PIC with four channels. In Fig. 4.1, the outputs (ch-1,

ch-2, ch-3 and ch-4 ) are the results of the PWSM circuit filtering each of the wavelengths

and simultaneously time delaying the wavelength channels ch-1 (λ1), ch-2 (λ3), ch-3 (λ2)

and ch-4 (λ4) by 0 ns, 16 ns, 48 ns and 32 ns, respectively.

L1 

L2 

ch-2, λ3

 λ1, λ3

λ2, λ4

Optical Input

L3 

ch-3, λ2

ch-4, λ4

V1 G

V2 G

V3 G

V6 G

V4 G

V5 G

ch-1,  λ1

∆L1 = 3.1896 m

 for 16 ns delay

∆L2 = 3.1853 m 

for 16 ns delay

∆L3 = 6.3809 m 

for 32 ns delay

Fig. 4.1 Schematic of the four channel PWSM multiplexer architecture with
the integrated Cr heater on the delay arms of the MZI(not to scale). V1 to V6:
electrical pads to apply the DC voltages for thermal tuning, G: ground pads,
L1 to L3: integrated delay waveguide lengths (in green color).

In this section, we present the working principle of the integrated PWSM device. Next,

we describe the design method of the long delay waveguides and their integration with the

four channel optical demultiplexer.
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4.2.1 Working principle of the PWSM device

Full functionality of the PWSM process is described in chapter 2 section 2.1.2, which

requires two PWSM devices with complementary delay waveguides. In [61], eight WDM

channels were modulated simultaneously with the same 2.5 Gb/s payload of 128 ns. The

first PWSM device was used to apply 16 ns delay between each of the eight channels. The

output of the first PWSM device was then gated to form the eight channels packet of 16 ns,

such that the entire 128 ns long serial data packet was converted to a compressed 16 ns

long WDM parallel packet. To recover the 128 ns long serial data packet from the 16 ns

long parallel data packet, another PWSM device was used in [61] where the optical delay

lines were oriented in a complementary manner. The complementary-oriented waveguide

delay lines in the two PWSM devices also remove the optical power non-uniformity among

the channels. This is achieved by applying increasing and decreasing order of time delays

to the channels in the two PWSM devices. For example, the first channel (ch-1 ) in the

PWSM device shown in Fig. 4.1 has no time delay waveguides in its optical path, whereas

in the second PWSM device of the receiver node (not shown in Fig. 4.1), a 64 ns time delay

is applied to ch-1.

In this chapter, to explain the working principle of the PWSM device, we focus on one

PWSM device and demonstrate how a 64 ns long data packet can be regenerated from four

16 ns data packets encoded on four distinct WDM channels. The same PWSM device can

be used to demonstrate the full passive wavelength-striped process described in [61]. The

working principal of the proposed device is shown in Fig. 4.2, where four WDM channels are

simultaneously modulated with the same 64 ns long data packet using one modulator (not

shown in Fig. 4.2). However only the first 16 ns of the packet segment contains information

bits, where in the next 48 ns, the information bits are set to zero. The PWSM device filters
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the four WDM channels and time delay the adjacent channels by 16 ns. At the output of

the device, a 64 ns long packet is formed over the four channels which can then be optically

multiplexed and detected by an optical broadband receiver. It should be mentioned that,

in this demonstration, each 16 ns segment contains the same data, whereas in [61] each of

the 16 ns segments contains distinct data packet.

MZI-3

t

λ

λ1
λ2
λ3
λ4

t

16 ns

64 ns

ch-1

ch-2

ch-3

ch-4

MZI-1

MZI-2

λ

λ1

λ3

16 ns

64 ns

λ

λ2

λ4

16 ns

64 ns

32 ns

λ
16 ns

64 nst

t

Fig. 4.2 Working principle of the proposed PWSM device. Four WDM
channels (λ1, λ2, λ3 and λ4) containing the same data are filtered to four
wavelength channels and delayed with respect to the adjacent channels by
16 ns.

The optical demultiplexer section of the PWSM device has a channel separation of

400 GHz or 3.2 nm such that passive wavelength-striped process can be applied to 25 Gb/s

or 50 Gb/s modulated data channels. While data rate and modulation format transparent,

the current constraint of the demonstrated device is that the total packet length must be
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kept to 64 ns. Different delay lines need to be used for a different packet length and/or

a different number of WDM channels. At higher data rate, the total number of bits per

wavelength obviously increases proportionally. For example at 25 Gb/s and 50 Gb/s data

rate 1600 bits or 3200 bits can be allocated per packet, respectively, for serial to parallel

or parallel to serial conversion.

The data rate of the wavelength-striped channels in the proposed device is set to

25 Gb/sec based on the 100 G Ethernet standard. In a network with four pairs of PWSM

devices in the transmitter and receiver nodes, 100 G aggregated bandwidth can be achieved

by the 4 × 25 Gb/sec WDM channels with time division multiplexing (TDM) interleav-

ing [61]. At present short reach interconnect distance from the server to switches is∼2 m [2].

Therefore, the proposed PIC is suitable for used within the NICs between the serial packet

generators.

4.2.2 Design of the long delay waveguides

The PWSM circuit demonstrated in this work, consists of MZI based filters incorporated

with relatively long optical delay lines (∆L1, ∆L2, and ∆L3 in Fig. 4.1), where the longest

delay line is 9.5662 m for ch − 3 to implement 48 ns time delay. In the long length delay

waveguides, the time delay mismatch between the wavelength channels due to the dispersion

effect needs to be taken into consideration. We have calculated the group velocity dispersion

(GVD) of the 220 nm × 2.8 µm cross-section Si3N4 waveguide from the group index (ng)

of the waveguide, by using the following equation:

D =
1

c0

dng
dλ

, where c0 is the velocity of light (4.1)

Fig. 4.3(a) and (b) shows the FDTD simulation results of the group index and GVD
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of the waveguide over the wavelength range from 1530 nm to 1580 nm. The dispersion

length of the waveguide for 25 Gb/sec data rate signal can be estimated from the following

equation [90]:

LD =
2πc0T

2
0

λ2 |D|
(4.2)
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Fig. 4.3 Variation in the (a) group index (ng) and (b) group velocity dis-
persion (GVD) of the 220 nm × 2.8 µm cross-section Si3N4 waveguide for the
wavelength range from 1530 m to 1580 m.

In equation 4.2, D is the GVD parameter of the waveguide and T0 represents the half–

width of a Gaussian pulse at 1/e intensity point. We assume T0 = 10 ps (T0 ≤ TB/2
√

2,

calculated from [90]) for the 25 Gb/sec data rate signal (one bit time duration, TB = 40 ps).

The calculated value of the dispersion length for 25 Gb/sec data rate signal is LD = 200.7 m,

assuming D = –391 ps/(nm-km) at 1550 nm wavelength from Fig. 4.3(b). The longest

delay line in the PWSM device is 9.5662 m (calculated in the next paragraph), which is

approximately 20 times less than the dispersion length. Therefore, at 25 Gb/sec data rate,

the output optical waveform from the PWSM device will not suffer distortion due to the
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dispersion effect.

To compensate the time delay mismatch between the four WDM channels due to dis-

persion, the required lengths of the delay lines are then determined by solving the following

set of equations,

∆L1 =
c0 × T3
ng3

(4.3)

∆L2 + ∆L3 =
c0 × T2
ng2

(4.4)

∆L3 =
c0 × T4
ng4

(4.5)

Table 4.1 shows values of the input parameters (time delay, T and group index, ng) in

equations (4.3), (4.4), and (4.5). The group index of the waveguide at each of the wave-

lengths is obtained from Fig. 4.3(a). Table 4.1 also shows the calculated delay waveguide

lengths.

Table 4.1 Delay waveguide length in the PWSM device

Channel and Time Group index Delay

wavelength Delay (ns) Length (m)

1. ch-2, λ3 T3 = 16 ng3 = 1.5049 ∆L1 = 3.1896

2. ch-3, λ2 T2 = 48 ng2 = 1.5053 ∆L2 + ∆L3

= 9.5662

3. ch-4, λ4 T4 = 32 ng4 = 1.5045 ∆L3 = 6.3809

From Table 4.1, it is seen that to achieve a time delay of approximately 16 ns between

adjacent channels, the length of the delay waveguides needs to be accurate within 0.1 mm

or 100 µm. We estimate about 0.5 ps time delay mismatch for 100 µm waveguide length

offset from the designed length. Therefore, considering the target data rate of 25 Gb/s (one



4 Passive Wavelength-Striped Mapping (PWSM) on the Si3N4 Waveguide 73

bit duration = 40 ps), we set the length of the waveguide to be accurate up to 100 µm.

Achieving this length accuracy in the discrete fiber delay lines based PWSM device is

challenging. However, in the Si3N4 waveguide based integration technology 100 µm length

accuracy is achievable, considering the width of the waveguide is 2.8 µm.

4.2.3 Integration of the delay waveguides with the 4-channel demultiplexer

The optical demultiplexer without the integrated delay lines has been designed and char-

acterized in chapter 3. The four-channel device consists of three 2×2 MZI based filters to

demultiplex four 40 Gb/s WDM channels. A spiral-shaped 1.5 m long delay waveguide test

structure is also characterized in chapter 3 to determine the waveguide propagation loss. In

this work, three spiral-shaped long delay waveguides (∆L1, ∆L2, and ∆L3) are monolith-

ically integrated with the four-channel optical demultiplexer to design the PWSM device.

The length of the optical delay waveguides are set to time delaying the 25 Gb/sec data rate

channels in the multiples of 16 ns. On the other hand, the optical path delay lengths in the

MZIs (L1, L2 and L3) are designed to achieve a channel spacing of 3.2 nm (or 400 GHz)

at the output of the PWSM device. MZI1 requires a π/2 phase delay for effective filtering

of channels λ1 and λ3, which is achieved by adding an extra delay length of 0.257 µm for

this π/2 delay. To effectively tune the phase delay to π/2, we include a 12 mm long Cr

heater (V1 to V6) on top of each of the MZI delay arms. The Cr heaters are monolithically

integrated with the Si3N4 waveguide based PWSM device. The MZIs are designed using

two 2×2 MMI-based couplers to achieve the optical broadband 3 dB coupling required for

filtering in this proposed wavelength-striping technique. Fig. 4.4 shows the layout of one

segment of the PWSM device containing the longest delay waveguide (∆L3 = 6.3809 m)

and one of the MZI filters.

The area of the PWSM device on the PIC is 4.2 cm × 4.7 cm. The input/output waveg-
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uides of the device are routed beyond this region to the edge of the chip to accommodate

other test devices. The on-chip area of the longest delay waveguide (∆L3 = 6.3809 m) is

2.3 cm × 2.3 cm. The whole PIC (area: 7 cm × 7 cm) also includes test devices such as

a four-channel optical demultiplexer, MMI couplers, MZI filters, bent and straight waveg-

uides.

MZI filter

~8 mm

Si3N4 waveguide Cr heater Metal routing

Fig. 4.4 Layout of the longest optical delay waveguide, ∆L3 = 6.3809 m,
connected to one of the MZI filters of the PWSM circuit.

4.3 Experiment setup and results

To characterize the PWSM device, we first determine the optical transmission response

of the four wavelength channels. Next, the time delays between the adjacent channels

is evaluated using a modulated optical waveform. The experimental results obtained are

utilized to form a 64 ns long data packet from the four 16 ns long data segments. We

also determine the BER and power penalty of the 64 ns long data packet generated by the
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PWSM device.

4.3.1 Optical transmission response of the PWSM device

Fig. 4.5(a) shows the experimental setup to characterize the transmission response of the

PWSM device (device under test, DUT) and to determine the insertion loss of each of the

four channels of the PWSM device which are critical in this proposed system. In Fig. 4.5(b),

the actual photograph of the PIC along with the fiber array and DC electrical probe has

been shown. The optical phase shift in the delay arms of the MZI is thermally tuned to

reduce crosstalk between the channels by applying a set of DC voltages for thermal heating

in the corresponding delay arms. The thermal heating occurs from the electrical power loss

in the resistive load of the heater. The applied DC voltages in the thermal heaters of the

delay arms were V2 = 1.5 V (0.31 mA), V3 = 4.1 V (0.95 mA) and V6 = 2.4 V (0.55 mA).

The total electrical power consumption of the PWSM device from the thermal heaters is

5.68 mW. The wavelength of a CW laser source is swept from 1525 nm to 1575 nm with

a constant optical power at 12 dBm. A polarization controller is used at the input of the

PWSM chip to reduce the polarization dependent loss in the Si3N4 waveguide. The optical

output power from each of the four output channels of the PWSM circuit (ch− 1, ch− 2,

ch− 3 and ch− 4) is recorded separately.

Fig. 4.6 shows the optical transmission response of each of the four channels of the

PWSM device normalized to the optical output power of a reference straight Si3N4 waveg-

uide. From this figure, the side lobe suppression ratio for ch-1, ch-2, ch-3 and ch-4 are

14 dB, 17 dB, 14 dB and 16 dB, respectively, for a 50 nm wavelength range from 1525 nm

to 1575 nm. The FSR range for ch-1, ch-2, ch-3 and ch-4 are 12.75 nm, 12.8 nm, 12.8 nm

and 12.75 nm, respectively. The optical insertion loss in the first channel (ch-1 ) is 1.7 dB

at 1553.5 nm. From this figure, it can be seen that there is an insertion loss difference of
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Fig. 4.5 (a) Experimental setup to measure the transmission responses of the
four channel PWSM device, (b) Photograph of the test setup with the PIC,
fiber array and DC electrical probes. The area and location of the PWSM
device on PIC is highlighted by the red rectangle.

approximately 9.7 dB between two adjacent channels. This is the incremental loss for an

optical delay of 16 ns corresponding to 3.1 dB/m propagation loss in the delays. The in-

sertion loss is 11.4 dB for the second channel (ch-2 ), 20.8 dB for the fourth channel (ch-4 ),

and 30.4 dB for the third channel (ch-3 ).

Fig. 4.7 illustrates the overall optical transmission response of the PWSM device by

overlapping the response of each channel removing the additional insertion loss from cor-

responding delay lines. A narrow spectral response is shown in Fig. 4.7(b) from 1539 nm

to 1553 nm with the transmission peaks of ch-1, ch-2, ch-3 and ch-4 found at 1541.1 nm,
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Fig. 4.6 Normalized transmission response of the four optical output chan-
nels (a) ch-1, (b) ch-2, (c) ch-3 and (d) ch-4.

1547.45 nm, 1544.3 nm and 1550.7 nm, respectively. This confirms a wavelength separation

of 3.2 nm between ch-1 and ch-3, 3.25 nm between ch-2 and ch-4, and 3.15 nm between

ch-2 and ch-3. The FSR and wavelength separation between two channels is within the

0.1 nm range of the simulation result. We used the results of Fig. 4.7(b) to set wavelength of

the four CW lasers within a wavelength range from 1541.1 nm to 1550.7 nm to demonstrate

the proposed PWSM operation.
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Fig. 4.7 (a) Overlapped transmission response of the four optical output
channels. (b) Zoomed view of the optical response shows 15.2 dB crosstalk for
ch-4.

4.3.2 Time delay between adjacent channels

The operation of the PWSM process is demonstrated by constructing a 200 byte long

serial packet (1,600 bits) from four 50 byte long packets (400 bits). Full serialization and

deserialization of the whole 200 byte long packet requires simultaneous operation of two

different PWSM photonic circuits, where each of the PWSM circuit performs wavelength to

time delay mapping in a complementary manner. As one version of the PWSM circuit was

designed, the 50-byte long four WDM packets to a 200-byte long serial packet conversion

process is demonstrated in this paper. To demonstrate the concept, each of the four WDM

channels is modulated by a 200 byte long electrical signal, where the first 50 byte contain

data and the remaining 150 byte are set to zero. The first 50 byte or 400 bits contain

three sets of 27 − 1 PRBS bits and nineteen trailing zeros. The last 1200 bits of each data
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packets are set to zero. The PWSM circuit receives the four WDM channels, where each

of the WDM channel contains 50 byte long data at the same time segment. At the output

of the PWSM circuit, four WDM channels are simultaneously filtered, time delayed and

multiplexed to form a 200 byte long data packet.

In Fig. 4.8, the experiment set up used to check the time delay between the adjacent

WDM channels is shown. Four laser sources emitting CW light at wavelengths of 1541.1 nm,

1544.3 nm, 1547.45 nm, and 1550.7 nm are set with an optical power of 12 dBm per

channel. The wavelengths of the CW signal are chosen such that they are aligned with the

transmission power peaks of the four channel optical demultiplexer section of the PWSM

(Fig. 4.7(b)). The channels are multiplexed onto a single fiber with a 4:1 multiplexer and

modulated simultaneously with a 33 GHz bandwidth lithium niobate amplitude modulator

at 25 Gb/s. The optical multiplexer has a 6.2 dB insertion loss. The extinction ratio

of the optical modulator is approximately 14 dB. The extinction ratio of the polarization

sensitive modulator is maximized for each individual wavelength by using polarization

controllers prior to the 4:1 multiplexer. In this demonstration, the modulator is driven by

an amplified bit sequence, representing one 200 byte long packet, generated at 25 Gb/s by

a programmable pattern generator. The simultaneously modulated optical wavelengths are

amplified by an EDFA (EDFA-1) and launched into the demultiplexing input port of the

PWSM device. The optical output signal from each of the four optical output ports of the

PWSM circuit are coupled to a single mode fiber one at a time. A second EDFA (EDFA-2)

is used before the photodetector to compensate for the insertion loss of the PWSM circuit.

As each of the channels has different optical loss due to the different delay lengths, the

optical power amplification in the two EDFAs is set accordingly.
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Fig. 4.8 Experimental setup to capture pattern locked data for each of the
four channels separately. EDFA: Erbium doped fiber amplifier, PC: polariza-
tion controller, VOA: variable optical attenuator, PD: photodetector, DCA:
digital communication analyzer.

Fig. 4.9(a) to (d) shows the pattern locked data (one set of 1600 bits captured from

86100D Infiniium DCA) for each of the output channels (ch-1 to ch-4 ), and the corre-

sponding time delay between the adjacent channels. To accurately measure the time delay

between channels, the last bits transition of each of the received signal is shown at the right.

The measured time delay between adjacent channels is within 16.010 ns ± 5 ps. Thus, the

time delay offset between the adjacent channels is accurate within ±5 ps (or ±0.125UI at

25 Gb/s).
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Fig. 4.9 64 ns (200 byte) long patterned locked data and the corresponding
time delay for (a) ch-1, (b) ch-2, (c) ch-3 and (d) ch-4.

4.3.3 Parallel-to-serial conversion validation

In this section, we present the experimental method of parallel-to-serialization of the four

data segments using the PWSM device. The reconstructed 200 byte serial data should
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be 64 ns long where each of the channels bit information is contained within each of the

16 ns long block. Fig. 4.10 shows the experiment set up to validate the 200 byte long data

packet from the four 50 byte long data packets. In this setup, an additional 4:1 optical

coupler is inserted after the first EDFA (EDFA-1). The 4:1 optical coupler divides equally

the optical power of the signal to its four optical port. As such, each of the four optical

output port of the coupler carries all four WDM signals. The PWSM chip is designed to

demultiplex a single WDM channel from each of its four input ports, and then multiplex

the four channels at its output port. The delay lines inside the PWSM circuit subsequently

add 16 ns delay between the adjacent channels. A fiber array with 250 µm pitch is used

to simultaneously couple the four signals to the four input ports of the PWSM device.

VOAs are used to attenuate the optical power of the channels suffering less optical loss

compared to the other wavelength channels, i.e., ch-1 suffers 9.7 dB less loss than ch-

2 inside the PWSM device. Using the VOA, the optical power of the WDM channels is

adjusted up to a certain limit such that the whole packet formed by the PWSM chip can be

amplified using the second EDFA (EDFA-2). Polarization controllers are used before each

channels of the PWSM chip. External optical delay lines (ODL) are used to compensate

time delay mismatch occurred due to the small fiber length difference in the VOA, PC and

fiber arrays of the adjacent channels. To compensate for the insertion loss of the DUT, a

second (EDFA-2) with 5 dB noise figure is used after the chip. A VOA is used to control

the received optical power by the commercial photodetector to measure BER performance

of the PWSM device in terms of the average received power at the photodetector. A

90/10 optical coupler and a power meter is used after the VOA to measure the average

received power. As discussed in section 4.2.1, in a complete PWSM based network [61],

two PWSM devices in the transmitter and receiver nodes would remove the optical power

non–uniformity due to the complementary oriented optical delay waveguides. In such a
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scenario, the optical power coupler used after the EDFA-1 in Fig. 4.10 would be replaced

by a wavelength multiplexer integrated on the PWSM device. An AWG based optical

multiplexer demonstrated using the similar Si3N4 waveguide based platform in [37] can be

integrated with the PWSM circuit for this purpose.

CW Laser-1
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MZ Modulator 

ODL

EDFA-1PC-2

PC-3

PC-4
CW Laser-4

CW Laser-2
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Fig. 4.10 Experimental setup to reconstruct the 64 ns long packet and to
evaluate the BER performance of the PWSM device. PC: polarization con-
troller, EDFA: Erbium doped fiber amplifier, VOA: variable optical attenuator,
PM: power meter, PD: photodetector, DCA: digital communication analyzer.

Fig. 4.11 shows the recorded patterned locked electrical data packet from the DCA.

The 64 ns long data packet contains four 16 ns block of data from the four WDM optical

channels. The electrical peak to peak voltage swing varies at every 16 ns time duration as

each of the four channels suffers different optical loss in the PWSM device. However, as

mentioned in the above paragraph, the peak to peak voltage difference between the packet

segments were reduced by using a separate optical attenuation for each channel.

The bit error rate of the constructed packet is measured after the photodetector. Since

the transmitted data from the PPG and received data are different (Fig. 4.9 and Fig. 4.11),

the expected 200 bit long data pattern is loaded onto the BER tester, which contains four

repeated blocks of the transmitted bit patterns from the PPG. Both the PPG and BER

tester are synchronized to the same clock signal from a clock synthesizer module such that
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Fig. 4.11 Aggregated reconstructed 64 ns long packet at the output of the
PWSM device from four wavelengths (λ1 to λ4) each carrying a 16 ns long
segment of the data.

the BER tester is synchronized to the PPG. Fig. 4.12 shows the BER of the received packet

with respect to the average received power at the photodetector. The BER of the photonic

link with the PWSM device is compared with a back to back case, where the whole 64 ns

packet (four segments of 16 ns data) is used to modulate the first wavelength channel only.

From the BER result in Fig. 4.12, a 2.3 dB power penalty is observed for the PWSM

interface. The power penalty can be attributed to the uneven peak to peak voltage, time

delay mismatch and varying extinction ratio of the four wavelength channels across the full

64 ns packet generated from the PWSM device (as shown in Fig. 4.11).
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Fig. 4.12 Measured BER and power penalty of the 64 ns aggregated packet
generated from the PWSM output with respect to the back to back generated
single 64 ns long data.

4.4 Discussion

A four channel PWSM device is designed in this work using the low-loss Si3N4 waveguide

and a 64 ns long data packet is constructed from four 16 ns long packets.

In the experimental setups, a PC is used before the PWSM chip to reduce the polariza-

tion dependent loss of the Si3N4 waveguide, inherently polarization sensitive due to its high

aspect ratio in the cross-section area. The high aspect ratio cross-section area is necessary

to achieve low propagation loss in the waveguide [27]. Recently, in [91], a polarization

insensitive Si3N4 waveguide is demonstrated by decreasing the aspect ratio of the cross-

section area (1.2 µm × 170 nm) and by using double strip taper waveguide as the edge

couplers. However, the waveguide demonstrated in [91] has a relatively higher propagation

loss (9.5 dB/m in [92]) compared to the single strip waveguide used in this work.
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The AWG based filters on the low-loss Si3N4 waveguide platform proposed in [37], has

lower crosstalk (30 dB) compared to crosstalk of the demultiplexer (15.2 dB) demonstrated

in this work. However, the MZI based demultiplexer allows simultaneous filtering and

time delaying of the optical channels with respect to their adjacent channels, which is

important for the proposed wavelength-striped mapping device demonstrated in this work.

For example, the integrated delay line (∆L3) in the PWSM device (Fig. 4.1) is utilized to

delay both ch − 3 and ch − 4 by 32 ns, which reduces the footprint area of the PWSM

device. In an AWG filter based PWSM device, on the other hand, two separate time delay

blocks of 32 ns and 48 ns would be required for ch− 3 and ch− 4 increasing the footprint

of the PWSM device. Another approach to decrease the crosstalk is to use a cascaded

or lattice MZI based filter architecture, which improves the crosstalk between channels to

approximately 20 dB in high index contrast silicon waveguide based demultiplexers [93].

In this work, we have not implemented the lattice architecture based demultiplexer so to

minimize the footprint of the circuit. However, in the future designs, lattice-based MZI

demultiplexer should be considered to reduce the crosstalk between the channels.

In the experimental setup, EDFAs are used to compensate for the insertion loss of the

delay waveguides. In practical applications such as in data centers, SOA can be integrated

within the PWSM device to provide the necessary optical amplification. A flip–chip process

integration of SOAs onto silica–based waveguides has been demonstrated in [94] leading

the path to the feasibility of a hybrid integration of the SOAs within the Si3N4 waveguide

based PICs. Another approach is to eliminate the need of optical amplification by reducing

the insertion loss of the delay waveguides. For example, utilizing the 0.5 dB propagation

loss Si3N4 waveguide demonstrated in [28], the insertion loss of the longest delay waveguide

in this work can be reduced to 4.8 dB. However, integration of SOAs will still be necessary

for the scalability of this approach, i.e., to increase the number of channels from four to
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eight.

In [87], a theoretical model of the eight-channel PWSM device based space-time inter-

connection architecture (STIA) is shown to be more energy efficient than the 10 Gb/sec

48 port Ethernet switch [95]. An eight-channel STIA’s power budget includes power con-

sumption by an eight-channel laser array, one modulator driver, one receiver and two SOAs.

The two SOAs at the transmitter and receiver links are required to gate the wavelength-

striped WDM packets generated by the PWSM device. However, the model of the PWSM

device in the STIA is designed with the 0.5 dB/m propagation loss Si3N4 waveguides [87].

Therefore, no additional SOAs were needed to compensate the optical power mismatch

among the channels. The integrated PWSM device proposed in this work requires off-chip

EDFAs to compensate the optical power mismatch among the channels, which increases

the power budget of the experimental setup. The proof of concept of forming a 64 ns long

data packet demonstrated in this work will be helpful to design the PWSM device with

0.5 dB/m propagation loss Si3N4 waveguides in future.

In this work, the delay lengths of the PWSM device are designed to form a fixed length

data packet for 25 Gb/s data rate channels which limits the flexibility of the network

in the need of dynamic resource allocation or change in the data rate and traffic patterns.

However, the PWSM device itself draws only 5.68 mW power, which is low compared to the

active elements such as lasers, modulator drivers, receivers and SOAs. A detailed analysis

on the power budget of the PWSM device based STIA switches compared to the Ethernet

switches is presented in [46, 87]. At lower traffic or lower level of network utilization,

energy consuming active devices such as SOAs in the STIA switch remain in the idle mode,

increasing the energy efficiency of the network. At higher traffic levels, the energy consumed

by the PWSM device remains constant, and the energy consumed by the SOAs increase

linearly with server utilization. Therefore at the expense of network flexibility the STIA
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based optical switches offer energy efficient and scalable network architecture.

4.5 Summary

The performance results of the four channel PWSM circuit reported in this chapter suggests

that some of the electronic serialization and parallelization of data packet can be done

passively and efficiently in the optical domain. Integrated optical delay lines on low loss

Si3N4 waveguide platform facilitates the serializing/deserializing of long length packet on

PIC (i.e., 320 bits long packet in [61] vs 1600 bits long packet in this work).

From the experimental result presented in this chapter we find that 9.7 dB loss difference

exists between the adjacent optical channels due to the 3.1 dB/m loss in the delay waveguides

which can be compensated through optical amplification. This incremental loss difference

between the adjacent channels limits the scalability of the PWSM process in terms of

number of channels. However, in [28] ∼0.5 dB/m propagation loss in the Si3N4 waveguide

has been demonstrated by changing the waveguide cross-section (6.5 µm × 50 nm) and

by increasing the minimum bend radius to 9.8 mm with the PECVD top cladding. The

Si3N4 waveguide based PWSM device proposed in this work is designed adopting a similar

fabrication technology used to design a 6.5 µm × 50 nm cross-section area waveguide

exhibiting 0.5 dB/m propagation loss in [28]. Hence, the propagation loss of the integrated

delay waveguides can be further reduced by changing the waveguide cross-section geometry

and by increasing the bending radius. Such approach would lead to a loss difference between

two adjacent channels drastically reduced by more than a factor of six. In other words, the

loss of the 16 ns optical delay lines would only be 1.5 dB making the proposed interface a

practical solution for optical passive serial–to–WDM and WDM–to–serial process.
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Chapter 5

Optical Deserialiser Time Sampling

Based SiGe Photoreceiver

5.1 Introduction

The advent of standardized silicon photonic (SiP) process has made the fabrication of

complex optical systems more practical and affordable. Therefore, new paradigms and

architectures can be explored to optimize optoelectronic devices. For instance, it is now

possible to perform on-chip processing in the optical domain to ease the performance re-

quirements on electrical processing and hence reduce the cost and/or the power consump-

tion of electronic circuits in telecommunication networks [96, 97]. Based on this concept,

we implemented a photoreceiver or optical front-end that performs optical time sampling

to reduce the operating speed of its electronics components. The optical sampling allows

to reduce the electronic processing speed by enabling parallel processing of the optical bit

stream and results in a deserialization of the data directly at the optoelectronic interface.

In this chapter, we present a photoreceiver that consists of a 1 × 4 time sampling
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PD array in a series architecture. The power of the incoming optical signal is uniformly

distributed to four PDs using directional couplers. The optical bit stream is delayed in

increments of one bit period prior to each of the last three PDs using optical passive

waveguide-based delays. To compensate for the incremental loss of the waveguides, direc-

tional couplers with different coupling ratios are used, such that each of the PD receives

an equal amount of optical power. As such, each PD generates the same electrical bit

streams but the four PDs are delayed with respect to each other. A similar approach can

be found in a silicon photonics based optical equalizer demonstrated in [39], where MZI

based power splitters were thermally tuned to divide the optical power of the incoming

signal and to set the coefficients of the equalizer or the finite impulse response (FIR) filter.

The Si-Ge traveling-wave PD array (Si-TWPDA) demonstrated in [38], also optically di-

vides the power of the incoming signal onto four channels, and, as mentioned in the above

paragraph, it uses optical waveguide delay lines to balance the electrical phase delay of the

electrode. However, in [38] the required delay length of the waveguides were small (in the

multiples of 0.25 µm), therefore no power compensation was required to balance the delay

waveguide loss. In this work, we present an analysis on the design of the coupling ratio of

directional couplers such that equal power is obtained at the four photodetectors without

thermal tuning when taking into account the loss from the incremental delay lines. We

also show that low-loss SOI waveguides decreases variation in the required coupling ratio

of the directional couplers with respect to change in the waveguide loss. This increases the

tolerances on the coupling ratio of the directional couplers over variation in waveguide loss.

Next, we show that by using the correlation property between the four PD channels, it

is possible to electronically process the photodetected signals at a quarter of the data rate

to recover the original signal. This scheme simplifies the post processing electronic circuit

design and reduces the dynamic power consumption of the electronic circuit by lowering
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the sampling rate of the received signal. The speed reduction factor is proportional to the

number of PDs, which is only limited by the losses in the delay lines and the increased

optical power splitting. Moreover, the overall insertion loss of the photoreceiver depends

on the length of the optical delay waveguides, which is proportional to the duration of one

bit. For example, for a 10 Gb/s photoreceiver the duration of a one bit delay is 100 ps,

whereas for a 20 Gb/s photoreceiver this delay is 50 ps. Therefore, the overall insertion

loss in a 10 Gb/s sampling photoreceiver will be higher compared to a 20 Gb/s sampling

photoreceiver because the latter requires shorter delay waveguides. As such, we designed

four variations of the optical time sampling front-end: 1) 10 Gb/s and 20 Gb/s optical time

sampling front-end with typical 220 nm × 500 nm cross-section SOI waveguides (∼2.5-

3 dB/cm propagation loss) and 2) 10 Gb/s and 20 Gb/s optical time sampling front-end

with lower propagation loss (∼0.2 dB/cm) SOI waveguides. For all four photoreceivers

we have measured BER below 10−10 for each of the four PD channels. We also propose a

post-electronic front-end model to recover the original input bit stream at a quarter of the

data rate. Using offline processing in MATLAB, the original 215 − 1 PRBS input data is

recovered for all of the four devices. The results presented in this chapter are published

in [98].

5.2 Design of the 1 × 4 sampling photodetector architecture

Fig. 5.1 shows the schematic of the proposed architecture for the 20 Gb/s data rate optical

front end. The layout and the number of components are the same for the four devices.

A 20 Gb/s optical NRZ signal is received as the input to the grating coupler (GC). The

energy of the optical signal is uniformly distributed over four output channels (Ch-1 to Ch-

4 ) through three directional couplers (DC-1 to DC-3 ). To implement the one bit time delay
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of 50 ps, a ∼3.6 mm long silicon waveguide delay line is added between adjacent channels.

The power coupling ratio of each directional coupler is adjusted by varying its coupling

length (L1, L2 and L3) to compensate for the optical propagation loss in the delay lines. As

mentioned in the above section, lower speed implementations (e.g., 10 Gb/s) require longer

delay lines (∼7.2 mm at 10 Gb/s), and hence, suffer higher propagation losses. Fig. 5.1

also shows the Ge-on-SOI PD schematic with its capacitance (CPD) and series resistance

(RPD), as well as its on-chip biasing capacitor (CG). The biasing capacitor facilitates the

application of an on-chip DC reverse bias voltage, simplifying the test circuit [99]. The PD

has an 8 µm × 20 µm surface area and a 500 nm thick Ge-layer over a 19 µm × 24 µm SOI

passive waveguide area. The biasing capacitors for all the four PDs have a 470 µm× 700 µm

surface area. Each PD exhibits a bandwidth of ∼25 GHz with a reversed bias voltage of

4 V and a responsivity of ∼0.7 A/W. From the I-V characteristic of the PD, the measured

dark current is approximately 1.5 µA with a reverse bias voltage of 4 V. By fitting the

forward bias region of the I-V curve to a linear model at 0.8 volt, we estimated the PD

resistance (RPD) to be approximately 110 Ω. Detailed characterization of the PD with an

on-chip capacitor can be found in [100].
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Fig. 5.1 Schematic of the sampling PD architecture for 20 Gb/s data rate,
inset shows the detailed schematic of the PD layout. GC: grating coupler, DC:
directional coupler, G: ground pad, S: signal pad. Different coupling lengths
(L1, L2 and L3) are used in the directional couplers to maintain uniform power
distribution among all the four PD channels.

5.2.1 Design method for the delay waveguides

To implement one bit delay using a typical single mode 220 nm × 500 nm cross-section

SOI waveguide, we designed the delay lines in compact rectangular spirals to reduce

the footprint. The minimum bend radius of the delay lines is 20 µm. Simulations and

experimental results suggest that with a 20 µm bend radius, the mode mismatch loss is

reduced below 0.015 dB [73] in a 220 nm × 500 nm cross-section SOI waveguide. In another

variation, to reduce the propagation loss in the delay lines, we choose a 220 nm× 3 µm cross-

section area ridge based SOI waveguide with a 90 nm slab. The low-loss SOI waveguides

have higher bending losses due to their ridge-based structure; therefore where bends are

required, we used the 220 nm × 500 nm cross-section SOI waveguide with a 10 µm bend

radius. The two types of waveguides are connected by a 200 µm long taper such that only
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the fundamental mode is excited in the 220 nm × 3 µm multimode SOI waveguides [23].

Fig. 5.2 shows the delay waveguide structure and their geometry (not to scale).

Fig. 5.2 Schematic of the (a) typical 220 nm × 500 nm cross-section and
(b) 220 nm × 3 µm cross-section low-loss SOI waveguide, (c) low-loss SOI
waveguide at the routing/bending region (top view), (d) actual layout of the
rectangular shaped ∼7.2 mm long delay line with the typical 220 nm × 500 nm
cross-section SOI waveguide for the 10 Gb/s optical front-end.

We performed 2D FDTD simulation to determine the group index of both types of SOI

waveguides in the wavelength range from 1500 nm to 1600 nm (Fig. 5.3). Fig. 5.3 shows

that the group indices for wavelengths around 1550 nm for the 220 nm × 500 nm and the

220 nm × 3 µm cross-section SOI waveguides are approximately 4.18 and 3.71, respectively.

We used these values for the group indices to calculate the length of the delay waveguides

to produce one bit delays in both types of the devices.

The length of the delay waveguides and the loss per channel for the four different optical

front-ends reported here are summarized in Table 5.1 of section 5.2.2.
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Fig. 5.3 Variation of the group index as a function of wavelength over the
range from 1500 nm to 1600 nm for the (a) typical 220 nm × 500 nm cross-
section and (b) 220 nm × 3 µm cross-section low-loss SOI waveguide, inset:
shape of the fundamental mode inside each of the waveguide cross-section area.

5.2.2 Design of the 1 × 4 optical splitter with simultaneous 1 bit optical delay

Three directional couplers with different coupling ratios compensate the loss exhibited by

the delay waveguides as well as uniformly distribute the optical power over four PD channels

in each sampling photoreceivers (Fig. 5.4). In the following, we will demonstrate how the

losses of the delay lines impact the tolerance on the coupling ratio required to implement

the receiver functionality.

Fig. 5.4 shows the three directional couplers with their cross (r1, r2, and r3) and through

(1-r1, 1-r2, and 1-r3) power coupling ratios.
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Fig. 5.4 Schematic of the passive section of the time sampling photoreceivers
with the directional couplers.

To achieve uniform optical power distribution (i.e., Pout,1 = Pout,2 = Pout,3 = Pout,4), it

is necessary that the power coupling ratios of the directional coupler are as follow (Eq. 5.1),

where ‘L’ denotes the total propagation loss coefficient in a delay waveguide.

r1 = 1− 1

1 + 1
L

+ 1
L2 (1 + 1

L
)

r2 =
1

1 + 1
L

(1 + 1
L

)

r3 =
1

1 + 1
L

(5.1)

In Eq. 5.1, the total propagation loss coefficient in the delay waveguide can be calculated

as: L = 10
−loss × l

10 , where loss = 2 to 3 dB/cm for the 220 nm × 500 nm cross-section SOI

waveguide [73] and loss = 0.1 to 0.2 dB/cm for the low-loss 220 nm × 3 µm cross-section

SOI waveguide, and l is the length of the delay waveguide in cm. In [23], the reported

propagation loss is 0.026 dB/cm for a 300 nm × 3 µm cross-section SOI waveguide. We

measured higher propagation loss in the 220 nm × 3 µm cross-section SOI waveguide

(0.17 dB/cm). These higher propagation losses might be caused by the tapers added to

transition to narrower waveguides before and after the bends, the propagation in the narrow
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bended waveguides, and the different waveguide thickness (220 nm here vs 300 nm in [23]).

Fig. 5.5 shows the variation in the power coupling ratio (r) for different values of propaga-

tion losses in the typical 220 nm × 500 nm cross-section SOI waveguide. A different slope

is observed for the coupling ratio r1 because the optical power is coupled from the bottom

arm of the directional coupler, whereas in the other two directional couplers (r2 and r3) the

optical power is launched from the upper arm (Fig. 5.4). In all three directional couplers,

the power coupling ratios are calculated such that uniform power distribution is achieved

in both the 10 Gb/s and 20 Gb/s time sampling photoreceivers. As expected, due to

the use of longer delay line in the 10 Gb/s sampling photoreceiver, the variations of the

cross-coupling ratio across the couplers are larger to account for the higher propagation

losses. Thus, it is important to consider the propagation losses when designing the power

coupling ratio of the directional couplers. Moreover, the performance of the technology

used to implement the receiver must be taken into account since in SOI waveguides, loss is

affected by scattering caused by the sidewall roughness, which is a parameter dependent on

the fabrication process. For this work, we choose the coupling ratio parameters assuming

a waveguide propagation loss of 2.5 dB/cm for the typical 220 nm × 500 nm cross-section

SOI waveguide fabricated through IME-A∗STAR in Singapore.
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Fig. 5.5 Variation in the required cross-coupling ratio for different prop-
agation losses in 220 nm × 500 nm cross-section SOI delay waveguide for
directional coupler 1 (r1), 2 (r2) and 3 (r3), respectively.

In the photoreceivers with the low-loss SOI waveguides, the changes in the required

cross coupling ratio becomes less sensitive to variations in propagation losses, as shown

in Fig. 5.6. Therefore, sampling photoreceivers with low-loss waveguides are more robust

to fabrication process variations. Here, the optical power is launched from the top input

arm in the three directional couplers thus all the slopes are the same. In addition to the

propagation losses, we consider the bending losses and the tapered waveguide losses during

the directional coupler optimization. Thus, we assumed a 0.2 dB/cm propagation loss in

the one bit delay waveguides with the wider cross-section.
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Fig. 5.6 Variation in the required cross-coupling ratio for different
propagation losses in 220 nm × 3 µm cross-section SOI delay waveguide for
directional coupler 1 (r1), 2 (r2) and 3 (r3), respectively.

We determine the theoretical propagation losses per channel and the power coupling

ratios of the directional couplers (Fig. 5.5 and 5.6) using Eq. 5.1. Table 5.1 lists the length

of the delay waveguides and the estimated propagation losses per channel for the four

sampling photoreceivers presented in this chapter.

We use a 90 nm slab loaded ridge based SOI waveguide to implement the directional

couplers. In all the directional couplers, the gap between the two waveguides in the coupling

region is fixed to 200 nm and the bending radius at the beginning and the end is set to

20 µm. The method used to design the slab loaded ridge waveguide based directional

couplers is detailed in [73]. Table 5.2 lists the coupling lengths of the directional couplers

for all the sampling photoreceivers presented in this chapter.
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Table 5.1 Projected loss in the photoreceivers

Component Length of one bit Loss per channel

delay waveguide

1. 10 Gb/s optical front-end with 220 nm × 500 nm 7.2 mm 9.2 dB

cross-section SOI waveguide

2. 20 Gb/s optical front-end with 220 nm × 500 nm 3.6 mm 7.5 dB

cross-section SOI waveguide

3. 10 Gb/s optical front-end with 220 nm × 3 µm 8.2 mm 6.3 dB

cross-section SOI waveguide

4. 20 Gb/s optical front-end with 220 nm × 3 µm 4.1 mm 6.1 dB

cross-section SOI waveguide

Table 5.2 Directional coupler geometries in different time sampling pho-
toreceivers

Component L1 L2 L3

1. 10 Gb/s optical front-end with 220 nm × 500 nm 7 µm 0.11 µm 2.04 µm

cross-section SOI waveguide

2. 20 Gb/s optical front-end with 220 nm × 500 nm 6.25 µm 0.75 µm 2.52 µm

cross-section SOI waveguide

3. 10 Gb/s optical front-end with 220 nm × 3 µm 0.52 µm 1.34 µm 2.97 µm

cross-section SOI waveguide

4. 20 Gb/s optical front-end with 220 nm × 3 µm 0.54 µm 1.37 µm 3 µm

cross-section SOI waveguide

5.3 Time-sampling photoreceiver data recovery principle

From the optical front-end of the time sampling photoreceiver, four optical signals are

converted into electrical signals. Due to the one bit delay lines, the four electrical signals

from the PD channels are delayed from each other by one bit. After the O/E conversion,

the voltage of each of the four electrical signals accumulates over every period of four bits

through a capacitive load (CLOAD) in the electronic circuit front-end model (Fig. 5.7(a)).

The voltage signal accumulation process in the capacitive load (CLOAD) is presented in

detail in section 5.3.1 below. After each period of four bits, the accumulated signal at
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point ‘A’ is sampled at 1/4th of the data rate and processed by an analogue-to-digital

converter (ADC). The load capacitor (CLOAD) voltage is then reset to zero. To overcome

the challenge of a high-speed reset, two capacitive loads (CLOAD) operate in switched

capacitor mode, [101, 102] such that over every period of four bits, one of the capacitors

accumulates charges while the other one is discharged though a switch (SW). The process

is shown in Fig. 5.7(a). When CLOAD,1 accumulates charge, switches labelled SW1, SW1,

SW2 and SW2 are in off (open), on (close), on (close) and off (open) states, respectively.

In this switching state, CLOAD,2 is discharged through SW2. Over the next four bits

duration, opposite switching conditions occur (i.e., SW1, SW1, SW2 and SW2 are in on

(close), off (open), off (open) and on (close) states, respectively). In this configuration,

CLOAD,2 accumulates charges and CLOAD,1 is discharged through SW1. The four streams

of symbols are digitally processed at 1/4th of the data rate to generate the original input

bit stream. Depending on the sequence and value of the four bits, each sampled symbol

can be normalized to one of five possible levels (i.e. 0, 0.25, 0.5, 0.75, 1). A 3 bit ADC can

be used to pass the 5 level symbols generated from each of the PD channels simultaneously

to the digital signal processing (DSP) blocks, i.e., to an adder-subtractor. Indeed, the five

possible levels for symbol represent a 5-level polybinary sequence [103] that is generated

at the receiver end in this work, whereas the transmitted signal is still OOK data. In

optical transmission networks using polybinary coding, polybinary symbols are generated

either at the transmitter or receiver end, but in both cases the post-processing electronic

circuit (i.e., ADC and DSP blocks) at the receiver needs to operate at the original bit rate.

The post-processing electronic circuit cannot operate at the reduced symbol rate because

each polybinary symbol essentially carries only one bit of information [103]. In [104], 10

Gb/s 5-level polybinary format optical signal transmission is experimentally demonstrated,

where the polybinary symbols were captured using a 13 GHz digital sampling scope. In



5 Optical Deserialiser Time Sampling Based SiGe Photoreceiver 103

our work, the simultaneous generation of four symbols at the receiver allows the ADC and

post-processing DSP blocks to operate at only 1/4th of the data rate.

Fig. 5.7 (a). Proposed front-end of one of the four PD with post electronic
circuit model. (b) Average value of 4 bits is sampled by four samplers at 1/4th

data rate and sent to the ADC and DSP blocks for post processing.

The following algorithm is implemented to recover the original bit stream. At every

sample point ‘m’, which is taken over 1/4th of the data rate, each PD channel generates a

3 bits sequence with a voltage corresponding to one of the five possible normalized levels

mentioned above, representing the accumulated received power over that interval. The

symbols from each PD channel are aggregated into a data segment that is then processed

by solving four linear equations using simple adder-subtractor blocks. Eq. 5.2 shows the

general expression of the accumulated photodetected signal from each of the four PDs at

‘m’ sampling interval, where x(M − i) is the voltage build-up across CLOAD for every input

bits (or photocurrent ‘I’), ‘i’ is the bit sequence and ‘M ’ is ‘4m’.

Ds =
s+2∑
i=s−1

x(M − i) (5.2)

From Fig. 5.7(b) it is seen that the four symbol data segment (D1, D2, D3 and D4

generated from the four PDs, s = 1, 2, 3, and 4, respectively) in Eq. (2) contains information
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about 7 consecutive unknown input bits from x(M) to x(M − 6). However, at the first

sampling point when m = 1 (or M = 4), three of the 7 input bits (x(0), x(−1), and x(−2))

are equal to zero. These three zero bits actually come from the idle time segments in the

2nd, 3rd and 4th PDs for the first four input bits due to the one bit delay lines following the 1st

PD implemented in the optical front-end, which sets the initial condition of this algorithm.

Therefore, from the first sampling point (m = 1 or M = 4), it is possible to deduct the

initial four unknown input bits from the four symbol segment or four equations. Now, in

the subsequent iterations, the three extra input bits are known from the previous iteration,

and thus four new unknown input values can be found. In a digital signal processing circuit,

these operations will require three adder blocks and six subtractor blocks (see Fig. 5.8).

Fig. 5.8 Block diagram of the digital signal processing method to recover
the original input bit stream from the sampled signal.



5 Optical Deserialiser Time Sampling Based SiGe Photoreceiver 105

From Fig. 5.8, it is seen that if an error occurs in the bits of the previous symbol (i.e.,

in x(M-4), x(M − 5) or x(M − 6)), then the error will propagate in all subsequent bits. To

prevent this, the original electrical input bits (a(M)) at the transmitter should be precoded

into the binary sequence (x(M)) using the same algorithm developed for polybinary signal

transmission networks [103,104]:

x(M) = a(M)⊕ x(M − 1)⊕ x(M − 2)⊕ x(M − 3) (5.3)

After the 5 level symbols generated from ADC, the original input bit streams can be

recovered using modulo-2 operation on the symbols by digital signal processing blocks:

a(M) = Ds mod 2 (5.4)

It should be mentioned that the optical and analog electronic front-end proposed in

this work can be used on the 5-level symbols generated to recover the original input bits

from the precoded binary streams. Precoding of the input electrical bits is done at the

transmitter before optical modulation, and a modulo-2 operation on each of the symbols

is performed by the DSP blocks. In this work, we validated the concept of detecting the

OOK data at 1/4th data rate by processing the received data offline using the DSP blocks

as shown in Fig. 5.8. The input bits were not precoded in this initial demonstration to

simplify the transmitter implementation.

5.3.1 Voltage signal accumulation in the capacitive electronic circuit model

In this section, we analyze the voltage signal accumulation process in the capacitive load

of the electronic front-end model. The RC bandwidth of the electronic front-end is much

lower than the actual data rate of the input signal as the post processing circuit (ADC
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and the DSP blocks) operates at 1/4th of the input signal data rate. Therefore the values

of ‘RLOAD’ and ‘CLOAD’ can be chosen such that RLOADCLOAD � Tb, where Tb is the

one bit period of the input signal. We have found that this also facilitates voltage build-up

across the load capacitor (CLOAD) for every input bit ‘1’, whereas the accumulated voltage

in ‘CLOAD’ remains stable or unchanged for the input bit ‘0’. For RLOADCLOAD � Tb,

the incremental voltage across ‘CLOAD’ from its initial voltage ‘V0’ can be approximated as

the following:

x(M − i) = IRLOAD

[
1− exp

(
−Tb

RLOADCLOAD

)]
+ V0

[
exp

(
−Tb

RLOADCLOAD

)
− 1

]
≈ ITb
CLOAD

, for every input bit “1”, where IRLOAD � V0

≈ −V0Tb
RLOADCLOAD

, for every input bit “0”, where I = 0

(5.5)

From Eq. 5.5 it is seen that if ‘RLOAD’ can be chosen such that IRLOAD � V0 or

I � V0/RLOAD then the discharge in voltage (when input bit is ‘0’) from the load

capacitor (CLOAD) is negligible compared to the voltage accumulation (when input bit

is ‘1’). To confirm this, we simulated the electronic front-end model with the Cadence

circuit simulation software for a 20 Gb/s input data rate. For these simulations, we chose

a parasitic resistance, RPD = 110 Ω, and a capacitance, CPD = 66 fF (extracted from

Sentaurus device and HFSS simulations) for the designed photodetector. The values of

RLOAD = 1 kΩ and CLOAD = 2 pF are chosen such that about 10 mV is accumulated

across ‘CLOAD’ after one bit period for an input bit value of ‘1’ or an input photocurrent

of I = 0.4 mA (considering -2.4 dBm optical input at the PD of responsivity 0.7 A/W).

Fig. 5.9 shows the accumulated voltage across the load capacitor (CLOAD) after 4 bits

for the two cases out of total 24 = 16 possible cases. From Fig. 5.9 it is seen that the
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voltage discharge from the load capacitor for one ‘0’ bit or three consecutive 0’s is less than

0.5 mV. In section 5.4, we will show that the original input bits can be recovered using this

circuit model within these voltage discharge limits.
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Fig. 5.9 Voltage signal accumulation across the load capacitor for two types
of input bit streams (a) ‘1000’and (b) ‘1010’.

5.4 Experimental demonstration and results

To verify that we achieve uniform optical power distribution over the four PD channels

(Ch-1 to Ch-4), we designed passive test structures for the 10 Gb/s and 20 Gb/s optical

front-ends. These test structures do not include the PDs and, therefore, allowed us to

measure the average optical power over the four channels using the on-chip output grating

couplers. Here, we describe the test result for the 10 Gb/s passive optical front-end, which

incorporates longer delay line compared to the 20 Gb/s front-end.

A CW signal with an optical power of 3 dBm is tuned over the wavelength 1535 nm

to 1575 nm and connected to a PC. At the output of the PC, the measured optical

power is around ∼ 2 dBm. Then the polarized CW optical power goes to the input

GC of the test device (see Fig. 5.4). The output optical power is measured at each of
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the four output channels using an optical power meter. In addition, we recorded the

optical power transmitted through a test GC pair (connected by a straight waveguide),

and then used the results to normalize the output power of the test device. Fig. 5.10(a)

shows the optical transmission response of the four output channels and the GC pair.

From this figure it is seen that the total coupling in and out (GC pair loss) loss is

around 9.5 dB (2 dBm - (-7.5 dBm)) at a wavelength of 1550 nm. Fig. 5.10(b) shows the

normalized transmission response of the four channels, with the optical loss per channel

around 10 dB near 1550 nm. The 10 dB channel loss includes the inherent 6 dB loss due

to the one to four power splitting ratio from the input to the output channels. The extra

4.2 dB loss per output channels can be explained as follows. Each 100 ps delay line is

∼ 7.2 mm long. Therefore, Ch-1 has no loss (it does not include any delay waveguide

in its optical path) and Ch-2 suffers (7.2/10) cm × 2.5 dB/cm = 1.8 dB loss. Then Ch-

3 and Ch-4 suffer 3.6 dB and 5.4 dB loss, respectively. However, as mentioned before,

the coupling ratios of the directional couplers are designed to compensate the extra delay

waveguide loss suffered by Ch-2, Ch-3 and Ch-4 to ensure that all channels have an equal

propagation loss. Therefore, because of the delay waveguides each channel suffers an extra

loss of approximately 3.2 dB (calculated using Eq. 5.1). Hence, the total loss for each

channel should be 6 + 3.2 dB = 9.2 dB by design (see Table 5.1). This predicted value

is very close to the measured results (Fig. 5.10(a)) that show a loss per output channel of

10 dB. The additional 0.8 dB loss can be attributed to the directional coupler and bending

waveguide losses. From Fig. 5.10(b) it is also seen that the loss variation across the four

channels is less than 0.3 dB. It should be noted that without the power compensation

obtained by engineering the coupling ratio of the directional couplers the loss difference

between Ch-1 and Ch-4 would increase to 5.4 dB.
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Fig. 5.10 (a) Optical transmission response of the four output channels and
grating coupler pair, (b) Normalized optical transmission response of the four
output channels by grating coupler pair response.

Table 5.3 summarizes the experimental value of the propagation losses per channel for

the four sampling photoreceivers presented in this chapter. From the experimental result

listed in Table 5.3, it is seen that for each of the four optical front-ends, variation in the

output optical power over the four channels is below 0.3 dB. Moreover, all the measured

losses are within 1.0 dB of the projected losses listed in Table 5.1.

Table 5.3 Measured optical loss per channels in the photoreceivers

Component Length of one bit Loss per channel

delay waveguide

1. 10 Gb/s optical front-end with 220 nm × 500 nm 7.2 mm 10±0.15 dB

cross-section SOI waveguide

2. 20 Gb/s optical front-end with 220 nm × 500 nm 3.6 mm 8.2±0.1 dB dB

cross-section SOI waveguide

3. 10 Gb/s optical front-end with 220 nm × 3 µm 8.2 mm 6.9±0.12 dB

cross-section SOI waveguide

4. 20 Gb/s optical front-end with 220 nm × 3 µm 4.1 mm 6.8±0.08 dB

cross-section SOI waveguide

Next, we measured the BER of the PD channels for all four optical front-ends. Fig. 5.11
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shows the experimental setup. A CW laser source emitting at a wavelength of 1550 nm

and with an output power of 8 dBm is injected into a commercial LiNbO3 MZM. A PRBS

bit pattern of length 231 − 1 of NRZ OOK electrical data generated from a pulse pattern

generator is used to drive the modulator. The MZM has an insertion loss of around 7 dB.

To compensate this loss an EDFA with a noise figure (NF) of 5 dB is used before the DUT.

Fig. 5.11 Experimental setup to measure BER and capture the PRBS data
from each of the four PD channels. EDFA: Erbium doped fiber amplifier, PM:
power meter, DCA: digital communication analyzer.

Fig. 5.12 shows eye diagrams and peak-to-peak voltages recorded for every PD channels

for each of the four optical front-end variations for equal received average optical power.

From this figure, it is seen that the peak-to-peak output voltages of the optical front-end

with low-loss delay waveguides are higher compared to the optical front-ends with typical

220 nm × 500 nm cross-section SOI waveguides.
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Fig. 5.12 Electrical eye diagrams obtained for each of the four channels for
the (a) 10 Gb/s, (b) 20 Gb/s, (c) low-loss 10 Gb/s and (d) low-loss 20 Gb/s
time sampling optical front-end variations.

To measure the BER of the four PD channels of the optical front-ends, we use an off-

chip post electrical amplifier to increase the peak-to-peak electrical signal voltage up to

60 mVpp such that the output signal is above the sensitivity limit of the BER tester (10

mVpp for the Anritsu MU181040A-002 error detector) for the minimum received optical

power. Fig. 5.13 shows the BER versus average received power for the 20 Gb/s optical

front-end with the typical and the low-loss delay waveguides. The average optical received

power was measured at the input of the optical front-end and then adjusted to take into

account the 4.75 dB loss caused by one grating coupler. From this figure it is seen that

the 20 Gb/s optical front-end with low loss delay waveguides has a better sensitivity (∼1.6

dB at 1× 10−10 BER) than the 20 Gb/s optical front-end with typical 220 nm × 500 nm

cross-section SOI waveguides.
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Fig. 5.13 BER as a function of the average optical power at the input (i.e.
after the grating coupler) of the 20 Gb/s time sampling optical front-end for
all the 4 channels, (a) front-end with the typical 220 nm × 500 nm cross-
section SOI waveguide and (d) front-end with the low-loss 220 nm × 3 µm
cross-section SOI waveguide.

Next, to recover the original input bit stream at 1/4th of the data rate, we captured and

stored the 1 bit delayed 215−1 PRBS data generated from each of the four channels, which

for this demonstration are then further processed offline using the principle described in

section 5.3 (see Fig. 5.7). Here, a 215 − 1 PRBS bit stream is chosen instead of 231 − 1

PRBS such that the data can be saved within the memory limit of the DCA. Fig. 5.14

shows a specific segment of the captured bits for all the four channels of each of the optical

front-ends. From this figure it is seen that, one bit delay of ∼100 ps and ∼50 ps is obtained

for the 10 Gb/s and 20 Gb/s optical front-ends with the 220 nm × 500 nm cross-section

SOI waveguide. This accurate one bit time delay was expected from both components, as it

is seen from the simulation result in Fig. 5.3 that the group index of the silicon waveguide

varies by only ∼0.01 over the wavelength range from 1500 nm to 1600 nm. This variation of

group index can induce only 0.24 ps delay mismatch in the 7.2 mm long one bit delay lines

used in 10 Gb/s optical front ends. The low bandwidth post processing electronic circuit is

transparent to this small value of time delay offset. However, in the 10 Gb/s and 20 Gb/s
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optical front-ends with low-loss SOI waveguides, there is a ∼7 ps and ∼3 ps offset from the

exact one bit delay between two successive channels. The time delay offset occurs in the

low-loss optical front-ends due to the use of waveguide tapers in the bending regions and

the comparatively large wavelength dependence of the group index (group index varied by

∼0.04 over the wavelength range from 1500 nm to 1600 nm, Fig. 5.3(b)). It is difficult to

calculate the resultant time delay because of the variation of the group index as a function

of the width of the tapered waveguides (from 500 nm to 3 µm and vice versa). Using the

experimental time delay values obtained with these first prototypes, in future fabrication

runs the time delay offset could be eliminated. In this work, we find that in the presence

of this time delay offset it is possible to recover the original bit streams by tuning the

sampling time duration in the post processing electronic circuit. The captured data from

the four channels shown in Fig. 5.14 were processed offline in MATLAB.

The captured bits are passed through a low pass filter circuit, modelled by RLOAD =

1 kΩ and CLOAD = 2 pF (see Fig. 5.7(a) in section 5.3). The values of this resistor

and capacitor were chosen such that the electronic front-end operates at 1/4th of the

bandwidth of the respective data channels, as discussed in section 5.3.1. In this model,

we are processing the data captured by the DCA, which is essentially a voltage signal

detected with a 50 Ω load. In a complete implementation, the electronic front-end will

receive the PD current first, which will be used to charge the capacitor (CLOAD = 2 pF)

and the resultant voltage from the capacitor will be sampled by the ADC. In [105], we

have demonstrated error free detection of a 20 Gb/s optical bit stream generated from the

optical front-end with the typical SOI delay waveguides of 2.5 dB/cm propagation loss.

In this demonstration, we choose the data captured from the 20 Gb/s front-ends with the

low-loss SOI waveguide based delay lines as an example to validate the proposed concept.

Fig. 5.15 shows the cumulative voltage signal for every four bits from the charge storage
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Fig. 5.14 One bit delay between the adjacent four channels for (a) 10 Gb/s,
(b) 20 Gb/s, (c) low-loss 10 Gb/s and (d) low-loss 20 Gb/s time sampling
optical front-end.

mechanism of ‘CLOAD’ (voltage at point ‘A’ in Fig. 5.7) and the sampled voltage at every

four bit time interval (voltage at point ‘B’ in Fig. 5.7) for the input bit stream generated

from the 20 Gb/s front-end with low-loss 220 nm × 3 µm cross-section area SOI waveguide

based delay line. The binary values of the input bit streams are also shown in Fig. 5.15

for illustration. As expected, the averaged signal at point ‘A’ increases for every input

bit ‘1’ whereas it holds its previous value for every input bit ‘0’. It should be noted that for

every input bit ‘0’, there is no noticeable discharge from CLOAD, as previously described in

section 5.3.1. At every four bits interval the cumulative signal at point ‘A’ is sampled and

the sampled values are processed offline in MATLAB to solve a set of four linear equations

using the algorithm described in section 5.3. It is seen from Fig. 5.15 that the sampled
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signal values from each of the four channels (at point ‘B’ in Fig. 5.7) are unique, although

they are derived from the same input bit streams which are delayed by one bit duration

from each other. Therefore, the four sampled values at each sampling period form a set of

unique symbols that can be mapped to the original input bit stream by solving the four

linear equations, as stipulated in the algorithm described in section 5.3.
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Fig. 5.15 Averaged and sampled signals from the input bit stream from (a)
Ch-1 or PD-1, (b) Ch-2 or PD-2, (c) Ch-3 or PD-3, and (d) Ch-4 or PD-4 of
the 20 Gb/s optical front-end with low-loss delay waveguide.

Fig. 5.16 shows the regenerated original bit stream after solving the set of linear equation

using the samples values at point ‘B’ in fig. 7(a). From this figure, it is seen that all the

bits in the 215 − 1 PRBS bit stream were regenerated accurately.
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Fig. 5.16 Recovered input bit stream by solving the four linear equations.

5.5 Discussion

The data rate of the optical receivers can be extended at a lower cost and with less

complexity by using the methodology of the time sampling based optical front-end presented

in this chapter. To increase the data rate of the photoreceiver, the bandwidth scalability

of all the three important sections of the proposed receiver, i.e., optical front-end, analog

RC front-end and post-electronic digital circuit must be considered. If higher speed PDs

need to be integrated with the electronic circuit, then the wire bonding and bandwidth

requirement on the electronic front-end can be relaxed by increasing the number of PD

channels in the optical front-end. The optical loss per channel will increase in this case due

to the large optical power-dividing ratio, whereas the delay waveguide loss will decrease
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due to the use of shorter one bit duration delay length waveguide at higher data rate.

For example, if a 80 Gb/s data rate photoreceiver is achieved using the 60 GHz Si-Ge

PD described in [65], then the same 5 Gb/s electronic front-end model presented in this

chapter can be used, if the number of optical channels is increased from 4 to 16. However,

the theoretical optical loss per channel would increase from 6.1 dB to ∼12 dB due to the

1 to 16 optical power-splitting ratio in this scenario. The analog part of the proposed

electronic front-end model has a RC bandwidth of ∼80 MHz (RLOAD = 1 kΩ and

CLOAD = 2 pF), which is much lower than the input signal bandwidth (∼14 GHz for

20 Gb/s data rate signal). A similar type of analog electronic front-end, which also does

not require a TIA, is proposed in [66]. In this case the reported RC bandwidth of the

circuit is ∼290 MHz (R = 2.2 kΩ, C = 250 fF), which is used to process a 24 Gb/s

signal by using a different methodology than the one presented in that article. Therefore,

in terms of bandwidth scalability of the whole receiver, the analog RC front-end does not

impose any challenge. This facilitates simple and low-cost integration of optical and analog

electronic front-ends by wire bonding. Incorporating tunable time-delay and/or couplers

(either thermally or electrically) in the optical front-end section of the photoreceiver could

make the proposed device more robust to fabrication process variations. The performance

of the overall photoreceiver will improve by simultaneously tuning the optical time delay or

the coupling ratio in the optical front-end and the sampling time duration in the electronic

front-end. Recent progress in the silicon photonics fabrication process makes it possible

to integrate thermally tunable delay-lines [106, 107] and directional couplers [108] within

SiP PICs. Integrating these components with the proposed photoreceiver can achieve

accurate one bit time delay and proper coupling ratios in the directional couplers such

that uniform output power is achieved over all the four PD channels in case of fabrication

process variation.
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In the electronic front-end of an optical receiver, the TIA is the most power-consuming

component, and the power budget for the receiver must increase with the bandwidth of

the TIA [63,66]. Therefore, a TIA-less RC front-end, such as the one used in the proposed

method, will lead to an overall more power efficient receiver architecture. In addition, since

most of the post-processing is performed by a digital circuit, this receiver architecture can

take advantage of the efficiency improvements offered by CMOS technology scaling [66].

The sensitivity of the electronic front-end could improve by replacing the passive RC circuit

with a TIA. Nevertheless, the demonstrated optical front-end would require TIAs with a

lower bandwidth than a conventional photoreceiver. Moreover, the need for TIAs with a

smaller bandwidth will also reduce the integration and manufacturing cost of the receiver.

However, the use of TIAs might not reduce the power budget of the receiver even with

lower bandwidth of operation because the number of TIAs used in this approach scales

with the speed reduction factor or number of PD channels in the optical front-end.

Speed reduction factor in the post-processing digital circuit is proportional to the num-

ber of PDs. However, this would require increasing number of delay waveguides and direc-

tional couplers (number of PDs – 1). The monolithic integration of increasing number of

delay lines, directional coupler and photodetectors will not increase the design complexity

of the optical frontend. However, due to the requirement of larger optical power splitting

ratio optical loss per PD channel will increase and this will decrease the peak to peak volt-

age generated from the PD. The reduced peak to peak voltage and increasing number of

RC passive integrator circuit will introduce more design complexity in the electrical front

end. This will reduce the yield of the overall photoreceiver and increase the power budget

of the both electrical and optical front end.
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5.6 Summary

In this chapter, an optical front-end based on an optical sampling technique was presented.

The error free detection of a 215 − 1 PRBS optical bit stream at 20 Gb/s data rate is

demonstrated. The 20 Gb/s optical data detected by the optical front-end is processed

offline by using a low bandwidth (∼80 MHz RC analog circuit and 5 Gb/s data rate

post-processing digital circuit) electronic front-end model. The data reported here was

obtained with an optical front-end with low-loss SOI delay waveguides but the proposed

architecture is also compatible with standard SOI waveguides [105]. Simplified relation

between the directional coupler power coupling ratio and fabrication dependent waveguide

loss parameter is derived to achieve uniform power distribution across all the four output

channels. This shows that optical front-ends with low-loss delay waveguides can be designed

with relaxed coupling ratio. The experimentally demonstrated optical time sampling front-

ends allow for the integration of high speed Si-Ge PDs with low cost and low-bandwidth

electronic circuits. Therefore, the proposed architecture enables the utilization of the full

bandwidth of high speed PDs while requiring TIAs and processing electronics that operate

at significantly slower data rates. Harnessing the feasibility of one bit delay lines in optical

domain leads to an overall low-power and low-cost photoreceiver architecture.
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Chapter 6

Other Work

In this chapter, we present the result of two other research projects that were conducted

in parallel with this work. We have designed a 16 GHz balanced photodetector [100] and

a ring-based 25 Gb/s DAC-less PAM-4 modulator [109], on silicon photonics platform. In

the next two sections, we will briefly discuss the design and performance results of these

two devices.

6.1 A 16 GHz silicon-based monolithic balanced photodetector

Optical coherent detection is considered as the most favored solution for long-haul optical

communication networks beyond 100 Gb/s data rate. The optical coherent communi-

cation link offers high capacity through polarization division multiplexing and supports

complex modulation formats and digital signal processing based impairment mitigation

techniques [99, 110, 111]. In a coherent receiver, the optical hybrid mixes the signal with

a local oscillator with quadrature phases (0, 90, 180 and 270-degrees). The output of the

hybrid has to be detected and subtracted for the out-of-phase ports to extract the in phase
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and quadrature signals. This can be achieved either by using a balanced photodetector

(BPD) [99] or a differential amplifier [112]. We have designed a BPD with on-chip biasing

capacitors. The BPD subtracts the signal on chip and provides a large electrical output

swing which eliminates the need for using external wide bandwidth linear TIAs. The BPD

has a bandwidth of 16.2 GHz at 50 Ω load and supports 25 Gb/s optical signals with-

out requiring signal post-processing. The photodetector has an output voltage signal of

28.5 mVp−p at a received power of –6.95 dBm providing greater margins in designing power

efficient receiver.

Fig. 6.1 shows the cross-section of the Ge-on-silicon PD fabricated at the Institute of

Microelectronics (IME), Singapore, the figure is taken from ref. [65]. Fig. 6.1(a) shows the

thickness of the silicon waveguide (220 nm), two via layers (600 nm and 1.5 µm), and two

metal layers (750 nm and 2 µm). The upper metal layer is used for on-chip routing and for

designing electrical pads for probing or wire-bonding. The PD is built with the epitaxial

grown Ge layer on top of the silicon. The Ge layer has a thickness of 500 nm (Fig. 6.1(b))

and it is n-doped to form the cathode electrode of the PD, whereas the silicon layer is

p-doped to form the p-type electrode or anode.
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(a)

(b)

silicon substrate

Fig. 6.1 (a) Cross-section of the Ge-on-silicon photodetector with two metal
layers for interconnection, (b) Cross-section of the photodetector showing the
p− i− n junction and metal contacts [65].

A photodetector requires a DC blocking capacitor to complete the electrical path

through AC signal ground and to isolate the DC bias voltage from the output load. Off-

chip capacitors with an external bias tee circuit can be used for this purpose. The design

of off-chip bias tee with DC block capacitor is simpler for single PD. On the other hand for
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BPD’s design, the off-chip bias circuit becomes complex due to the need of two DC block-

ing capacitors. Integrating on-chip DC block capacitor with BPD can greatly simplify the

integration of the BPD with other building blocks of a circuit such as coherent receiver or

phase demodulator for DPSK and DQPSK at the optical input port. The electrical design

of the coherent receiver requires a linear front-end. By integrating the photodetectors, im-

proved sensitivity and voltage swing can be achieved, which simplifies the TIA and linear

amplifier design, at the electrical output port of the BPD.

The DC blocking capacitor is designed using two parallel plate metal layers with a

separation of 1.5 µm between them. A metal insulator metal (MIM) capacitor can be

formed between these two layers as shown in Fig. 6.2. Metal areas of equal dimensions are

used in metal layer 1 (M1) and 2 (M2). Upper metal layer of the MIM capacitor is used

as the ground layer. The other end is connected to M1 and then to the bias supply in M2,

through a VIA layer connecting both layers M1 and M2.

Fig. 6.2 Photodetector with on-chip capacitor for biasing (G: ground, M1:
metal 1, M2: metal 2, MIM: metal-insulator-metal, S: signal. The drawing is
not according to the scale).
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The required capacitor area is studied through simulation using ANSYS HFSS software.

It is observed that a capacitor made of two metal plates of area 709 µm × 468 µm is a

good design choice for biasing condition. First, the capacitance (C) of the parallel metal

plate or MIM capacitor is determined using the following analytical formula in Eq. 6.1:

C =
kε0A

d
(6.1)

where, kε0 = 3.9 × 8.854 × 10−12 F/m is the permittivity of SiO2 (dielectric material

between the two metal plates), A = 0.33 × 10−6 m2 is the area of the metal layer, and

d = 1 µm is the effective distance between the two parallel metal plates. The actual

vertical distance between the two parallel metal layers is 1.5 µm. However, due to the large

area of the metal plates, the vertical distance between the two metal layers decreases at

the middle region during fabrication. Therefore, effective distance between the two metal

plates is assumed to be 1 µm. The analytical value of the capacitance is 11.5 pF, calculated

using Eq. 6.1.

Next, HFSS simulation is performed to obtain the frequency dependent capacitance of

the MIM capacitor. In HFSS, first the reflection coefficient (S11) and the admittance (Y )

parameter of the circuit is found through numerical simulation and then the capacitance

is calculated using Eq. 6.2:

C =
1

ω × Im(Y )
(6.2)

where, ω is the angular frequency in radian. The admittance parameter (Y ) is related

to the reflection coefficient (S11) according to the following formula in Eq. 6.3 [113]:

Y = G+ jωC =
(1− S11)

Z0(1 + S11)
(6.3)
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In Eq. 6.3, G and Z0 are the conductance and characteristic impedance of the MIM

capacitor, respectively. The resulting capacitance from HFSS simulation is presented in

Fig. 6.3. From this figure, it is observed that over a bandwidth of 20 GHz the capacitance

is always above 13.5 pF. The value of the capacitance obtained from the HFSS simulation

is close to the analytical value of the capacitance calculated using Eq. 6.1.

Fig. 6.3 Simulated capacitance as a function of frequency of the MIM ca-
pacitor.

In Fig. 6.3 frequency dependence of the capacitance is observed, as the reflection coef-

ficient (S11) of the MIM capacitor is a frequency dependent parameter. The loss tangent

(tanδ) of the dielectric (SiO2) is also a frequency dependent parameter, which is generally

calculated from the measured value of capacitance using the following formula:
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tanδ =
G

ωC
(6.4)

The electrical model for the BPD is presented in Fig. 6.4 where ISIG is the current

though the 50 Ω load (RL) and IPD1 and IPD2 are the current through the complementary

photodetectors. In the electrical model, the on-chip capacitors CG1 and CG2 provides a

high speed ground to the load. The inductor in the DC supply (LLINE) is used to model

the low speed transmission line.

Fig. 6.4 Schematic of the BPD with on chip capacitor.

The total dark current in the BPD with a bias of –1 V measured with a Keithley high

precision picoammeter is ∼4.31 µA. The responsivity of the photodetector is presented in

Fig. 6.5 as a function of the optical wavelength at –4.5 V bias. The responsivity of each of

the photodetectors in the BPD is ∼0.7 A/W at 1550 nm wavelength.
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Fig. 6.5 Responsivity as a function of frequency.

The frequency response of the BPD for different reverse biases is presented in Fig. 6.6.

It is observed that with a bias of -4.5 V the balanced photodetector has a 3-dB bandwidth

of approximately 16.2 GHz. An increase of the bias voltage beyond -4.5V does not improve

the bandwidth. The common mode rejection ratio (CMRR) is also presented in Fig. 6.6.

The measured value of CMRR is well above 30 dB for all the frequencies.
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Fig. 6.6 Normalized amplitude response as a function of frequency.

The BER performance of the of the balanced photodetector is evaluated in a 20 Gb/s

return-to-zero differential phase shift keying (RZ-DPSK) system. The results of BER tests

with a RZ-DPSK signal over 1 m of single mode fiber (SMF) are presented in Fig. 6.7.

It is observed that with balanced detection and without any electrical amplification the

photodetector has a sensitivity of –6.95 dBm. The results of the measurements at only

the constructive (cnstr.) and destructive (destr.) port using single photodetector are also

presented in Fig. 6.7. The sensitivity in this case is –3.84 dBm which is 3.1 dB worse than

balanced detection. In order to verify the suitability of the photodetector at higher bit

rates the results of BER tests with a NRZ OOK signal at 1550 nm at 25 and 30 Gb/s are

also presented in Fig. 6.7. The results show that for 25 Gb/s the BER is 1.01× 10−12 for
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a received power of –1.65 dBm. The output voltage swing in this case was about 48 mV.

For a received power of -3.66 dBm, the BER is degraded to ∼ 10−9. At 25 Gb/s, the

photodetector operates well over the hard and soft-decision forward error correction (FEC)

threshold of 3× 10−3 and 1.8× 10−2, respectively [114].

Fig. 6.7 BER as a function of received optical power at the chip (coupling
loss of 10 dB deducted).

These results confirm that the BPD is suited for a 4 × 25 Gb/s coherent receiver and 25

GBaud differential phase shift keying (DPSK or DQPSK) demodulator applications. At 30

Gb/s the best BER is observed at the received optical power of –1 dBm. The BER of 3.98×

10−4 is well above both hard and soft-decision FEC limit as well. Therefore, the BPD has

the possibility of being used at higher bit rates when used with FEC and DSP techniques.

At 25 Gb/s neither FEC nor DSP is required for short reach applications. It should
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be noted that the sensitivity of the photodetector would improve if post-amplification is

applied after the photodetector before BER testing. Recent results with post amplification

show a sensitivity of -7.3 dBm at 28 Gb/s using a Ge on Si photodetector [63]. Overall, the

photodetector has very good possibility of being used within coherent or DPSK/DQPSK

receiver.

6.2 A ring-based 25 Gb/s DAC-less PAM-4 modulator

Intensity-modulated/direct-detection (IM/DD) based optical communication link is a promis-

ing low-cost solution to build 100 Gb/s/ data rate for short reach (200 m to 2 km) inter-

connects between data centers [40]. Advanced modulation format based MZM on silicon

photonic platform offers the possibility of designing power efficient, low-cost and integrated

IM/DD networks. The linear phase shift with an applied reverse bias voltage and long

electrode structure of the MZMs facilitate the design of segmented electrode based PAM-4

(two segment electrode) or PAM-16 (four segment electrode) modulators [34]. However,

to reduce the driving voltage amplitude and footprint of the transmitter, researchers are

also investigating the operation principle of resonance based modulators (i.e., ring modu-

lators [115] or MZI assisted ring modulators [116]) to generate PAM-4 modulation format

signal. It remains challenging to design multiple segment electrode structure on the small

perimeter of ring modulator (e.g., 50 µm ring perimeter in [115]). For example, to circum-

vent the ring small radius in [115], a single electrode ring modulator generates 60 Gb/s (30

GBaud/s) PAM-4 optical signal. The PAM-4 electrical signal is initially generated using a

three bit DAC.

We have designed a novel PAM-4 12.5 Gbaud/s inter-coupling modulator based on a

Mach–Zehnder interferometer assisted ring resonator. The 25 Gb/s PAM-4 optical signal
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is generated by driving the modulator with two independent electrical signals with an

amplitude of 3 Vpp at 2 V reverse bias. Reverse bias operation mode of the modulator

enables achieving an electro-optic (EO) bandwidth of approximately 14 GHz without pre-

emphasis of the electrical driving signals or equalization techniques. This configuration

successfully simplifies the operation of the modulator in generating PAM-4 signals without

the need for a DAC. Experimental results show proper generation of a PRBS data stream.

The proposed modulator has a compact footprint of 0.48 mm2 with a bandwidth density

of 52.08 Gb/s/mm2.

In the proposed MZI assisted ring modulator, two p − n diode electrode segments are

designed on the MZI arm for inter-coupling modulation. The phase of the two independent

electrical driving signals are adjusted such that a 12.5 Gbaud/s PAM-4 signal is achieved

at the output. We have also included a heater layer on top of the coupler arm to tune the

coupling ratio of the modulator such that larger extinction ratio is achieved in the presence

of thermal or fabrication variations. The schematic of the proposed multi-segmented inter-

coupling PAM-4 modulator is shown in Fig. 6.8. The inter-coupling PAM-4 modulator

can be driven with single ended electrical signals reducing the complexity of the voltage

settings.
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Fig. 6.8 Schematic of the proposed inter-coupling modulation based PAM-4
ring modulator.

In the configuration, the optical signal modulation is enabled by coupling modulation,

change in the round-trip phase shift and slight variation of its loss. The modulator has

two p − n diode segments in the lower arm of the balanced MZI with lengths of 220 µm

and 330 µm. There are also two thermal heaters that were implemented with the top

metal layer. The smallest p − n diode segment generates a phase shift ∆φ1 with an RF

signal V1 representing the lowest significant bit (LSB). The largest p − n diode segment

generates a phase shift ∆φ2 with an RF signal V2 representing the most significant bit

(MSB). The heater in the ring (heater-1) is at the top of the cavity to enable a shift in the

resonance wavelength so to align it with the laser to modulate. The heater in the lower

arm of the MZI (heater-2) generates the required initial phase θ to optimize the extinction

ratio and exploit the linear optical transmission portion of the modulator. In this device,

the ring cavity length (Lring) and MZI coupling length (Lc) is determined mainly based on
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the total length of the two p − n diode segments to generate the required phase shift for

modulation. The optimized design of the modulator has a cavity feedback length of Lring =

885 µm and a MZI coupling length of Lc = 694 µm. Fig. 6.9 shows the simulated spectral

response of the designed PAM-4 modulator for four voltage conditions. The simulation

results show the inter-coupling effect where the resonance extinction ratio is changing for

the applied voltages. The cavity phase shift effect on the resonance wavelength for various

biasing voltages is also apparent. Based on the simulation results the FSR of the designed

modulator is 0.39 nm.
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Fig. 6.9 The simulated spectral response of the modulator at for four input
voltage conditions, (a) in logarithmic scale, (b) in linear scale.

Fig. 6.10(a) shows the characterization test setup of the fabricated modulator with the

two DC and two GSGSG RF probes. The DC probes are used to apply DC voltages to the

heaters to optimize the ring modulators extinction ratio (VCOUP ) and to shift the resonance

wavelength (VRing) to match the wavelength of the CW light source. Both the DC signals

share common electrical ground (G) with the RF signals. Fig. 6.10(b) shows photograph
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of the external fiber array and electrical probe connections to the chip.

Fig. 6.10 (a) Image of the chip test setup with DC and RF probes (b) Test
setup photograph of the chip with fiber array and electrical probes.

We have tested the device to generate optical PAM-4 signal. To generate each of the

two driving signals, we use two Anritsu-MU181020A PPG cards in synchronous mode to

tune the phase of each of the electrical driving signal independently. As such, the rising
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and falling edges of the two input signals occur at the same time. Fig. 6.11 shows the

experimental setup to generate PAM-4 signal from the modulator. A 5 dBm CW light at

the wavelength of 1552.8 nm is launched through the PC which optimizes the light coupled

to the inter-coupling PAM-4 modulator. The average optical power at the output of the

modulator is –9.6 dBm. The total optical loss from the laser to the modulator output

consists of 0.6 dB insertion loss from the PC, 2 dB insertion loss from the modulator

(DUT) and 6 dB loss per grating coupler. Two independent 231-1 PRBS data from two

PPGs are injected to two 20 GHz electrical amplifiers (model: Hittite HMC-C004) boosting

the signal amplitude to 3 Vpp and then be the input to two high-speed bias-T to add the

desirable DC bias to the driving electrical signal. The DC bias is provided by two DC

sources and reverse biased the diode segments. The two RF signal are injected to the LSB

and MSB electrode segments of the inter-coupling ring modulator. The optically modulated

signal is amplified with an EDFA to increase the received optical signal at the receiver. A

45 GHz photodetector converts the optical PAM-4 signal (responsivity: 0.5 A/W). The

received optical power is 2 dBm. The electrical signal is finally captured with a sampling

oscilloscope (DCA) with an RF bandwidth of 30 GHz.
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Fig. 6.11 Experimental setup to generate PAM-4 modulated signal.

Fig. 6.12 shows the photodetected electrical eye diagrams from the output of the ring

modulator when it is driven by V1 (LSB) and V2 (MSB), one at a time. The peak-to-

peak voltage amplitude of the modulated signal for the shorter p− n diode (V1) is smaller

(approximately half) than that of the longer segment (V2) as the LSB diode segment (or

phase shifter) length is smaller than the MSB segment length. Due to the nonlinear optical

response to applied electrical voltage, the length ratio between the LSB and MSB segment

is actually not half but 2/3 (220/330 = 0.66).
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Fig. 6.12 Eye diagram (12.5 Gb/s) at the output of the ring modulator
when driven by (a) only V2 (MSB), (b) only V1 (LSB).

Fig. 6.13 shows the photodetected 25 Gb/s PAM-4 electrical eye diagram when the

modulator is simultaneously driven by V1 and V2. The voltage difference between adjacent

levels is approximately 25 mV leading to symmetric four level signal.
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Fig. 6.13 PAM-4 eye diagram (12.5 GBaud/s) at the output of the ring
modulator when simultaneously.

6.3 Summary

In this chapter, in section 6.1, we have presented the performance result of a BPD with

on-chip biasing capacitor. The photodetector exhibits a bandwidth of ∼16 GHz at –4.5 V

of reverse bias. The photodetector exhibits a CMRR of 30 dB. The performance of the

photodetector is evaluated in terms of BER versus received optical power. For 20 Gb/s

DPSK signal the sensitivity of the photodetector is – 8.95 dBm with balanced detection.

The results show that at 25 Gb/s, a BER of 1.01×10−12 can be achieved for a received power

of –3.65 dBm with a large output swing of 84 mV for NRZ-OOK signal. At 30 Gb/s BER

of 3.98 × 10−4 is achieved with received optical power of –3 dBm. The on-chip capacitors

make the device compact and suitable for monolithic integration. The on-chip bias circuit in

silicon photonic greatly facilitates packaging of the BPD alone with insignificant bandwidth
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degradation. Overall, the photodetector has very good possibility of being used within

coherent or DPSK/DQPSK receiver.

In section 6.2, we have demonstrated reverse bias operation of the MZI assisted ring

modulator which enables generating PAM-4 signal with conventional OOK electrical driving

signal. The 12.5 GBaud/s PAM-4 eye diagram obtained by inter-coupling modulation with

3 Vpp electrical driving signal shows promise towards the design of a power efficient optical

modulator with small footprint of 0.48 mm2. A test methodology was also presented to

generate four level optical signals by tuning the extinction ratio of the device using DC

heater. The heater layers on top of the waveguide demonstrated in this work introduce less

optical waveguide loss (under 2 dB insertion loss) than conventional heavily doped heaters.

Driving the modulator with single drive electrical signal further reduces the operation

complexity of the modulator.
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Chapter 7

Future work

In this chapter, we present two possible future research directions based on the work pre-

sented in this thesis. The two devices demonstrated in this work are fabricated using two

different waveguide technologies: Si3N4 and silicon photonics platforms. We propose the

possibility of designing the lattice MZI filter based optical demultiplexer to decrease the

crosstalk between the wavelength channels in the PWSM device. We also present how the

performance of the PWSM device can be improved by further decreasing the propagation

loss of the waveguide. We finally propose the design of an integrated time sampling based

optical front-end wire bonded to the CMOS electronic front-end.

7.1 Future work related to the two proposed photonic

components

7.1.1 An eight-channel passive wavelength-striped mapping multiplexer

To increase the number of channels in the PWSM device from four to eight, two important

challenges in designing the component should be addressed. First, the crosstalk between
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the optical wavelength channels of the demultiplexer section of the PWSM device needs

to be decreased. To achieve low crosstalk between channels, the optical phase shift in

the delay arms of the MZI filters should be controlled by the thermal phase shifters. The

thermal phase shifters consume electrical power and increase the operational complexity of

the device. On the other hand, the AWG based demultiplexers demonstrate lower crosstalk

(40 dB) than the MZI filter based optical demultiplexers (presented in this work) without

the requirement of thermal tuning [37]. However, an AWG based PWSM device needs

larger footprint due to the individual time delay requirements for each of the channels [46].

Therefore, other MZI based filter structures offering the benefit of individually time delaying

the wavelength channels as well as generating low optical crosstalk should be investigated.

In optical lattice filters, two or three MZI filters are in a cascade for sharper frequency

roll-off of the transmission response between passbands. In lattice filters, the optical inser-

tion loss does not increase much and irrespective of the number of MZI stages, the number

of input and output optical ports remains the same as the single stage MZI filter. A de-

tailed synthesis algorithm to design an optical lattice filter can be found in [117]. Silica and

silicon photonics based lattice filters demonstrating > 15 dB crosstalk have been proposed

in [93] and [118], respectively. Fig. 7.1(a) shows the structure of the eight-channel lattice

filter based demultiplexer reported in [93], where one three-cascaded, two two-cascaded and

four single-stage 2 × 2 MZI filters were used to form the lattice structure. Fig. 7.1(b) shows

the transmission spectra of the lattice filter with flat passband within 0.7 dB variation.
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Fig. 7.1 (a) Micrograph of the lattice MZI filter based eight-channel demul-
tiplexer, (b) Normalized optical transmission spectra of the demultiplexer [93].
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In an MZI based lattice filter, the filter coefficients are set by the coupling ratios of

the intermediate couplers used in an MZI block. The coupling ratio varies from the 50:50

power splitting ratio. Therefore, the MZI filters need to be designed with the directional

couplers, instead of the 3 dB 2 × 2 MMI couplers presented in this work, to create the

arbitrary filter coefficients. Besides this, the position of the delay waveguides and structure

of the delay arms of the MZI filters will remain similar to this work. Therefore, using the

knowledge obtained from this work, it is possible to design a lattice filter on the Si3N4

waveguide platform to decrease the optical crosstalk of the PWSM device.

The optical insertion loss difference between ch− 1 and ch− 3 of the proposed PWSM

device in this work is 28.8 dB (see fig. 4.6 in chapter 4). The loss difference is attributed

to the 3.1 dB/m propagation loss in the 9.54 m long delay waveguide between the two

channels. For the practical implementation of the proposed device in a wavelength-striped

based network, it is important to design the Si3N4 waveguide with further low propagation

loss. In [28], 0.1 dB/m propagation loss in the Si3N4 waveguide is achieved using the

wafer bonding approach (thermally grown oxide). The low propagation loss (0.1 dB/m)

is achieved using a wafer-bonded upper cladding structure on top of the Si3N4 waveguide

to increase the modal overlap with high quality thermally grown SiO2 layers. However, at

this time, it is not certain that heaters can be integrated with the wafer-bonding approach.

In this work, heaters are integrated on the PECVD oxide upper cladding. By using the

PECVD top cladding (same as in this work) and by changing the waveguide geometry

(50 nm × 6.5 µm) 0.5 dB/m propagation loss is achieved in [28] in the 1560 nm to 1600 nm

wavelength region. Therefore, if 0.5 dB/m propagation loss is achieved by changing the

waveguide cross-section and increasing the minimum bending radius (9.8 mm), then the

loss difference between ch−1 and ch−3 of the proposed PWSM device will be 4.8 dB. This

loss difference can be compensated by commercial SOA between the two complementary
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PWSM devices. The low trending propagation loss (3.1 dB/m to 0.5 dB/m or 0.1 dB/m)

in Si3N4 waveguides paves the way to increase the number of channels in the PWSM device

from four to eight.

7.1.2 Wire-bonded optical and electrical front-ends of the time sampling

photoreceiver

In the time sampling based optical front-end receiver demonstrated in this thesis, the four

photodetected signals were processed offline using MATLAB. The theoretical model of the

electronic front-end needs to be implemented using 130 nm or 65 nm CMOS technology

nodes for the complete demonstration of the photoreceiver. Monolithic integration of the

optical and electronic front-end is not feasible (or required), as silicon photonics devices

can be fabricated using relatively affordable CMOS fabrication process. For example, the

minimum feature size used in the optical front-end designed in this work is 340 nm, which is

the width of the gratings in the grating couplers. On the other hand, to scale the bandwidth

of the analog electrical front-end and specially the digital blocks of the electronic circuit,

it is necessary to design the electronic front-end using the advanced low trending feature

size (i.e., 45 nm, or 65 nm) CMOS technology platform. The electronic front-end of the

photoreceiver consists of four RC analog circuits and four five-level or 3-bit resolution

ADCs. High data rate ADC, with the operating data rate 5 GS/s has been demonstrated

in [119] using the 65 nm standard CMOS process. The 5 GS/sec and 5-bit resolution ADC

demonstrated in [119] exhibits a power consumption of 110 mW. The ADCs for this work

require 3-bit resolution, as the averaged signal or symbols generated from the photodetector

and the analog electrical front-end have five voltage levels. The digital post-processing

circuit will require four 3 bit XOR gates to perform the modulo-2 operation. Fig. 7.2 shows

a model of the proposed photoreceiver, where the optical front-end is wire-bonded to the
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electrical front-end. One important problem is to provide the high reversed bias voltage (2

to 4 V) to the PD, which is generally challenging to provide directly from a low threshold

voltage CMOS IC. However, the DC bias voltage can be provided from the printed circuit

board (PCB) onto which the PD is wire bonded to the CMOS IC.

7.2 Summary

In this chapter, we presented how the performance of the proposed PWSM device can be

improved by using a lattice filter based optical demultiplexer. New simulation and anal-

ysis are required to design the directional couplers on the Si3N4 platform to generate the

arbitrary power splitting ratios in the MZI filter blocks. We have also proposed that by

changing the Si3N4 waveguide cross-section geometry and by increasing the minimum bend-

ing radius, it is possible to further reduce the propagation loss of the waveguide and hence

reducing the loss difference between the wavelength channels. At the end of this chapter

we have shown that, by utilizing the present state-of-art CMOS technology, the electrical

front-end of the time sampling based photoreceiver can be experimentally demonstrated.
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Fig. 7.2 A schematic model of the overall photoreceiver architecture with
the wire-bonded optical and electrical front-end.
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Chapter 8

Conclusions

In this thesis, a 1 × 4 channel PWSM device is proposed for short-reach optical interconnect

networks. The PWSM device functions as a serial-to-WDM interface to optically convert

the serial stream of a data packet to parallel stream, i.e., where different segments of the

data packet are encoded to the four WDM channels in the same time slot. The PWSM

PIC can be an important building block of the wavelength–striped based intra-card and

inter-card schedulers in the TOR switches.

In addition to the PWSM device on Si3N4 waveguide platform, we have also designed

and characterized an optical deserialiser time sampling based photoreceiver using SiGe

photodetectors. The data rate of the optical receivers can be extended at a lower cost and

with less complexity by using the time sampling based optical front-end presented in this

thesis.

In chapter 1, we have introduced recent progress in the PIC based short-reach optical

communication links. InP based PICs have shown an advanced roadmap of progressive

improvement from the year 1990 to the present years. To further improve the performance of

the PIC based short-reach optical links, other waveguide platforms such as silicon photonics
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and Si3N4 waveguides are also being investigated. To meet the specification of the modern

communication links, a complex integration of the active and passive photonic components

are required both on chip and on the packaging level. Therefore, a PIC platform where InP-

silicon photonics or silicon photonics-Si3N4 waveguide based components are integrated is

becoming more common. We have also reviewed other works where the wavelength-striped

mapping method is implemented using fiber based components. Recent works on the SiGe

photodetectors augmenting the performance of the overall photoreceiver by leveraging the

benefit offered by silicon photonics technology is also discussed in this chapter.

In chapter 2, we have described the theory of the optical wavelength-striped mapping

method and the time sampling method in the photoreceivers. Motivation to design the

PWSM device using the Si3N4 based waveguide platform is also discussed in this chapter.

In chapter 3, we have presented detailed design and characterization result of the ther-

mally tunable 1 × 4 channel optical wavelength demultiplexer. The 4 channel demultiplexer

is an important building block of the full PWSM device. The difference between the AWG

based and MZI filter based optical demultiplexers is also discussed. It is found that MZI

filter based optical demultiplexers are preferable than the AWG filters to design the PWSM

device. FDTD simulation result is used to estimate the effective index (neff ) and group

index (ng) of the 72 nm × 2.8 µm cross-section Si3N4 waveguide. At near 1550 nm wave-

length region, the simulation value of the effective index and group index of the waveguide

are equal to 1.4572 and 1.505, respectively. The experimentally measured group index value

is closely matched with the simulation value. The 2 × 2 MMI couplers, demonstrated in

this chapter, maintain 3 dB splitting ratio within the 0.3 dB power variation range. Two

2 × 2 MMI couplers were used to build each of the MZI filter block. The optical insertion

loss of the demultiplexer varies from 1.5 dB to 2.2 dB per wavelength channel. 12 mm long

Cr-based heaters placed on the delay arms of the MZI filters generate up to π/2 phase shift
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at the dissipation of 150 mW electrical power. The optical crosstalk between the adjacent

wavelength channels was ∼14.5 dB. We have measured BER of 1 × 10−12, for all the four

40 Gb/sec channels at 10 Gb/sec data rate.

In chapter 4, design and characterization result of the PWSM device is proposed. The

PWSM device is demonstrated as a WDM-to-serial interface, where, 16 ns long four data

packets are serially combined in time domain to construct a 64 ns long data packet. The

PWSM device implements 16 ns time delay between the adjacent wavelength channels

using the 3.18 m long incremental delay lines. Due to the 9.5662 m delay waveguide

length difference between ch − 1 and ch − 4, a 28.7 dB loss difference between the two

channels is observed. For the practical implementation of the full PWSM process, where two

complementary PWSM devices are placed back-to-back, such that uniform optical insertion

loss is occurred in all four channels, it is important to further reduce the propagation loss of

the Si3N4 waveguide from 3.1 dB/m to 0.5 dB/m or 0.1 dB/m. We have measured 2.3 dB

power penalty between the 64 ns long data packets generated by the PWSM method and

the back-to-back process, to obtain 1 × 10−9 BER.

An integrated optical deserialiser time sampling based SiGe photoreceiver designed us-

ing silicon photonics waveguide technology is presented in chapter 5. The photoreceiver

has a 1 × 4 time sampling SiGe PD array in the series architecture. Detailed method-

ology to obtain uniform optical power across all of the four PD channels compensating

the delay waveguide loss is demonstrated. We found that, the low-loss 220 nm × 3 µm

cross-section area silicon waveguide has much lower propagation loss compared to the con-

ventional 220 nm × 500 nm cross-section area silicon waveguide, and thus the former

waveguide relaxes the condition of achieving accurate power division ratios in the direc-

tional couplers of the time sampling based SiGe photoreceiver. FDTD simulation was

performed to calculate the group index of both types of waveguides. The biasing capacitor
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integrated PD leads toward simpler test setup and will facilitate low-cost integration with

the electronic front-end in the future. A theoretical model of the analog RC front-end

having ∼80 MHz bandwidth is proposed. The model of the electronic front-end having

∼80 MHz RC bandwidth and a 5 Gb/s post-processing digital circuit is used to process

the 20 Gb/s photodetected signal in offline.

In chapter 6, we have included results from two other projects pursued in parallel with

this Ph.D. research. We have presented performance result of the balanced photodetector

and the PAM-4 ring modulator, designed on the silicon photonics platform.

In chapter 7 we have proposed two methods to increase the scalability of the four channel

PWSM device by using the lattice MZI filter based optical demultiplexer and by further

decreasing the propagation loss of the Si3N4 waveguide. In this chapter, we have also

proposed that, the electronic front-end model of the photoreceiver presented in the work,

should be fabricated using 65 nm or 130 nm CMOS technology and then wire-bonded to the

optical front-end for the complete demonstration of the sampling photoreceiver prototype.
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