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ABSTRACT

A new fleld measurement technique for the determination of the lateral extent of sub-
surface contamination is proposed. It is applicable to tracing contaminant migration
from underground storage tanks and waste disposal sites. The proposed approach in-
volves adaptation of the time-domain reflectometry (TDR) concept and relies on the
interaction of matter with an electric field. Analysis of the TDR data collected from
soil-contaminant mixtures indicates the feasibility of a subsurface contaminant detec-
tion.

The proposed contaminant detection technique relies on matching an unknown TDR
waveform with a number of known waveforms stored in a computerized database. The
analysis is performed in the frequency-domain through the use of the Fast Fourier
Transform (FFT). It is proposed that the matching process utilize the coherence func-
tion.

Application of the proposed technique requires a signal generator, a digital waveform
recorder, a portable computer, and a coaxial cable terminated with a soil probe. The
main advantage of the proposed system is the capability of on site analysis, thus re-
ducing the time and the expense associated with the subsurface contaminant detection

and delineation.



RESUME

Une nouvelle technique de mesure champétre pour déterminer I’étendue de contam-
ination latérale souterraine ~st proposée. Elle est applicable & la migration de con-
taminants provenant de sources telles que les réservoirs souterrains ainsi que les
dépotoirs. L’approche proposée implique I’adaptation du concept du demaine de temps
de réflectoméirie (DTR) et se fie sur I'interaction de matiére avec un champ électrique.
L’analysc des données DTR rassemblées provenant de mélanges terre-contaminants
démontre que cette méthode de détection est réalisable.

La technique de détection proposée se fie sur la comparaison d'un signal DTR inconnu
avec un nombres de signaux connus en réserve dans la base de données d’un ordinateur.
L’analyse est accomplie dans le domaine de fréquence. Il est suggéré que la procédure
de comparaison implique la fonction de cohérence.

L’application de la technique recommandée requiert un générateur de signaux, un en-
registreur de signaux digitaux, un ordinateur portatif, et un cable coaxial muni d’une
sonde souterraine. L’avantage principal qu'offre ce systéme est la capacité d'analyse
sur site, donc la réduction de temps et de dépenses associés 4 la découverte de contam-

inants.
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CHAPTER 1
INTRODUCTION

1.1 STATEMENT OF THE PROBLEM

The problem that this study addresses is the detection of a contaminant leak-
age. Product leakage from underground storage tanks and migration of leachates from
waste disposal sites have been known to create acute health risks and require substantial
expenditures of funds to clean up. The Environmental Protection Agency (EPA) regu-
lates approximately 2 million underground storage tanks at 750,000 facilities across the
United States (Tarrer, 1993). It is estimated that 80 percent of the underground tanks
are constructed of bare, unprotected steel, susceptible to corrosion and subsequent leak-
age. The EPA has identified 175,000 confirmed tank releases that are potential threats
to public health and the environment, and that number is expected to rise.

According to the EPA, the American industry produces approximately 35 million
metric tons of toxic waste each year. Much of this waste is disposed of in land im-
poundments. While recently constructed facilities appear to contain the waste in an
environmentally sound manner, numerous older disposal sites continue to pollute their
surroundings. By some calculations about six billion tons of chemicals have been dis-
posed of since 1950, some in impoundments situated on permeable soils (Boraiko, 1985).

Current detection procedures rely mainly upon monitoring wells, lysimeters, and

leachate underdrains. Wells are the most common means of monitoring the ground-
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water contamination. This approach tends to be expensive and time consuming to
implement. Timely detection of the contaminant plume is obviously dependent on the
initial layout and a number of monitoring wells. Unfortunately, wells can sample only
a small volume of the acquifer. If samples collected from wells are not representa-
tive of the area or conditions for which they are intended, misleading and erroneous
conclusions may result. Experience has shown that by the time a contaminant be-
comes detected in a monitoring well, a substantial volume of the surrounding soil and
groundwater has already been polluted (Waller and Davis, 1984).

The risk of drilling wells and exploratory holes in unknown hazardous waste sites
can be substantial. As the number of holes needed to define a problem area increases,
so does the possibility of puncturing buried containers. Toxic fumes and liquids may
be released. Explosions and fire may occur in extreme cases.

Lysimeters are commonly installed in the unsaturated zone. They include a ce-
ramic cup into which a pore liquid is drawn. The sample is subsequently forced to
the surface for collection and analysis. As in well monitoring, the contaminant plume
must intersect the lysimeter. Common problems with lysimeters include clogging and
degradation of ceramic cups.

The urderdrain system serves to intercept the fluid seeping below an impoundment
site. Although this system allows the leak to be detected and managed, it also has
some significant drawbacks. It can’t be installed at an existing site. It requires daily
inspection. Finally, it can’t identify the location of a leak.

The limitations associated with present monitoring techniques underscore the need
for an alternate approach. Undeniably, early detection and characterization of ensuing
subsurface contamination can minimize its negative impact. Therefore, there is a de-
mand for a field diagnostic procedure which allows a rapid determination of the extent
of pollutants present in the soil substrate. The method should assist in locating a leak

in the impounding boundary so that a corrective action can be taken to alleviate the
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problem. It should also be adaptable to a wide range of chemicals, as opposed to being

ion specific. Currently there are about 60,000 substances classified as hazardous by the

EPA (Waller and Davis, 1984).



1.2 OBJECTIVES

The objective of this research is to develop a new field procedure for the detection
and delineation of soil contaminants. This study concentrates on a detection method
that will improve the efficiency and reduce the costs associated with the current pro-
cedures. Both data gathering and data analysis techniques are examined from the
standpoint of the applicability to the on-site contaminant characterization and sub-
surface mapping. The application of digital data acquisition instruments and portable
computers to an automated measurement and analysis process is explored. It is envi-
sioned that the proposed contaminant match procedure will minimize the current need
to conduct site characterization studies in several stages of monitoring well installation,

groundwater sampling, and laboratory analysis.



1.3 APPROACH PURSUED BY THIS STUDY

A study conducted by the U.S. Environmental Protection Agency (EPA) iden-
tified a number of existing methodologies that can potentially be applied to subsur-
face contaminant detection (Waller and Davis, 1984). Most promising candidates in-
clude resistivity soundings, electromagnetic (EM) techniques, ground penetrating radar
(GPR), time-domain reflectometry (TDR)}, acoustic emissions (AE) and seismic meth-
ods. These approaches typically relate the extent of soil contamination to a change
in electrical properties of materials. Seismic techniques may be used to detect a con-
taminant indirectly by measuring a change in the velocity of sound propagation in a
saturated material (Winter, 1973). The propagation velocity of sound in unsaturated
soils is about one half the velocity in saturated soils. Therefore, it is theorctically
possible to detect a leak that is located in the unsaturated zone.

The approach pursued by this study originates from a measurement method called
time-domain reflectometry (TDR). It involves sending a fast risetime electrical impulse
into a coaxial cable terminated by a sample material and analyzing the reflected sig-
nal. Although this approach necessitates an invasive probing, as opposed to a surface
based electromagnetic technique, it is considerably less susceptible to a cultural noise
commonly present in the field EM measurements.

The main thrust of this study involves an adaptation of the TDR technology
to the in-situ detection of subsurface contaminants by measuring and analyzing the
variation of soil-contaminant dielectric properties as a function of frequency. Data
gathered by the TDR method is analyzed in the frequency-domain through the use of
the Fast Fourier Transform. A contaminant match procedure is developed, whereby
a data record obtained from an unknown soil-contaminant system is matched with
a computerized database of known records. The matching procedure rclies on the
coherence function which provides a measure of similarity between the unknown signals.

A single parameter match descriptor is proposed. By utilizing a digital recording

5



instrumentation and a portable computer for data acquisition and signal processing

this study concentrates on a method which allows an automated measurement and

analysis process.



1.4 ORGANIZATION OF THESIS

This thesis contains descriptions of various geophysical techniques that may be
adapted to a subsurface contaminant detection. The measurement principles associated
with each technique are discussed. The approach selected for subsequent experimen-
tal studies is proposed and the background theoretical aspects are elaborated upon.
The experimental setup adopted in this study is described and the results from mea-
surements on various soil-contaminant mixtures are presented. A contaminant match
procedure based on the coherence function is advanced and tested with the acquired
data. The results are analyzed with respect to the applicability of the proposed method

to the subsurface contaminant detection.



CHAPTER 2
REVIEW OF PREVIOUS RESEARCH

2.1 APPLICABLE DETECTION TECHNIQUES

A satisfactory contaminant detection system should be capable of pinpointing a
leak position and be as nondestructive as possible. The goal set by the U.S. EPA is
the ability to pinpoint the leakage in the liner material to within 30 square centime-
ters (Waller and Davis, 1984). Such accuracy is yet unattainable.

Contaminants propagate through soils principally by advection and dispersion.
The advection is a movement with a mean groundwater flow while dispersion refers
to spreading through diffusion and mixing. In the unsaturated zone above the water
table contaminants percolate downward under the influence of gravity. Accumulation of
contaminants typically causes alteration of the transmission, adsorption and diffusion
properties of soils (Yong et al., 1992). These processes may in turn affect the electric
conductivity, dielectric constant and seismic velocity of the soil. For example, the
introduction of an organic liquid into a soil lowers the dielectric constant, increases the
resistivity and increases the hydraulic conductivity (Olhoeft, 1986). Thus, a change in
soil properties may be exploited to detect contaminants.

The majority of potential detection methodologies represent an outgrowth of the
general area of geophysics, as applied to oil, gas, and mineral exploration. Some are ex-

tensions of techniques used in the laboratory environment or in agriculture. Typically,
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a change in electrical properties of a soil is correlated with a potential contamination.
Each measurement technique routinely involves two distinct stages: measurement and
analysis. An effective in-situ method should perform these tasks quickly and accurately.
It should also be relatively easy and economical in implementation. Applicable detce-

tion techniques, other than a direct sampling from a monitoring well, are as follows:

2.2 ELECTRICAL RESISTIVITY

This method relies on the fact Jhat any subsurface variation in resistivity alters
the form of current flow within the soil. It is therefore possible to obtain some informa-
tion about subsurface distribution of various bodies from the potential measurements
conducted at the surface. The resistivity of soil is influenced by the porosity, moisture
content, electrical conductivity of the pore fluid, and the clay content. Typically, the
higher the porosity, moisture content, salinity of pore fluid, and clay content, the lower
the electrical resistivity of the subsurface soil. The presence of inorganic contaminants
generally decreases the resistivity while most organic contaminants cause an increase
in resistivity (Olhoeft, 1986). Their influence has not been found equal and opposite.
Given the same quantity, most inorganic contaminants exert a much larger effect on
resistivity than the organic compounds.

Effective use of the resistivity method can be traced to the pioncering studies
of Schlumberger and Wenner in the early 1900’s (Schlumberger, 1920). Due to its
simplicity and a relatively low cost, a direct current sounding method has become
popular in carrying out subsurface studies. Various electrode arrangements are shown
in Figure 2.1.

In the Schiumberger method four electrodes are placed along a common line, with
the outer two serving as the current electrodes and the inner two as the potential elec-
trodes. The current electrodes are used to provide the input signal while the potential

electrodes are used to record the response. In studying the resistivity ay a function of
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Figure 2.1 Electrical Resistivity Arrays (Wait, 1971).
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depth, the current electrode separation is increased in a series of steps while maintaining
the spacing on the measuring electrodes. It is assumed that the ratio of the measured
voltage to the potential electrode spacing is equal to the gradient of the voltage under
the soil surface.

With the Wenner array configuration four equally spaced and colinear electrodes
are used. The outer two electrodes are normally used to provide current to the ground,
while the inner two are used to measure the voltage drop caused by this current. If
the resistivity is being measured as a function of depth, the center point of the array is
held fixed and the array spacing is expanded about the midpoint. All four electrodes
are separated by an equal distance at all times. The subsurface bulk resistivity R is

computed from the measured voltage V, current I and array spacing a:

R="" (2-1)

where K = 2ma

A variation of the Wenner array is the Eltran array where the two adjacent
electrodes at one end of the line are used to provide current. This array came into
widespread use in the 1930’s as means for reducing the electromagnetic coupling be-
tween the current circuit and the measuring circuit. With the usual Wenner array,
the capacitive coupling between the wires leading to the current electrodes and wires
leading to measuring electrodes tends to produce larger transient voltages than thosc
produced by the current flow in the ground. In the Eltran array this coupling is reduced
by not placing the two circuits adjacent to each other.

Most arrays currently in use belong either to the Wenner class in which the poten-
tial difference is measured between two widely spaced electrodes or to the Schlumberger
class in which the gradient of the potential is determined from closely spaced measuring

electrodes. A third category of arrays is the dipole-dipole class as originally described
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by Al’pin and Berdichevskii (1966). Four electrodes are used with a dipole array but
they do not necessarily occupy positions %Llong a common line. The diagnostic charac-
teristic of a dipole array is the fact that the distance between the center of the current
electrode pair and the center of the measuring electrode pair is large compared to the
separation within each pair. This condition permits two approximations in the theory
of dipole arrays: 1) the ratio of the measured voltage to the potential electrode sep-
aration is approximately equal to the the gradient of the voltage, and 2) the voltage
ficld is proportional to the current moment of the current electrode pair, defined as the
product of the current and the distance between electrodes.

The resistivity survey is performed at grid points covering the area of interest.
The layout of the electrode arrays determines the depth of investigation. Resistivity
soundings are used to locate an anomaly in the subsurface resistivity, thus indicating a
potential presence of contaminants. Further exploration is usually necessary to confirm

that the resistivity contrast is in fact traceable to a contaminant.

2.3 INDUCED POLARIZATION

Induced polarization (IP) is a technique closely related to the resistivity survey. It
is sometimes referred to as a complex resistivity since it can measure resistivity both
in magnitude and in phase as a function of frequency. A traditional way of measur-
ing IP effects, whether employing frequency-domain or time-domain approach, involves
detecting differences in time and/or amplitude between the waveforms of the applied
current and the measured (induced) voltage. The actual measurement is conducted
with the electrode arrangement similar to that used in the resistivity survey. A pre-
determined, time-varying current waveform is applied at one set of electrodes and the
resultant earth voltage is measured across the other set.

The IP effect is also observed when the current in any of the standard four elec-

trode DC resistivity arrays is suddenly interrupted. The voltage across the potential
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electrodes is found to decay slowly after an initial rapid drop from the steady state
value. The effect was first observed by Schlumberger in 1912 and it was ascribed by
him to the polarization of earth material by the current. A comprehensive study of
this technique was made by Bleil (1953) who was primarily interested in applying it as
a prospecting tool for metallic minerals. The IP method has been actively and success-
fully applied in mineral explorations since 1948 (Wait, 1959). It is accepted as a basic
electrical prospecting method, particularly in the detection of sulphide ore deposits
of low conductivity, such as porphyry copper and bedded lead-zinc d~posits (Sum-
ner, 1976). Various refinements to the IP method have been studied over the years.
The approach pursued by Zonge and Hughes (1980) involved monitoring the phasc
difference between the applied current and the measured veltage at several distinct
frequencies.

The IP effect is due to several sources. Electrode polarization at the boundaries
of metallic conductors, such as sulphide ore deposits, is most predominant. The next
most important effect is the membrane polarization, resulting from the movement of
ions through the pore spaces of the subsurface material. This diffusion phenomenon
is most pronounced in the presence of clay minerals, due to the small pore size, large
number of ions forming a diffuse double layer and minimal advective forces.

The IP measurement was reported by Olhoeft (1985) as an indicator of the subsur-
face chemical activity associated with a contaminant presence. Inorganic processes of
oxidation-reaction and of cation exchange may be detected. Relatively high IP phase
angles were correlated with the presence of active chemical processes. For example,
petroleuamn hydrocarbons are known to react with clays during migration. Baizer and
Lund (1983) reported on a variety of organic processes that may be detected with the

induced polarization technique.
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2.4 TIME-DOMAIN REFLECTOMETRY

Essentially the time-domain reflectometry (TDR) is a technique that measures a
reflected voltage as a function of time. Typically a rapid electrical pulse is generated
in a coaxial cable and is subsequently reflected from a point of change in the electrical
properties along the transmission path. Processing of the acquired data, consisting of
the voltage versus time record, is dependent on the physical phenomenon under study.

Originally the TDR was developed for the telecommunications industry. Its major
practical application was in locating faults in the underground or undersea caules. This
was accomplished by measuring the time that the reflected signal took to travel back
to the measurement point. Knowing the velocity of pulse propagation in a cable, the
aistance to the fault point can be readily established.

A variation of the TDR method is a technique called Corrtex, which stands for
continuous reflectometry for radius versus time experiment. The U.S. relies on this
technique for monitoring underground nuclear explosions (Adam, 1988). A typical
setup includes placement of a cable in drill hole near a nuclear device. When the
explosion occurs, the rate at which the cable is crushed by the expanding shock wave
is measured by the diminishing time it takes to reflect the pulses from the rapidly
dwindling length of cable. That rate of expansion of the shock wave corresponds to the
explosion’s yield. Corrtex TDR data is typically analyzed from some 4000 electronic
pulses after the explosion.

The TDR has also been applied to the measurement of a soil moisture content in the
laboratory and field experiments. Laboratory applications of the TDR. were reported
by Hoekstra and Delaney (1974) and Davis and Annan (1977). Look and Reeves (1992)
developed a TDR system to monitor the moisture content of in-situ soils. Satisfactory
results were obtained in determining moisture conditions within an expansive clay
embankment. In principle, the system relies on the dependence of the static dielectric

constant on the moisture content. Since the sand and most aggregates have a dielectric
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constant of approximately 2 to 4, while the water has a dielectric constant of about
80, the water content essentially dominates the measurement. The test is conducted
with a coaxial cable terminated by a soil probe consisting of exposed electrodes of
a known length. An electrical pulse is applied to the coaxial cable and recorded on
the oscilloscope as it reflects from the soil probe surrounded by a material under study.
The time that the pulse travels along the known distance (probe length) determines the

propagation velocity and allows the computation of the dielectric constant as follows:

K. = (f) (22)

where: K, = apparent dielectric constant, ¢ = velocity of light, and IT = propagation
velocity.
An empirical relationship between the volumetric moisture content and the appar-

ent dielectric constant was proposed by Topp et al. (1980):
8, = ~53+292K, - 5.5 x 1072 K? + 4.3 x 1071 K> (2-3)

where: 8, = volumetric moisture content.

The relationship between the gravirmetric and the volumetric moisture contents is

obtained from:

Yw
w=0,x — 2-4
Yd (2-4)

where w = gravimetric moisture content, v,, = density of water, and v, = dry density
of soil.

The application of the TDR in physical chemistry was introduced by Fellner-
Feldeg (1969), who proposed a laboratory use of the TDR in studying dielectric prop-
erties of materials as a function of frequency. This application demands a precise

recording of the shape of the reflected pulse. Bose et al. (1986) reported measurements
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on biological substances where the dielectric properties are often masked by the presence
of large DC conductivities. The TDR technique allows differentiation of contributions
due to a DC conductivity and a complex dielectric constant. Treatment of the tran-
sient experimental data obtained by such a method may be divided into two categories:
the time-domain analysis and the frequency-domain analysis. The time-domain anal-
ysis provides a time dependent polarization response function directly from the TDR
data, in contrast to the frequency-domain approach which requires a numerical Fourier
transform to obtain dielectric data as a continuous function of frequency.

The underlying link between the TDR and the contaminant detection in soils is
the influence of a contaminant on the dielectric constant and the conductivity of a soil-
contaminant system. The measurement of these electrical properties as a function of

time or frequency may be used to infer the presence and the character of a contaminant.

2.5 ELECTROMAGNETIC TECHNIQUES

Electromagnetic techniques for measuring fhe electrical parameters of a substrate
soil generally involve measurement of a wave propagating through or reflecting from
an analyzed material. One of the most commonly used methods is the wave tilt, which
involves launching an electromagnetic wave near the earth surface and measuring the
tilt of the wavefront at a moderate distance from the transmitter, as shown in Figure 2.2.
The wave tilt is defined as the ratio of horizontal to vertical components of the electric
field measured at the earth surface (Wait, 1971).

The electric field vector near the earth surface traces an ellipse. The orientation
of the major axis of the ellipse and the relation between the major and the minor
axis are influenced by the vertical and horizontal components of the electric field.
Typically, the ratio of the major to the minor axis is recorded, together with the angle
of inclination of the major axis. These measurements allow calculation of a dielectric

constant and conductivity of the underlying soil. One approach that offers high vertical
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Figure 2.2 Wave Tilt (Wait, 1971).
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resolution and deep sounding is the EM method employing a sweep-frequency source.
Ryu et ol. (1972) used 14 discrete frequencies between 200 Hz and 10 kHz to measure
tilt angle ellipticity and the modulus of wave tilt to explore for ground water in the
Santa Clara Valley, California.

Another commonly used EM technique is the mutual inductance. A terrain con-
ductivity survey is performed by placing a small transmitter coil on or close to the
earth’s surface. This coil is then energized with an alternating current, typically at
the sudio frequency. An alternating magnetic field is generated, which, following Fara-
day’s law, causes the electrical current to be induced in the earth. The induced current
generates a secondary magnetic field. Both the primary and the secondary fields are
detected by receiver coils located at a fixed distance from the transmitter coil. The
comparison of the strengths of the primary and secondary fields is used to determine the
conductivity of the subsurface. Field surveys are carried out by running the equipment
on a grid, with coils at different separations to measure conductivity as a function of
depth. A portable instrument can also be used in a preliminary reconnaissance survey.

The subsurface conductivity map that the EM technique generates can be utilized
to assess the uniformity of a subsurface soil. The interpretation of data is essentially
the same as the one obtained from the resistivity survey (conductivity being the inverse

of resistivity). A conductivity variation signifies a potential contaminant location.

2,6 HIGH FREQUENCY PULSE TECHNIQUES

A high frequency pulse technique called ground penetrating radar (GPR) oper-
ates by emitting short bursts of radar waves, which are monitored by the receiving
antenna. When operated from the ground surface, a radar antenna is manually towed
over a site or puiled by a vehicle, to produce a continuous mapping. In the transillu-
mination mode (borehole-to-borehole), the transmitter and the receiver are placed in

adjacent boreholes.
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This method is similar in principle to the seismic reflection technique, except that
it is the electromagnetic waves that are propagated into the soil. Most of the subsurface
probing at shallow depths has been based on trarsmitting pulsed waves in the frequency
range of 1 to 900 MHz (Ulriksen, 1982). The transmitted pulse travels through a soil or
water until it encounters a material with different electrical characteristics. Part of the
pulse is then reflected back to the ground surface where its time of travel is recorded.

The depth d at which the interface is located is calculated from:

[

v
d= '5- (2-0)

where: v = _\;_E = wave velocity %+, ¢ = velocity of light, and ¢ = dielectric constant

GPR measurements are sensitive to the dielectric constant and conductivity.
Changes in these electrical properties may be indicative of a contaminant presence.
Olhoeft (1986) observed that the conductivity is affected to a large extent by the in-
organics, while the dielectric constant is more influenced by the orgauic contaminants.
Since there is a contrast in the dielectric constant of many organics as comparcd with
that of a soil, a contaminant detection is possible. GPR has bieen found to be most
sensitive to changes in the dielectric properties in the unsaturated zone.

Radar measurements conducted by Ulriksen (1982) attest to a fairly high reso-
lution profiling in sandy and gravelly soils. GPR soundings up to approximately 30
meter depth are possible. Excellent radar records are also obtained in a freshwater
due to its low conductivity. In contrast, highly conductive, clay rich soils often result
in penetrations of less than a meter. The resolution of a sounding depends on the
radar operating frequency. A typical radar resolution at 100 MHz is approximately 10
centimeters up to a depth of about 30 meters in a clay-free coarse sand (Olhoeft, 1986).

A variation of a pulsed high frequency technique is the Time-Domain Electromag-

netic Sounding (TDEM). Significant advancements in the applicability of the TDEM
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have been reported by Hoekstra et al.,, (1988). The TDEM technique employs trans-
mitting and receiving antennas consisting of square loops of insulated wire laid on the
ground surface. The receiving coil is placed in the center of the transmitting loop.
In the TDEM approach currents are induced by a time varying magnetic field of a
transmitter. The current driven through the transmitter loop creates a primary mag-
netic field. During the rapid current cut-off this primary field varies in time and in
accordance with Faraday’s Law the resulting electromagnetic induction produces eddy
currents in the subsurface soil. The intensity of these currents at a given time and
depth is dependent on the subsurface resistivity, hence the TDEM can infer the pres-
ence of a contaminant with a sufficient resistivity contrast. The receiver measures the
electromotive force (emf) caused by the ground eddy currents. At early times following
the primary current shutoff the eddy currents are concentrated near the ground surface.
With increasing time, as currents are induced at greater depth the measured emf’s are

progressively more influenced by the electrical properties of deeper layers.

2.7 SEISMIC TECHNIQUES

Acoustic waves appear to provide a promising approach to the subsurface probing
of contaminants. The propagation velocity in unsaturated soils is about half of the ve-
locity in the saturated zone. Moreover, the seismic waves are not as acutely attenuated
in a conductive environment as the electromagnetic waves.

Seismic techniques have been employed for a number of years by the petroleum
industry. Some applications to map a site stratigraphy have also been made. In a
traditional seismic reflection method an impulse (hammer blow, explosion, etc.) is
generated in the ground. The elastic waves emanating from the source are picked
up by a series of geophones installed on the surface. A characteristic series of return
echoes is recorded. The travel time of a wave along with the velocity of propagation

through the soil indicates the depth to a dissimilar stratum. This dissimilar stratum
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may potentially include a contaminant.

In a related method called refraction surveying the time it takes for the echo to
reach a transducer is measured for a varying transducer to impact distance. The time
is plotted as a function of a distance and if a well defined layer exists below the surface,
it results in a characteristic break in the response curve, allowing a determination of

the depth of the layer.

2.8 ACOUSTIC EMISSION MONITORING

An entirely different approach to leak detection involves the use of acoustic emis-
sion monitoring (AE) techniques. It has been observed that sound emissions occur
from a structural distress and from a liquid flow through the porous media. These
sounds can be monitored using a microphone or an undamped accelerometer coupled
to the ground. Some recent applications relating to leakage detection under existing
dams are reported by Koerner et al. (1981). It must be realized, however, that certain
acoustic emissions, occurring naturally from a decomposition of the waste material or
a settlement and deformation of the liner may obscure emissions from liner failures,
Fundamentals of the AE process need to further researched before the technique can

be optimally applied in the field.

2.9 SOIL GAS SURVEY

The soil gas survey ia a field monitoring technique that has gained an acceptance
in site characterization studies. This technique has been applied effectively to detect
and define the location and the extent of volatile organic contaminants (VOC) in the
soil substrate. Soil gas surveys have been used to estimate the extent of the VOC
contamination and to select the optimum locations for groundwater monitoring wells
(Karably and Babcock, 1989). The soil gas sampling is typically performed by us-

ing driven perforated probes, driven hollow probes, surface static trapping (SST), and
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augered permanent stations. Probes can be inserted in the ground with a hammer or
with a hydraulic ram, reaching depths of tens of meters in some soils. Augered per-
manent stations offer repeatable sampling locations over an extended period, however,
the installation of probes takes a significant amount of time.

The SST sampling technique involves the use of activated carbon which accumu-
lates vapors over a period of time and is subsequently subjected to a chemical analysis.
Once the soil gas is extracted, it is analyzed in the field or sent to a laboratory. Analysis
methods range from hand held photoionization detectors and organic vapor analyzers
to sophisticated field gas chromatographs and mass spectrometers. Sampling depth,
soil moisture, permeability, and constituent specific factors commonly influence the re-
sults. The real time data analysis in the ficld allows a more detailed mapping of volatile

hydrocarbons.

2.10 ASSESSMENT OF EXISTING TECHNIQUES

Indirect methods of contarninant detection in soils rely on sensing 1he alterations
in soil properties. The properties that easily lend themselves to indirect probing are
mainly electrical. The choice of a suitable remote sensing method needs to be evaluated
in the context of an initial data collection and a subsequent data analysis. An undue
level of complexity at each of these stages can render a particular approach ineffective
and impractical,

The introduction of a contaminant into a soil alters its electrical conductivity (or
resistivity) if the concentration exceeds certain levels. The degree of that alteration,
however, strongly depends on a given soil-contaminant system. Existing studies indi-
cate that the organics tend to increase the resistivity, while the inorganics decrease the
resistivity of soils. The impact of inorganics is generally stronger, but on sites where
both organic and inorganic contaminants are present the net effect on resistivity may

be negligible. A sole reliance on the conductivity survey is further complicated in the
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areas of a complex lithology where the influence of a soil type needs to be uncoupled
from the infiuence of a contaminant.

Another electrical property which is commonly affected by the introduction of a
contaminant into a soil is the dielectric constant. Studies indicate that the organic
contaminants exert a substantially greater impact on the dielectric constant than the
inorganics, in contrast with the effect on electrical conductivity. It is therefore attractive
from the detection point of view to employ a technique which is sensitive to both
conductivity and a dielectric constant.

When considering a detection method based on analyzing the electrical propertics
various measurement approaches are possible. The electrical phenomena oceurring in
a soil-contaminant system may be studied at a zero frequency (DC), at a particular
frequency (f) or at a range of frequencies of the clectric or the electromagnetic field.
Study of the phenomena occurring at a wide range of frequencies is obviously more
technically challenging but it may supply additional valuable data. Some materials
may exhibit essentially identical resistivities and/or dielectric constants at a particular
frequency but may differ in the distribution of these parameters over a wide frequency
range.

DC resistivity methods have been applied in locating leachates from waste im-
poundments with varying degrees of success. The primary factors influencing their
performance are the geology and hydrogeology of the area and the resistivity contrast
between the leachate and the host material. Cultural features, such as buried pipes,
metal fences, and power lines also play a significant role. Combination of the above
factors often limits the resistivity survey to sites with a simple and well defined geologic
cross section and a highly conductive leachate. Moreover, at most hazardous sites both
organic and inorganic contaminants are present, causing opposite effects on the resis-
tivity. Among the most important constraints in the use of the resistivity techniques

are the following:
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¢ complex stratigraphy, making the results ambiguous.

¢ cultural objects, such as electrical lines, fences, roads, and buried pipes, causing
undue conductivity fluctuations.

¢ insufficient conductivity contrast of the leachate. A ratio of at least 2:1 between

conductivities of leachate and groundwater greatly aids in the interpretation of

field data.

Similar limitations apply to the electromagnetic techniques. They generally pro-
duce a measurement of a bulk electrical conductivity of the subsurface. Data collection
is markedly faster with the EM approach as compared to the resistivity survey, how-
ever, data processing is significantly more complex and the nearby utilities, power and
telephone lines, can greatly interfere with the measurements. A common problem in-
volves masking of conductivity variations at greater depths by the presence of a highly
conductive surface layer. Electromagnetic waves attenuate exponentially as they prop-
agate through the earth. The distance that the wave must travel before its amplitude
decreases to ¢ of its surface amplitude is called the skin depth and represents an ef-
fective depth of exploration. The skin depth decreases substantially with increasing
conductivity due to the excessive signal attenuation.

Some successful applications of EM techniques have been reported. Greenhouse
and Harris (1980) employed the EM conductivity survey to evaluate the leachate flow at
the abandoned Bose-Borden waste impoundment in Ontario. Often the interpretation
of results is complicated by localized site conditions. Saunders and Germeroth (1986)
used a portable EM probe to determine a hydrocarbon thickness under the aprons at
Newark International Airport. They concluded that slight variations in the terrain
conductivity result in significant changes in the interpreted hydrocarbon thickness.

The sensitivity study of the GPR, conducted by Bowders et al. (1982), concluded
that a small variation in the soil density will cause a detectable return signal. Since

nonhomogeneous situations prevail in the field, and minor density changes abound, it
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can be concluded the GPR traces will often be cluttered with return signals. Data
analysis in such situations becomes complex and requires sophisticated signal enhance-
ment techniques to uncouple the influence of the soil density from the impact of the
contaminant. On the other hand, data collection associated with the GPR can be
extremely efficient, since the actual measurement is very fast.

Seismic techniques are not as rapid as the EM and the GPR. They work best in very
dense materials and perform poorly in loose soils, The problems encountered with the
fine detail resolution are similar in nature to those associated with the electromagnetic
propagation. As smaller wavelengths are applied for enhanced resolution, excessive
scattering and reflections become difficult to uncouple. Typically, in selecting the
equipment frequency range a compromise is made between the depth of penctration
and the resolution.

Existing acoustic imaging systems typically require that the sound source be sepa-
rated from the receivers. However, in a layered soil there are many sound paths between
any two points in addition to the path due to reflection from the object. The net result
is that there will appear to be as many reflectors as there are sound paths. It is a
common experience in the seismic field work to observe that a single seismic impulse
produces a train of impulses lasting for a number of seconds.

There have been efforts made to develop acoustical imaging systems based on
the principle of acoustic holography. It appears that the main obstacles to any kind
of sophisticated imaging in soils are severe velocity gradients and multipath condi-
tions (Winter, 1973). The principal factors affecting the velocity are the confining
pressure and the water content. The behavior of the acoustic velocity affects any imag-
ing system in three ways. First, it modifies the amount of energy available to illuminate
the reflector. Second, it greatly influences refraction. Due to refraction, the ray paths
are also irregular and unpredictable. Any imaging system using wavelengths less than

a meter which assumes an isotropic medium produces extremely blurred images. The
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third problem is that as wavelengths get smaller (for enhanced resolution) all of the
local variations in velocity become acoustic reflectors, making data analysis extremely
complex. Thus, a variation in the seismic velocity due to the contaminant presence
may be effectively masked by the site lithology.

In view of the above considerations, remote sensing electromagnetic and seismic
methodologies were not pursued in this study. Despite their obvious attractiveness
from a data collection point of view it is believed that these techniques do not provide
an adequate resolution of a contaminant plume in the heterogeneous environment. In
contrast to potential mineral locations, the majority of contaminated sites routinely
contain a multitude of cultural features generating a significant level of a background
noise. Fences, pipes, underground and overhead power lines typically exert a sub-
stantial impact on electromagnetic measurements, often resulting in a low signal to
noise ratio. Moreover, remote electromagnetic sensing has met with little success in
petroleum exploration mainly because of insufficient resistivity resolution in the oil
bearing strata (Keller and Frischknecht, 1966). Yet petroleum products constitute one
of the most widespread subsurface pollutants in need of detection. As a result, remote
sensing electromagnetic and seismic techniques may be regarded as potentially useful
in the initial reconnaissance work, but not very suitable for a detailed exploration.

Techniques based on a soil gas sampling are limited in applicability to the volatile
organics. Any permeability variations at the site, such as those stemming from clay
layers or fractures, affect the results. Ambient vapors from past operational practices
and spills also make this approach difficult to implement. If a laboratory analysis of
samples is required, the increased amount of manual handling renders this approach
costly and time consuming. Direct probing methods based on the detection of a specific
ion, pH or conductivity also suffer from a limited applicability.

Limitations associated with each of the above mentioned methodologies can be

mitigated by employing some of these techniques together. Many researchers advocate
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the use of complementary methodologies in site characterization studies. The selection
is obviously dependent on the relative ease of data collection and analysis for the
intended application.
The main criteria in pursuing an effective detection methodology adopted by this
study were as follows:
® minimization of a site disturbance.
e minimization of the probing and sampling time.
o capability of on-site data analysis.
¢ capability of an automated measurement and analysis, thus minimizing manual
operations.
e capability of a contaminant detection in the unsaturated zone.

e applicability to a wide range of contaminants.

The technique pursued in this study is based on measuring dielectric propertics
as a function of frequency. Two proven methodologies exploiting this phenomenon are
Induced Polarization (IP) and Time-Domain Reflectometry (TDR). Existing studies
indicate that the IP method has been used successfully in search of metallic ore bodies
(high conductivity) and sulphide ore deposits (low conductivity). The TDR laboratory
method, operating at significantly higher frequencies, has been applied to characterize
a variety of chemicals, including biological substances, where the dielectric propertics
are often masked by a high conductivity.

The TDR approach is conceptually attractive as a contaminant detection tool
since the influence of an ambient cultural noise on measurements is greatly minimized
due to inherent shielding properties of the coaxial transmission line. Although the
field application of TDR requires an invasive probing, it allows a measurcment at a
particular point in the subsurface, with no interference from the adjacent strata (Gajda

and Stuchly, 1983). In this respect it differs from EM techniques which tend to measure
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. bulk subsurface properties. The decision to further explore the TDR approach was

also motivated by the fact that relatively little research has been conducted to date in

adapting this technology to a contaminant detection in soils.
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CHAPTER 3
THEORETICAL ASPECTS

In dealing with the subsurface contaminant detection it is informative to relate
the level of a soil contamination to the change in electrical properties of the soil. The
conductivity and the dielectric constant may be substantially affected by the introduc-
tion of a liquid contaminant into the soil pores. In the initial approach to the problem
it is common to resort to the DC resistivity survey. This method offers a quick and
inexpensive way of locating a subsurface contaminant, provided that the geological
cross section is fairly uniform. In areas of a complex lithology, however, this approach
cannot readily discern between the resistivity of a particular soil type and that of a
pore fluid. In fact, a variety of chemically different materials exhibit essentially similar
DC resistivities. To address this lack of selectivity, one may consider monitoring not
only the resistivity but also a dielectric constant and to monitor these paramcters over

a wide frequency range.

Non-conductive materials interacting with the electric field are called dielectries
and their behaviour is governed by the underlying phenomenon of electric polarization.
From the measurement point of view most contaminated soils can be regarded as di-
electric materials, with their characteristic resistivities and dielectric constants affected
by the chemical nature of the contaminant. The problem eutails the interaction of

these dielectric materials with the electric field.
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The mechanics of polarization may be visualized with reference to Figure 3.1 which
illustrates a homogeneous non-conducting material placed in the electric field. Although
the atomic structure of an insulator is such that it is difficult for electrons to move from
one atom to another, the electrons orbiting around each nucleus will be attracted by the
(+) plate and repelled by the (-) plate. As a result, the orbits of the electrons in each
atom will be displaced. The effect of the positive charge being closer to one side of the
atom and the negative charge being closer to the other is called polarization. Because
a net movement of electrons in one direction constitutes an electric current, there is a
momentary surge of the so-called displacement current, causing increased conductivity
in the system while the charges are induced ie. take up their positions (Jackson, 1976).
A similar phenomena occurs when the electric field is removed. With some materials
a small potential difference momentarily appears between the plates. It indicates that
the electron orbits did not instantly return to their original positions. This effect is

called dielectric absorption.

Nucleus
+ o -

Electron orbit

Figure 3.1 Polarization of a Dielectric.
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The behavior of a typical dielectric material can be visnalized in terms of a molec-
ular dipole aligning or polarizing in the direction of the electric field. The extent of the
observed polarization or permittivity is a function of time or frequency of a signal used
in the experiments. When the field is reversed, the dipoles tend to realign themselves.
As the rate of field reversal becomes faster than the rate of molecular reorientation,
rotation of a dipole can no longer occur. At this relaxation frequency the material’s
dielectric constant drops in value since there are fewer available charges that can be
displaced by the electric field. This variability of dielectric constant with frequency
is known as “dispersion”. In the transition region of dispersion a phenomenon known
as “absorption conductivity” takes place and the resulting complex dielectric constant
can be expressed by €* = € — i¢" as shown in Figure 3.2. It is important to note
that the Figure 3.2 illustrates the simplest case involving only one type of a dipole.
Practical systems containing a collection of various dipoles display a number of step-
like transition regions occurring at various characteristic frequencies. The implication
of the polarization phenomenon is that as the frequency of electric field increases the
material’s dielectric constant drops in value and its conductivity increases in a manner
characteristic of a given material. This principle forms the cornerstone of this study.

There are several mechanisms of polarization that cause a frequency dependence
of electrical properties. Contributions to this polarization arise from the following
(Dev et al., 1972):

e displacement of electrons relative to the nucleus of each atom (electronic polariza-
tion).

¢ movement of one nucleus relative to another in the same molecule (atomic polar-
ization).

e rotation of molecular dipoles (orientation polarization).

¢ migration and piling up of charges within the sample (interfacial polarization).

The electronic polarization is a process requiring about 10! s, corresponding to
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Figure 3.2 Dispersion and Absorption in Dielectrics.

the frequency of ultraviolet light. The atomic polarization takes from 10712 to 1074
s and corresponds to the infrared frequency. The orientation polarization in liquids
ranges from 1071? to 10~° s, corresponding to radio and microwave frequencies. In a
heterogeneous material the interfacial polarization may require seconds or minuies to
complete, a process observed only at very low frequencies.

The classical theory of polarization is commonly associated with Debye (1929).
Dielectric properties of materials containing molecules with permanent dipole moments
can be described by a modification of the Debye equation due to Cole and Cole (1941).
Accordingly:

€3 — €eo

€W) = oot T o y—a

(3-1)

where ¢* is the complex dielectric constant = ¢/(w) — i¢"(w). The real part, €, is the
dielectric constant and the imaginary part, ¢", is the dielectric loss. €x and €, are
the “infinite frequency” and “static” limits of the dielectric constant, w is the angular

frequency, 7 is the relaxation time, and a is the parameter indicating the width of the

32



. distribution of relaxation times around 7. For materials with a single relaxation time,

such as water, @ = 0 and the equation 3-1 reduces to the form given by Dcbye:

€y — Exo

* —
€*(w) = €xo + T T ior

In this case, €* can be separated into real and imaginary parts as follows:

' 63 - Em i
¢ —e°°+1+(wr)2 (3-3)
o = (6 = Eao )T (3-4)

14 (wr)?

The difference between ¢, and e is attributed to dipole polarization. The orien-
tation of polar molecules in an alternating field is opposed by the effects of thermal
agitation and molecular interactions. Debye represents the second effect by a picture
of viscous damping, the molecules being regarded as spheres in a continuous medium
having macroscopic viscosity.

Dispersion and absorption can also occur in nonhomogeneous diclectrics. The
possibility of absorption in a double layer dielectric if the ratios of conductivities and
dielectric constants are not equal was first pointed out by Maxwell (1854).

Cole and Cole (1941) have shown that a graphical representation of equation 3-2
gives an arc of a semicircle in the complex plane, with the diameter of the semicircle
making an angle £F with the real axis as shown in Figure 3.3.

The complex dielectric constant may be defined in terms of the electric flux density

and the intensity of the electric field set up in the dielectric:

Il
=

(3-5)

where E is the electric field applied to the sample (222} and D is the electric flux

meler

. density or electric displacement (2242™%2) The magnitude and phase of D is governed

“meter?
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Figure 3.3 Locus of the Dielectric Constant in the Complex Plane.

by the frequency-dependent behavior of the material and is reflected in terms of real
and imaginary parts of €*.

It is possible to perform an alternate class of experiments in which the time de-
pendence between D and E is compared. The quantity D is proportional to charge
and E is the voltage gradient across the dielectric. If a step voltage is suddenly ap-
plied, the time dependence of D may be used to compute e*. It is therefore viable
to employ either a sinusoidal or a step voltage approach in dielectric measurements.
Thus the time or frequency dependence of the dielectric constant can be used to pro-
vide information on the chemical composition of a material. The application of the
time-domain method offers a faster measurement in comparison to the 'point-by-point’
approach required in the frequency-domain. Since a single impulse comprises a large
frequency spectrum, transient methods are generally regarded as less time consuming
than frequency-domain methods (van Gemert, 1973).

Various researchers have studied the dependence of a dielectric constant on the
ionic concentration of a liquid solution. Onsanger (1936) reported that the dielectric
constant of dilute solutions forms a linear function of the number of polar molecules per
volume of solution. Hedestrand (1929) and Halverstadt and Kumler (1942) examined

data for solutions in nonpolar solvents of over fifty polar compounds of widely different
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nature and have found in every case that the dielectric constant of the solution is a
linear function of the weight fraction of a solute. Hasted et al. (1948) reported that
the dielectric constants of concentrated solutions of a variety of typical electrolytes
decrease with increasing concentration. Within the error of measurement, the decrease
is linear up to a concentration of about 2 M, above which it becomes gradually less
pronounced.

Dielectric constant of liquids is also affected by the type of ion present in the
analyzed material. Hasted et al. (1948) determined that the static dielectric constant

of a solution may be written as:
€= €},0 — (6+ + 67 )c (3-6)

where €3,0 is the static dielectric constant of water, ¢ is the concentration in moles
per liter, and §7 and 6~ are the contributions of the cation and anion, respectively.
Individual ionic contributions to the lowering of dielectric constant per mole of ion per
liter of solution are presented in Table 3.1.
Studies of the dielectric constant of soils, conducted by Okrasinski et «l. (1978) in
the frequency range of 0.39 to 1.5 GHz, indicate that:
o dielectric constant decreases linearly as the porosity of the soil increases.
¢ granular soils show a more linear relationship between the volumetric moisture
content and the dielectric constant than clay soils.
o the dependence of the dielectric constant on the temperature in the range from 0

to 25°C is minimal.

It is worth noting that the dielectric constant is proportional to the thickness of the
diffuse double layer formed on the colloidal surface. Double layer thickness decrcases
as the square root of the bulk solution salt concentration and directly with increasing

valence of the exchangeable cation (Yong and Warkentin, 1975). The effect of increased
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H* 17 F
Lt 11 Cl”

Na * 8 |

K+ 8 OH™ 1
Rb* 7 SOy
Mg+t 24

Ba*tt 22

Lttt 35

~N W sy wn

Table 3.1 Ionic Lowering of the Dielectric Constant (Hasted et al., 1948).

salt concentration arises from reduced cation diffusion from the surface toward the bulk
solution and increased anion diffusion in the opposite direction. The effect of cation
valence stems from the stronger attraction of higher charged cations by the colloid
surface.

The theoretical distribution of ions at a negatively charged surface as a result of
Coulomb and thermal forces was originally developed by Gouy (1910). The distribution
of cations in the electric field at a distance z from the clay surface can be expressed as

(Yong and Warkentin, 1975):

2
z [8m222¢,N )
Ny =N, (coth § T (3-7)

where ng is the number of cations per unit volume at a distance « from the surface, n,
is the number of cations per unit volume in the pore water away from the influence of

the surface, z is the valence of cations, ¢, is the concentration of cations in ’?—"t’%’- away
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from the influence of the surface,  is the distance from surface in Angstrom, T is the
absolute temperature, k is the Boltzmann constant, and ¢ is the dielectric constant of

the solution.

It can be seen from equation 3-7 that if the concentration and/or ionic valence of
the pore fluid changes then the dielectric constant changes accordingly, other factors
remaining constant. This interdependence may be employed to detect contaminants in
soils by means of dielectric measurements. Thus the electric polarization measurements
of the double layer may indicate the nature of the pore fluid chemistry.

In measuring the relaxation properties of various materials it is imperative to
find a frequency range of interest, where the effects are most observable. As pointed
out by Cole, this frequency range is often as awkwardly low for solids as that for
liquids is high. The reason for such disparity is that the charge displacement in a solid
matrix is much more constrained than in a liquid. For example, water molecules in a
liquid state become aligned with an electric field in about 30 nanoseconds (Keller and
Frischknecht, 1966). The amount of polarization is fairly large, as water exhibits the
dielectric constant of 81.5 at low frequencies. At temperatures below the freezing point
these molecules take much longer to align due to the rigid structure of ice.

A study conducted by Hoekstra and Delaney (1974) indicates that in geologic ma-
terials the soil type strongly influences dielectric measurements in the frequency range
of DC up to about 1 MHz. Olhoeft (1987) reports that in clay-water systems there
are significant contributions of the clay type up to 100 MHz. At higher frequencies
the influence of the unbound pore fluid becomes dominant. It is also observed that
the frequency of maximum dielectric loss in a soil-water mixture is appreciably lower
than in a bulk water due to the constraints on charge displacement, characteristic of
the double layer. A study by Bockris et al., (1966) indicates that liquid molecules
comprising the double layer are severely restricted in their motion, and their relaxation

frequency is lowered. Work involving measurements on packed protein powders with
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adsorbed water, conducted by Harvey and Hoekstra (1972), reports two distinct relax-
ation frequencies, corresponding to two layers of adsorbed water. Experiments with
polyclectrolyte solutions, conducted by Sachs and Spiegler (1964), show that in the
range of radio frequencies the dispersion curves are shifted to higher frequencies with
increasing concentrations. Studies performed by Arulanandan and Mitchell (1968) con-
clude that clay-water electrolyte systems behave as anomalous dielectrics in the audio
frequency and near radio frequency range.

Based on the above findings, it appears that if the polarization measurements are
conducted at sufficiently high frequencies, the results would reflect predominantly pore
fluid relaxations, hence a contaminant response. However, even at lower frequencies
associated with the interfacial polarization, one should detect the influence of a con-
taminant on the double layer, although the effect of a soil type needs to be accounted
for. The ion concentration in the pore fluid at equilibrium with the adsorbed cations
depends on the specific surface area and the cation exchange capacity of clay minerals.
The above findings also indicate that in a particular soil type, dielectric constant may
be linearly dependent on the contaminant concentration.

The frequency range of interest depends on the composition of a particular soil-
contaminant system, hence in the absence of any specific information it is prudent to
conduct the measurements over an extensive bandwith. Instead of performing a mul-
titude of point-by-point frequency-domain measurements it is advantageous to employ
the time-domain approach using a pulse made up of a wide spectrum of harmonics. It
reduces the data collection time and allows a temporary generation of a higher ampli-
tude signal that may otherwise be possible on a continuous basis.

The geophysical technique of Induced Polarization detects mainly interfacial po-
larization associated with dissimilar materials. However, the traditional four-electrode
arrangement used in the IP method is not capable of accurately measuring high fre-

quency relaxations. In order to perform effective high frequency field measurements
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extending into the MHz range, the monitoring circuit has to be properly shiclded from
the electromagnetic interference. From a practical point of view it requires the usc of
a coaxial cable, which is designed to block the outside intcrfcrenc'e. The electric and
magnetic fields are confined between the outer and the inner conductors of a coaxial
transmission line.

One technique that lends itself to electric polarization measurements spanning the
range covered by IP and extending into the microwave frequencies is the time-domain
reflectometry (TDR). In the TDR method the electrical impulse with a fast risetime
is sent into a coaxial cable. Upon reaching the end of the cable embedded in the
analyzed material the impulse is reflected in a manner indicating the characteristic
spectral signature of the sample, as shown in Figure 3.4. The reflected signal can
range in magnitude from +100% to -100% of the incident signal. These two extremes
correspond to conditions of infinite resistivity and zero resistivity of the sample mate-
rial. The measurement system is conceptually simple and relatively immune from the
electromagnetic interference due to the shielding characteristics of a coaxial cable.

Typical TDR responses to a step function are shown in Figure 3.5 (bold portion),
indicating the inherent capability of the TDR method to distinguish between the effects
of the resistivity and the dielectric constant. The relationship between the time-domain
and the frequency-domain may be regarded as reciprocal, meaning that at small times
the waveform is described by the high frequency harmonics, while at later times it is
shaped by the low frequencies of the impulse. Purely resistive termination results in
the transfer of all frequencies of the input signal equally, both in magnitude and in
phase. In the open-circuit termination (infinite resistance) all frequency components
of the output signal appear in phase with the spectrum of the incident signal. In
the short-circuit termination (zero resistance) the transfer occurs in antiphase. It can
be observed that the initial time domain response (high frequency) of the capacitor

corresponds to that of a short circuit (R=0), while in the latter stage (low frequency)
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Figure 3.4 Typical Setup for the TDR Method.

resulting dispersion.
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it approaches exponentially the behavior of an open circuit (R=oc). The capacitor
illustrated in Figure 3.1 would manifest itself in this fashion, indicating the effect of
a single polarization. In a heterogeneous dielectric material the reflected signal does

not exhibit a purely exponential rise due to multiple polarization phenomena and the

The measurements conducted in the time-domain can be transformed into the
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Figure 3.5 Typical TDR Responses.
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equivalent information in the frequency-domain through the use of the Fast Fourier
transform. The response of a dielectric sample in the frequency-domain may be found
by calculating the ratio of Fourier transforms of the reflected and the incident pulses.
If f;(¢) and f.(t) arc the incident and the reflected signals in the time-domain then the

frequency response or the transfer function G{w) of the dielectric system is defined as:

_ Frw) _ [0 Fr(t) exp(—iwt) dt

Glw) = Fiw) ~ I fi(t) exp(—iwt) dt

(3-8)

The above deconvolution defines G{w) for all frequencies contained in the incident
pulse, thus it forms a unique description of the analyzed material regardless of the
shape of the applied pulse. The use of a transfer function automatically compensates
for an irregularly shaped incident pulse. In a setup involving a relatively long sample
terminating the coaxial line, the analysis of direct reflections leads to the computation

of the complex dielectric constant as follows:

This study advocates a practical field implementation of the TDR method for the
subsurface contaminant detection. It is proposed that a probe in a coaxial network
configuration be inserted into the contaminated soil by pushing or drilling. Following a
TDR measurement, a spectral analysis of the collected record would be performed. A
broadband measurement of the frequency-dependent electrical properties of a contam-
inated soil would provide a characteristic “signature”, which would be matched with a
computerized database of known soil-contaminant “signatures”. The mechanics of data

analysis associated with this concept is elaborated upon in the experimental section of

this study.
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CHAPTER 4
EXPERIMENTAL STUDY

4.1 EXPERIMENTAL PROCEDURE

To assess the practicality of applying the TDR method to the contaminant detec-
tion in soils, a series of laboratory experiments was conducted. The instrumentation
setup employed in this study is shown in Figure 4.1.

The main components include a step function generator, a coaxial transmission
cable terminated by a soil probe, a digital waveform recorder and a portable computer
to analyze the acquired data. The impulse signal produced by the generator is split
as it travels past point A. Half of the amplitude of this voltage signal is recorded by
the digitizing oscilloscope, while the other half propagates through the coaxial line
and reaches the contaminated soil at point B. Subsequently, a reflection occurs due
to a mismatch between the line impedance and some characteristic load impedandce
at point B. The reflected impulse passes again through point A, creating a waveform
indicative of the material’s dielectric response. The role of the matched “T” is to
prevent unwanted reflections at point A. Each of the matching resistors has a resistance
of %ﬂ-, where Z, is the characteristic impedance of the coaxial line. The matched “T”
was constructed with three Type N connectors attached to a metallic box (Pomona
box), with their center conductors interconnected by three 16.5 ohm resistors.

In order to produce a high frequency polarization the incident signal must exhibit
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Figure 4.1 Experimental Setup.

a sufficiently fast risetime. The relationship between the signal risetime (T} and its

frequency bandwidth (BW) may be approximated as follows:

BW = - (4-1)

Thus, the steeper the pulse risetime the wider its effective frequency spectrum.

A simple switch consisting of metal contacts is not satisfactory because the contact
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bounce during closure may produce an undesirable series of pulses. Brown and Pol-
lard (1947) addressed this problem by developing a relay in which solid platinum con-
tacts are continuously wetted with mercury by means of a capillary connection to a
reservoir. The mercury film prevents the contacts from breaking when the armature
bounces. Only one pulse is accordingly produced for each relay operation. The mercury
relay has been recognized for its ability to deliver reproducible pulses with subnasec-
ond risetimes (Andrews, 1973). Its main advantage is the capability to deliver a fast
risetime, high amplitude signal. In contrast, a conventional laboratory TDR setup uses
a low amplitude diode for signal generation. Such a signal may not be effective in field
applications due to the influence of the ambient noise.

In this study the incident signal was produced with a mercury wetted contact
relay manufactured by Clare. The relay was operated at a line frequency of 60 Hz, thus
producing recurring waveforms. Each pulse was subsequently acquired by the digital
waveform recorder.

The step function generator was created by alternately charging a 10 meter section
of RG 58 coaxial cable with a DC voltage source and fast discharging through the
mercury relay into the RG 214 coaxial cable. The length of the RG 214 cable was
selected at 7 meters to simulate field conditions where the subsurface contaminant
occurs at some depth.

It has been observed that a substantial length of the coaxial cable results in a
noticeable impulse degradation with a resulting loss of the high frequency components.
This is usually not a problem in a typical laboratory TDR setup which includes only
about 30 cm of a coaxial line terminating in the sample material. The initial risetime of
an impulse and thus its frequency spectrum degrade as the signal travels through a long
cable, due to the phenomenon known as the “skin effect”. One way of minimizing the
pulse distortion is to select a high quality cable with inherently low loss characteristics.

For this reason the RG 214 coaxial cable was chosen, It exhibits a maximum attenuation
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of 1.7 db/100 feet at 50 MHz, increasing to 60 db/100 feet at 11 GHz. The effect of
pulse degradation is illustrated in Figure 4.2. The attenuation characteristics of the
signal measured directly at the output of the step-function generator are compared with
those of the same signal propagated through the coaxial cable, reflected from the short-
circuit termination at point B and measured at point A. This comparison shows that a
distortion associated with the pulse propagation in the measuring circuit begins to play
a significant role only at frequencies above 200 MHz. In the range of 0 - 200 MHz the
RG 214 coaxial cable does not exert any appreciable effect on the signal attenuation.
Furthermore, it can be seen that the 200 MHz frequency component exhibits about
40 dB attenuation, which translates into the signal strength of 0.01 of the maximum.

This signal level is well within the resolution capability of the TEK 11402.
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Figure 4.2 Effect of Pulse Propagation Through Coaxial Cable on Attenuation.
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It is envisioned that the field probe would be drilled or pushed into the soil, while
the recording instruments collect and analyze data at the surface. One potential sce-
nario involves hollow stem auger drilling to a test depth, followed by the probe insertion,
TDR measurement and data analysis directly on site. The soil probe used in this study
consisted of a modified Type N coaxial connector with an extended center clectrode
made of a machined brass rod, 3 mm dia. and 20 mm long. The concept of an extended
central electrode, surrounded by a dielectric material, was adapted from the in-situ di-
electric measurements on oil shales, conducted by Iskander and DuBow (1983). Elcctri-
cally, at low frequencies the equivalent circuit may be represented by a shunt capacitor
terminating the coaxial line. At high frequencies the influence of the fringing field ca-
pacitance becomes increasingly dominant. An expression for the input impedance of
the dielectric probe which is basically a monopole antenna immersed in the material

under test is given by Gooch et al. (1963):

z? Who

= 2R3 +C0) (*2)

where the functions %, S, C, and U depend on the measurement frequency, the length
and the diameter of the extended soil conductor and on the dielectric properties ¢ and
€. Due to the complexity of equation 4-2 the derivation of dielectric parameters is
typically performed by iterative solutions involving minimization of a two-diinensional
error surface, where the minimum indicates the most appropriatc valucs of € and
that satisfy the measured value of the input impedance.

The use of a digital waveform recording instrument provides several advantages,
such as capture of transient signals, observation of signals occurring prior to the trigger
event, waveform storage, and computer interfacing. The data acquisition equipment

used in the study consisted of the Tektronix 11402 Digitizing Oscilloscope. This instru-

ment is characterized by 14-bit vertical resolution with signal averaging and a maximum
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of 10 ps temporal resolution. The TEK 11402 can acquire up to three channels of data
with 1 GHz frequency bandwidth concurrently. Record length is adjustable to 512,
1024, 2048, 4096, 5120, 8192 and 10240 points. Digitized waveforms are transferred
for a subsequent data analysis to a portable computer using the IEEE-488 or RS-232
interface. The process of data acquisition lends itself to a full automation. The oscil-
loscope settings arc also saved in a data file, allowing initialization and control of the
oscilloscope from the computer.

The operation of the Tektronix 11402 requires a recurrent waveform to enhance
its sensitivity and to extend the frequency range. The oscilloscope functions through
a random sampling process. The shape of the recurrent waveform is determined by
an automatic point-by-point measurement, with each individual data point being ce-
termined at a different waveform repetitions. As each recurrent waveform passes the
“T® it triggers the automatic signal acquisition based on the predetermined threshold
level of the leading edge of the pulse. This approach makes it possible to sample a
given waveform with a much greater time resolution that is otherwise available with
a single-shot acquisition. Random sampling acquires signals at a random sequence in
relation to where they are stored in memory. The points in time at which these samples
are acquired are “remembered” in reference to the trigger point.

Rather than computing the absolute values of the complex dielectric constant,
the approach pursued in this study involved the material characterization through the
use of the Transfer Function, which in turn is a function of ¢*. In the time-domain
the input signal, the system response and the output signal are related through the
Duhamel convolution integral:

y(t) = /‘00 h(r)z(t — 7)dr (4-3)

- 00

In ilie frequency-domain the relationship between the input and the output corre-

sponds to a simple multiplicatior. The input and the output signals can be transformed
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. into the frequenc;-domain through the use of the Fast Fourier Transform (FFT). Sub-
sequently, the Transfer Function H(f) of a system may be established by dividing the

spectrum of the output by the spectrum of the input waveforn.

Y(f) = H(f)» X{f)

H( =31 o

What usually needs to be established is how a given system responds to each
frequency component of an arbitrary input signal. In a lincar, time invariant system,
such a response offers a complete and unique circuit characterization (Ramirez, 1985).

It also represents a characteristic spectral “signature” of a material under test.

4.2 DATA ACQUISITION

Prior to digitizing and processing large quantities of data, a small series of trial
tests was conducted with a setup shown in Figure 4.1. The objective was to assess
if various “contaminants” produce clearly discernible time-domain responses. Fluids
selected for testing included Butyl Alcohol, Methyl Alcohol, Phenol (1000 ppm), and
Kerosene. The oscilloscope traces indicating distinctly unique responses are shown in
Figures 4.3 through 4.6. It is evident that the shape of the reflected signal is affected
by the material examined.

Subsequent tests were conducted using the digital waveform recording capabilities
of the TEK 11402. Data acquired and stored by the oscilloscope was transferred to
a computer for signal processing. Tests were performed on several arbitrarily chosen
“contaminants” and on “soil-contaminant” mixtures. The soil used to create these
mixtures consisted of dry portions of 60% Lake Agassiz clay and 40% crushed gran-
odiorite passing sieve #50 and retained on sieve #16. Soil-contaminant mixtures were

. prepared with 60% and 40% fluid content (“contaminant”), simulating fully saturated
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Figure 4.3  Oscilloscope Trace - Butyl Alcohol.
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Figure 4.4 Oscilloscope Trace - Methyl Alcohol.
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Figure 4.5 Oscilioscope Trace - Phenol (1000 ppm).
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Figure 4.6 Oscilloscope Trace - Kerosene.
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S Na Ca K Mg cl©  co¥ Hco;
Pollutant  pH (MS/m) (ppm) (ppm) (EpmM) (ppm) (meq/L (meq/L) (meq/L)

KAH1 764 230 198 54 103 95 16 0 0
CEZ 273 587 0 8 2 148 27 0 1.0
PB 211 647 340 2 1 0 45 0 20
H20 524 0.3 1 1 0 0 0 0 3.0
LACHENAIE 6.80 27 140 180 16 350 5 Q 5.0

so  A* cd* o o r®  NT Pp*  wm*
Polutant (meq/L) (ppm) (Epm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm)

KAH1 0.02 0 0 0 0 0 0 0 0
CEZ 107.00 18 17 0 42 47 0 1 2983
PB 0.10 0 0 0 0 0 0 63 0
H20 0.16 0 0 0 0 0 C 0 0
LACHENAIE = - " - 1.7 5 - ] 25

NOTES: S - conductivity;
KAH1 - leachate from Kahnawaki landfill site.
CEZ - waste product from zine manufacturing facility (diluted to 200 mg/L)

PB - laboratory solution of lead chloride
H20 - distiled water
LACHENAIE - Leachate fromn Lachenaie landfill site.

Additional materials used in experiments included BENZENE, ETHANOL,
0.01 N CaCl,, and 0.01 N NaCl.

Table 4.1 Chemical Characteristics of “Contaminants”.

and unsaturated soil conditions. Table 4.1 summarizes the chemical composition of

“contaminants” used in the experiments.

Lake Agassiz clay originated from St. Boniface, Manitoba. Its mineral compo-

sition, in a decreasing order of abundance, comprised montmorillonite, illite, quartz,

kaolinite, feldspar, and dolomite (Yong et el., 1986). Based on the saturation extract
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analysis, the main water soluble ions were classified as: Na*, Ca®t, HCO; . The
predominant extractable ion was found to be Ca?* and the cation exchange capacity
(CEC) was determined at 71.4 mg/100g. Liquid and plastic limits were 112% and 28%,
respectively. The gradation analysis indicated 61% of particles passing the #200 sieve.

The crushed granodiorite originated from Cold Springs Quarry in Lac du Bonnet,
Manitoba. Its mineralogical composition included quartz (28%), feldspar plagioclase
(35%) and microcline (20%).

Measurements were performed on contaminants and on soil-contaminant mixtures
prepared 24 hours prior to testing. All soil specimens were initially air dry. No signif-
icant scatter in each material’s response was observed during testing. Measurements
were performed on the following materials:

e H20 (Distilled water)

e H20-40 (Soil with 40% H20)

¢ H20-60 (Soil with 60% H20)

e CACL (0.01 N calcium chloride)

e CACL-40 (Soil with 40% CACL)

e CACL-60 (Soil with 60% CACL)

e PB (Lead chloride)

¢ PB-40 (Soil with 40% PB)

¢ PB-60 (Soil with 60% PB)

o CEZ (Waste product from zinc production)
o CEZ-40 (Soil with 40% CEZ)

e CEZ-60 (Soil with 60% CEZ)

¢ KAH! (Leachate from Kahnawaki landfill site)
o KAH1-40 (Soil with 40% KAH1)

e KAH1-60 (Soil with 60% KAH1)

e OPEN (Empty probe)

55



ACQUIRED TIME DOMAIN DATA

Fm=5i20 TSMP=0.040 rx

al \"1

ACCUIRED TIME DOMAIN DATA

PTO=%120 TNEP=0.040

i RN i it

Figure 4.7 Acquired Time-Domain Data : H20, H20-40, H20-60.
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Figure 4.8 Acquired Time-Domain Data : CACL, CACL-40, CACL-60.
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Figure 4.9 Acquired Time-Domain Data : PB, PB-40, PB-60.
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Figure 4.11 Acquired Time-Domain Data : KAH1, KAH1-40, KAH1-60.
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Figure 4.12 Acquired Time-Domain Data : OPEN, BENZENE, ETHANOL.
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Figure 4.13 Acquired Time-Domain Data : LACHENAIE, NACL.
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BENZENE

ETHANOL

LACHEN (Leachate from Lachenaie landfill site)

NACL (0.01 N sodium chloride)

Figures 4.7 through 4.13 display the experimental data acquired with the measur-
ing circuit shown in Figure 4.1. Each signal, sampled every 40 ps, consists of 5120 data
points and indicates the initial voltage step as the impulse reaches the digitizing oscil-
loscope and a subsequent reflection from the sample material. The time t=0 significs
the triggering point for the waveform acquisition to the digitizer’s memory. The nega-
tive time range represents pre-trigger events. After about 70 nanoseconds following the
start of the incident impulse acquisition, the reflected signal reaches the digitizer. This
time lag is governed by the length of the cable between the sampling point and the soil
probe. Sporadic vertical spikes corrupting the acquired time-domain data represent
points that were missed during the random sampling process. These data points were

adjusted at the signal processing stage.

4.3 DATA ANALYSIS

Figures 4.14 through 4.20 display processed time-domain data following splitting
the acquired signal into its constituent input z(t) and output y(t) waveforms. Me-
dian filtering was used to eliminate the unwanted spikes in data. This method is
considered particularly effective when the noise pattern consists of strong, spikelike
components, and where the characteristic to be preserved is edge sharpness (Gonzales
and Wintz, 1987). The effect of the median filtering operation is the rejection rather
than averaging of spikes in data. Each acquired TDR record was successively divided
into 25 point data groups, with the 13th largest value being the median of cach group.

This operation had no appreciable impact on reducing the effective frequency content
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since the signal was heavily oversampled at the acquisition stage. All output waveforms
were also muitiplied by 2, to correct for the initial split of the amplitude as the signal
passed through the matched “T".

Proper application of the Fast Fourier Transform (FFT) demands that a time-
domain waveform begins and terminates at the same amplitude._ Step-like waveforms
produce a well known truncation error if they are treated by the FFT without any
preprocessing. The abrupt data truncation produces a distortion of the true spec-
trum of the analyzed signal by introducing a series of artificial high frequency compo-
nents. Several methods addressing this particular problem have been published. Wald-
meyer (1980) pointed out that the three widely used techniques of Samulon, Nicolson
and Gans, which originate from apparently different ideas lead to the same numerical
process. The technique used for preprocessing of the time-domain data in this study
involved application of a cosine window to the last 30% of each waveform, thus forming
a gradual transition towards the initial amplitude level. Subsequently, a 100% zero
padding was applied, so that the analyzed impulse appeared to the FFT algorithm as
a repetitive waveform. Additional zeroes were appended to bring each waveform to ex-
actly 4096 data points prior to applying the FFT. All signal processing operations were
performed by developing customized programs in Fortran. Applicable source codes are
included in the Appendix 1.

The transfer function H(f) was calculated by dividing the FFT of the output wave-
form by the corresponding FFT of the input. This operation results in a set of complex
numbers which may be displayed graphically for ease of interpretation. Representative
results are shown in Figures 4.21 though 4.25. Transfer functions for contaminants and
soil-contaminant mixtures were computed up to a maximum frequency of 200 MHz.
The practical upper frequency limit was imposed by the spectral composition of the

generated input signal (function of the risetime). All frequency components above

200 MHz were ignored.
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Figure 4.14 Processed Time-Domain Data : H20, H20-40, H20-60.
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Figure 4.15 Processed Time-Domain Data : CACL, CACL-40, CACL-60.
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Figure 4.16 Processed Time-Domain Data : PB, PB-40, PB-60.
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Figure 4.17 Processed Time-Domain Data : CEZ, CEZ-40, CEZ-60.
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Figure 4.18 Processed Time-Domain Data : KAH1, KAH1-40, KAH1-60.
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Figure 4.19 Processed Time-Domain Data : OPEN, BENZENE, ETHANOL.
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Figure 4.20 Processed Time-Domain Data : LACHENAIE, NACL.
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Figure 4.21 Transfer Function : PB, CEZ, KAH, CACL, H20.

The concept of employing the transfer function in the contaminant detection has
been reported by Yong and Hoppe (1989). The previously published material is in-
cluded in the Appendix 2. It was realized, however, that while a visual presentation in
terms of a transfer function expressed by polar coordinates provides a qualitative insight
of the polarization phenomenon, it does not render itself well to the task of quantifying
numerous test results. It is evident that in polarization measurements both magnitude
and phase contain significant information. Much of the useful information is contained
in the phase spectrum, yet phase is routinely susceptible to noise, particularly at high
frequencies. It leads to a common difficulty in analyzing the polar coordinate transfer
function, as manifested by the presence of “loops”. Nevertheless, when visually com-

paring graphs such as Figure 4.23 and Figure 4.24, there appear to be some distinctive
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Figure 4.22 Transfer Function : BENZENE, ETHANOL.

similarities amongst each group of “contaminants”. Clearly, some systematic approach
to quantifying these test results for a subsequent matching of known and unknown
responses is needed to facilitate the contaminant detection.

The approach to data analysis proposed in this study involves the application of
the coherence function. The complex coherence function is a normalized complex cross

power spectral density function (Carter, 1972) given by:

_SaW)
"= T o

(4-5)

where S,.(f) and Sy, (f) are the power spectral densities of s.(t) and s,(t) respectively

and Sz, (f) is the cross-power spectral density.
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Figure 4.28 Transfer Function : H20, H20-40, H20-60.

The magnitude of the complex coherence function is:

C1Su)
= 750 5n)

(4-6)

It follows directly that the square of the magnitude of the complex coherence

function is:

2 ISa(DF |
TP = 5.0 5, &0

The term “coherence” usually refers to equation 4-7. It should be noted that
given only one set of waveforms s,(t) and s,(t) the magnitude-squared coherence = 1.

Consequently, the estimate is biased, depending on the nuraber of sets of waveforms

74



FREQUENCY DOMAIN FFT
TRANSFER FUNCTION . FETEP=4.060

Nale) Frasmncies in M

MCGLL UNV/GEDTECHMICAL REMEARCH CONTRE 14200

Figure 4.24 Transfer Function : KAH1, KAH1-40, KAH1-60.

that are subsequently averaged. In practice the number of acquisitions of s.(¢) and s,(t)
from a particular measurement setup should be as large as practicable to produce a
meaningful estimate of the magnitude-squared coherence. Thus the magnitude-squared
coherence function (MSC) of two signals s.(¢) and s,(¢) may be expressed as:

| < Szy(f) > 2

PN = 5,10 > <5nP>

(4-8)

where Sz.(f), Syy(f), and S;4(f) are each obtained by averaging over a number of

data acquisitions.
The MSC always falls between zero and one. It is zero when the waveforms s,(t)
and ¢,(t) are uncorrelated. It is equal to unity if and only if there exists a linear relation

between s,(t) and s,(t). The main applications of the MSC function are as follows:
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Figure 4.25 Transfer Function : CEZ, CEZ-40, CEZ-60.

® a measure of system linearity.
¢ a measure of correlation.

¢ a measure of signal to noise ratio.

The utility of the coherence function is demonstrated in Figures 4.26 and 4.27.
It is sssumed that a system is subjected to an input signal with a spectral content of
Fy(f), resulting in a corresponding output signal Fy,(f). Subsequently, another test
is performed on the same system using an input signal Gz(f) which results in G,(f).
Nonlinearity and phase distortion are introduced to demonstrate the impact on the
coherence. It is evident from the hypothetical example that at a given frequency f it

is only when the individual estimates of the cross spectrum S,,(f) have exactly the

76



same phase angle and the system is linear, that the coherence equals to 1. In such a
case the vector addition used to form the mean of the cross spectrum gives the same
modulus as scalar addition of the power spectrum products, resulting in the I' of unity.
The practical implication of equation 4-8 is that if the signals are statistically same
then their coherence equals to 1.

Typical applications of the coherence function in signal processing seek to deter-
mine the extent to which the output signal is caused by the input signal, which provides
a measure of the validity of the transfer function. The coherence function has been
used extensively in the undersea acoustic applications, particularly in situations where
a signal source is in motion in a transmission medium (Gerlach, 1980).

A practical linear system is characterized by a coherence function which typically
approaches 1 at a wide range of frequencies but eventually departs from unity. This
stems from the fact that every practical system exhibits a certain amplitude band-
width over which all frequency components are amplified or attenuated equally and a
certain phase bandwidth over which the phase change is directly proportional to fre-
quency (Lewis and Wells, 1954). Excessive amplitude and phase distortion render the
physical interpretation of the measured phenomena unreliable beyond this bandwith.

The application of the coherence function is illustrated in Figures 4.28 through
4.34. Two separate TDR records {Soil 1 and Soil 2), obtained from replicate mea-
surements on a dry soil, are shown and further operations involving preparation of the
time-domain data, calculation of the power spectra, cross spectra and transfer func-
tions are illustrated. Figure 4.34 shows the resulting c¢oherence function between the
input and the output waveforms (equation 4-8) of both TDR records. The coherznce
approaches 1 over a frequency range extending from 0 to about 200 MHz, which agrees
with the bandwith estimate obtained from the risetime of the incident pulse. It may
be concluded that the transfer function of this system is valid in the frequency range

of 0 to 200 MHz with a given measurement setup.
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Figure 4.26 The Influence of Phase Angle on Coherence.
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Figure 4.28 Soil 1: Time-Domain Data and FFT of Input.
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Figure 4.29 Soil 1: FFT of Output and Power Spectra.
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Figure 4.34 Coherence Function Between Dry Soil 1 and Dry Soil 2.

It is also evident that for the coherence to equal unity, the individual transfer func-
tions and hence the systems must have been identical in the corresponding frequency
range. Therefore, it follows that a quantitative comparison of transfer functions may
be accomplished by computing the coherence between the input and the output wave-

forms.

In a practical application to a leakage occurring from a point source, a contaminant

detection in scil may be achieved as follows:

e obtain representative fluid samples from an underground storage tank or a landfill

leachate.
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o obtain representative soil samples.

e conduct laboratory TDR measurements on a number of soil-contaminant mixtures
and create a database set of known TDR records.

e conduct field TDR measurements by probing areas suspected of contamination
and create a test set of unknown TDR records.

o compute the coherence function using unknown and known records. In a perfect

match the coherence would equal to 1 over an effective frequency bandwith.

The principal advantage of the above approach is that the entire process of data
analysis can be fully automated using a portable computer. It also climinates the need
for a manual handling and the uncertainty of visual comparisons.

In a real life situation no amount of laboratory testing will ever duplicate all
the possible permutations encountered in the field. Thus the essence of the matching
process is the determination of the most likely association between an unknown TDR
“signature” and a waveform traceable to a particular contaminant. Obviously, the
closer the match the larger the coherence. The problem entails matching the test signal
with a database of signals obtained from known contaminants and soil-contaminant
mixtures. Given a field TDR record transformed into its constituent input G,(f) and
output G,(f) waveforms, and a known TDR record transformed into F(f) and Fy(f),
a calculation of their coherence indicates if the association is likely.

The frequency range used in the matching procedure needs to be established in
advance. This may be accomplished by acquiring a number of TDR records from each
test and computing the coherence function as defined in equation 4-8. QObviously, the
frequency range used to compare different TDR records must not exceed the range over
which the ccherence approaches 1 for individual records.

The expected estimation error in coherence is dependent on the number of indi-

vidual data acquisitions. The relationship for the expected estimation error or bias in
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computing the MSC was found by Benignus (1969) to be:
. 1 2
Bias = ;(1 —-T%) (4-9)

where n corresponds to a number of records.

It should be noted that:
1rllingo(.Bias) =0 (4-10)

The application of the coherence function in this study seeks to answer the ques-
tion: To what extent does a given test TDR record match a given database TDR.
record? A flow chart for performing an automated waveform matching based on the
above concept is presented in Figure 4.35. The corresponding Fortran computer source
code is included in the Appendix 1. In the process of coiﬁparing an unknown record
(“unknown contaminant”) with each database record (“known contaminant”) a single
parameter descriptor of the fit is introduced. It represents an integration of coherence
values substracted from unity, over a frequency range of interest. In a perfect match
this descriptor would equal to zero.

The proposed contaminant match procedure addresses a well known TDR prob-
lem of identifying an appropriate time reference at which the record is split into its
constituent input and output waveforms. This step is essential in accounting for phase
differences between various output waveforms. In practical measurements it is often
difficult to determine precisely at what point the incident signal ends and the reflected
one begins, as illustrated in Figures 4.7 through 4.13. To establish this “cut point”,
a TDR record of an empty soil probe was analyzed. Since it describes an essentially
open circuit termination, involving an infinite resistance and a negligible capacitance,
the most appropriate “cut point” is the one that results in a transfer function with
minimum phase shifts (all frequencies are transferred in phase in the ideal open circuit

termination). After determining this “cut point”, it was time referenced to the leading
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edge of the incident pulse. As long as the measuring network maintains its geometry,
the time between the leading edge of the incident pulse and the “cut point” will always
be the same. Thus, if some TDR records are acquired with a different length of the pre-
trigger data, they can still be time referenced to each other. The approach described in
Figure 4.35 involves time-domain matching of the leading edges of incident waveforms.
When the leading edges are synchronized so that the difference between the incident
waveforms is minimized then their respective “cut points” are also synchronized.

After a TDR record is split at a “cut poini”, the resulting input and output
waveforms are adjusted prior to implementing the Fast Fourier Transform. These
adjustments include windowing, zero padding and appending data to obtain 2" data
points (4096 in this study). The reasons for these operations were described previously.

The application of the FFT results in the transformation of data into a set of com-
plex numbers expressed as a function of frequency. Additional operations described
in Figure 4.35 include the computation of the power spectrum, which involves a mul-
tiplication of the FFT output by its complex conjugate and the cross spectrum, or
a conjugate multiplication of input and output spectra. These operations constitute
intermediate steps needed to compute the coherence.

The coherence is calculated over a specified frequency range. At each of the spec-
ified frequencies the value of coherence is substracted from 1. These values are subse-
quently integrated to arrive at the single match parameter indicative of the degree of
association. The lesser the match parameter the higher the coherence and the closer
the association.

To evaluate the concept of coherence matching, two identical sets of data, consist-
ing of the previously acquired TDR records, were created. One set was considered a
database of known “signatures” and the other was assumed an “unknown” set. The
procedure outlined in Figure 4.35 was subsequently applied. The main objective of this

operation was to determine if records from soils containing various concentrations of
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the same contaminant form the most likely associations. Thus, each element ¢ from the
“known” set was matched with each element j from the “unknown” set. The output of
the coherence matching program is presented in Tables 4.2 through 4.8. The frequency
range of interest is 6.10 MHz (first harmouic) to 201.42 MHz (practical limit of the
incident signal bandwidth). In each match the #1 rank corresponds to the simple case
of two identical records. Matches ranked #2 and greater correspond fo the successively

less likely associations.

4.4 DISCUSSION OF RESULTS

The time-domain relationship, shown in Figures 4.7 through 4.13 presents various
waveforms acquired by the digitizer. It can be seen that the applied step-function is not
perfectly rectangular. The initial stage of the incident impulse is affected by ripples,
stemming from imperfections in the impulse generator and unwanted reflections in
the measuring circuit. It should be noted, however, that the shape of the incident
signal and therefore its spectral composition, remains virtually identical in different
tests. This attests to a good reproducibility of pulses produced by the mercury contact
relay. The reflected voltage step, commencing after approximately 70 nanoseconds,
is characteristic of the material being analyzed. Thus, in non-polar liquids such as
benzene or ethanol, the reflected waveform practically mirrors the applied waveform.
A substantial signal attenuation occurs in highly conductive liquids, such as in CEZ or
PB, which contain ions of heavy metals. The initial dip of the reflected impulse, signifies
the capacitive influence. The latter part of each waveform approaches a steady value,
indicative of the DC resistivity. This dielectric response appears most predominant in
the first 4 ns of the reflected waveform.

After transforming the time-domain data into the frequency-domain, using the
Fast Fourier Transform, the transfer function is computed by dividing the spectrum

of the reflected signal (Output FFT) by the spectrum of the incident impulse (Input
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FFT). The attenuation and phase shift characteristics of individual contaminants and
soil-contaminant mixtures are presented in terms of the material transfer function in
Figures 4.2]1 through 4.25, The results are shown in a polar form, with the modulus
being the distance from the point of origin to the particular frequency component
of the waveform and with the corresponding phase angle measured relative to the
positive x-axis. Each transfer function forms a distinctive and unique representation of
a particular soil-contaminant system.

The transfer function representation provides a meaningful insight into the ma-
terial’s dielectric behavior. If the charges contained in the material are free to move
under the influence of the electric field, the resistance is effectively independent of the
frequency of the applied signal, but if these charges are bound, as in oscillating dipoles,
the resistance becomes a characteristic function of frequency. This pattern manifests
itself readily in the transfer function. It is worth noting the similarity of Figures 4.21
through 4.25 to the general behavior of the dielectric constant illustrated in Figure 3.3.

It can be seen that the transfer function exhibits a different signature for different
contaminants. In a practically non-polar material, such as benzene (Figure 4.22),
the phase shift and attenuation of different frequency components are minimal. The
transfer function reflects the combined influence of the dielectric constant and resistivity
of a given material, and thus the response of benzene (e=2.3), ethanol (¢=31.2) and
distilled water (¢=80) illustrate the trend of an increasing dielectric constant and a
decreasing resistivity.

Although the polar plot of the transfer function offers a good visual representation
of the polarization phenomena, it does not render itself well to an identification of
the most likely matches between various signals. It illustrates, however, that both
magnitude and phase contain characteristic descriptions of the tested material. The
coherence function may be employed to account for both of these descriptors in a

numerical fashion, allowing an effective comparison.
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The results of the proposed contaminant match procedure are presented in Ta-
. bles 4.2 through 4.8. The optimum database “cut point” and a match parameter are
listed. A perfect match of a test waveform with a database waveform was obtained
between the following materials:

e H20-40 and H2C-60
H20-60 and H20-40

PB-40 and PB-60

o PB-60 and PB-40

o KAH1-40 and KAH1-60
e KAH1-40 and KAH1

o KAH1-60 and KAH1-40
o KAH1-60 and KAH1

Associations involving BENZENE, ETHANCL, LACHEN, and NACL test wave-
forms were reasonable given the selection of the database set. BENZENE was matched
with OPEN (empty probe), ETHANCL with BENZENE, LACHEN with CACL, and
NACL with CACL.

An illustration of the coherence matching concept is presented in Figure 4.36. It
demonstrates that a soil contaminated with the leachate collected from the Kahnawaki
landfill site exhibits a higher coherence with the Kahnawaki leachate than with the
Lachenaie leachate. As Table 4.6 indicates, KAH1-40 matches most closely with KAH1
when only the contaminants and not the soil-contaminant mixtures are considered in
the database set. Relatively poor match results were obtained with soils contaminated
by CACL and CEZ. CACL-40 was matched with CEZ-60 and CACL-60) was paired with
KAH1-40. A common element in these matches appears to be the Ca ion in KAH1 and
CEZ. Also CEZ-40 was matched with H20-40 and CEZ-60 with CACL-40. Again, the
most common element is the Ca ion which is the most predominant extractable ion in

. the soil (see soil description).
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1

CONTAaMINAN

n P

MIN. FREQ. : 6.10
MaX. FREQ. : 2061.42
RANK DATABASE TEST SUMMAT ION OPT._DB._WFn
WAVEFORM  WAUEFORM [1—COH™2CI) 1 CUT_POINT
1 H=20 Hz0 .0000 1904
Z MAcL H20 L9156 1904
3 CACL Hzo .9z07 1904
4 LACHENM H20 7 .0184 1904
5  KaH1i HZ0 3.5727 190s
6 H20_60 H20 3.6402 1905
7 KaAH1_60 HZ0 a.7672 1905
8 CACL_ 60 HZ0 S .3993 1905
9 KAaH1_ 40 HzZD S5.016A 1905
10 H20_40 HZ2G 5.9105 1905
11 CACL_40 H20 5 .0263 1905
12 CEZ_GO H2G 6.1208 1904
13 ETHAMNOL HZO0 6 .9609 1904
14 PH_BO HZ0 2.1238 15905
1s PB_40 HzZO ?.5327 1964
16 CEZ_a0 HZ20 e.3279 1906S
17 CEZ HZ0 6.67217 1905
18 PB HzZD 10.2165 1904
19 BENZENE HZ20 13.4212 1904
26 OPEN H20 15 .9340 1905
1 H20_40 HZ0_40 .00 1904
Z HzZ0_60 HZ0_ 40 .5483 1904
A CACL_GO HZ20_40 1.0492 1904
4 CEZ_4a0 HZ0_40 1.2979 1904
S KaH1_<40 HZ20_40 1.8903 1904
6 XnaHl 60 HZ20_40 Z.0917 1904
7 CEZ_&0 HZ20_40 2.5390 1904
8 CaACL_40 HZ0_40 Z.5627 1904
9 NaCL H20_ 40 3.3196 1903
10 CACL H20_40 3.4219 1903
11 LACHEN HZ20_40 3.8370 1963
1Z PB_e6O HZ0_40 a.z370 1904
13 PB_40 H20_40 4 .3978 1963
14 ETHANOL HZO_40 4.5130 1903
15 KaH1 H20_40 S.1663 1901
16 HzO0 HZO_40 5.9340 1903
17 BENZENE H20_ 40 B.2455 1903
18 OPEN HZ0_40 10.2771 1904
13 CE=Z H20_40 12 .24S2 1904
Z0 PB HZ20_ 40 14 .8999 1904
33t 13131 1t 1t P 1 1 3 1 33 3 31-1-13—3-1 -1
1 H20_60 HZ0_60 .0000 1904
2 H20_40 H20_60 .5483 1904
3 CACL_60 HZO0_60 .?584 1964
4 RaAH1_60 HZ0_60 1.2373 1904
5 MACL HZ20_60 1.4374 1903
5 RaHli_40 HZ0_606 1.4468 1904
? CaACL HZD_6e 1.47062 1963
8 LACHEN H20_66 1.7511 1903
9 CaACL_40 HZ20_60 Z.0013 1904
10 CEZ_60 H20_60 2.1942 1903
11 CEZ_40 HZ0_60 2 .7641 1904
12  XaHl HZ0_60 3.1250 1904
13 PB 6O HZ0_69 3.6495 1904
14 HzZ0 HZ0_60 3.6546 1903
15 PB_40 H20_60© 3.9239 1903
16 ETHANOL HZ20_60 4.8573 1903
17 BENZEME HZ0_60 9.7464 1903
18 CE=Z HZ0_60 10 .02008 1904
19 OPEN HZ20_60 12.1174 1904
20 PB HZD_60 12 .4654 1904
Table 4.2 Contaminant Match Results : H20, H20-40, H20-60.
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CONTAMINAMNT

I‘IFITCH"

MINM. FREL]. H 6.10
MAX. FREQ. : 201.42
RNNK DATABASE TEST SUMMAT ION OPT._DB._WFH
UAUEFORM  WAUEFORM [1-COH~2C1)1 CUT_POINT
1 CACL cACL . 0OVO 1904
2 MNACL CACL . 0596 1904
3 LACHEN CACL .0657 1504
4 H20 CACL . 9207 1904
S HZ0_60 COCL 1.4897 1905
6 KAH1 CACL i.9310 1905
? XAH1_60 CACL Z.3900 19065
8 CACL_GO CACL 2.7695 1905
9 KaHi_40 ¢ACL 3.2617 1905
10 H20_40 CACL 3.4376 1905
11 caAcL_ao CACL 3.5946 1905
12 CEZ_60 CACL 3.7121 1904
13 PB_60O cACL 5.0013 1905
14 PB_40 CACL 5.4022 1904
1S CEZ_40 CACL 6.3649 1905
16 ETHANOL CACL 6.5661 1904
1?7 CE2Z CACL 8 .3005 1905
18 PB CACL 10 .2372 1905
19 BENZENE CACL 12 . 7655 1904
20 OPEN CACL 15.2995 1905
R E T s T o T e e e, E E R S S N S T s TSN E DT EE s e
1 CACL_40 CACL_40 . 0000 1904
2 CEZ_50 CACL_40 .0404 1904
3 KAH1_40 CACL_40 .1608 1964
4 KAH1_60 CACL_40© .2832 1965
5 PB_69 CACL_40 .5547 1904
6 CACL_60 CcACL_40 5575 1904
7 PB_40 CACL_40 .6345 1963
8 KaH1 CACL_40 1.7313 1904
9 H20_60 CACL_40© 2.e013 1904
10 H20_40 CACL_40 2.5627 1904
11 LACHEN CACL_40 3.4333 1903
12 CACL CACL_40 3.5875 1903
13 MNACL CACL_40 3.6333 1703
14 H20 CRCL_40 6.0304 1903
15 CEZ_10 CACL_40© 6.8164 1965
16 CEZ CACL_40 7 .6940 1904
1?7 ETHANOL CACL_40 9.27251 1903
18 CACL_406 10.1611 1904
19 BENZENE CACL_40 13.9471 1903
20 OPEM CACL_40 16.1244 1904
1 CACL_60 CACL_6GO .0000 1904
Z2 KaHi_ 40 CACL_60 .2208 1904
3 KAH1_60 CACL_60 .9132 1904
4 CACL_40 CACL_60 5575 1904
S CEZ_60 CACL_ 60 .63506 1903
6 H2D_60 CACL_6© . 7S84 1904
7 H20_40 CACL_GO 1.0492 1904
8 PB_60 CACL_60 1.7674 1904
9 PB_40 CACL_60 1.86882 1903
10 KaH1 CACL_ 60 Z.3985 1904
11 CACL CACL_GO 2.7550 1903
1Z NACL CACL_60 2.7893 19603
13 LACHEN CACL_68 Z=.8057 1903
14 CEZ_40 CACL_60 4.1449 1904
15  H20 CACL_69 S.4)84 1903
16 ETHANOL CACL_60 7.37682 1903
1?7 CEZ CACL_60 9.06:58 1904
18 PB CACL_60 11.6656 1904
19 BENZENE CACL_6© 12.0737 1903
20 OPEN CACL_ 60 14 .2976 1904

Table 4.3 Contaminant Match Results : CACL, CACL-40, CACL-60.
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MIN. FREQ.
FREQ .

6.10©
201 .42

DATABASE
WAVEFORM

TEST
WAVEFORM

SUMMATION

1 OPT._DB._NFM
[1—-COHT2CI31

EFE 1 T 3 2 1t e e T L T

VBN WNR

KAH1_60
KaH1i_40
CACL_609
HZ0_60
HZ20_40
ETHANOL
CEZ_40
BENZENE

ETHANOL
BENZENE
OFEN

PR_GO
PB_40
CEZ_60
cacl._40
KAH1_40
KAH1_60
CACL_60
KaAH1,
HZ0_60
HZ20_49
LACHEN
CACL
MACL
CEZ
HZ20
CEZ_40
PB
ETHANOL
BENZENE
OPEN

PH_GO0O

10 .7586
12 .0391
12 .82708
15.3066
18.6792
19.6626
23 .237?5
25 .0722

15 .2898
1?.2929

[ ololalo]
-0870
5251

- 5547
1.0266
1.2976
1.7674
2.3150
3.8032
4 .2370
4 .7342
<4 . 9965
S.0Z04
6 .9234
?.0803
8 .5887
9.1698
1v0.991%5
15.0977?7
17.1968

CUT_POINT

1904
1904
1904
1904
1904
1905
1904
1904
1905
1904

Table 4.4 Contaminant Match Results : PB, PB-40, PB-60.
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COMTAMINANT

FREQ. 6.10
FREQ . 201 .42

DATABASE TEST SUMMATION OFT._DPB. _WFnM
WAVEFORM UAVEFORM C1—COH™2(I>] CUT_POINT

KAH1_ 40
KAaH1_6©
NACL
OPEN
CAaCL
CACL., 10
CEZ_6b0O
LACHEN
rB_60

Table 4.5 Contaminant Match Results : CEZ, CEZ-40, CEZ-60.
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FRELQ.
MAX. FREQ.

CONTARMRINANT

HZ0_ 409
15 CEZ

16 PB

1? CEZ_10

18 ETHANOL
19 BENZENE

DATABASE
WAVEFDRM

TEST

WAVEFOGRM

SUMMATION
E1—COH"2CI)>1]

8.2534
10.0304
10.9276
16.7558
19.1142

OPT._DB._WFnN
CUT_POINT

1 EKAH1_410
2 KAaHl1l_60
3 CEZ_69
4 CACL_40
5 CaAaCL_6o
6 PB_40

7 PB_60

8 Hzo_60

9 KaH1l

1¢ HZ0_40

11 LACHEN

12 CACL

13 NaCL

11 HZ0

15 CEZ_40
16 CEZ

17 ETHANOL
i8 FB

19 BENZENE

KaH1_40
KAH1_40
KAH1_40
KAH1_40
KAH1_40
KAH1_40
KAH1_40
¥AH1_40
KaH1_40
KAH1_40
KAH1_40
KAH1_40
KAH1_40
KAH1_40
KAH1_40
KAHA1_40
KAH1_40
KAH1_40
KaH1_40
KAH1_40

3.0577
3.1847
3.2831
S .6922
S.9130
8.2196
8.8791
10.7586
13.5747
15.4747

1 EKaAaH1_6o
£ KaAaHl_40
3 CaACL_109
4 CEZ_60©0
5 CaACL_6G0©
6 EKaAaH1

7 PB_60

8 HZo_60
9 PB_40
10 HZ0_410
i1l LACHEN

12 CacCL

13 NMNACL

14 H20

15 CEZ_40
16 CEZ

17 ETHANOL
i8 PB

BENZENE
DPEN

KAH1_606
KAH1_60
KAH1_60
KAH1 60
RAH1_60
KAH1_6©

13.2665
15 .5581

Table 4.6 Contaminant Match Results : KAH1, KAH1-40, KAH1-60.
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CONTAMINANT

M aAaTCH

HIM. FREQ.

MAaX. FRE{Q. 201 .42

TEST
WAVEFORM

DATABASE
WAVEFORM

SUMMAT ION

OPT._DB._UFnM
[1—COH™Z2CI)>1]

CUT_FOINT

BENZENE
ETHANOL
CEZ_40
H20 40
HZ0_60
CACL_60
NACL
KAH1_60
CACL
KAH1_40
HZ20
CEZ_60
CACL_40
LACHEM
PB_60
PB_40
KaH1

BENZENE
OPEN
ETHANOL
CEZ_10
HZ20_40
HZ0_60
CACL_ 60
NACL
CACL
KAHL1_40
KAH1_60©
HZ0D
CEZ_60
LACHENMN
CACL_40
PB_60O
re,_40
KnH1
CEZ

rB

BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE
BENZENE

TEEooOEIEOSEEECEEEDE=ETZST

CONDONALNG

ETHANOL
BENZENE
CEZ2_40
OPER
HZ0_40
H20_606
MACL
CACL
HZ20
CACL_6©
LACHEN
KAHL1_60
XAH1_49©
CACL_40
CEZ_60
PB_606
RaH1
PB_40
CEZ

B

ETHANOL
ETHANOL
ETHANOL
ETHANOL
ETHAMNOL.
ETHAMNOL
ETHANOL
ETHANOL
ETHANDL
ETHAMDL
ETHANOL
ETHANOL
ETHANOL
ETHANOL
ETHANDOL
ETHAMNOL
ETHANOL
ETHANOL
ETHANOL
ETHANOL

18 .3240

Table 4.7 Contaminant Match Results : OPEN, BENZENE, ETHANOL.
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CONTAMINANT

MIN.

. FREQ.

FREQ.

DATABASE
WAVEFORM

LACHEN
CACL
NACL
HZ0
KAH1
HZ20_60
KAH1_60
CACL_60
KAH1_40
CACL_40
CEZ_60
HZ0_40
PB_60
PB_40
CEZ_40
ETHANOL
CEZ

PB
BENZENE

BENZENE
OPEN

6.10

: 201.42

TEST
WAVEFORM

LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN
LACHEN

MATCH

SUMMATION
[1-COH"2(I)]

. 0657

. 1478
1.01894
1.5406
1.7553
2.2849
2.8114
3.1788
3.4373
3.5407
3.8303
4.7658
5.1478
7 .0248
7.5707
7.7000
9.5926
13.8708
16.3591

14.8836

OPT._DB._WFHM
CUT_POINT

Table 4.8 Contaminant Match Results : LACHENAIE, NACL.
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Figure 4.36 Coherence Function Between KAH1-40, KAH1 and LACHEN.
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The results indicate that an unknown, contaminated soil may be matched with
a known (database) soil-contaminant mixture through a signal processing of TDR.
records. A direct match involving a contaminated soil and a database contaminant ap-
pears to be more challenging. The only direct association was obtained for KAH1. This
may suggest that measurements conducted up to a maximum frequency of 200 MHz re-
flect mainly the influence of the interfacial polarization occurring in the double layer of
the colloidal material. It is worth noting that the PB-contaminated soils were matched
with each other despite almost identical conductivity of the CEZ-contaminated soils
(Table 4.1). This demonstrates the principal advantage of the polarization versus the
conductivity measurement. A number of materials display similar conductivities but.
contain different ionic compositions.

Poor matching of CACL and CEZ contaminated soils may be explained by the
excessive conductivity of the analyzed material, masking or short-circuiting the po-
larization phenomena. However, highly conductive contaminants such as CEZ can
be easily traced with a conventional resistivity survey. Conversely, low conductivity
contaminants such as petroleum by-products are well suited to electric polarization
measurements but are difficult to detect with the resistivity survey.

It should be noted that the degree of success in waveform matching is directly
proportional to the amount of laboratory work involved in generating a database set
of known “signatures”. The laboratory testing program may also be used to determine
quantitatively what influence a set change in a contaminant concentration exerts on a
coherence function of a particular soil-contaminant system. This information may be

subsequently used to estimate the contaminant concentration in the field.
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4.5 PRACTICAL IMPLEMENTATION

Obviously, technical problems and refinements associated with the digital signal
processing need to explored further. Continuous advances in the microcomputer tech-
nology and the measurement instrumentation make it increasingly feasible. Extensive
experimentation with various soil probes to enhance the measurement sensitivity is also
warranted. Additional studies are also needed to explore various low loss coaxial trans-
mission lines and high bandwidth step function generators. The optimal measuring
network should cause a negligible degradation of the incident pulse, hence low loss of
bandwidth, as the signal propagates through the transmission line.

Much work remains to be done to sort out the specific effects of contaminant-soil
interactions, particularly in situations involving multi-component contaminants. It is
proposed that further research include “calibration” experiments, seeking to identify
before and after contamination scenarios. These are required for classifying various
“signatures”, especially with reference to a soil type, soil density, moisture content,
porosity, contaminant species and ionic concentrations. Efforts need to be directed at
uncoupling the effects of a soil from those of a contaminant on the frequency dependent
dielectric properties. Existing studies indicate that these effects manifest themselves
at different frequency ranges (solids at low frequencies and liquids at high frequencies),
but it is conceivable that they may interact in some cases. Also, the interference effects
and other possible causes of spectral differences between the incident and the reflected
pulses might exist without being indicative of the contaminant presence. Further un-
derstanding of the polarization phenomena in contaminated soils may be enhanced by

a numerical modeling of the measuring network.
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CHAPTER 5
CONCLUSIONS

This study demonstrates the feasibility of an effective subsurface contaminant de-
tection method based on the phenomenon of electric polarization in soils. Technically,
the instrumentation set-up is relatively simple and borrows from the well established
TDR methed. Waveform acquisition by a digitizer and its processing by a portable
computer can be performed directly on site, with the aid of database of “signatures”
generated through the laboratory testing. The spatial extent of an underground con-
tamination can be determined by probing the affected area and analyzing the incident
and the reflected signals in the frequency-domain. Currently available test instruments

and portable computers are suited for a practical implementation of this task.

The results of this study indicate promising means of identifying contaminants
through the application of the coherence function to data analysis. The proposed
approach involves utilization of the coherence function in two phases. First, it would
be applied to individual measurements in order to check the va,iidity of the transfer
function within a set frequency range. Second, it would be applied to establish a degree
of association between known and unknown records. It is envisioned that through the
systematic means of creating a database of “signatures”, an automated measurement

and analysis process can be applied to the detection of subsurface contaminants.

The primary task of an in-situ contaminant detection technique is a determination
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of the lateral extent of a contaminant. The approach presented in this study indicates
the feasibility of performing this task. The secondary task involves a detailed chemical
characterization of a suspected contaminant. It is expected that with a greater vari-
ety of test situations a series of “signatures” can be cataloged to permit an effective
characterization.

The effectiveness of the subsurface contaminant detection method proposed in this
study can be enhanced if it is used in conjunction with other measurement techniques.
Thus, an initial site reconnaissance can be rapidly performed with a portable electro-
magnetic conductivity probe. The area of interest can be subsequently analyzed with
the TDR method. Further refinement, if required, can be achieved by a direct sampling

from a monitoring well, which at this stage can be judiciously located.
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STATEMENT OF ORIGINALITY

A technique for a rapid detection and delineation of contaminants in soils is pre-
sented. The proposed methodology is based on the principles of electric polarization and
the interaction of matter with the electric field. The technique employs time-domain
reflectometry (TDR) measurements using a digital oscilloscope for signal recording and
a microcomputer for data analysis.

Test results indicate that it is feasible to detect a particular contaminant in a
subsurface soil through the observation of its chaiacteristic dielectric response. The
proposed contaminant detection procedure employs the coherence function to match
an unknown TDR “signature” with a set of database “signatures” and establish the
most likely association. The author is not aware of any previous studies involving the
application of both the TDR and the coherence function to a subsurface contaminant

detection.
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APPENDIX 1

Computer Source Code Listings
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1.1

Data Transfer from TEK 11402 to IBM PC

DIM CURVE% (10240}

cLs

PRINT ® WAVEFORM TRANSFER™"
INPUT "FILE NAME :";F$
OPEN FS FOR OUTBUT AS #2

OPEN "COM1:9600,N,8,1" AS #1

PRINT #1,"LONGFORM ON;SELECT?"

LINE INPUT #1,TRACES

PRINT TRACES

PRINT #1,"WFMPRE?"

LINE INPUT #1,WFMPRES

PRINT WFMPRE$
PRINT #1,"ENCDG WAV:BIN;BYT.OR LSB;OUTPUT "+MID$ (TRACES,8)
PRINT #1-,"CURVE?"

HEADERS = INPUTS(7,#1)

HIGHS = INPUTS(1,#1) : LOWS = INPUT${1,#1)
BYTCNT = CVI(LOWS$+HIGHS)

NRPT = (BYTCNT-1)/2

FOR I=0 TO NRPT=-1

CURVEY(I) = CVI(INPUT$(2,#1))

PRINT CURVE%(I);

PRINT #2,CURVE%(I);

NEXT I

LINE INPUT #1,CKSUM$

CLOSE

END
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1.2 Processing of Acquired Waveforms

DIMENSION F(2049),A(5200),V(5200),MA(200)
COMPLEX*8 TN(4096),0U(4096)},2{4096)
CHARACTER*10 KNOWN, FNAME
WAk kA kA AR AR R R kg ke hhhhd
THIS PROGRAM OPERATES ON THE ACQUIRED TIME DOMAIN
DATA FILES AND
PRODUCES PROCESSED TIME DOMAIN DATA AND
PROVIDES CONVERSION TO FREQUENCY DOMAIN
USING THE FFT ALGORITHM
ARRAY DEFINITIONS:
F () =FREQUENCY
A()=PROCESSED TIME DOMAIN OUTPUT
V() =PROCESSED TIME DOMAIN INPUT
MA ()=MAGNITUDE OF TRANSFER FUNCTION
2 ()=COMPLEX TRANSFER FUNCTION
IN()=INPUT FFT
OU()}=OUTPUT FFT
COMPILE WITH MICROSOFT FORTRAN v.4.01
LAST REVISION 09/22/%4 @ EDWARD J. HOPPE
o e 2 o e ol o o ok o e oy o e e o o o e e S o ol e e o ol e e o o e o e ok e o o e e e ke
ND==1
WRITE(*, *)
** ASK FOR A FILENAME
WRITE(*,890)
READ(*,891) KNOWN
890 FORMAT(’ NAME OF FILE SET: ’\)
891 FORMAT (A)
OPEN (9, FILE=KNOWN)
c READ(9,*) FMIN,FMAX
c *% MINIMUM FREQUENCY=0, MAXIMUM=200 MHz
FMIN=0.0
FMAX=200.0
c *% DATA SET WITH 2 TO THE POWER OF 12 (FOR FFT)
1 LN=12
Nm2*aLN
ND2P1=N/2+1
PI=3,141593
DEG=180.0/PI
READ(9,’(A)’) FNAME
IF(FNAME.EQ.‘FIN’) GOTO 999
WRITE(*,*) FNAME
READ(9,%) J
w# DEFINE OPTIMUM CUT POINT
J=1504
WRITE(*,*} ¢ OPTIMUM CUT POINT ’
WRITE(*,%) J -
*% READ AND SCALE INPUT DATA
OPEN(4, FILE=FNAME)
w% NPT=NUMBER OF POINTS
** TSTEP=SAMPLING INTERVAL
*#% XZERO=INITIAL TIME
READ(4,%) NPT,TSTEP,XZERO
TSTEP=(TSTEP/1.333) *#1,0E9
XZERO= (XZERO/1.333) %1.0E9
READ(4,%) A(1)
IF(A{1) .LT.-1.0) A(1)=0.0
DO 2 L=2,NPT
READ(4,*) A(L)
c IF(A(L).LE.=50.0) A(L)=A(L-1)
2 CONTINUE

e N o N e N N o Nr N Nr e ReNe e Xe No o Re)

n

0an

anono o o
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115

117

120

121

125

25
26

CLOSE (4, STATUS='KEEP")
WRITE(*,*) 'FILE ACCESSED’
** APPLY MEDIAN FILTERING
CALL MEDIAN(A,NPT)
WRITE (%, *)
DO 115 L=1,J
V(L)=A(L)
CONTINUE
N1=J+J
** MULTIPLY REFLECTED SIGNAL BY 2
DO 117 L=J+1,N1
A(L-J)=2.0%A (L)
CONTINUE
DO 120 L=2,J
A(L)=A(L)~-A(1)
V(L)=V(L) -V (1)
CONTINUE
A(1)=0.0
v{1)=0.0
%% APPLY COSINE TAIL TO LAST 30% OF DATA POINTS
CALL TAIL(A,J,PI,N)
CALL TAIL(V,J,PI,N)
#% RECORD INPUT (V) AND OUTPUT (A)
#% PROCESSED TIME DOMAIN DATA
OPEN(1,FILE=FNAME//.IN’,STATUS='UNKNOWN')
OPEN(2, FILE=FNAME//’ .OUT’ , STATUS=' UNKNOWN }
WRITE(1,*) N,TSTEP
WRITE(2,*) N,TSTEP
DO 121 L=1,N
WRITE (1,902) V(L)
WRITE (2,902) A(L)
CONTINUE
CLOSE(1, STATUS='KEEP')
CLOSE(2, STATUS='KEEP’)
GOTO 1
*% PERFORM FFT: IN=INPUT SIGNAL FFT ; OU=OUTPUT SIGNAL FFT
DO 125 L=1,%
IN{L)=CMPLX(V(L))
OU(L)=CMPLX (A (L))
CONTINUE
** COMPUTE FREQUENCY STEP
FSTEP=(1.0/ (FLOAT (N) *TSTEP*1.0E-9)) /1. 0E6
F(1)=0.0
IF (FMIN.EQ.0.0) ND=1
DO 25 L=2,ND2P1
F(L)=F (L-1) +FSTEP
IF (F(L).GT.FMAX) GOTO 26
IF(ND.EQ.-1.AND.F(L) .GE.FMIN) THEN
ND=L
FNaF (L)
WRITE(*,920) / NORM. FREQ. : /,FN
WRITE(*, )
ENDIF
CONTINUE
#% PERFORM FAST FOURIER TRANSFORM
CALL FFT(IN,LN,PI}
CALL FFT(OU,LN,PI}
*%* CREATE FREQUENCY DOMAIN DATA FILES
OPEN(1, FILE=FNAME// .FIN’, STATUS=’UNKNOWN’)
OPEN (2, FILE=FNAME//’ . FOT’ , STATUS=’UNKNOWN' )
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127
128

140
145

150
155

901
902
920
999

10

DO 127 L=1,ND2P1
IF (F(L}.GT.FMAX) GOTO 128
WRITE(1,901) F(L),IN(L)
WRITE(2,901) F(L),0U(L)
CONTINUE
CLOSE (1, STATUS=/KEEP‘)
CLOSE (2, STATUS=’KEEP’ )
DO 130 L=1,ND2P1
IF (F(L).GT.FMAX) GOTO 135
#% COMPUTE TRANSFER FUNCTION
Z (L) =OU (L) /IN{L)
Z (L) =CMPLX (1.0,0.0)+2 (L) / (CMPLX(1.0,0.0)~2 (L))
MA(L)=~ABS (2 (L))
MA (L) =ATAN2 (IMAG(Z (L)) ,REAL(Z(L)))
CONTINUE
#% RECORD TRANSFER FUNCTION DATA
OPEN(1,FILE=FNAME//’ .FFT/ , STATUS=’ UNKNOWN’ }
DO 136 L=1,ND2P1
IF (F(L).GT.FMAX)} GOTO 137
WRITE(1,901) F{L),Z{L)
CONTINUE
CLOSE(1, STATUS=’KEEP’ )
GOTO 1

DIV=MA (ND)
SUM=0,0
I=0
DO 140 L=ND,ND2P1
IF (F{L).GT.FMAX) GOTO 145
MA(L)=MA(L) /DIV
SUM=SUM+MA (L)
I=I+1
CONTINUE
DIV=SUM/FLOAT({I)
OPEN(1,FILE=FRAME//* .NFT’,STATUS='UNKNOWN')
DO 150 L=),ND2P1
IF (F(L).GT.FMAX) GOTO 155
MA(L)=MA{L) /DIV
WRITE(1,901) F(L) ,MA(L)
CONTINUE
CLOSE(1,STATUS=/KEEP’)
GOTO 1
FORMAT(1F25.15,3X,2(1F25.15,3X))
FORMAT(1F25.10)
FORMAT(1X,A15,1F6.2)
END
Ak hkdhR ARk ddd kbt kb ARtk kbR
*% SUBROUTINE FOR ADDING COSINE TAIL TO ACQUIRED
#% TIME DOMAIN DATA
SUBROUTINE TAIL (F,NX,PI,N)
REAL#*4 F(4096),A,PI
M=INT{0.70%NX)
I=(NX-M)*2
K= (NX=M)~=-1
DO 10 L=M,NX
K=K+1
A=0.5%(1,0~-CO5(2,.0%PI*FLOAT(K) /FLOAT(I)))
F(L)=F{L)*A
CONTINUE
DO 20 L=NX+1,N
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20

QN0

15

0

F (L) =F (NX)
CONTINUE
RETURN
END

AARARRREEREARRRAARARRRR AR N R ATk AR hkh kb khhd

** FAST FOURTER TRANSFORM ALGORITHM
SUBROUTINE FFT (F,LN,PI)
REAL*4 PI,X
COMPLEX*8 F(4096),U,W,T
N=2#+LN
NV2=N/2
NM1=N-1
J=1
DO 3 I=1,NM1
IF(I.GE.J) GOTO 1
T=F (J)
F(3)=F(I)
F(I)=T
K=NV2
IF(K.GE.J) GOTO 3
J=J=K
K=K/2
GOTO 2
J=J+K
DO 5 L=1,LN
LE=2+*L
LE1=LE/2
U=CMPLX(1.0,0.0)
X=PI/FLOAT(LE1)
W=CMPLX (COS (X) , ~SIN (X))
Do 5 J=1,LE1
DO 4 I=J,N,LE

IP=I+LEl
T=F (IP) *U
F(IP)=F(I)-T
F(I)=F(I)+T
=U*y
po 6 I=1,N
F(I)=F(I)/FLOAT(N)
CONTINUE
RETURN
END

wkkhhkhikhhkhRdhhddhhhhhkhddhhdddkhtddhdiddd

#% MEDIAN FILTERING OF ACQUIRED
#+ TIME DOMAIN DATA :
SUBROUTINE MEDIAN(A,NPT)
REAL*4 A({5200),D(25),SMALL
REAL#*4 B(5200)

DO 10 L=13,NPT-12

M=1

DO 15 I=L-12,L+12

D (M) =A(I)

M=M+1

CONTINUE

PO 20 K=1,13

SMALL=1,0EL0

DO 30 M=1,25

SMALL=AMIN1 (SMALL,D (M) )
CONTINUE

DO 17 M=1,25
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20
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55

60

IF(D(M) .EQ.SMALL) THEN
D(M)=1.0E10

GOTO 20

ENDIF

CONTINUE

CONTINUE
B(L)=SMALL
CONTINUE .

DO S0 L=1,12
B(L)=B(13)
CONTINUE

DO 55 LaNPT-11,NPT
B(L)=B(NPT-12}
CONTINUE

DO 60 L=l,NPT
A{L}=B(L)

CONTINUE

RETURN

END
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1.3 Display of Time-Domain Waveforms

DIMENSION TA(6000),A(6000),V(6000)
CHARACTER*30 FNAME, ARG
INTEGER DEV
(23X ETI I YRS YT TS ER S 222332 FTTL I YIS Y )
THIS PROGRAM PRODUCES A SCREEN DISPLAY
OF TIME DOMAIN DATA USING McGILL FORTRAN
PLOTTING SUBROUTINES
ARRAY DEFINITIONS:
TA()=TIME
V()=FIRST DATA FILE
A()=SECOND DATA FILE
COMPILE WITH MICROSOFT FORTRAN v.4.01
AND McGILL PLOTTING SUBROUTINES
LAST REVISION 9/22/54 @ EDWARD J. HOPPE
o 3 e % e e e g e ok e B v de e s e e O v o vk e vl o ke ol e o e e e 3K o o e ok ke ok e ok
### TAG MARKS EACH PLOT
WRITE(*,*) ‘PLOT ID NUMBER'
READ(*,*) TAG
WRITE(*,’(A\)’)  VIENOR FILE ? ( 1 or 2 }: '
READ(*,%*) NDEV
IF (NDEV.EQ.2) THEN
WRITE(*,’ (A\)’) ’ OUTPUT FILE NAME ? '
READ(*%,’ (A)’) ARG
ERDIF
WRITE(*,’(A\)})’) ’ NUMBER OF WAVEFORMS (1 or 2) : *
READ(*,*) NFILES
WRITE(*,’(A\)’) ’ NUMBER OF POINTS TO DISCARD (TAIL) : '
READ(*,*) NDISC
WRITE(*,” (A\)’)} ' WAVEFORM PLOT ONLY (1=YES) :
READ(#*, %) NEPLOT
XZERO=0.0
DO 13 I=1,NFILES
WRITE(*,’ (A\)’) ’ TIME DOMAIN FILE : ‘
c #% READ TIME DOMAIN FILE
READ(*,’(A)’) FNAME
OPEN (4, FILE=FNAME)
READ(4,%) NPT,TSTEP,XZERO
IF{XZERO.EQ.0.0) GOTO 1
TSTEP=(TSTEP/1.333) *1.0E9
XZERO=(X2ER0/1.333) *1.0E9
1 NPT=NPT-NDISC
WRITE (%, %)
WRITE(*,*) NPT TSTEP (ns) *
WRITE(*,*) NPT,TSTEP
WRITE(*,*%)
TA(1)=0.0
DO 7 L=1,NPT=1
READ(4,*) A(L)

NADQAONOO0O000N

TA(L+1)=TA(L)+TSTEP
7 CONTINUE
CLOSE (4,5TATUS='KEEP’)
WRITE(*,*) ‘FILE ACCESSED’
c AT I I T T L P e R L e T Y ]

IF(I.EQ.2) GOTO 19
DO 250 Lw=1,NPT

V(L)=A(L)

250 CONTINUE

18 CONTINUE

C 2 AL EL LIRSS TR TS AST AR AL LS L R AR R LR L LY )
19 IF (NDEV.EQ.1) CALL PLOTON(9,’8')
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IF (NDEV.EQ.2) CALL PLOTON(3,ARG)
CALL FACTOR(0.6,0.6)
TFIRST=TA (1)
TDELTA=(TA(NPT)-TA(1))/14.0
CALL SCALE(V,8.0,NPT,=1)
VLAST=V (NPT+1)
VLAST=50.0
CALL SCALE(V,8.0,NPT,1)
VFIRST=V (NPT+1)
VFIRST==30.0
IF (NFILES.EQ.2) THEN
CALL SCALE(A,8.0,NPT,-1)
ALAST=A (NPT+1)
ALAST=VLAST
CALL SCALE(A,8.0,NPT,1)
AFIRST=A (NPT+1)
AFIRST=VFIRST
IF (ALAST,.GT.VLAST) VLAST=ALAST
IF (AFIRST.LT.VFIRST) VFIRST=AFIRST
ENDIF
VDELTA= (VLAST~VFIRST) /8.0
e oy e e ol o e ol o e vl ol o v ol o o e o e o
V(NPT+1) «VFIRST
A(NPT+1) =VFIRST
V(NPT+2) =VDELTA
A(NPT+2) =VDELTA
TA (NPT+1) =TFIRST
TA{NPT+2) »TDELTA
IF (NPLOT.EQ.1) THEN
CALL PLOT{1.8,1.25,-3)
GOTO 88
ENDIF
#% DRAW RECTANGLE AND SYMBOLS
CALL RECT(1.,0.4,10.,15.5,0.,3)
CALL RECT(1.01,0.41,9.98,15.48,0.,3)
CALL SYMBOL({1.8,0.5,0.1,
’MCGILL UNIV./GEOTECHNICAL RESEARCH CENTRE’,0.,41)
CALL NUMBER(15.2,0.5,0.1,TAG,0.,-1)
IF(XZERO.NE.0.0) GOTO 50
CALL SYMBOL(4.7,9.84,0.35, PROCESSED TIME DOMAIN DATA’,O0.,26)
CALL SYMBOL(4.69,9.83,0.35, ’PROCESSED TIME DOMAIN DATA’,0.,26)
GOTO 58
CALL SYMBOL(4.7,9.84,0.35,/ACQUIRED TIME DOMAIN DATA’,0.,25)
CALL SYMBOL(4.69,9.83,0,35,’ACQUIRED TIME DOMAIN DATA’,0.,25)
CALL SYMBOL(12.5,8.75,0.25,7INPUT (V)’,0.,9)
CALL SYMBOL(12.5,4.35,0.25,/0UTPUT (V)‘,0.,10)
CALL SYMBOL(9.9,9.35,0.15, 'PTS=",0,,4)}
PTS=FLOAT (NBT)
CALL NUMBER(10.5,9.35,0.15,PTS,0.,~1)
CALL SYMBOL(12.,9.35,0.15, TSTEP= ns’,0.,14)
CALL NUMBER(12.9,9.35,0.15,TSTEP,0.,3)
CALL RECT(1.8,1.2,8.40,14.1,0.,3)
#% DRAW AXES
CALL PLOT(1.8,1.2,-3)
CALL AXS{0.,0.,’TIME (NANOSEC)’,~14,-14.01,0.,
TFIRST,TDELTA%0.8,1,0.,0.8)
EX=0.0
*% LABEL AXES
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IF (VDELTA.LT.1.0) EX=-1.0
IF (VDELTA.LT.0.1) EX=-2.0
IF (VDELTA.LT.0.01) EX=-3.0
IF (VDELTA.LT.0.001) EX=-4.0
IF (VDELTA.LT.0.0001) EX=-5.0
IF (VDELTA.LT.0.00001) EX=-6.0
IF (VDELTA.LT.0.000001) EX==7.0
IF (VDELTA.LT.0.0000001) EX=-8.0
IF (VDELTA.LT.0.00000001) EX=~9.0
IF (VDELTA.LT.0.000000001) EX=-10.0
IF (VDELTA.GT.100.0) EX=2.0
IF (VDELTA.GT.1000.0) EX=3.0
IF (VDELTA.GT.10000.0) EX=4.0
IF (VDELTA.GT.100000.0) EX=5.0
IF (VDELTA.GT.1000000.0) EX=6.0
IF (VDELTA.GT.10000000,0) EX=7.0
IF (VDELTA.GT.100000000.0) EX=8.0
IF (VDELTA.GT.1000000000.0) EX=9.0
IF (VDELTA.GT.10000000000.0) EX=10.0
CALL AXS(n.,0.05,’AMPLITUDE (VOLTS)’,17,-8.01,90.,
VFIRST,VDELTA*0.8,1,EX,0.8)
%% PLOT WAVEFORM 1
CALL PLOT(0.,0.05,-3)

88 CALL NEWPEN(2)
CALL FLINE(TA,V,NPT,1,0,3)
IF (NFILES.EQ.2) THEN
*%* PLOT WAVEFORM 2
CALL PLOT(0.,0.05,3)

CALL NEWPEN(1)

CALL FLINE(TA,A,NPT,1,0,3)
ENDIF
% TERMINATE PLOTTING
CALL ENDPLT
END
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1.4 Display of Frequency-Domain Waveforms

DIMENSION F(S500),0X(500),PH(500),A(180),R(180)
DIMENSION 01(500),PH1(500)

DIMENSION 02(500),PH2(500)

DIMENSION 03(500),PH3(500)

DIMENSION 04 (500),PH4(500)

COMPLEX#*8 Z(500)

CHARACTER*30 FNAME, ARG

PIs=3.141593

DEG=180.0/PI

ARRARRNA SRR AR AN AN AR AR AR AR hh

THIS PROGRAM PRODUCES A FOLAR PLOT

OF THE TRANSFER FUNCTION

ARRAY DEFINITIONS:

A{)=MAGNITUDE OF THE SEMICIRCLE ON THE PLOT
R()=PHASE ANGLE OF EACH POINT ON THE SEMICIRCLE
01() THROUGH 04 ()= MAGNITUDE OF TRANSFER FUNCTION
PH1() THROUGH PH4 ()= PHASE OF TRANSFER FUNCTION
Z()= TRANSFER FUNCTION (MAGNITUDE, PHASE)
F{)=FREQUENCY

0X () =INTERMEDIATE MAGNITUDE OF TRANSFER FUNCTION
PH{)»INTERMEDIATE PHASE OF TRANSFER FUNCTION
COMPILE WITH MICROSOFT FORTRAN VERSION 4.01

AND McGILL FORTRAN PLOTTING SUBROUTINES

LAST REVISION 09/22/94 @ EDWARD J. HOPPE
ARARdhhd bR h kAR ARk dd kb hd

##%* TAG NUMBER WILL MARK THE PLOT *#&
HRITE(*,‘) fhA kA ARk kR ARk ARk Rk hkk’
WRITE(*,*) ’ID NUMBER®
READ(#,%) TAG
¢ 4% CHOICE OF SCREEN DISPLAY, DRAWING FILE OR HP PLOT FILE
WRITE(W, ‘(A)’) * VIEW, FILE OR HPFILE ? (1, 2 OR 3 )z #
READ(*, *) NDEV
WRITE(*,’(A)’) ’ FUNCTION PLOT ONLY ? (1=YES): *
READ (*, %) NDPL
IF (NDEV.NE.1) THEN
WRITE(*,’(A)’) ’ OUTPUT FILENAME ? : '
READ(*, 7 (A)’) ARG
ENDIF
WRITE(*,850)
READ(*, %) NFILES
850  FORMAT(’ NO. OF INPUT FILES (Max.= 4) :’\)
WRITE(*,%) ‘NO. OF POINTS TO DISCARD (Start,End)’
READ(*, %) NSTRT,NEND
855 DO 18 I=1,NFILES
WRITE(*,900)
READ(*,910) FNAME
900  FORMAT(’ INPUT FILENAME :’\)
910  FORMAT(A)

(e NeNoReNoRo N o Ko Re NoReRe N2 Ke X2 X2 Xz )

c WRITE(*,920)
¢ READ(*,*) XO,XB,XA
€920  FORMAT(’ AMPL. MULTIPLIER :’\)
c WRITE(*,922)
¢ READ(*,%) XP
€922  FORMAT(’ PHASE SHIFT :’\)
[ VLA R il F e Y T T T I T YT T T Y T
c #* DEFINE THE SEMICIRCLE
DO 60 J=1,180
A{T)=1.0
R(J)==-FLOAT (J) *0.017453293
60 CONTINUE
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25
901
252

NROOGN

50

51

10

11
12

13
14

15
16

17
18

LIMIT=42
LIMIT=LIMIT-NEND
OPEN (5, FILE=FNAME)
DO 25 J=1,LIMIT
READ(5,901) F(J),2(J)
CONTINUE
FORMAT (1F25.15,3X,2 (1F25.15, 3X) )
CLOSE (5, STATUS='KEEP")
*% DEFINE FREQUENCY STEP AND MAX. FREQUENCY
FSTEP=F (2)
FMAX=250.0
** CONVERT TRANSFER FUNCTION
#% INTO MAGNITUDE AND PHASE
CALL MAGPHASE (Z,PI,LIMIT)
DO 27 J=1,LIMIT
OX(J)=REAL(2(J))
PH(J)=IMAG(Z(J))
OX (J) =XO+XB*O0X (J) *EXP (XA*FLOAT (J-1) )
OX(J)=0X(J) *EXP (XP*FLOAT (J=1) )
PH(J) =PH (J} *EXP (XP*FLOAT (J-1) )
CONTINUE
IF (NSTRT.EQ.0) GOTO 51
LIMIT=LIMIT-NSTRT
DO 50 J=1,LIMIT
F(J)=F (J+NSTRT)
OX (J) =OX (J+NSTRT)
PH (J) =PH (J+NSTRT)
CONTINUE
OX(LIMIT+1)=0.0
OX (LIMIT+2)=1.0
PH(LIMIT+1}=0.0
PH(LIMIT+2)=1,0
IF (I.EQ.1) GOTO 10
IF (I.EQ.2) GOTO 12
IF (I.EQ.3) GOTO 14
IF (I.EQ.4) GOTO 16
DO 11 L=1,LIMIT
01 (L) =0X(L)
PH1 (L) =PH (L)
CONTINUE
GOTO 18
DO 13 L=1,LIMIT
02 (L)=0X (L)
PH2 (L) =PH (L)
CONTINUE
GOTO 18
DO 15 L=1,LIMIT
03 (L) =0X (L)
PH3 (L)=PH(L)
CONTINUE
GOTO 18
DO 17 L=1,LIMIT
04 (L)=0X (L)
PH4 (L)=PH (L)
CONTINUE
CONTINUE
LA R Y T T Y Y Y Y R 2 22 L s 2L ]
IF (NDEV.EQ.1) CALL PLOTON{(9,’8')
IF (NDEV.EQ.2) CALL PLOTON(3,ARG)
IF (NDEV.EQ.3) CALL PLOTON(1,ARG)
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CALL FACTOR(0.6,0.6)

#% PLOT THE RECTANGLE AND SYMBOLS

CALL RECT(1.,0.4,10.,15.5,0.,3)

IF (NDPL.EQ.1) GOTO 44

CALL RECT(1.01,0.41,9.98,15.48,0.,3)

CALL SYMBOL(1.8,0.5,0.1,

/MCGILL UNIV./GEOTECENICAL RESEARCH CENTRE’,O0.,41)

CALL NUMBER(15.2,0.5,0.1,TAG,0.,~1)

CALL SYMBOL(6.,9.85,0.35,/FREQUENCY DOMAIN FFT’,0.,21)
CALL SYMBOL(5.99,9.84,0.35,  FREQUENCY DOMAIN FFT’,0.,21)
CALL SYMBOL(4.7,9.25,0.25,’TRANSFER FUNCTION’,0.,17)

CALL SYMBOL(12.,9.4,0.15, FSTEP= MHz’,0.,15)
CALL NUMBER(12.9,9.4,0.15,FSTEP,0.,3)
CALL SYMBOL(12.,8.4,0.15,/FMAX = MHz’,0.,15)

CALL NUMBER(12.9,8.4,0.15,FMAX,0.,3)
CALL RECT(1.8,1.2,8.40,14.1,0.,3)
CALL DASH(2.50,8.3,15.35,8.3,0.5)
CALL DASH(8.85,9.0,8.85,1.5,0.5)
CALL SYMBOL(8.9,8.4,0.15,7(0,0)”,0.,5)
CALL SYMBOL(14.6,8.4,0.15,7[1,0]7,0.,5)
CALL SYMBOL(2.5,8.4,0.15,¢[=1,0]’,0.,6)
CALL SYMBOL(8.9,1.5,0.15,¢=47,0.,2)
CALL PLOT(8.85,8.3,=3)
CALL GETWDW (XMIN,XMAX,YMIN,YMAX)
YMAX=8.3
CALL PLTSZE(7.0,7.0,1E6)
LIN=179
#% PLOT TRANSFER FUNCTIONS
CALL POLAR(A,R,LIM,1,0,3,0.0,0.17)
CALL NEWPEN(1)
CALL POLAR(OQl,PH1,LIMIT,1,5,0,0,0,0.17)
CALL PLOT(-8.5,~6.0,-3)
CALL POLAR(O1,PH1,LIMIT,1,0,03,0.0,0.17)
CALL FLINE(O1,PH1,-LIMIT,1,0)
GOTO B0O
#* COMPUTE LOCATIONS OF VARIOUS
#% FREQUENCY COMPONENTS
F12X=01 (1) *COS (PH1 (1) ) *5.882352941
F12Y=01 (1) *SIN(PH1(1)) *5.882352941
CALL SYMBOL{F12X,F12Y,0.13,127,0.,2)
F20X=01 (1) *COS (PH1{1) ) %5.882352941
F20Y=01{1) *SIN(PH1 (1)) *5.882352941
CALL DASH(0.0, 0.0, F20X, F20Y,0.5)
CALL SYMBOL(F20X,F20Y,0.13,7207,0.,2)
F50X=01 (8) #COS (PH1 (8) ) #5.882352941
F50¥=01 (8) *SIN(PH1(8))*5.882352941
CALL SYMBOL{F50X,F50Y,0.13,750°,0.,2)
F100X=01 (21) *COS (PH1(21) ) #5.882352941
F100Y=01(21) *SIN(PH1(21))*5.882352941
CALL DASH(0.0,0.0,F100X,F100Y,0.5)
CALL SYMBOL(F100X,F100¥,0.13,°1007,0.,3)
F120X=01 (26) *COS (PH1(26) ) #5.882352941
F120¥Y=01(26) *SIN (PH1(26) ) #5.882352941
CALL SYMBOL(F120X,F120Y,0.13,71207,0.,3)
F150X=01(33) *COS(PH1(33)) #5.882352941
F150Y=01(33) *SIN(PH1(33))*5,882352941
CALL SYMBOL(F150X,F150Y,0.13,/1507,0.,3)
IF (F(LIMIT+NSTRT).GT.200,0) THEN
F200X=01 (45) *COS (PH1({45) ) #5,882352941

119



L. EeXeNrNeRrRyl

anNnooaon

701

noon

F200Y=01(45) *SIN(PH1(45))*5.882352941
CALL DASH(0.0,0.0,F200X,F200Y,0.5)
CALL SYMBOL(F200X,F200Y¥,0.13,/200/,0.,3)
ENDIF
IF (F(LIMIT+NSTRT).GT.500.0) THEN
F500%X=01(121) *COS (PH1(121) ) #5.882352941
F500Y=01(121) *SIN(PH1{121))*5.882352941
CALL DASH(0.0,0.0,F500X,F500Y,0.5)
CALL SYMBOL(F500X,F500Y,0.13,7500/,0.,3)
ENDIF
IF (NFILES.EQ.1) GOTO 30
CALL NEWPEN(2)
N=1
** PLOT SECOND TRANSFER FUNCTION
CALL POLAR(O2,PH2,LIMIT,1,0,3,0.0,0.17)
GOTO 701
F12X=02 (1) *COS (PH2 (1)) *5. 882352941
F12Y=02 (1) *SIN(PH2 (1) } *5.882352941
CALL SYMBOL(F12X,F12¥,0.13,’127,0.,2)
F20X=02 (1) *COS (PH2 (1) ) *5.882352941
F20Y=02 (1) *SIN(PH2 (1)) *5,882352941
CALL DASH(0.0,0.0,F20X,F20Y,0.5)
CALL SYMBOL(F20X, F20Y,0.13,’207,0.,2)
F50X=02 (8) *COS(PH2 (8) ) *5,882352941
F50Y=02 (8) *SIN(PH2 (8) ) #5.882352941
CALL SYMBOL(F50X,F50Y,0.13,/507,0.,2)
F100X=02 (21) *COS (PH2 (21) ) #5.882352941
F100Y=02 (21) *SIN(PHK2 (21)) #5.882352941
CALL DASH(0.0,0.0,F100X,F100Y,0.5)
CALL SYMBOL(F100X,F100Y,0.13,7100/,0.,3)
F120X=02(26) #COS (PH2 (26) ) *5.882352941
F120Y=02 (26) *SIN(PH2 (26) ) #5. 882352941
CALL SYMBOL(F120X,F120Y,0.13,120’,0.,3)
F150%=02(33) *COS(PH2 (33)) #5.882352941
F150¥=02(33) *SIN(PH2 (33))*5.882352941
CALL SYMBOL{F150X,F150Y,0.13,7150,0.,3)
IF (F(LIMIT+NSTRT).GT.200.0) THEN
F200X=02{45) *COS (PH2 (45) } *5.882352941
F200Y=02 (45} #SIN(PH2 (45) ) #5.882352941
CALL DASH(0.0,0.0,F200X,F200Y,0.5)
CALL SYMBOL(F200X,F200Y¥,0.13,/200,0.,3)
ENDIF
IF (F(LIMIT+NSTRT).GT.500.0) THEN
F500X=02 (121) #COS{PH2 (121) ) *5,882352941
F500Y=02(121) *SIN(PH2 (121)) #5.882352941
CALL DASH(0.0,0.0,F500X,F500Y,0,5)
CALL SYMBOL{F500X,F500Y,0.13,/5007,0.,,3)
ENDIF
IF (N.EQ.3) GOTO 701
N=N+1
GOTO 700
IF (NFILES.EQ.2) GOTO 30
CALL NEWPEN (5)
#% PLOT THIRD TRANSFER FUNCTION
CALL POLAR(O3,PH3,LIMIT,1,0,3,0.0,0.17)
GOTO 702
F12X=03 (1) *COS (PH3 (1) } #5.882352941
F12Y=03 (1) *SIN (PH3 (1) ) #5.882352941
CALL SYMBOL(Fi2X,F12Y,0.13,7127,0.,2)
F20X=03 (1) *COS (PH3 (1) ) #5.882352941
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F20Y¥=03 {1) *SIN(PH3 (1)) *5.882352941
CALI, DASH(0.0,0.0,F20X,F20Y,0.5)
CALL SYMBOL(F20X,F20Y¥,0.13,7207,0.,2)
F50X=03 (8) *COS (PH3 (8) ) *5. 882352941
F50Y=03 (8) *SIN(PH3 (8) ) *5,882352941
CALL SYMBOL(F50X,F50Y,0.13,7507,0.,2)
F100X=03 (21) *COS (PH3 (21) ) ¥5.882352941
F100Y=03 (21) #SIN (PH3 (21) ) #5.882352941
CALL DASH(0.0,0.0,F100X,F100Y,0.5)
CALL SYMBOL(F100X,F100Y,0.13,7100,0.,3)
F120X=03 (26) *COS (PH3 (26) ) *5.882352941
F120Y=03(26) *SIN(PH3(26))*5.882352941
CALL SYMBOL(F120X,F120Y,0.13,7120,0.,3)
F150X=03 (33) #COS (PH3 (33) ) #5.882352941
F150Y=03 (33) *SIN(PH3 (33))*5.882352941
CALL SYMBOL(F150X,F150Y,0.13,71507,0.,3)
IF (F(LIMIT+NSTRT).GT.200.0) THEN
F200X=03 (45) *COS (PH3 (45) ) #5.882352941
F200Y=03 (45) *SIN (PH3 (45) ) #5.882352941
CALL DASH(0.0,0.0,F200X,F200Y,0.5)
CALL SYMBOL(F200X,F200Y,0.13,7200',0.,3)
ENDIF
IF (F(LIMIT+NSTRT).GT.500.0) THEN
F500X=03 (121) *COS (PH3 (121) ) %5.882352941
F500Y=03 (121) *SIN(PH3(121) ) %5.882352941
CALYL DASH(0.0,0.0,F500X,F500Y,0,5)
CALL SYMBOL(F500X,F500Y,0.13,/5007,0.,3)
ENDIF
IF (NFILES.EQ.3) GOTO 30
CALL NEWPEN (6)
N=1
#* PLOT FOURTH TRANSFER FUNCTION
CALL POLAR{04,PH4,LIMIT,1,0,3,0.0,0.17)
F12X=04 (1) #COS (PH4 {1} ) #5.882352941
F12Y=04 (1) #SIN(PH4 (1)) *5.882352941
CALL SYMBOL(F12X,F12Y,0.13,7127,0.,2)
GOTN 30
F20X=04 (1) *COS (PH4 (1) ) #5.882352941
F20Y=04 (1) *SIN(PH4 (1)) *5.882352941
CALL DASH(0.0,0.0,F20X,F20Y,0.5)
CALL SYMBOL{F20X,F20Y,0.13,720’,0.,2)
FS0X=04 (8) #*COS (PH4 (8) ) #5.882352941
F50Y=04 (8) *SIN(PH4 (8) ) *5.882352941
CALL SYMBOL(F50X,F50Y,0.13,7507,0.,2)
F100X=04 (21) #COS (PH4 (21) ) #5.882352941
F100Y=04 (21) #*SIN(PH4 (21))*%5.882352941
CALL DASH(0.0,0.0,F100X,F100Y,0.5)
CALL SYMBOL(F100X,F100Y,0.13,71007,0.,3)
F120X=04 (26) *COS (PH4 (26) ) #5,882352941
F120Y=04 (26) *SIN(PH4 (26))45.882352941
CALL SYMBOL({F120X,F12z0Y,0.13,71207,0.,3)
F150X=04 (33) *COS (PH4 (33) ) #5, 882352941
F150Y=04 (33) *SIN(PH4 (33) ) #5.882352941
CALL SYMBOL(F150X,F150Y¥,0.13,°1560’,0.,3)
IF (F(LIMIT+NSTRT).GT.200.0) THEN
F200X=04 (45) *COS (PH4 (45) ) #5.882352941
F200Y=04 (45) *SIN(PH4 (45) ) #5.882352941
CALL DASH(0.0,0.0,F200X,F200Y,0,5)
g:g? SYMBOL (F200X, F200Y, 0,13, /2007 ,0.,3)
F
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IF (F(LIMIT+NSTRT).GT.500.0) THEN
F500X=04 (121) #COS (PH4 (121) ) ¥5.882152941
F500Y=04 (121) *SIN(PH4 (121) ) #5.882352941
CALL DASH(0.0,0.0,F500X,F500¥,0.5)

CALL SYMBOL(F500X,F500Y,0.13,75007,0.,3)}
ENDIF

IF (N.EQ.3) GOTO 30

N=N+1

GOTO 705

10 CALL ENDPLT
GOTO 855
END

[ I I3 2233 Y2312 S22 3ES3320 RXE 2222 ]

c #% CONVERT TRANSFER FUNCTION TO MAGNITUDE AND PHASE
SUBROUTINE MAGPHASE (A,PI,LIMIT)
COMPLEX*8 A(500)

REAL#*4 M(500),P(500)
DEG=180.0/PI

DO 5 K=1,LIMIT
DBLA=IMAG (A (K))
DBLB=REAL (A (K))

c *% MAGNITUDE #*
M(K)}=ABS (A(K))

c #% PHASE *#
IF(DBLA.EQ.0.0.AND.DBLB.EQ.0.0} THEN
P(K)=0.0
GOTO 10
ENDIF
P (K) =ATAN2 (DBLA , DBLB)

c P(K) =P (K) *DEG
IF(K.EQ.1) P(K)=0.0

10 A(K)=CMPLX (M(K) ,P(K)}

5 CONTINUE

RETURN

END

s NeNeNeNeKe!
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1.5 Matching of Database and Test Waveforms

DIMENSION F(2049),A(5200),B(5200),V(5200),MA(200)
DIMENSION X({52¢0),DIFF{200),D(20),DS(200)
COMPLEX*8 IN(4096),0U(4096),2(4096)

COMPLEX#8 FXX(4096) ,FYY(4096) ,FXY(4096)

COMPLEX*8 GXX({4096) ,GYY(4096),GXY (4096)

INTEGER*2 NDB(200},JC(200},JCL(200)

CHARACTER*10 PARAM, KNOWN, ANAME, UNKNOWN,, BNAME

CHARACTER+*6 FL
T L T R L ST I 2 D Y L

THIS PROGRAM MATCHES TEST AND DATABASE WAVEFORMS
AS PER FIGURE 4.35
ARRAY DEFINITIONS:
F{) =FREQUENCY
A()=INPUT DATABASE FILE
B()=INPUT TEST FILE
V()=INPUT TEST FILE
MA()=MAGNITUDE OF TRANSFER FUNCTION
X()=INPUT DATABSE FILE
DIFF () =DIFFERENCE BETWEEN 1 AND ACTUAL COHERENCE
D()=SUM OF 1-COH
DS{)=NUMERICAL SORT OF 1-COH VALUES
IN()=TIME DOMAIN DATA
OU()=TIME DOMAIN DATA
Z()= TRANSFER FUNCTION
FXX()=DATABASE INPUT POWER SPECTRUM
FYY () =DATABASE OUTPUT POWER PECTRUM
FXY()=DATABASE CROSS SPECTRUM
GXX()=TEST INPUT POWER SPECTRUM
GYY()=TEST OUTPUT POWER SPECTRUM
GXY()=TEST CROSS SPECTRUM
NDB () =NUMERICAL SORTING
JC() =NUMERICAL SORTING
JCL()=NUMERICAL SORTING
COMPILE WITH MICROSOFT FORTRAN Vv.4.01
LAST REVISION 09/22/94 @ EDWARD J. HOPPE
AR hdkd kR Rk A h Rk d Wk R Rl ok ok ke de ke e
ITF=0
WRITE(%,*)
WRITE(*,890)
890  FORMAT(’ NAME OF DATABASE SET: ’\)
READ(*,891) KNOWN
891  FORMAT(A)
WRITE(*,892)
892  FORMAT(’ NAME OF TEST SET: ’\)
READ{%,891) UNKNOWN
WRITE(%,894)
894  FORMAT(’ NAME OF PARAMETER FILE: ‘\)
READ(%,891) PARAM
WRITE(%, %)
OPEN (7, FILE='MATCH’ , STATUS='UNKNOWN’ }

(e N e e Re N s Nr e Ne e Ro e Re No e Re NrReReRe ReRe e NeRoeRe Ne Ne Xs!

c ** OPEN INPUT SET #%
OPEN (4, FILE=UNKNOWN , STATUS=’OLD' )
2 OPEN (3, PILE=PARANM)
c == INPUT CUT_POINT, +/-CUT, TRIM --
READ(3,*) NX,IPM,ITM
c -- INPUT FREQUENCY RANGE
READ(3,%) FST,FSP
CLOSE(3, STATUS=/KEEP ')
PI=3.141593
DEG=180,0/PI
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LN=12
N=2#*LN
ND2P1=N/2+1
IDB=0
INP=0
c *% READ INPUT FILENAME #+
READ(4, ’ (A) /) BNAME
IF(BNAME.EQ./FIN’} THEN
CLOSE (4, STATUS='KEEP’)
CLOSE (7, STATUS='KEEP')
GOTO 9959
ENDIF
c %% OPEN INPUT FILE %%
OFPEN (2, FILE=BNAME, STATUS='0QLD’)
INP=INP+1
READ(2,%*) NPT,TSTEP,XZERO
TSTEP=(TSTEP/1.333) *1.0E9
XZERO=(XZERO/1.333) *1.0E9
READ(2,%) B(1)
IF(B(1).LT.-1.0) B{1)=0.0
DO 11 L=2,NPT
READ(2,*) B(L)
c IF(B(L).LE.~50.0) B(L)=B(L-1)
11 CONTINUE
CLOSE(2, STATUS='KEEP’)
CALL MEDIAN(B,NPT)
WRITE (*, %)
DO 12 L=1,NX
V(L) =B(L)
12 CONTINUE
N1=NX+ITM
N2=NX+NX
N3=NX-ITM
DO 15 L=Ni+1,N2
B({L=N1)=2,0%B(L)
15 CONTINUE
DO 16 L=ITM+1,NX
V(L-ITM)=V(L)
1la6 CONTINUE
DO 17 L=2,N3
B(L)=B(L) <B(1)
V(L)=V (L} -V (1)
17 CONTINUE
B(1)=0.0
V(1)=0.0
DO 171 L=1,N3
X(L)=V(L)
171 CONTINUE
CALL TAIL(B,NX,ITM,PI,N)
CALL TAIL(V,NX,ITM,PI,N)
Cc %% V=INPUT ; B=QUTPUT **
DO 22 L=1,N
IN(L)=CMPLX (V(L))
OU(L)=CMPLX (B (L) }
22 CONTINUE
FSTEP=(1.0/ (FLOAT(N) *TSTEP*1.0E=9)) /1.0E6
I5T=-1
ISP==1
IF(FST.EQ.0.0) IST=1
F(1)=0.0
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25

30
45

50

55
100

DO 25 L=2,ND2F1
F(L)=F(L~1) +FSTEP
IF(IST.EQ.-1.AND.F(L).GE.FST) THEN
1ST=L

FST=F (L)

ENDIF
IF(ISP.EQ.=-1.AND.F(L) .GE.FSP) THEN
ISP=L

FSP=F (L)

ENDIF
CONTINUE

CALL FFT(IN,LN,PI)

CALL FFT(OU,LN,PI)}
DO 30 L=1,ND2P1

IF (F(L).GT.FSP) GOTO 45

2 (L)=0U (L) /IN(L)
GXX(L)=CONJG (IN(L))*IN(L)
GYY (L) =CONJG (OU(L) ) *OU (L)
GXY (L) =CONJG (IN (L} ) #OU(L)
CONTINUE

#% OPEN DATABASE SET ##
OPEN (5, FILE=KNOWN , STATUS='OLD’)
IDB=IDB+1
OPEN (10, FILE=/TMP’ , STATUS="'UNKNOWN" }
IF=100+IDB
JF=200+INP
WRITE(10,903) IF,JF
CLOSE (10, STATUS='KEEP’)

%% READ DATABASE FILENAME #%
READ(S5,’ (A) ‘) ANAME

IF (ANAME.EQ. ‘FIN’) GOTO 200

*% OPEN DATABASE FILE *+
OPEN (1, FILE=ANAME, STATUS='OLD" )
WRITE(#,+) ANAME,BNAME
READ(1,*) NPT,TSTEP,XZERO
TSTEP=(TSTEP/1.333)*1,0E9
XZERO=(XZERO/1.333) *1,0E9
READ({1,*) A(1)

IF(A(1).LT.=1.0) A(1)=0.0
DO 10 L=2,NPT
READ(1,*) A(L)

IF(A(L) .LE.=50.0)} A(L)=A(L=1)
CONTINUE

CLOSE(1, STATUS=/KEEP’)
CALL MEDIAN(A,NPT)

IK=0
DO 100 K=ITM-IPM,ITM+IPM
IK=IK+1
DO 50 L=1+K,N3+K
V(L-K}=A (L)

CONTINUE

SUM=0.0

DO 55 L=1,N3
SUM=SUM+ (V (L) =X (L)) %2
CONTINUE

DIFF (IK)=SUM

CONTINUE

SMALL=1.0E6

DO 110 L=}, IK
SMALL=MIN(SMALL, DIFF (L))
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112
114
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56

57

58

60
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CONTINUE

DO 112 L=1,IK

IF(SMALL.EQ.DIFF (L)) THEN

J=NX-IPM+L~1

ITT=ITM+ (J-NX)

GOTO 114

ENDIF

CONTINUE

WRITE(*,*) ¢/ OPTIMUM DATABASE WAVEFORM CUT_POINT *

WRITE(*,*) J

WRITE(*,*) ¢ OPTIMUM DATABASE WAVEFORM PRETRIGGER TRIM ’

WRITE(*%,*) ITJ

WRITE(*,*)

DO 115 L=1,J

V(L)=A(L)

CONTINUE

N1=J+ITJ

N2=J+J

DO 56 L=N1+1,N2

B(L~N1)}=2.0%A(L)

CONTINUE

DO 57 L=ITJ+1,J

V{L-ITJ)=V (L}

CONTINUE

DO 58 L=2,J-ITJ

B(L)=B(L)-B{1}

V(L)=V(L)=V(1)

CONTINUE

B(1)=0.0

v(1)=0.0

CALL TAIL(B,J,ITJ,PI,N)

CALL TAIL(V,J,ITJ,PI,N)

PERFORM FFT: IN=INPUT FFT ; OU=OUTPUT_FFT

DO 60 L=1,N

IN(L)=CMPLX (V (L))

OU(L)=CMPLX (B (L))

CONTINUE

CALL FFT(IN,LN,PI)

CALL FFT(OU,LN,PI)

OPEN(10,FILE='TMP’,STATUS='OLD’)

READ(10,891) FL

CLOSE (10, STATUS=’DELETE’ )

** ,TF = TRANSFER FUNCTIOM

** ,PS = POWER SPECTRUM

*% .CS = CROSS SPECTRUM

%% _COH = COHERENCE

OPEN(10,FILE=FL//’.TF’,STATUS='UNKNOWN’ )

OPEN(11,FILE=FL//’.PS’,STATUS='UNKNOWN’)

OPEN (12, FILE=<FL//’.CS’,STATUS=’UNKNOWN' )

OPEN(13,FILE=FL//!.COH/ ,STATUS='UNKNOWN’)

DO 62 L=1,ND2P1

IF (F(L).GT.FSP) GOTO 70

ZIN=2Z (L)

2 (L)=0U(L) /IN(L)
Z(L)={CMPLX{1.0,0.0)+Z(L))/(CMPLX(1.0,0.0)~Z(L})
MA(L)=ABS(Z (L))

FXX (L) =GXX (L) +CONJG (IN(L) ) *IN (L)

FYY (L)=GYY (L) +CONJG (QU(L) ) *OU (L)

FXY (L) =GXY (L) +CONJG (IN (L) ) #*0U (L)

MA (L) =REAL (ABS (FXY (L) ) #%2/ (FXX (L) *FYY (L))}
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70

575

200

917

918
919

202

163

WRITE(10,502) F(L),ABS(Z(L)),ATAN2 (IMAG(Z(L)),
REAL(Z(L))),ABS(2IN),ATAN2 (IMAG(ZIN),REAL(ZIN))
WRITE(11,901) F(L),REAL(FXX(L)),REAL{FY?Y(L))
WRITE(12,901) F(L}),FXY(L)

WRITE(13,901) F(L),MA(L)

CONTINUE

CLOSE (10, STATUS=/KEEP’)

CLOSE(11,STATUS='KEEP’}

CLOSE(12, STATUS=’KEEP’ )

CLOSE(13,STATUS='KEEP’)

SUM=0,0

DO 575 L=IST,ISP

SUM=SUM+{1.0~MA (L))

CONTINUE

WRITE(*,*) ¢ SUM [1-COH(I))’

WRITE(*,*) SUM

WRITE(*, *)

D(IDB)=SUM

., JC(IDB)=J
" GOTO 1

CLOSE (5, STATUS=* KEEP' )

IF(ITF.EQ.1) GOTO 202

WRITE(7,915)

WRITE(7,917)

FORMAT(’ CONTAMINANT MATCH
WRITE(7,915)

WRITE(7,%)

WRITE(7,920) ¢ MIN. FREQ.
WRITE(7,920) ’ MAX. FREQ.
WRITE(7,%)

WRITE(7,915)

WRITE(7,918)

WRITE(7,919)

FORMAT(/ RANK DATABASE TEST SUMMATION  OPT._DB._WFM’)
FORMAT (’ WAVEFORM WAVEFORM [1-COH*2(I)] CUT_POINT’)
WRITE(7,916)

WRITE{7,%}

ITF=1

WRITE(%,915)

WRITE(*,917)

WRITE(*,915)

WRITE(#*,*)

WRITE(*,920) ‘ MIN. FREQ.
WRITE(*,920) ’/ MAX. FREQ.
WRITE(*, %)

WRITE(*,915)

WRITE(*,918)

WRITE(¥,919)

WRITE(*,916)

WRITE(*,*)

DO 161 N=1, IDB-1
SMALL=1.0E6

DO 163 L=1,IDB-1
SMALL=MIN (SMALL,D(L))
CONTINUE

DS (N) =SMALL

DO 165 Lm1,IDB-1

IF(D(L) .EQ,SMALL) THEN
NDB(N)=L

JCL(K)=JC(L)

f,FS8T
', FSP

', FST
!, FSP
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165
161

170
175

901
902
903
908
915
916
920
999

10

20

D(L)=1.0E6

ENDIF

CONTINUE

CONTINUE

DO 175 N=1,IDB-1

OPEN (5, FILE=KNOWN, STATUS='0LD" )

DO 170 L=1,1DB-1

READ(5, ' (A}’) ANAME

IF(NDB(N).EQ.L) THEN

WRITE(*,908) N,ANAME,BNAME,DS(N),JCL(N)
WRITE(7,908) N,ANAME,BNAME,DS(N),JCL{N)
ENDIF

CONTINUE

CLOSE (5, STATUS="KEEP’)

CONTINUE

WRITE(7,916)

WRITE(*,915)

WRITE(*, *)

GOTO 2

FORMAT (1F25.15,3X,2 (1F25.15,3X))

FORMAT (1F10.2,2X,6(1F8.5,2X))
FORMAT (2 (I3))

FORMAT (1X,I4,2X,A10,1X,A10,1F10.4,4X,I6)

FORHAT(' *****i*i*i**i***tt*i*ti****i***ﬁt*********iiti**tt****')

FORMAT(
FORMAT (1X,A15,1F6.2)
END
kb khhhhhd ki kb kb ARk khdhkkhhkhbbkdihk
fkhh ket khk kv Rk d ok dd kR hhkdhw
** COSINE TAIL APPLICATION
SUBROUTINE TAIL (F,NX,ITM,PI,N)
REAL*4 F(4096),A,PI
IX=NX-IT™
M=INT(0,70%IX)
I= (IX-M) %2
K=(IX=M)=1
DO 10 L=M,IX
K=K+1
A=0.5%(1.0-COS(2.0*PI*FLOAT (K) /FLOAT(I)))
F(L)=F (L) *a
CONTINUE
DO 20 L=IX+1,N
F (L) =F (IX)
CONTINUE
RETURN
END
dknkhkkh RNk AR ARk kA bbbk hdd
*% FAST FOURIER TRANSFORM
SUBROUTINE FFT (F,LN,PI)
REAL*4 PI,X
COMPLEX*8 F(4096),U,W,T
Ne2#4LN
NV2=N/2
NM1mN-1
J=1
DO 3 I=1,NM1
IF(I.GE.J) GOTO 1
T=F (J)
F(J)=F(I)
F(I)=T
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1 K=NV2
2 IF(K.GE.J) GOTO 3
J=J=K
K=K/2
GOTO 2
3 J=J+K
DO 5 L=1,LN
LE=2%38L
LE1=LE/2
U=CMPLX (1.0, 0.0)
¥=PI/FLOAT(LE1)
W=CMPLX (COS (X) ,~SIN(X))
DO § J=1,LEl
DO 4 I=J,N,LE

IP=I+LE1
T=F{IP}*U
F(IP)=F(I)-T
4 F(1)=F(I)+T
5 U=Usw
DO 6 I=1,N
F(I)®F(I)/FLOAT (N}
6 CONTINUE
RETURN
END
c ARh AR AR A AN AR RNk A kb hR
c #%# MEDIAN FILTERING

SUBROUTINE MEDIAN(A,NPT)
REAL%4 A(5200),D(25),SMALL
REAL%4 B(5200)
DO 10 L=13,NPT-12
M=l
DO 15 I=L-12,L+12
D{M)=A(I)
M=M+1
15 CONTINUE
DO 20 K=1,13
SMALL=1.0E10
DO 30 M=1,25
SMALL=AMIN1 (SMALL,D(M))
30 CONTINUE
DO 17 M=1,25
IF(D{M) .EQ.SMALL) THEN
D(M)=1.0El0
GOTO 20
ENDIF
17 CONTINUE
20 CONTINUE
B(L)=SMALL
10 CONTINUE
DO 50 L=1,12
B(L)=B(13)
50 CONTINUE
DO 655 L=NPT-11,NPT
B(L)=B (NPT~12}
655 CONTINUE
DO 60 L=1,NPT
A(L)=B(L)
60 CONTINUE
RETURN
END
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Prefiminary experiments indicate the feasibility of constructing for field use a contaminant-delection instrumentation
hused on dicleetric measurements. This study applies the technigue of time-domain reflectomelry to assess characteristic
“signatures” of some sclzsied coplaminants and seil-contaminant mixtures. The results imply thit a proper differentiation
between various sighatures can be attained, allowing an assessment in regard to soil-contaminant status, The projuosed
techinique is similar in principlc to the induced-potarization method applicd in mincral exploration.

Key words: clectric polarization, contaminant transport, dielectrics, induced polarization, nonpolar liguids, lime.
domain reflectometry, relaxation, vontaminant-soil interaction.

Des expériences préliminaires indiquent fa faisabilité de [a consiruction d'une instrumcentation pour la détection du
contaminaats sur le terrain basée sur les mesures didlectriques. Cetie étude utilise 1a technigue de refleclométric & plage
temporelic pour évaluer les « signatures » caractéristiques de contaminants sélectionnés et de mélanges sul-cantaminant,
L.cs résultats impliguent gue I'op peut obtenir unc différcatiation entre les diverses signatures suffisanie pour permeitre
une évaluation guant d I'éal du sol-contaminant, La tcchnigue suggérée est en principe semblable 4 1o méthode de
polarisation induite utilisée pour I'exploration minitre.

Mols ciés ; polarisation électrique, transport de conlaminant, diélectriques, polarisation induite, liguides nogn polaires,

réflectométric a plage temporelle, relaxation, interaction sol-contaminant.

Can, Geotech, J. 28, S36-550 {19R9)

Introduction

In the last decade, mounting environmental concerns have
forced governments of the United States and Canada to pass
a scrics of regulatory legislations, aimed ai protecling the
groundwatcer supply. These actions have resulled in a
substantial decrease of waste water discharges into lakes and
streams, but the use of land as a major repository of hazard-
ous waste still continues. According to (he United States
Environmental Protection Agency, American industry pro-
duces approximately 35 million metric tons of toxic wasic
cach ycar {Waller and Davis 1984). Much of this waste is
disposed in land impoundments contained within man-made
or natural materials, such as synthetic and clay liners. The
singfc, most important requirement for these liners is that
they act as barricrs to fully contain hazardous wasles of
leachates within the disposal site. In many instances, as for
cxample in the Province of Quebec, Canada, the use of clay
liners as barriers has become a mandatory requirement on
all newly constructed landfill sites (ministére de I'Environne-
ment du Québec 1987a, b),

The use of low-permeability lining materials has been
proven an effective method for containment of many types of
wasic lcachatcs and could benefit from the usc of an in situ
detection (echnigue 1o monitor the performance of these
linees. Current monitoring procedurcs, which generally rely
upon groundwater-quality monitoring or use of suction lysi-
meters, arc not tolally satisfactory in pinpointing the loca-
tion of a liner failure or in evaluating the extent of movement
of a contaminant plume in the liner or in the subsurface.
Obviously, detection of a plume advance between wells can
pose a scrious challenge, particularly if the wells arc not
“properly” placed.

The aim of this study centers on the development of a
viable ficld monitoring technigue capabie of detecting the
advance of a contaminant plume in the substrate soil
material. The proposed method involves an application of

Ponied 0 CCanala  Impeour ay Eatuls

{Traduit par la revue)

phenomena associated with the electrical polarization of
diclectrics. The measurement of frequency-dependent elec-
trical properties of a contaminated soil can provide a
characteristic *“*signature” sufficicntly differemt from that
of an uncontaminated soil to permit detection of a plume
advance.

Before providing an accounting of the development of the
technique and of the obiained results, it is uscful 10 review
the diclectric behaviour of materials and stress its relevance
to the problem at hand.

Theory

In dealing with subsurface contamination, it is informative '
to relate the level of soil contamination to the change in
clectrical properties of the soil. These propertics imay be
substantially affected by the introduction of liguid conlami-
nant into the soil pores: In the imitial approach to the prob-
lem, it is commmon Lo resort to a de resistivily survey in situ.
This method can provide a quick and incxpensive way of
locating a subsurface contamination, provided that the
geological cross section is fairly uniform. In arcas of complex
lithology, hewever, such an approach cannot readily discern
between the resistivity of a particular soil type and that of
a pore fluid. In facl, a varicty of chemically different
materials exhibil essemtiadly similar de resistivities, To
address this lack of selectivity, one may consider moniloring
the resistivity not only at zero frequency (de) but also over
a very wide range of clectrical frequcncies. From the
measurement standpoint, contaminated soils can be regarded
as dicleclric materials, with characieristic resistivities and
diclectric constants influenced by the chemical naturc of the
contaminant. The problem entails the interaction of these
diclectric materials with an electric or a magnetic ficld.

When a time-dcpendent voltage V(1) is applicd to the
diclectric, it causes a charge Q to vary with time, resuiting
in a Mow of current /. Diclectric relaxation concerns the tim-
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Fuii. 1, Phase relationship between voliage (8) and current /)
in a resl diclectric, . resistive component of current; £,
vipieitive componet of current,

ing of this electrical response, which reflects the specilic
relationship between V), Q8 and Ky for various
materials, This relationship applies o a linear system, where
a response and a stimulus are proportional to cach other.
Relaxation constitutes-a delayed response 10 a changing
stimulus. The stimulbus is usually an electrical ficld, while
Q1) and K¢y (Danicl 1967) form the response.

The relationship of ¥(#), Q{1), and £(¢) can be considered
by an amalogy to an electrical circuit consisting of a
capacitance C and a resistance K. When a step-Tunction
vollage is applied (o & capacitor (connected in serics with
i rusistor), the charge tises exponentially form @ = 0 at
t = 010a {raction I /¢ of its linal value at a time 7 = RC:
N Q= CWl = ¢

The delay time 7is called o **time constamt** in clectrical
enginvering and a “'relaxation time' in physics and
chemistry, The capacitance of the diclectric is equal to the
product of the gecometrical component Cy and the dicleetric
constumt ¢. Dielectric relaxation is the manifestation of a
phenomenon whereby the material constant € is variable over
a wide range of frequenvics. Therelore, the capacitance of
a real capacitor actually varies as the time-dependent voltage
is imposed on jits terminals.

When the excilation voltage is sinusoidal, with a given
Trequeney f, and the recorded response forms a current [,
then the phase relationship between these quantitics reflects
the dicleetrie properties of the material, In 4 textbook
example of o perteet diclectric placed in an electric field,
the current leuds the voltage by 90° and no power is being
dissipated. At the other exireme, in a conductor, the drilt
of free clectrons form a conduction current in phase with
the upplied voligge. It hias been documented that in practical
diclectric materials there is always a deteciable conduction
curtenn, which in the case of a good insulater has a very
sl value {von Hippel 1954). Thus, in real diclectrics the
resultant current no longer leads the voltage by 90° bul by
(%) — &), where & may be called a **loss angle.” The greater
tlllc value of 4, the greater the power loss in the diclectric
(Kig. 1),

There are several mechanisms ol polarization that causce
# requency dependence of electrical propertics. Contribu-
tions 1o this polurization arise from the displacement of cleg-
trons relative 10 the nucleus of an alom (electronic

Frequency w

Fiii, 2. [dealized {reguency dependence of diclectriv canstant
and loss angle (after Gemant 1913),

polarization), the movement ol one atomic tucleus relative
to another in the samie molecule (alomic polarization), the
alignment ol molecular dipotes in the direction of applicd
clectrie lield (oricmationul polarization), and the aceunula-
tion of charges at interlaces between materials with different
clectrical propertics.

It has been observed that, due to polarization phenomiena,
& is not a constant for a particular maicrial but varics with
the frequency. The behaviour of the material can be visualized
in terms of a molecular dipole rotating into the direction
of the clectric ficld. When the speed of Field reversal becomes
faster thao the rate of dipolar reorienlation, rolation of the
molccules cannot occus. At this relaxation frequency the
matcrial’s diclectric constant drops in value, since there are
fewer available charges that can be displaced by the eleetric
ficld, Simuliancously, the loss angle & inereases markedly,
signilying a substantial rise in energy dissipation (Fig. 2).
The variability of diclcctric conslant with frequency is
known as dispersion. Thus, the time or (requency
dependence of the dielectric constant can be used to provide
intormation on the rate of dipolar reoricntation in the
material. The relaxation frequeacy is found to be
characteristic of the particular polar molecule.

The geophysical technigue of induced polarization (1)
deteets phenomena primarily associaled with interfacial
polarization, Recent work suggests that orgunic chemicals
can interfere with the cxchange provess in clays, permitting
dircet detection of these organies (Olhoctt 1986). This
mechanism hus been a subject of particular interest to
chemists and molecular physicists performing laboratory
studies on material properties.

Generally, polurization can be attributed to & motion ol
ions, a motion of molecular dipoles, or a motion of electruns
in a molccule, The first group of causes oceurs at the low
cnd of the spectrum, typically at so-called power lrequencics,
A dipole action is commonly obscrvable at microwave
frequencies, whereas a motion of electrons is associated with
optical frequencies. The polarization phenomenon due to
ionic displacement was investigated extensively by Maxwell
(1854) and Wagner (1913). Credit belongs to Debye (1929)
for exploring the meehanistm of dipole polarization and 1o
Lorentz (1915) for work on electronic polarization.

In studying the relaxation properties of various materials
it is imperative to find a freguency range of interest where
the cflects are most pronounced. As pointed out by Cole,
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form of the step response for a Debye relation; the tunnel diode
produces a step impulse (aftcr van Gemert 1973},

this frequency range is often as awkwardly low for solids as
it is awk wardly high for liquids. The rcason for such disparity
is 1that the charge displacement is much more constrained
in a solid matrix than in a liquid. For example, water
molecules in 2 liquid state become aligned with an clectric
field in about 30 us (Keller and Frischknecht 1966). The
amount of polarization is fairly large, as water exhibits the
dicleetric constant of 81.5 at low frequencics.

A study conducted by Hocksira and Delaney (1974) indi-
cates that in geological materials the relationship between
water content, conductivity, and dielectric constant is a
strong function of the soil type from d¢ levels up to about
| MHz. OlhocfiL (1987} shows that in clay-water systems,
there are significant ¢ffects of the clay up to 100 MHz. At
higher frequencics the influence of the pore fluid becomes
dominant. [t is also observed that the frequency of maximum
diclectric loss is appreciably lower in a soil-water mixture
than in bulk water because of the constraints on charge
displacement, attributable to the double layer, 1t is envisaged
that the problem might become more significant in active
clay soils where double-layer effects and infucnces are morc
proncunced. A study by Bockris ef af. {1966) indicales that
liguid molecules of the double layer arc severcly restricted
in their motion, and their relaxation frequency is lowered.
Work involving measurements on packed protein powders
with adsorbed water; conducted by Harvey and Hoekstra
(1972), rcports two distinct rclaxation frequencics, cor-
responding Lo two layers of adsorbed water.

Available measurement techniques
The traditional four-clectrode arrangement used in the JP
method is capable of detecting Jow-frequency relaxations,
which arc commonly associated with the imerfacial polariza-
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tion. Whilc cffective for mineral exploration, this sctup is
not designed 10 detect relaxations of orientational polariza-
tion occurring in pore Muid, A majority of high-frequency
diclectric measurements have been confined (0 a laboratory
cnvironment; however, as with the 11 in situ technique, the
objective of cach method of measurement was detection of
the clectric polarization phenomena. To perform high-
frequency mcasurcements, the monitoring circuit must be
properly shielded from, for example, inductive coupling in
IP between the transmitter and receiver,

To invesligate the relaxation pattern of an analyzed
material, the dispersion of cleciric propertics of dielectrics
is usually evaluated over several decades of frequency. Since
the transicnt technique covers a broad frequency spectrum
with a single impulse, it is often judged more expedicnt than
the alternative of performing a multitude of frequency-
domain measurements. Many rescarchers favour the applica-
tion of a transicnt mcthod over the '*point-by-point’’
approach required in the frequency domain, A Fourier spee-
trum of such an impulsc contains a wide range of frequen-
cies. A single impulse, applied to a diclectric material, yiclds
a lime-domain responsc, When the Fourier speetriy of the
input and the response signal are caleulated, it is possible
to arrive at the same oulcome as obtained with the
frequency-domain approach. The experimental results are
often displayed in the form of a Cole-Cole plot (Cole and
Cole 1941).

Following the work of Fellnes-Feldegg (1969), pulse tran-
sicnt methods have found a widespread use in the study of
fast relaxation processes appearing al microwave Frequencics.
These methods commonly originate from the lield of study
called time-domain reflectometry (TDR), developed in elee-
trical cngincering. Typically, an electrical impulse with a fast
risc time is sent into a coaxial cable. Upon reaching the end
ol the cable cmbedded in the anatyzed material, the impulse
is reflected in a manner indicating the characteristic spectral
signature of the sample matcrial (Fig. 3). The reflected signal
can range in magnitude ftom + [00% to - 100% of the
incident signal. These two extremes correspond to condi-
tions of open-circuit and short-circuil resistivity of the
sample material. The shape of the wave form at carly times
is indicative of capacitive propertics of the material. In the
casc of an ideal capacitor terminating the coaxial cable, the
reflected wave form drops rapidly to zcro potential, before
increasing exponentially towards the level of twice the
amplitude of the incident wave form. This lype of behaviour
represents the capacitor’s property of being a virlwal
conductor at high frequencics and behaving like an insulior
at a de level. In the case of a practical diclectric malerial,
the refected signal does not exhibit a purely exponential rise,
because of polarization phenomena and variation in diclectric
constant and capacitance. A good review of the application
of TDR techniques Lo soils can be Tound in Davis ef af,
(1977).

Diclectric relaxation has tong been recognized as u power-
ful tool for analyzing the physical statc of a system contain-
ing polar molecules or groups. Historically, onc of the
methods for studying the behaviour of polar molecules has
been by mcasuring the complex dicleciric constant
eliw) = ¢'(w) - ie’' (w) over the frequency range of interest.
The results are commonly expressed cither as a diclectric
constant versus frequency graph or as a Cole-Cole plot of
a diclectric loss versus diclectric constant. Dicleciric spec-
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troscopy covers an unusually wide range of frequencics,
from the 10 ** Hz to thie high GHz region, with geologial
materisls typically analyzed in the lower cnd of this
specirum,

Experimental study

In the present study, both time-domain and the frequency-
domain approaches were evaluated and the time-domain
technigue was selected, In time-domain measurement the
distribution of high-frequency components of an impulse
is dependent on the signal’s rise time. Thus, a siceply rising
impulse cxhibits a wide spectrum,

To assess the practicality of applying a TDR method to
contaminant delcetion, a serics of laboratory experiments
was conducted. The instrumentation sctup is shown in
Fig. 4. The main components include the siep-function
generator, coaxial cable terminatcd by a probe, digital wave-
form recorder, amd portable computer 1o analyze the
acquired data. The recording device sclecled was a Tektronix
11402 digitizing oscilloscope thal has a bandwidth of | GHz.
The impulsc signal {ransmitted by the generator is split as
it travels past point A. Half of this signal is detected by the
digitizing osciltoscope, while the other half reaches the
dicieetric material at point B, where it is reflected. Because
the return signal is also split in half at point A, its amplitude
ranges from - 50% Lo +50% of the incident signal.

The step-functlion generator uses a mercury-welted contact
reiay, which delivers reproducible pulses with subnanosecond
rise times (Andrews 1973). The step-funciion gencrator
charges a section of RG 58 coaxial cable, acting as a
capacitor, and discharges it through the mercury switch to
a low-loss RG 214 cable, where it propagates with minimum
distortion.

To simulate field conditions, the length of the RG 214
cable was sclected as 7 m. In the ficld, a probe would be
drilled or pushed into the soil and the recording instruments
placed a1 the surface. A substantial length of coaxial cable
results in impulse deterioration. The cffect of pulse degrada-
tion is illustrated in Fig. 5. The attenuation characteristics
of the initial signal arc compared with thosc of the signal
reflegted from point B, measured at point A. In the range
of 0-200 MHz the RG 214 coaxial cable does not significantiy
attcauate the signal. Furthcrmore, it can be scen that the
200 MHz frequency component exhibits about 40 dB atten-
ualion, which translaics into a signal strength of 0.01 of the
de component. This signal level is well within the resolution
capability of Tekironix 11402,

The concept of an extended central electrode, surrounded
by a diclectric material, borrows from the lumped capacitance
method of Iskander and Stuchly (1972). Electrically, the
equivalent cireuil may be represented by u shunt copacilor
Lerminating the coaxial line. The reflection cocfficient [° for
a transmission line of impendance 2, terminated by the
foad impedance Z; can be expressed as

2] F = L =2y Vi

B ZI + ihl lﬁlw

In the time domain, the input signal, system response, and
output signal are rclated through the Duhame! convolution
integral:

B M0 = \

hira(t - ndr

SYER-FUNCTION fection nl NG YA roarial cabile

Misrhaiged through A meEcuny
cantars f=lay 1C1ae)

GENLAATCR

-1
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1 11
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COASEAL CABLE 2
G Il
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PROBE- brass rod, ) mm dlam,, 20 wm leng
entending from the cenrer conducser
of the coaxial cable

Fig. 4. Experimental setup employed in this study.

In principle, the convolution may be scen as a process of
correlating one time scries with another that has been reversed
in time. The input and the output signals can be transformed
into the frequency domain through the use of fast fourier
transform (FFT). Subsequently, the transler function H(/)
of a system may be deconvolved by dividing the spectrum
of the outpul by the spectrum of the input waveform:

YN = HUN-XU

(4l
= Y
HUN XU
What usuvaily nceds to be established is how a given system
responds Lo each frequency component of an arbitrary input,
signal. In a lincar, time-invariant systiem, such a responsc,
referred to as a transfer function, offers a complete circuit
characlerization (Ramircz 1985). Proper application of the
spectral analysis demands that a wave form to be transformed
begins and cnds at the same amplitude, Steplike wave forms
produce a well-known truncation error, il they arc dircctly
treated by the FFT algorithm. Several methods addressing
this particular problem have been published (e.g..
Waldemeyer 1980).

Tests were performed on several arbitrarily chosen “‘conta-
tninants®’ and on soil-contaminant mixturcs. The soil used
Lo creale these mixtures (simulating a lypical sandy clay)
consisted of 60% Lake Agassiz clay and 40% crushed
grancdiorite passing sieve No, 50 and retained on sicve
No. 16. Samples were preparcd with 60 and 40% fluid con-
tent, representing fully saturated and unsaturated soil con-
ditions. Table | summarizes the chemical composition of
fluids uscd in the experiments.

Lake Agassiz clay was collected from St. Boniface,
Manitoba. lts mineral compeosition, in decreasing order of
abundance, is montmorillonite, illite, quartz, kaolinite,
feldspar, and dolomite {Yong et al. 1986). Based on the
saturation exiract analysis, the main water-soluble ions were
classificd as Na *, Ca*, HCOj. The predominant cxiract-
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Tam.i: 1, Chemical characterislics of liquids used in experiments

HCO,

SO AP Cd®' Crt cutt Rt N PR Znt

Pollutant pH (mS/m) {(ppn) {ppm}(ppm) (ppm) (meq/L) (mey/L) (meg/L) (meg/ LY (ppm) (ppm) (ppin) (ppms) (ppimd (ppin) (pran) {ppimy

5§ Na Ca K Mg Q co}
KAH 7.5 23.0 198 354 103 95 IS5 0
CEZ 273 SK.7 08 2 148 27 0
PB 201 647 340 2 10 45 0
H0 524 03 11 0 0 0 0

0 002 0 0 0 0 0 0 0 0

1.0 w70 I 17 0 42 44 1] I 29}
2.0 0610 0 o 0 0 0 0 "3 (]
o . 0l6 0 0 0 0 0 0 0 0

Nums: §, conductivity; KAH, leachate from Kahnawaki landfill site, south of Montréal: CEZ, by-product of zine production, collected from a fac-
tory west of Monotréal {diluted 10 200 mg/L.); B, laboratory solution of lead chloride; H20, distilled water, In addumn pure henzene, pure eithanul,

and 0,01 N solution of CaCly (label: CACL) were used in cxperiments.,

able ion was found to be Ca?' and the cation exchange
capacity (CEC) was determined as 71.4 mg/100g. The liquid
and plastic fimits were 112% and 28% respectively. The
crushed granodiorite originated from Cold Springs Quarry
in Lac du Bonnct, Manitoba. Its mineralogical composition
was found to include quartz (28%), feldspar plagioclase
(35%), and microcline (20%).

Experimental results

Time domain

Measurements were perforimed on contaminants and on
soil-contaminant mixiures, prepared 24 h in advance of
testing. During the 10 h testing period, no significant scatter
in cach material’s response was observed. Figures 6-8 display
the experimental resuits obtained with a circuit as shown
in Fig. 4. Figure 6 shows the wave forms obtained from lests
on contaminants themselves, whereas Figs. 7 and 8 portray
the wave forms of soils laced with the individual
conlaminants. Each wave form, sampled at a 40 ps lime step,
consists of 4220 data points and illustrates the initial voltage
siep as the impulse reaches the digitizing oscilloscope and
a subsequent reflection from the sample material located at
the cnd of the coaxiat cable, The time ¢ — 0 significs the

triggering point for the wave form acquisition to the
digitizer’s memory. The negative time range represents
pretrigger events. After about 71 ns following the star of
incident impulse acquishtion, the reflected signal reaches the
digitizer. This time lag is governcd by the length of cable
between the sampling point and the probe.

Data can also be convenicntly presented in terms of the
load impedance of various diclectric matcrials, The transtor-
mation, bascd on the relationship between tie reflection
coefficicnt and the load impedance {[2]) is shown in
Figs. 9-41. These ligures portray the time dependence of
the load impedance 2Z;, departing from the SO {1 coaxial
cable impedance Z,,.

Frequency domain

The relationship beiween applied signal and observed
response is commonly analyzed in the frequency domain, The
technique used for processing of time-domain data in this
sludy involves application of a Haunning window to the last
50%s of data points. Additional preprocessing of wave forms
includes treating data with a smooth, nonrecursive filler,
passing the lower one-third of the Nyquist interval (Hamming
1977). Furthermore, 100% zero padding is applied, so thal
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Fit. 6. Time-domain response of various contaminants (time domain).
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Fii. 7. Time-domain response of soils saturated with contaminamts; w = 60%,

the analyzed impulse signal appears to the FFT algorithm
as u repetitive wave form. The transfer function ar the
Irequency response, computed by dividing the outputl wave
form by the input in frequency domain, represents the
characieristic reflection cocfficient for u given dielectric. The
spectrum of the input impulse is based on’the short-circuit
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refleclion, while the wave form reflected from an analyzed
material is taken as an output signal,

Figure 12 illustrates some typical examples of the response
to a step-function cxcitation in a coaxial line terminaied by
resistunce and capacitance. Each time-domain wave lorm
represents a mathematical ideafization of the real signal (i.c.,
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' : Fi. 9. Load impedance of various contaminants {(time domain).

no tipples or distortions), whil the corresponding frequency-
domain uansfer function results from the actual processing
techniyue used in this study, The relationship between the
time domuin and the frequency domain may be regarded
as reciprocal, meaning that at short times the wave form
is described by the high-frequency harmonics, while at longer

times it is shaped by the fow (requencics and a de component
of the intpulse. It can be observed that the initisl time-
domain responsc of the capacitor corresponds 10 that of a
short circuit (R = 0), while in the Jatter stages il approaches
exponentially the behaviour of an open circuit (R = o),
This phenomenon reflects the capacitor’s property of con-

138



YONG AND HOPEY 543

LOAD 1MPEDANCE (1)

100 I35 IS0 175 N0 2% IS0 Z75 M0 325 350 375 460

= S Y

L.

Cwi Bi5 a1 7 753 798 715 721 727 753 JI8 745 751 757 753 T8 775 TWT TA7 TR) Y05 @65 01 U072y @29 €)% a1 847
TIME (ns}
Fiii. 10, Load impedance of soils saturated with contaminants (time domainl; w = 60%.
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Fii. 11, Load impedance of soils saturated with contaminants (lime domain); w = 40%.

ducting a1 high frequencies while blocking any current at  circuit termination (infinite resistance) all frequency com-
a de level. Thus, the transfer function of a capaciter  ponemts of the output signal appear in phase with the
indicates a relative phase shift and attenuation ol the  spectrum of the incident signal. [n the short-circuit termina-
multitude of frequency components of the applied impulse.  tion (zcro resistance) the transfer occurs in antjphase.

By contrast, the resistor transfers all frequencies of the input A contaminated s0il can be viewed as a complex collection
signal cqually, both in magnitude and in phase. In the open-  of resistars and imperfect capacitors exerting a combined
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TRANSFER FUNCTION
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Fis. 13, Frequency response {(FIT) ol various contaminams.

influence on the overall electrical response. Some represen-
tative frequency-domain resulis are shown in Figs. 13-17.
Transfer tunctions for contaminants and seil-contaminant
mixtures are computed in the speciral range of 20-200 MHz,
in 4 MHz frequency increments, and are expressed in polar
_ coordinates, The upper limit is governed by the attenuation
of the incident impulse in the analyzed material and by the
initial spectral composition of the generated signal.

It will be noted that distinct transfer-funclion signatures
can be oblained for the various test cases studied. The exact
quantitative determination of individual chemical compo-
nenis cannot be made at this stage; however, it is expecled
that with a greater varicly of test situations, a scries of
characteristic signatures can be catalogucd to permit rapid
gualitative analysis.

Discussion

The time-domain relationship, shown in Figs, 6-8, reveals
various wave forms as they are acquircd by the digitizer.
[t can be seen that the applied step function is not perfectly
rectangular. The initial stage of the incident impulse is
affected by ripples, stemming from imperfections in the
impulse generator and from unwanted reflections in the
measuring circuit. However, the shape of the incident signal,
and thercfore its‘spectral composition, remains virtually
identical in dilferent tests. The reflected voltage step,
commencing at about 71 ns, is characieristic of the material
being analyzed. Thus, in nonpolar liguids, such as benzene
or cthanol (Fig. 6}, the reflected wave form practically mir-
rors the applicd siep voltage. A substantial signal attcnuation
occurs in conductive liquids, such as CEZ or PB (sce Table 1
for explanation of terms). The initial dip of the reflected

impulsc significs capacitive effects. The latter parl of cach
wave form approaches a sieady value, indicative of the DC
resistivity. It appears that the transition period between the
initial and final amplitude of the reflected signal is not purcly
cxponential, signifying a phcnomenon of more complex
nature than the charging of an ideal capacitor. This diclectric
response is most predominant in the first 4 ns of the reflected
wave form.

Graphs displaying the load impedance of various matcrials .
(Figs. 9-11) portray-diffcrences in the diclectric response of
highly conductive fluids, such as CEZ or PB, us comparcd
with virtual insutators, such as benzene. Soil-conlaminant
mixtures (Figs. 10, 11) produce more aticnuated reflections,
stemming from the conductivity contribution of soil par-
licles. However, wave forms of a pure contaminan! and of
a corresponding soil-contaminant mixture indicate some
resemblance in the initial stages of the acquisition (i.c., at
high frequencics).

Since in the time-domain relationship the shape of the
initial stage of cach wave form is governed by its high-
requency conient, while the final stage selates to a DC term,
it is meaninglul to look at results in the I'requency domain,
as displaycd in Figs, 13-17. In these ligures the satenuation
and phase-shift characteristics of individual contaminanis
and soil-contaminant mixiures are presented as material
transfer functions. They are computed by dividing the spec-
trum of the reflected signal (output FFT) by the specirum
of the incident impulsc (inpul FFT). The results are shown
in a polar form, with the modulus being the distance from
the point of origin lo the particular frequency component
ol the wave form and the corresponding phase angle
measurcd relative to the positive x-axis. With reference to

142



YONCG ANDY HOPYL: 547

TRANSFER FUNCTION FSTEP=4.055

-] Meter Frammncine In My

Fic. 14, Frequency response (FFT) of benzene and ethanot.
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Fii. 15, Frequency respanse (FFT) of H20 and of soils coniaining 60 and 40% of H20.
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Fig. 12, while it would appear that the material’s resistivity
(or conductivity) alfects the transfer-function pasition along
the x-axis, and that its diclectric constant causes the relative
phase shift of various frequencies, it is likely that the pro-
cesses coniributing to the results shown are more com-
plicated. The real part of the resistivity {or imaginary part
of ¢) would also affect the phase shift.

The transfer-function representation provides a meaning-
ful insight into the material’s diclectric behaviour, When the
sample material is either conductive or polar, or possib!y
both, it does not bchave like a perfect capacitor (as in
Fig. 12}, leading to a particular phasc shift of various har-
monics. If the charges contained in the material are frec to
move' under the influence of an electrical field, the
resistance is elfectively independent of the frequency of the
applicd signal, but il these charges are bound, as in
oscillating dipoles, the resistance becomes a characteristic
function of frequency. This pattern manifests itself readily
in Figs. 13-17.

It can be seen hat the transfer function exhibits a dil-
ferent signature for different contaminants. In a highly con-
ductive liguid, such as CEZ (Fig. 17), it approaches the
response of a short circuit (Fig. 12). In a practically non-
polar material, such as benzene (Fig. 14), the phase shift and
attenuation of different frequency components arc minimal.
The transfer function reflects the combined influence of the
diclectric constant and resistivity of a given material, and
thus the responsc of benzene (e = 2.3), cthanol (¢ = 31.2),
and distilled water (¢ = 80) illustrate the trend of increasing
diclectric constant and diminishing resistivity.

"nterfacial polarization is from *“free’’ charge movement, and
is significant at these frequencics.
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In general, the signature of the transfer lunction ol a pure
contaminant resembles the corresponding transfer function
of a soil-contaminant mixture. It appears that at higher fre-
quencies the transfer funclion is influenced predominantly
by the dielectric propertics of a liquid. This phenomenon
can be exploited to trace the extent of a subsurface contami-
narnt plume and its approximate concentration.

As stated previously, a greater collection of information
from various before and after (conlamination} siluations
would provide one with the basis for cstablishing a gencral
catalogue of signatures. [l is hoped that through systematic
amassing of data a qualitative approach can be developed
to permit one to deduce the presence of conlaminants in
soils. Further work alsd remains to be donc on thie evaluation
of the effects of chemical interaction between the contami-
nant and the soil vis-a-vis alteration of the dicleciric prop-
erties of the contaminant Muid (see, for example, Olhoeft
1987). Obvicusly, other factors that neced full consideration
include clay type, contaminant species and concentration,
multispecics contaminants, etc. The list is cndicss. However,
it is hoped that a demonstration of the ability of (he techniyie
presented would spur others to pursuc Turther (added)
documentation of signaturcs.

Conclusions

This study is intended to demonstrate the feasibility of
consiructing an effective in sitw contaminant-detcction
technique based on the phenomenon of clectrical polariza-
tion. In principle, the proposcd approach is similar Lo the
presently utilized geophysical technique of induced polariza-
tion, The main diffcrence stems from the necessity of detecl-
ing high-frequency polarization phenomena occurring in the



YONG ARD QP

549

TRANSFER FUNCTION

!

FSTEP=4.0bY

hule: Tieovwios in M

Fit. 17. Frequency response (FFT) of CEZ and of soils containing 60 and 40%% of CEZ.

nore fuid, as opposed 19 low-frequency interfacial polariza-
tion indicative of mineral content. Technically, the measur-
ing sctup is relatively simple, requiring only onc cable to be
inserted into the soil. Wave-form acquisition by a digitizer
and ils processing by a portable computer can be performed
circcily in situ, with the aid of a database of signatures
cstablished from more delailed laboratory testing. The extent
of an underground contamination can be detccted by prob-
ing the affected arca and analyzing the spectral signature
of & subsurface pore fluid for the presence of a contami-
nant. Presentation of results in terms of a transfer function,
expressed in polar coordinales, facifitates the task of con-
Laminant detection and moniloring, This task can be fusther
enhaneed if the technique proposed in this study is used in
conjunction with other monitoring methods. Thus, an initial
site reconnaissance can be rapidly performed with a portable
clectromagnetic conductivity instrument. The arca of interest
can be subscquently narrowed down with the aid of the elec-
trical polarization method. Further refinement, if required,
van by achieved by a direet drilling and sampling from a
monitoring well, which at this stage can be judiciously
lociated, Currently, there is 2 growing need for a quick and
clficient technique Lo assess the extent of a localized ground
conlamination and it is envisaged that this study can lead
to further work, which would be applied 10 the development
of i mobile contaminani-detection systcm.,

Much work remains to be done to sort out specific effects
of contaminant-soil interaction—particularly for situations
involving multicomponent contaminants. **Calibration®
cxperiments that seek 1o identify before and afier (con-
uination) situations arc nceded for cataloguing of
signaturcs—especially with reference to soil type, contami-
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nanl specics, and concentration. For the present, the results
obtained indicate the usefulness and ability of this technique
for detection of contaminant presence.
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