
INFORMATION TO USERS

This manuscript bas been reproduced from the microfilm master. UMI

films the text directIy from the original or copy submitted. Thus, sorne

thesis and dissertation copies are in typewriter face, while others may be

from any type ofcomputer printer.

The quality of this reproduction is dependent upon tbe quality of the

copy submitted. Broken or indistinct print, colored or poor quality

illustrations and photographs, print bleedthrough, substandard margins,

and improper alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete

manuscript and there are missing pages, these will be noted. Also, if

unauthorized copyright material had to be removed, a note will indicate

the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by

sectioning the original, beginning at the upper lefi-hand corner and

continuing from left to right in equal sections with small overlaps. Each

original is also photographed in one exposure and is included in reduced

form at the back ofthe book.

Photographs included in the original manuscript have been reproduced

xerographically in this copy. Higher quality 6" x 9" black and white

photographie prints are available for any photographs or illustrations

appearing in this copy for an additional charge. Contact UMI direetly to

order.

DMI
A Bell & Howell Information Company

300 North Zeeb Raad, Ann Arbor MI 48106-1346 USA
313n614700 800/521-0600





·r
~.

Virtuality and reality of a near-optimal time.delayed teleoperator
control system based on teleprogramming paradigm.

Damian Daniel Haule

B.Sc.Eng. (University of Dar Es Salaam. TANZANIA). 1986
M.Eng. (McGill University. Montreal. CANADA). 1990

McGill Research Center for Intelligent Machines

Electrical Engineering Department

McGill University

Montréal

December. 1996

A thesis submitted to the Faculty of Graduate Studies and Research

in partial fulfillment of the requirements for the degree of

Doctor of Philosophy (Ph.D.)

© Damian Daniel Haule. 1996



1+1 National Library
of Canada

Acquisitions and
Bibliographie Services

395 Wellington Street
Ottawa ON K1A ON4
Canada

Bibliothèque nationale
du Canada

Acquisitions et
services bibliographiques

395. rue Wellington
Ottawa ON K1A ON4
Canada

Vour fiJe Votnt reftJffNICfl

Our fiJe Notrs reférfHlCfl

The author has granted a non­
exclusive licence allowing the
National Library of Canada to
reproduce, loan, distribute or sell
copies of this thesis in microfonn,
paper or electronic formats.

The author retains ownership of the
copyright in this thesis. Neither the
thesis nor substantial extracts from it
may be printed or otherwise
reproduced without the author' s
penmSSlon.

L'auteur a accordé une licence non
exclusive permettant à la
Bibliothèque nationale du Canada de
reproduire, prêter, distribuer ou
vendre des copies de cette thèse sous
la forme de microfiche/film, de
reproduction sur papier ou sur format
électronique.

L"auteur conserve la propriété du
droit d'auteur qui protège cette thèse.
Ni la thèse ni des extraits substantiels
de celle-ci ne doivent être imprimés
ou autrement reproduits sans son
autorisation.

0-612-29957-0

Canada



-

"ln the name ofGod"

"Ad Majorem Dei Gloriam"



Abstract

The teleprogramming control paradigm is suggested as a means to efficiently perforrn tele­
operation tasks in situations where the remote and local manipulator systems are connected
via a low bandwidth delayed communications link. The effects of communication delays in
the order of seconds can he reduced by building a virtual reality simulated model of the re­
mote site with which the operator can interact to receive irnmediate quality feedhack using
a Human-Machine Interface (HMI) for telepresence applications. This concept overcomes
the delay by transmitting not Cartesian or joint level informations in the forrn of signa/s. but
rather symbolic, error tolerant, command program segments to the remote site. Symbolic in­
structions are send to the remote station every time the contact state changes or every second
if no change of contact state has occurred.

Remote robotic systems are often very complex and difficult to operate, especially as
multiple robots are integrated to accomplish difficult tasks in an unstructured or hazardous
environments. In addition, training the operators is time-consuming and costly. A simulated
virtual reality based system will provide a means by which 0Perators can be trained to op­
erate in an intuitive, and cost-effective way. Operator interaction with the remote system is
at a high, task-oriented, level. Real-time state monitoring cao prevent illegal robot actions
and provides interactive feedback. A teleprogramming based simulator is essential for cost­
effective Teleoperator Interface & Training (TIT) using supervisory control approach. An
intelligent virtual interface is required which provides a rich means of presenting diagnostic
and visual state information to the operator with reduced fatigue in real-time.

The Mobile Servicing System (MSS) Operations and Training Simu[ator(MOTS) will he
used as a leading edge implementation of the teleprogramming concepts. MOTS provides
high-fidelity, functional kinematic and dynamic software simulation of the MSS Space Seg­
ment in on-orbit configuration. MOTS is a real-time simulation environment of varying de­
grees of fidelity, along with an aggregate of software tools intended for the support of MSS
space operations and training of crew and ground personnel. Primary interface ta MOTS
simulation models is through a Common Data Base (CDB) where telecommands are stored
in a common shared memory. Hence, all telecommand data elements that are used to control
the simulation modules are exported through the CDB by the Hunzan Computer Interface
(HCl) pages, hand controllers (HIC) and Display & Control (D&C) panel. Communication
between simulation modules is achieved through the CDB in real-time.
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Résumé

Un paradigme de commande téléprogrammée est proposé comme moyen d'effectuer effi­
cacement des tâches de téléopération dans des situations où les systèmes de manipulation à

distance et locaux sont reliés via une liaison de communications différées à basse largeur de
bande. Les effets des délais de communication (de l'ordre de plusieurs secondes) peuvent
être réduits par l'élaboration d'un modèle de simulation en réalité virtuelle de la station dis­
tante, avec laquelle l'opérateur peut intervenir pour recevoir une réaction immédiate efficace
en utilisant une Interface homme-machine (IHM) pour des applications de téléprésence.
Les délais sont éliminés par ce concept parce l'on transmet non pas des signaux contenant
des données cartésiennes ou de position des articulations, mais plutôt tfes segments de pro­
gramme de commande symbolique à tolérance d'erreur. Des instructions symboliques sont
envoyées à la station chaque fois que l'état des contacts change, ou à chaque seconde s'il
n' y a pas de changement dans ceux-ci.

Les systèmes robotiques télémétriques sont souvent très complexes et difficiles à opérer,
surtout si de multiples robots sont intégrés pour accomplir des tâches difficiles dans des en­
vironnements non-structurés ou hasardeux. En outre, la formation des opérateurs est longue
et coûteuse. Un système basé sur la réalité virtuelle est un moyen pour former les opérateurs
de manière autodidacte avec un rendement plus efficace et moins coûteux. Les intéractions
entre l'opérateur et le système à distance se font à un haut niveau. La commande en temps
réel prévient des actions indésirables du robot et favorise les réactions interactives. Un sim­
ulateur téléprogrammé est essentiel pour une Interface de formation téléopérateur (IFr) ef­
ficace et moins coûteuse utilisant l'approche contrôle de surveillance. Une interface virtuelle
intelligente procure un excellent moyen de présenter un diagnostique et des informations vi­
suelles à l'opérateur avec une fatigue réduite en temps réel.

Le simulateur d'opérations et deformation (SOF) pour les Systèmes mobiles de service
(SMS) sera utilisé comme système de fine pointe de téléprogrammation. Le SOF est un logi­
ciel fonctionnel de simulation cinématique et dynamique fiable du SMS dans une configu­
ration en orbite. Le SOF est une simulation en temps réel d'un environnement de degrés
variables d'exactitude, assorti de logiciels prévus pour le support des opérations du SMS et
pour la formation de l'équipage et du personnel au sol. L'interface primaire du modèle SOF
se trouve dans une base commune de données (BeD) où les télécommandes sont stockées
dans une mémoire commune. Donc, toutes les données de télécommande qui sont utilisées
pour commander les modules de simulation sont exportées à travers la Ben à l'intérieur de
l'interface conçue pour l'utilisateur, les commandes manuelles et le tableau d'affichage de
commande. La communication entre les modules de simulation se fait à traver la BeD en
temps réel.
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Chapter 1 Problem Statement in Telerobotics

1.1 Introduction on Telerobotics

Robotics is the computerized control of a mechanical system or machines which work in

contact with its environment (e.g. a manipulator arm which performs pick & place mo­

tions). Its control is programmable and behaves in an intelligent way (i.e. the robot senses

and reacts to changes in its environment) [Sheridan. 1989]. In the 1990's robots are leav­

ing the factory fioor to work in new areas such as the resource industries. the sub-sea and

in space. Unlike industrial automation where the robot works in its own world, these envi­

ronments are not structured.. are sometimes dynamic. and cannot be completely modelled.

It therefore becomes imperative to have a human operator present who can guide or su­

pervise, rather than control the robot. using a computer-assisted-interface (CAl). Work in

this area of cooperative robot-operator interaction is called telerobotics. and the application

to intervention environrnents is the focus of current researchers [Browse and Little. 1991.

Grinstein and others. 1992. Haule and others. 1991. GiraIt and others. 1991]. The emerging

field of intervention robotics poses new technical and scientific challenges.

In the resource industries such as forestry and mining. in undersea operations and in

space. the word environment is only partially known. has little structure. and may not be

static. Hence. robot actions must be sensor-based, Le. the execution of an action must be

self-monitored. so that if the circumstances change. the action can be suspended or aborted

or otherwise changed. Most robot manipulators have at least four dofs in order to pro­

vide independent control in position and orientation in 3D. In the context of telerobotics,

the operator-robot interface may provide extra operational sophistication such as the possi­

bility of storing the operator input and resulting robot motions in order to improve the per­

fonnance or re-directing the operator input to a simulator for training purposes. Robotics

had good success in industriaI environments. while robots have failed to become the logi-

1



1. Problem Statement in Telerobotics

cal conclusion of the industrial revolution. This is due ta the fact that factory automation is

characterised by a structured~ well-controlled~ static work environment and that the tasks ta

be automated are often relatively simple, repetitive and do not require sophisticated envi­

ronmental interaction on the part of the robot. The work pieces are presented ta the robot in

precise position and orientation at precise time intervals; the robot blindly and tirelessly ex­

ecutes its task. No attempt at understanding its actions or even recovering from accidentaI

errors is usually made in these situations.

Robots have been brought into the production process to relieve people of repetitive work

as weIl as to increase productivity, efficiency, and in sorne cases quality of labour. A par­

allel application of robotics has been in environments where people can not perform work

themselves. These enviranments are hazardous and unstructured1 or semi-strllctured2. Ex-

amples of sueh applications are perfonning work in areas of biological, chemical, or nu­

clear contamination~which is hazardous or detrimental to humans [Alami and athers, 1990,

Thayer and others, 1992). Similarly, robotie technology has been intraduced in applications

such as spaee and undersea exploratian~ where the cast and risk of manned missions is often

prohibitive [Sayers et al., 1992, Goforth and Dominy, 1988]. The latter class of applications

is eharacterised by unstruetured and often a priori unknown working environments, as well

as non-repetitive tasks, where the robotie system is required ta interaet with the environment

and reaet intelligently to the dynamieally changing environmental circumstances. Conse­

quenùy, if robotic devices are to be effective in such situations, they must possess a much

greater degree of sophistication than their less ambitious industrial counterparts. The de­

velopment of such autonomous robotie devices has proved to be a great challenge. Sorne of

the major diffieulties relate ta the need to adequately model the complexities of real world

and the possibility for on-line learning and performance improvement through experience.

The classical appraaeh to taekle these problems has been ta introduee problem solvers

and expert systems as part of the remote robotic workceLL3 control system. However, such

1Slruerured environments are designed and engineered to somehow eooperare with the machine. i.e.
known to the human operator.

2A semi-srructured environment is one about which much - but not everything - is known a priori.
3A Robarie Workcell is a collection of robots. sensors. and other industrial equipment grouped in a coop­

erative environment 10 perfonn various complex lasks.

2
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1. Problem Starement in Teleroborics

systems tend to he limited in scope and application domain in order to remain intellectually

implementable. They are normally too slow to be useful in real-time robot task execution.

and by virtue of their limited and discretized knowledge of the world and a predetermined

set ofinference rules generally fail to adequately model the complexity and generality of real

world interactions. Likewise. detecting and correcting all possible run-time error conditions

poses a major obstacle in the development ofautonomous robotic systems. This is a difficult

problem even in well-structured environments and becomes hopeless in situations where the

environment is only partially known and significant modelling. sensing and control errors

exista These error conditions must be anticipated ahead of time and appropriate detection

and recovery routines must he programmed prior to deployment of the system.

1.2 Master-Slave Mode Teleoperation

Teleoperation remains the most reliable option for performing work in situations where peo­

ple are forced ta be physically separated from the actual work environment. Teleoperators

were developed with the advent of nuclear industry in the 1940's and have since found appli­

cations in many other areas 5uch as undersea resource exploration, waste management and

pollution monitoring. as weIl as in outer space. The early prototypes were essentially me­

chanical pantographic linkages of kinematically similar master & slave arms. Despite their

simplicity. they provided for good kinesthetic remote control. However, as the spectrum of

tasks to be performed under teleoperated control expanded. the need for kinematically dis­

similar masters and slaves became increasingly more apparent. This was necessitated by

applications where the operator's actions (displacements & forces) needed to be scaled up­

ward or downward into the task domain 50 that the relative-motion control would be more

natural to the operator.

The introduction of electrically actuated teleoperators under computer control removed

the limitations of the mechanicallinkages. but were unable to provide kinesthetic feedhack

to the operator. The development of bilateral, force-reflecting systems once again allowed

the operator to feel the remote environment through the teleoperator. Since then, sophis­

ticated teleoperated systems have been designed and built, offering high dexterity of ma­

nipulation and low fatigue on the part of the operator [Schenker et al.. 1991, Hirzinger

3



1. Problem Statement in Telerobotics
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Figure 1.1: Overview of a classical teleoperator control system

and others. 1989. Grinstein and others, 1992]. These systems feature dissimilar master and

slave manipulators. Coordinated two-arm telemanipulation, high bandwidth communica­

tion between the master and slave sites, high fidelity stereo visual feedback from the remote

site, as weIl as force-reflecting bilateral servo control for target tasks ranging from molec­

ular docking to mining. The combination of the above affords the operator an effective

working environment and a good sense of telepresence, i.e. the illusion that he is actively

present in the remote enviranment [Adnan and Cheatham, 1992, Cole and athers, 1991,

Ince and others. 1991, Yamakita and athers. 1992]. Fig. 1.1 shows an overview of a c1assi­

cal master-slave teleoperator control system.

1.3 Roman Supervisory Control

Supervisory control refers to a human aperator who is intermittently prograrnming and con-

4
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tinually receiving information from a computer that itself closes an autonomous control

loop through artificial effectors and sensors to the controlled process or task environment

[Sheridan~ 19921 This leads to a virtuaL presence. virtual environments, artifccial realit)· or

virtuaL reality, i.e. a feeling ofbeing present in an environment other than the one the person

is actually in. With sufficient good technology a person would not be able to discriminate

among actual presence, telepresence and virtual presence. The current motivations to de­

velop supervisory control systems are:

• to achieve the accuracy and reliability of the machine without sacrificing the cognitive

capability and adaptability of the human;

• to make control faster and unconstrained by the limited pace of the continuous human

sensorimotor capability;

• to make control easier by letting the operator give instructions in terms of abjects ta

be moved and goals ta be met;

• to eliminate the demand for continuous human attention and reduce the operator's

workload;

• to make control possible even where there are time delays in communication between

human and teleoperator;

• to provide a faiL-soft capability when failure in the operator's direct control wouId

prove catastrophic; and

• to save lives and reduce cast by eliminating the need for the operator ta be present in

hazardous environments and for life support required to send the operator there.

This list of motivations for supervisory control reflects the research objectives. The

basic supervisory control paradigm is that the human operator provides largely symbolic

commands (i.e. concatenations of typed symbols or specialized key presses) to the com­

puter. However, sorne fraction of operator commands may he analogie Ce.g. hand-control

5
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1. Problem Statement in TeleroborÎcs

Figure 1.2: Five supervisor functions as nested Joops

movements) in order to point ta objects or otherwise demonstrate to the computer re­

lationships that are difficult for the operator to put ioto symbols. The local or human­

interactive computer thus should he human-friendly. Meanwhile, the subordinate remote

or task-interactive computer that accompanies the controlled process must receive com­

mands, translate them into executable strings of code, and perfonn the execution, closing

each controlloop through the appropriate actuators and sensors. [Sheridan, 1992) defined

five generic supervisory functions of the human operator as fol1ows:

1. Planning: planning what task to do and how to do it;

2. Teaching: teaching (or programming) the computer what was planned;

3. Monitoring: monitoring the automatic action to make sure all is going as planned

and to detect failures;

6
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4. Intervening: the supervisor supplements ongoing automatic control activities, takes

over control entirely after the desired goal state has reached satisfactorily, or interrupts

the automatic control in emergencies to specify a new goal state and re-program a new

procedure; and

5. Learning: learning from experience 50 as [0 do better in the future.

These functions are usually time-sequential steps as nested loops. Fig. 1.2 shows these

nested loops and there are three of them. The first loop (i.e. outermost one) is from leam­

ing back to planning where after the learning process, intelligent planning can be achieved.

The second loop (i.e. middle one) is from intervene to teach. Here, re-programming can

be done during intervention process. The tmrd loop (Le. innermost) is basically constant

monitoring of the automatic control process.

1.4 Problem Statement in Teleoperation

Limiting factor in direct teleoperation is the communications link between the operator and

slave manipulator. This is due ta delayed communications and limited bandwidth chan­

nels. Communication delays have devastating effects on task performance & telepres­

ence [Frank and others, 1988, Held and Durlach, 1991). These tend to disorient teleop­

erators and dramatically decrease the operator's performance. Classical te1eoperation as­

sumes direct high-speed. high-bandwidth communication between the operator's station

and the remote site. While tbis can be achieved for most land-based, close proximity teler­

obotic applications, it becomes a problem when the master and slave sites are separated by

a large distance (e.g. Earth-Mars [Campbell, 1988, Wojcik, 1992, Smith and others. 1987,

Haule and others, 1991]) or are forced to communicate over a limited bandwidth commu­

nication link Ce.g. acoustic link to an underwater manipulator [Kotoku, 1992]).

Under such circumstances, both the instructions ta the slave manipulator (i.e. desired

velocities and forces) as weIl as the feedhack from the slave back to the operator (i.e. visual

and kinesthetic information) are delayed. This adversely affects the efficiency of task per­

formance. as the result of the operator's motion commands to the slave is not known to him

until a communication delay later when the feedback arrives. A typical operator's response

7
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under such circumstances is to adopt a move-and-wait strategy [FerreIl, 1965l. where the

operator repeatedly issues small motion commands and then waits for feedhack (resulting

state) from the remote environment ta determine the effect of each motion. This is a typical

manual control system which has devastating effects due to delays [Hess, 1984). Moreover,

these delays tend to increase overall mission costs during remote manipulations.

Communication delays affect task performance while doing teleoperation. Consider a

situation with a one-way time delay T which is due ta the combination of transmission and

other delays in the system. From now on, this lumped delay will be referred to as the com­

munication delay or thefeedback delay. Let T cask be a time ta execute a given task without

delay. By executing elementary commands, each of which takes on average time t to exe­

cute, then the total lime to execute the same task in the delayed environment by using the

move-and-wait approach is Ttotal [FerreIl, 1965]; where:

T
Ttotal = (1 + 2-)T task

t
( 1.1)

Fig. 1.3 illustrates the effect of communication delays on the total task completion time

using the move-and-wait strategy for t = 1 sec. and five different values of the commu­

nication delay T (Le. T = [0,2,5, 10,15]. For T = 0 corresponds to the case where there

is no delay in the control loop at all, i.e. Ttotal = T task ' Hence, in view of Equation 1.1,

consider a twenty minute task (Ttask = 20 min.), with an elementary command time of 1

sec. Ct = lsec.) and with a feedback delay time of 10 sec. (T = 10sec.), then the total rime

to execute the task would be 7 hours! Clearly this is NOT satisfactory.

Feedback delays can severely reduce the efficiency of task performance by forcing

the operator to wait and can severely degrade (even destfoy) the sense of remote pres­

ence during remote manipulation [Sheridan and Ferel1, 1963, Adnan and Cheatham, 1992,

Adams, 1962]. This is a direct consequence of the fact that both the video signal, as weIl

as the information about the forces experienced by the slave arm are delayed by 2ï. De­

lay in receiving bath visual and kinesthetic information causes a problem, however de­

lays in receiving force information has been shawn to be perceptually more significant.

8
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Figure 1.3: Effects of communication delays on task perfonnance

Physiological studies have shown that the neurological control of human musculoskeletal

movements operates at the rate of 5 Hz., and that a rime delay of approximately 300ms

(~ 1/3 sec.) is clearly perceptible and distracting to humans [Beil and Warrick, 1949.

Smith, 1963]. Consequently, delays approaching Is severely destahilize the performance

of a human operator relying on real-time feedhack information [Boff and others, 1986).

Vnfortunately in space and undersea, communication delays often exceed the one sec­

ond threshold. Round-trip communication delays between the ground station and a slave

workcell in low earth orbit (e.g. space shuttle) are normally in the range of 2 ta 8 seconds,

depending on the number of intermediate geosynchronous satellite relay stations, the exact

nature of the computer processing/buffering at the sending and receiving stations [Bailey

and others, 1987). If teleoperated work is ta be performed in shallow space Ce.g. moon.

mars), then delays approaching or exceeding 10 seconds should be expected. Similarly,

substantial delays arise during remote control of autonomous underwater vehicles (AVV)

and their on-board manipulator arms [McMillan et al., 1994, Sayers et aL., 19921 Acoustic
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communication links are normally established between the AVV and the surface ship (or a

land-based operator's station), and with the sound transmission underwater being limited to

1460 mis, the round-trip time delay over i:1 distance of 1 mile therefore exceeds 2 seconds

[Sheridan, 1989].

1.5 Research Summary

The goal of tms research is to address the issue of communication delays in remote manip­

ulation and ta design, as well as experimentally verify, a new control methodology, capable

of controlling a remote robotic workcell in the presence of significant feedback delays with­

out a substantial degradation of the overall system performance. In particular. ta develop a

delay-tolerant control strategy, which will allow for continuous and efficient control in real­

rime for most, if not all, earth-based, ocean-based, as well as shallow space telerobotic ap­

plications. This is accomplished by providing ways and means in arder to have satisfactory

quality sensory feedback to the operator.

According to basic control theory, sustained, stable closed-loop control in the presence

of significant time delay is not possible [Sheridan. 1992). However, various control strate­

gies and ways of sharing the necessary control functions between the remote site and the

local station in a remotely controlled robotic system are possible, which can dramatically

improve the ability to perform usefuI and effective work over large distances. This research

work, presents and demonstrates a solution to the problem, based on the concept of telepro­

gramming paradigm for the remote robotic workcell. By 50 doing, virtual environments are

used to demonstrate the feasibility of the method. The virtual reality technology aIlows the

operator to reach an ultimate in immersion, interactivity & involvement for potential ubiq­

uity using many logical input devices for multi-media interface through a common shared

memory where telecommands can be stored in the foern of Common Data Base (CDB). The

COB can be accessed in real-time by all simulation modules wheneverneeded. The operator

can view and modify the CDB via a Human Computer Interface (Hel) pages.

Chapter 2: Gives a detailed study as a background framework towards solving the stated

problem in different fields pertaining manual control during teleoperation. A lot of previ-
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ous work on overcoming communication delays while enhancing operator performance and

remote presence is reported. Moreover. advantages and disadvantages of these methods are

pointed out so that new methods can take advantage of them in implementing new teleop­

erator control systems. It aIso gives an overview of remote motion anaIysis vital for the

simulation purposes in terms of motion collision avoidance. classifications and restrictions.

Chapter 3: Presents the teleprogramming paradigm: a new delay-tolerant control strategy

to be used in most telerobotic applications. Its concept is fully outlined which focuses on

elementary symbolic command generation. transmission and interpretations from the local

site to the remote site. Initial analytical evaIuation of the method is also given.

Chapter 4: In order to understand the rationale of Virtual Reality (VR). this chapter sum­

marises the origin and evolution of VR by providing its potential usage and benefits in teler­

obotics applications. It also gives a survey of VR drawbacks and possible solutions for ul­

timate ubiquity at present and in the future. Moreover. it outlines the design concepts of

generaI purpose VR systems to be used for Teleoperator Interface & Training (TIT) .

Chapter 5: Outlines the concept of symbolic elementary telecommand generation process.

Different motion phases are identified in terms of execution environments and an aIgorithm

to be used is provideà. The semantics of a symbolic telecommand language is summarised.

The transmission and interpretation mechanisms ofthese telecommands in terms ofparsing,

translation & execution is aIso outlined. This aIlows meta-interaction between the local

(master) and the remote (slave) workcell. A management scheme for lag control using a

double-buffering execution scheme is designed and proven satisfactory.

Chapter6: A control scheme for rohotic visual tracking is designed. The scheme is divided

into two parts: a predictor and an observer-based double-loop feedback scheme. Its perfor­

mance is larer evaluated using computer simulations in frequency domain by minimising a

squared-error cost function of the motion parameters.

Chapter 7: The flexibility of using Common Data Base (CDB) as a shared memory sec­

tion to which ail simulation modules have access at run-time is presented. Primary meth­

ods for interfacing with the simulation via COB telecommand labels are introduced which

include hand controller (HIC), display & control (D&C) panel. and human-computer inter-
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face (Hel) pages. Process scheduling. management and simulation performance analysis

is outlined using the available CDB-based software utilities such as Distributed Interactive

Simulation (DIS) module.

Chapter 8: Summarizes the design of MOTS software in two categories: firstly simulation

models and secondly tools to support execution and configuration management using CDS

telecommand data elements or labels.

Chapter 9: Covers experimental analysis and results obtained. This includes validating the

teleprogramming concept. visual tracking simulation results. and MOTS technical perfor­

mance parameters based on CDB telecommand data elements.

Chapter 10: Summarizes main contributions of this research and suggests possible work for

future improvement with concluding remarks. The dual usage of space-related technologies

is aIso outlined from which civil-related programs can benefit.

Appendices: Cover aIl additional materiaIs which are vital in understanding this disserta­

tion. Most important. Appendix A gives a summary of the Manipulator Development and

Simulation Facility (MDSF) which is used as the truth model or benchmark for real-time

space cobotic simulations.
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This chapter affers a brief review of related work in three main areas:

• Manual appraaches used ta overcome rime delays during remate manipulation;

• Teleoperator human-machine real-time interfaces; and

• Automatic generation of robot control programs for hastile environments [Milgram

and others, 1995].

2.1 Manual Control with Delays

Delayed visual feedhack has long been knawn to affect the control input human beings make

when they are an integral part of a system [Crane, 1984, Frank and others, 1988, Garvey

and others, 1958, Hess. 1984]. The latency between system input and output forces human

controllers to change how they maintain a desired system state. These changes have been

documented. as have various schemes ta compensate for a delay [Crane. 1983, Kim et al.,

1993, Leslie and others, 1966]. These developments span work on human tracking and the

control of movement, vehicle simulation (e.g. ftight training), roboties for manufacturing,

space exploration and CUITent work on virtual reality displays [Pausch et al., 1992, Liang

et al., 1991). Human input ta systems where visual feedhack about the results of the input

is delayed has long been a tapie of interest. There are many ways time cao be lost in the

real world. They may caver the rime needed for communications to travel vast distances or

they may come from the time expended on the calculations needed ta define the response

of a system and ta display it graphically ta a human aperatar. For experimentalists, delay

of visual feedback has served as a reliable variable for human control performance [Archer

and Namikas, 1958, Bei! and Warrick, 1949).

Manual control and changes ta it caused by the presence of a feedback delay can be

thought of as determined partIy by the dynamics of the controlled system. partly hy the
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size of the delay (or the human controller's ability ta compensate for it) and partly by the

requirements of the task being performed. A sizable literature about the control of sys­

tems with delays has accumulated and much of it is relevant to developments where hu­

man beings will operate either in artificial, computer-generated worlds or remotely through

sensors [Deyo and others, 1988, Bryson and Fisher, 1990). This work started in the late

1950s as studies of human tracking performance where individuals controlled single-axis

systems with uncomplicated dynamic responses. The purpose was to investigate the accept­

ability of the first- and second-arder lags of mechanical systems [Beil and Warrick. 1949,

Garvey and others, 1958. Adams. 1961, Conklin. 1957]. At about that time aIso. the rela­

tively long transmission times associated with remote space and planetary exploration stim­

ulated interest in how weIl human controUers could accommodate delays of up ta several

seconds [Adams. 1962].

The 1970s brought computer image generation to flight simulation and while the de­

lays involved were only on the order of 100 to 200 msec., they were long enough to pro­

duce demonstrable changes to the control behaviour of pilots. The wide field-of-view dis­

plays of flight simulators made apparent the behaviour of elements in the visual scene and

many of the shortcuts taken in the simulation's mathematical model. Worry about the fi­

delity of visual or motion eues stimulated the development of software compensators for

display delays. Indeed, much of the work measuring the effects of delayed visual feedback

has been performed in the context of flight simulation because of the need for an update

rate of at least 30 Hz. for the visual scene [Smith and Sarafian, 1986, Pausch et al., 1992,

Crane. 1984]. Current effort is to form networks ofdistributed simularors and the bandwidth

of the communication between rhem forces delay ta be a problem still. While interest in sim­

ulation fidelity still continues, work on delay compensation changed focus ta vehicle con­

trol when significant computational delays were introduced by the development of digital

fly-by-wire aircraft [Berry and others, 1982]. In addition, plans for a national space station

included a remote manipulation capability so that astronauts cou1d use a robotie teleoper­

ation system for repaie [Albus and others, 1986]. A teleoperator may be using an artificial

visual display which may contain significant computation or network delays.
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Current interest in graphical environments and the technology to aIlow people to interact

with them (using head-mounted displays, position tracking devices, directional sound, ges­

ture gloves and suits) faces many of the same problems encountered during the widespread

development of simulation for tlight training. AdditionaI time or computational power is

required to increase the resolution or complexity or number of images a display system can

provide. The equivaIence oftime and computational resources is the trade-offthat has main­

tained interest in the problems caused by delays.

2.2 Overcoming Communication Delays

The problem of communication delays has been recognised as one of the central areas of

research in telerobotics for sorne time [Sheridan and Ferell, L963, Stark and others, 1987,

Sheridan, L992]. Many researchers have proposed approaches to soLve this problem. Fer­

rell proposed slowing down the motion 50 as to minimise the effect of the delay [Ferrell,

L965). He aIse proposed strengthening the slave arm and the objects which it manipulates

in order to avoid damage (e.g. underwater remotely operated vehicles (ROV's)). Finally,

he proposed adopting a "move·and-waü" strategy, where the operator proceeds through a

sequence of incremental open-loop motions, each one fol1owed by a wait of one round-trip

dday C~ :"~::ei'le the correct feedhack [Ferrell, 1965]. Another strong proposai W~ that of

"supervisory control": limited autonomy at the remote site, Le. sensory feedhack loops are

closed locally, the slave makes low-Ievel decisions on its own, whereas the operator super­

vises the execution of tasks and supplies high-Ievel goal information [Ferrell and Sheridan,

L967]. [Hirzinger and others, 1989] suggested formally modelling up-link and down-link

delays by augmenting the dynamic state-space model of the system (environment & slave)

- delays are modelled as delay Hnes on the output and introduce additionaI number of states.

Other researchers proposed a control theoretic approach such as modelling a teleoperated

system as a two-ported network, and devising control laws which attempt to cancel the ef­

fects of feedhack delays [Anderson and Spong, 1988. Hannaford, 1989]. Another approach

is that of using predictive displaysl to allow the operator to preview the command effects on

1Predictive display is a graphical simulation of the remote workcell interacting with its environment.
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the remote environment [Bejczy and others, 1990, Christensen and others, 1991 J. Full au­

tonomy at the remote site is another appeoach whereby automatic on-line sensing, sensory

data interpretation, strategy generation, task and motion planning, execution monitoring, er­

ror detection, re-planning and recovery, etc. are being incorporated [Stein and Paul, 1992,

Lindsay, 1992, Wakita and othees, 1992]. Most of these approaches have proven to be not

entirely satisfactory. For delays in excess of one second, simple move-and-wait strategies

become impractical for most applications. However, full autonomy at the remote site is be­

yond the state of the art. At present, it seems that the integration of the available, however

limited, remote site autonomy, carefully designed control laws and sophisticated operator

station based on predictive displays offers the best compromise between the desirable and

the feasible.

Supervisory control [Lee and Lee, 1992, Sheridan, L992] provides a broad conceptual

framework for the design of effective telerobotic systems inspite of communication delays.

The central idea is to distribute decision making and control between the operator's station

and the slave workcell in favour of the remote site. to the extent possible. This results in

greater independence of the supervisory and the remote control loops, the two now being

coupled only through a low-bandwidth asynchronous exchange of commands (from the op­

erator to the remote workcell) and state information (from the remote workcell to the op­

erator). However, the realization of the full promise of supervisory control during remote

manipulation has been hampered by the difficulty of adequately automating the low-Ievel

environmental interaction at the remote site. This relates primarily to the difficulty of in­

corporating sufficiently sophisticated knowledge of the world and models ofcontact physics

into on-board reasoning systems, as weIl as designing corresponding manipulator control al­

gorithrns, capable ofoperating reliably in unstructured and a priori unknown environments.

A related problem is the need to anticipate, detect and provide pre-programmed corrective

actions for the multitude of possible error conditions arising during subtask execution in

order to support the necessary level of autonomy at the remote site. With error handlers

themselves being subject to errors, the error handling code can easily come to dominate an

application program as weIl as the programming effort itself.
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Many approaches for time-delayed remote manipulation rely on predictive displays as

a means of providing approximate, partial feedback ta the operator in real-time. In such

systems, the operator's station makes use of computer models of the remote workcell and

its environment. These models are then graphically displayed to the operator, and the ef­

fects of operator's cornmands are computed in the simulated visual feedback. [Bejczy and

others, 1990] used the so called Phantom Robot for predictive displays while doing teleop­

eration with time delays. State of the art predictive displays can synchronise and overlay

real-time computer graphies with the incoming delayed video camera signal on the same

physicai display. [Kotoku, 1992] applied a force feedback to realize predictive displays of

a remote manipulation system with transmission delays. [Menitt and Cole, 1991] applied

stereo-scopie 3D eues in a rapid sequential positioning task for evaluating motion parallax

for teleoperator displays.

Overcoming the communication delay problem has been one of the central issues in teler­

obotic technology. Refer to [Sheridan, 1993] for its intense review and prognosis of the

problem. So far, a teleprogramming concept is thought to be a promising way to come over

it [Funda and others, 1992, Kaczor et al., 1993, Paul et al., 1992]. In teleprogramming sys­

tems [Paul et al., 1993], it is assumed chat sufficient data has been received from the slave

site so as to enable the construction of a model of the remote environment. The operator can

interact bath visually and kinesthetically with the simulated environment. The operator's

actions are then transformed into a sequence of robot program commands which, when ex­

ecuted by the slave manipulator, seek ta mimic the operator's actions after the delayed time.

In this respect, in order for the the teleprogramming systems to realistically work weIl, the

following two problems should basically be solved:

• how the master site automatically generates the sequence of robotic commands;

• what format of the commands is adequate for their execution of the remote slave.

[Funda and others, 1992] proposed a class of symbolic language based on the hybrid

force/position model as a solution to the basic problems. [Simon and others, 1994] pre­

sented the approach, algorithms and processes to perform cross-country autonomous nav-
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igation using the teleprogramming context for mobile robots. [Jimenez and others. 1993]

used the teleprogramming concept to predict the dynarnic behaviour of a planetary vehicle

while designing it and its associated control mechanisms. [Giralt and others. 1993] con­

sidered using the teleprogramming concept for the class of intervention robots (e.g. Mars

Rover) chat have ta perform tasks in remote environments which may impose painful, harsh

or utterly dangerous conditions to humans. [Stein, 1993] discussed a case study for porta­

bility issues in any teleprogramming system with a behaviour-based controller [Stein and

Paul, 19941. [Lindsay and Paul, 1993] used the teleprogramming concept to simplify the op­

erator's interaction with the manipulator/tool system using the adaptive sensing algorithm

of the remote system. [Lee and Lee, 1994] presented a new method for designing an op­

timal time-delayed teleoperator control system based on Smith sprinciple for conventional

teleprogramming. [Cho et al., 1995] proposed a discrete-event-based teleprogramming sys­

tem for enhancing the tolerance to the error condition due to the geometric uncertaincy of

the remote slave environment. A new planning and control methodology, which enables

the system to overcome the geometric uncertainty problem as weIl as the communication

delay problem was designed and verified. (Mitsuishi and others, 1995] described the con­

struction of a tele-handling and tele-machining system at the macro and micro scales that

uses the Internet for communication. A method to compensate for transmission rime de­

lays using the physical model of the object is also described. Moreover. [Stein and oth­

ers, 1995] presented an experimental effort to validate the teleprogramming system using

the Internet as the sole medium of communication. The experiment employed a supervi­

sory control approach to time-delayed remote manipulation where an operator directs the

actions of a semi-autonomous remote manipulator. Other researchers use intelligent mon­

itoring systems (Wakita et al., 1995] for limited communication path during overseas con­

nections through the Internet.

2.3 Kinesthetic Feedback

Force reflection dramatically improves the sense of teleperception (FerreIl, 1966, Han­

naford, 19891 Since visual and kinesthetic information can be supplied to the operator

through different sensory input channels, they naturally integrate and augment each other.
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It has been shown that kinesthetic feedhack can he at least as important as 3-D ·,isual in­

formation and that~ in sorne circumstances. force feedback alone can be more valuable than

visuaJ feedback alone [Ouh-young et al., 1989, Kotoku, 1992]. Communication delays pre­

dude direct retlection of the reaction forces, experienced by the slave. to the operator's hand

controLIer. Many studies have shown that force feedback can destabilize the control loop.

Moreover, experiments indicate that no force information at all may be better than delayed

force feedback~ since the perceived loss of the actionlreaction causality tends to he coo­

fusing to the operator [Buzan, 1989]. This confusion and disorientation arises regardless

of whether the delayed force signal is fed to the active hand (Le. the one controlling the

master arm) or the passive hand. Delays in force information motivated research in gen­

erating artificial kinesthetic feedhack which would approximate the expected actual force

signal. Most of the effort concentrated on extracting force information from the predictive

displays. Since too few physical parameters of the reroote world and the objects therein are

known for a full dynarnic model to be useful and meaningful~ remote environment simula­

tions are almost invariably non-dynamic. Thus, the best one can do is to compute a reason­

able approximation to the actual forces. A possible solution is to monitor contacts between

objects in the graphical environment and compute the pseudo interaction force as an inverse

function of decreasing distance between abjects (beyond sorne proxirnity threshold). Bath

quadratic and linear laws have been proposed for I-D force refiection [Fong et al., 1986].

An interesting application for extracting force information from a graphical display \Vas

proposed by [Ouh-young et al.~ 1989]. In this work, researchers simulate the interaction

forces between a drug molecule and a specific receptor site on a protein or nucleic acid

molecule to find goodfils by feel, rather than visualisation alone. Goodness offit is charac­

terised by minimising the interaction energy, which is a function of electric charges of the

atoms and inter-atomic distances. The operator interacts with a magnified graphical display

of the molecules and attempts to find, kinesthetically, the best geometric and electrostatic

fit. Current telerobotic systems use sophisticated and costly predictive displays but rarely

attempt to generate force infonnation from the interaction between the simulated slave and

its environment. Normally~ slave contact interactions are handled via local compliant con­

trol strategies at the slave site without generating kinesthetic feedback to the operator [Kim
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et al.• 1990). [Marapane and others. 1992b) used a real and virtual robot head for active

vision research. In this research. they implemented a Graphical Simulation and Animation

(GSA) environment for a la d.o.f. Robotie Research Head. The power and usefulness of the

GSA system as a research tool was demonstrated by acquiring and analysing stereo images

in the virtual world. Same researchers have applied the OSA environment for the design of

flexible robotic structures [Marapane and others. 1992a]. They demonstrated its capabili­

ùes by simulating the behaviour of a flexible beam driven by a motor and controUed using a

simple PD controller. Ta overcome the effects of delays. [Schebor and Tumey. 1991] devel­

oped key components of a prototype forward simulation subsystem. the Global-Local En­

vironment Telerobotics Simulator (GLETS) that buffers the operator from the remote task.

GLETS totally immerses an operator in a real-time. interactive. simulated. visually updated

artificial environment of the remote site. Using OLETS. the operator. will, in effect, enter

into a telerobotic virtual reality and can easily fonn a gestalt of the virtuallocal site1 that

matches remote site interactions.

2.4 Automatic Robot Programming

Robots can be used to perform non-contact tasks such as inspection or surveillance. How­

ever, the majority of robotic manipulation tasks require that the robot physically interact

with its environment. This complicates control of robot manipulators due ta oscillatory

dynamic effects on contact and time-varying, high-frequency interaction between the ma­

nipulator's end-effector and the environment. These effects are difficult to model accu­

rately and can result in control instabilities. Consequendy, sophisticated control strategies

are needed to deal with contact manipulation and a variety of controllaws have been pro­

posed: resolved acceleration control [Luh et al., 1980L operational space method [Khatib.

1985), impedance control [Hogan, 1980], stiffness control [Salisbury. 1980], hybrid con­

trol [Raibert and Craig. 1981l, etc. The most popular of these control strategies is the hy­

brid position/force control method [Raibert and Craig. 1981). This approach separates the

robot's Cartesian d.o.f. of motion into force and position (velocity) controlled directions.

Mason proposed a theoretieal framework whieh can analyse the geometry of contact(s) be-

2The concept of vinual reaLity technology is fully covered in Chapter 4.
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tween the robot and the environment and define mutually orthogonal naturally constrained

and artificially constrained directions [Mason, (981). These directions can be thought of

as specifying a task/rame. centered at the contact point, in which the robot's desired force

and position trajectories can be conveniently specified. A task can thus be defined as a se­

quence of task frame specifications and position/force trajectories along the artificially and

naturally constrained d.o.f., respectively, in the current task frame.

While force control enables the robot to perform contact manipulation more stably and

reliably, prograrnming such applications is significantly more complex and intricate than

programming simple positioning tasks. In arder to facilitate easier and more convenient pro­

gramming, a variety of programming languages has emerged: WAVE, AL AUTOPASS, VAL,

etc. The target application for most of these languages were assembly problems in manufac­

turing and automation, and programs were designed either off-line or interactively through

a step-by-step interpretative process. Recently, work has been done on at least partially au­

tomating the process of generating robot programs. [Grossman and Taylor, 1978] used the

manipulator itself as a 3-D pointing device to interactively generate abject models and au­

tomatically produce the corresponding object declarations for the AL language. [Asada and

Izumi, 1987. Asada and Yang, 1989] have used a teaching-by·showing technique to auto­

matically generate simple hybrid position/force control instructions for the robot. In this ap­

proach. the operator performs the task by holding on to the robot end-effector. During the

teaching phase, the interaction forces and position trajectories are recorded and later pro­

cessed off-lïne by using pattern matching techniques to map sensor signals to elementary

motion commands. [De Schutter and Leysen, 1987, De Schutter and Van Brusset 1988]

proposed a method for automatically tracking and adjusting task frame position and orien­

tation during task execution. The strategy consists of monitoring (on-line, through sensory

readings) the evolution of the natura! constraints and aligning the task frame with these dy­

namically determined constraints. Most of the work on automatic robot program genera­

tion. to date, has concentrated in the area of automatic assembly task planning and strategy

generation. Sorne of the major areas of research in this domain include: Representational

FormaLisms & Formai Frameworks for Planning Strategies [Sanderson and others. 1988.

Hoffman, 1989. Lozano-Perez and Brooks, 1985]. Fonnal models for synthesizing com-
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pliant motion strategies from geometric descriptions of assembly operations and explicitly

estimating errors in sensing and control [Lozano-Perez et al., 1983]. MathematicaI models

for describing strategies which are guaranteed to succeed in the presence of sensory, con­

trol and modelling errors [Donald, 1986, Jennings et al., 1989]. AuromaticaIly generating

assembly programs from design information by searching through a graph of contact for­

mations [Desai and Volz. 1989].

One can note from the above efforts that automatic generation of robot programs in the

presence of significant modelling, sensory and control errors is extremely difficult and in

general, quite possibly unachievable. Typically, these methods analyse the problem of dis­

assembly (a mathematically more constrained problem), produce a tree or a graph of all

possible plans and calI any reverse path through the graph, i.e. an assembly sequence. The

search for agood (or at least feasible) solution in this graph may be guided by rule-based sys­

tems [Noorhosseini and Malowany, 1994a, Noorhosseini and Malowany, 1994b], heuristic

data-bases. etc. ConsequentIy. plan searching and selection must often be done off-lîne. In

arder to cope with the complexities of the problem, many simplifying assumptions are nor­

mally introdueed into problem analysis Ce.g. planar surfaces only. translations only) whieh

limit the scope and usefulness of such schemes. Adaptive behaviour and on-lïne learning

techniques are needed for suceessful autonornous planning, error detection and re-planning

in the presence of uneertainties. Thus, the potential ultimate in automatie programming is

to have object-oriented languages.

2.5 Programming by Human Demonstration

Different methods are presented by whieh robots can leam new tasks by monitoring the per­

formance of a human operator. Programming a robot to behave in a desired manner is one

of the most challenging tasks in roboties. Methods such as teach-by-showing, textual pro­

gramming. teleoperation & automatic programming [Kang and Ikeuchi. 1993] have merits.

but they can be either ineonvenient or impractical in many situations. To remedy these prob­

lems, new approaches that combine elements of teleoperation and automatic programming

were proposed by many researchers [Takahashi and Ogata, 1992, Paok and Ballard. 1993,

Kuniyoshi et al., 1992, Ikeuchi and Suehiro, 1994]. In these approaches, a robot leams ma-
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nipulation skills by observing a human instructor performing tasks Ce.g. assembling). By

extracting relevant task knowledge from the observations~ the robot can generate an equiva­

lent action sequence. Although different implementations differ in the way by which learn­

ing occurs~ they can be categorized by the realism experienced by the human instructor dur­

ing the teaching process. In the system presented by [Takahashi and Ogata~ 1992). the in­

structor teaches a robot in a virtual world, with no tactile feedback. In [Pook and Ballard.

1993], the human instructs the system by teleoperating an actual robot with no force feed­

back. These two methods direct real-time sensory feedback to the system, since the robot

actively participates in the assembly process, either as a virtual robot or as a teleoperated

robot, during the learning process. While various tasks may be prograrnmed using these

methods, they provide limited sensory reflection to the human operator. This makes it diffi­

cult for the human instructor ta exercise hand-eye coordination during the teaching phase. In

the systems of [Kuniyoshi et al., L992] and [Ikeuchi and Suehiro, 1994], the human directly

manipulates the abjects, sa this difficulty due ta the lack of human contact with the world

does not occur. These systems employ visual sensors ta observe the tasks being carried out

by a human and deduce from these observations the state transitions of a given task.

In [Tung and Kak, 1995] a method in which a robot can learn new assembly tasks by

monitoring the performance of a human operator wearing a Data-Glove3 [Inc., 1993b] is

presented. In particular, the system records the motions of the Data-Glove as it is used to

manipulate actual abjects and~ by using geometric reasoning~ deduces the assembly task that

is being performed. Subsequently, the assembly steps are translated automatically by a task

planner into a robot manipulation program. In experimental demonstrations of this system,

the robot can now leam assembly tasks involving pickups, put-downs and various mating

operations. Instead of using vision sensors to observe the human assembly performance,

[Tung and Kak, 1995] employed a Data-GLove to obtain the trajectories of the manipulated

abjects in real-time. This allows for fast and efficient computation of the positions and ori­

entations of the abjects and provides a natural mechanism through which assembly opera­

tions can be deduced and then transformed into a robot manipulation program. The position

3A Data-Glove is a device that al10ws the user to measure the gestures of a human hand: it consists of a
clam glove with ten optical fibers attached to the back and passing over the finger joints.
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and orientation of the hand in space is measured by using a Polhemus 3Space tracking sen­

sor [Inc., 1993al. which is mounted on the back of the Data-Glove. [Onda and others, 1995]

constructed a teaching system for assembly tasks using a force/position simulator which

extracts a sequence of contact state transitions from the motion performed by the operator.

This makes feasible to achieve an error-tolerant automated assembly motion and studies

of the automatie assembly task system can progress based upon this information. Auto­

matic programming (Lozano-Perez. 19811 requires no human intervention after the speci­

fication of the task, however there is overwhelming complexity of the subtasks. [Paul and

Ikeuchi, 1995] and [Ikeuchi and Suehiro, 1994] presented the Assembly Plàn from Obser­

vation (APO) system which observes a human operator perform an assembly task. analyzes

the observations, models the task, and generates the programs for the robot to perform the

same task. This method incorporates the simplicity of teach-by~showingand teleoperation.

In [Hirai and Asada. 19931. they used geometry to analyze the kinematics of contacts

and then model robot assembly tasks using a contact state network. [Ikeuchi and Suehiro,

1994] proposed the concept of partitioning contact state space and using it to build task mod­

els for a multi-finger hand. Another area of related research is assembly motion planning.

Work such as by [Lozano-Perez. 1981, Lozano-Perez et al.. 1984. Mason. L981] has related

the concept of compliant-guarded motions during assembly to paths traversing the faces of

Cartesian-space obstacles. [Tso and Liu. 1995] described a method of generating robot pro­

gram codes automatically from perception of human demonstration. The movement of a

marker-based mechatronic input device representing the end-effector of the manipulator is

driven by an operator, and recorded by a special visual measurement system. The captured

spatial path is divided into different segments for individual processing. This robust sys­

tem of task-specification capturing and understanding can be applied to the APO system

of a robot arm. With the incorporation of a corresponding mechatronic input device. the

method can be extended to robot-hand operation as weIl. Some of the typical high-Ievel

robot commands that can be achieved via programming by human demonstration are sum­

marized in Table 2.1. Stanford University's Aerospace Robotics Laboratory has developed

the Task-Level Command (TLC) architecture [Miles and Cannon. 1995] as a means for a

human operator to direct highly autonomous robotic platforms with simple, intuitive com-
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Interpretation

OPEN to open the gripper

CLOSE to close the gripper

MOVE(x.y,z) to translate the robot end-effector from the current position ta the (x,y.z) 1

position

ROTATE(roll,pltch.)'aw) to ratate the rabat end-effector from the current orientation ta the
(roll,pitch.yaw) orientation

GRASP(roll.pitch.yaw,d'> to move the robot end-effector along the (roll,pitch.yaw) and out of the
local ongin direction for a distance d; then ta close the gripper at the end

DEGRASP(roll.pitch.ya"l,d) to do the opposite of GRASP; i.e. ta open the gripper at the beginning
and ta move the robot end-effector aIong the (roll,pitch,yaw) and to-
wards the local origin direction for a distance d

PATH(position·array) to control the robot movement so that the end-effector point will track
the rrajectory described by the (posilion-array) at regular intervals

Table 2.1: Typical high-Ievel robot commands

mands. The TLC architecture is a hierarchical approach to robot control that enables an op­

erator to graphically specify dynamics and sophisticated tasks through an interactive user

interface that is updated in real-time. The low-Ievel details of carrying out those tasks are

handled autonomously by the robot. and therefore do not burden the operator as he is left free

to concentrate on high-Ievel issues. This novel control approach exploits the cornplemen­

tary capabilities of bath robatic control and human decision-making to construct a powerful

humanlrobot team operating in a semi-structured environment [Miles and Cannon. 1995].

In this approach. the human operator assists the robot in perceiving unexpected situations in

the environment through simple point-and-click type interaction with a live video display

from on-board cameras. This approach overcomes the challenges of semi·structured envi­

ronrnents without sacrificing the high-degree of autonomy and resilience to time delay of

the TLC architecture.
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2.6 Telerobotic Simulation

The main problems in teleoperation include communication time delays and limited sen­

sory feedback. These tend ta disorient teleoperators and dramatically decrease the opera­

tor's performance during remote manipulations. A solution is to design a key component

of a prototype forward simulation subsystem that buffers the operator from the remote task.

An example of such solution is that of [Kim and Bejczy. 1991). where they developed high­

fidelity real-time computer Graphie Displays for operator aid in telemanipulation. The roles

of graphie displays in teleoperation include task visualisation. preview prior to actual exe­

cution and predictive displays under communication time delay. Graphic displays are also

useful for task analysis. task planning and operator training. [Schebor and Tumey. 1991]

developed a Global-Local Environment Telerobotic Simulator (GLETS) which totally im­

merses an operator in a real-cime. interactive. simulated~ visually updated artificial envi­

ronment of the remate telerobotic site. Using such simulators. the operator will. in effect~

enter into a telerobatic virtual reality and can easily form a gestalt of the virtuallocal site

that matches his normal interactions with the remote site. To simplify teleoperation, a de­

signed telerobatic simulator will be able to: (i). simulate a remote manipulator and its local

environment; (ii). cantinually update the simulated environment using remote visual sen­

sors; (iii). manipulate the simulated environment with an easy-to-use, gesturally and voice

controlled operator interface, which provides rich visual and audio eues; and (iv). provide a

flexible object-oriented software architecture with underlying standard roborics algorithmic

support, which results in software that is reusable. extensible, reliable and portable.

The effectiveness of a telerobotic system as a tool depends largely on the way the system

is interfaced with the operator. Poor interfaces result inta extremely expensive teleoperator

training. The key to solving this problem is to make the interface to the simulator more

human-like rather than requiring the operator to be more machine-like. A human-machine

system that requires direct cooperation between the agents that take part in task execution is

an example of a teleaperated work environment. Multi-agent cooperation can take place in

two general modes (i.e. interaction & interface) as shown in model of Fig. 2.1. by [Ntuen

and others. 1991]. Using a telerobotic simulator, the operator wilL in effect, be able to in-
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A = {Human 1\ Computer}
=> interface

B ={Human 1\ Robot}
=> interaction, subinterface

c = {Robot 1\ Computer}

=> interface

Manual control (e.g. joystick)

Robot
D ={Robot 1\ Computer 1\ Human}

=> meta interaction

Task
Human

Task
.....--..... Computer .....--.....

definition assignment
Robot

Decision support, verification Sensor feedhack
Task execution

Figure 2.1: Human-machine interaction (interfacing) in a telerobotic system

teract with a telerobotic virtual reality and to form a gestalt of the virtuallocal telerobotic

site that matches the operator interactions with the actual remote site. These capabilities can

be provided by: Ca) displays in the form of 3-D stereoscopie. shaded surface graphies and

synthesised speech; Cb) computer-linked glove that allows the system to monitor the posi­

tion, orientation and finger configuration of an operator's hand. which permits the operator

to control the end-effector. The glove also permits the hand to be used as a pick & place

device on virtual control panels. or through the use of gestures, to provide complex instruc­

tions to the telerobotic simulator. such as grasp, release, insert. open or expand; and (c)

speech synthesis and voice recognition which provides input of more abstract commands.

Voice input and output have contributed productive gains in graphical workstation envi­

ronments. [Apostolos and others. 1992] have done experiments on benefits of using audi­

tory cues for cuing operator manual control actions. The experiments were done on the sim-

27



2. Background on Related Work

ulated Solar Maximum Satellite Repair to examine a task of unbolting an electrical connec­

tor screw based on the apparent significance of auditory signais. A combination of audio,

vision & force feedback gives the best performance. Unless a robot simulator cm maintain

bath a correct and current world model of its environment. it cannot function in a telerobotic

application. Thus. a software architecture has ta be designed with visual update systems that

allow the simulator to interact with a remote vision system for update of the world model.

The visual update system serves two purposes: tirst ta determine the minor discrepancies

between the real and simulated world environments and ta update the simulator when these

discrepancies become tao large ta tolerate; second to locate abjects that are completely lost

by the simulator. The simulator's flexibility and ex.tend-ability are very important. hence

the need for object-oriented programming environments.

However. kinematic simulation of the motion of the remote and the manipulated objects

is most simplified or favourable. Hence, the simulation does not account for the dynamic

effects of either the slave robot or the environment. Moreover, the slave plus any grasped

or manipulated object are assumed to be the only moving parts in the environment. From

now on. the movable portions of the remote environment, which are directly under opera­

tor's control, will be collectively referred ta as the Movable Object (MO). Because of the

kinematic nature of the simulation, dynamic changes in the environment, other than the state

of the workcell and the objectes) being directly manipulated. need ta be relayed to the op­

erator's station and incorporated into the virtual model through the available environment

updating mechanisms rather than direct simulation. This applies to the dynamic changes

caused by the slave, as weIl as those produced by extemal environmental agents (e.g. winds,

water currents). While kinematic simulation may seem restrictive. it is the most practical

approach since only approximate information about the world is available, no complete in­

formation about the masses, inertias,frictional properties, etc. of the abjects in the environ­

ment is available. In addition, the unmodelable and unpredictable external agents may sig­

nificantly affect the dynamic state of the world, further diminishing the utility of adynamie

simulation. [Bejczy and others, 1990] discussed whether partial or full dynamic simulation

has to be incorporated in the original conceptual design of the teleoperator control system

for an unstructured environment.
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Classification

­.'
.3

Free Space Motion Free motion (rotations & translations)

Translation (fixed orientations)

Rotation (fixed position)

Contact Motion Sliding (fixed orientation)
1

Pivoting (fixed position)

Pushing

Table 2.2: Motion mode classifications

2.7 Motion Mode Classifications

A teleprogramming system should offer the operator control over a wide range of slave

workcell motions both in free space (i.e. while approaching/leaving the work area) and

in contact with the surroundings (i.e. while perfonning the work). Moreover. the operator

should be able to select different subsets of the physically realizable motion, which would

allow him to concentrate on only those motion parameters that are relevant to the current

subtask. This can be accomplished by defining a set of elementary motion modes. which

provide a collection of basic and intuitive motion modalities. To simplify general motion

for bath the operator and the slave robot, a natural way is to separate rotations and transla­

tions whenever possible [Funda and others, 1992). This is crucial in contact motion. as the

contact point is normally physically removed from the wrist-based reference location (rw)

where motion is commanded. This separation gives rise to a remote compliance centre and

consequently introduces complex and dynamically changing coupling between rotational

and translational parameters of the wrist and contact frames. This coupling may lead to

control instabilities at the slave workcell and may result in confusing reflected motion ap­

plied to the master device and perceived by the operator. The choice of elementary motion

modes should strive to eliminate such coupling effects without compromising the flexibil­

ity and power of the teleprogramming system. Table 2.2 summarizes a set of elementary

classes of motion mode classification.
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Given a set of elementary motion modes, a mechanism to switch between them needs

to be designed. In order ta minimise the burden on the operator, mode switching should be

done automatically whenever possible. In particular, in contact motion, the motion mode

can be inferred automatically from the current contact state (between MO and the environ­

ment) and the commanded force and mm:ion input from the operator. In free space, kines­

theric information can not be used far mode selection. In this case, as weIl as when the

operator wishes to override the automatically inferred mode, the operator can use the audio

interface ta communicate the desired motion mode to the system. During free space motion.

the system should offer the operator the maximum possible maneuver-ability. At the sarne

cime it should aid the operator preserve positionaUorientational parameters that he wishes

to keep constant during a significant portion of a manipulation task. For instance, if the op­

erator has achieved the desired approach orientation, then the system should allow him ta

freeze (lock) it and subsequently concentrate on translational motion of the slave robot (and

MO) only. Similarly, situations may arise (e.g. screwing, valve adjusting), where the oper­

ator has positioned the slave end-effector and wishes to freeze the position and concentrate

on grasping or turning the grasped feature.

As shown in Table 2.2, there are three contact motion modes. In sliding mode, the op­

eratar can slide MO along the constraining feature(s) (surfaces, edges) in the pennissible

directions, Le. such that none of the geametric motion constraints are violated. The orienta­

tion of MO remains fixed for the duration of motion in this mode. The system can be asked

ta help the operator maintain contact with the environment by providing a small amount

of surface adhesion, if desired, but will allow the operator to break existing contact(s) if he

clearly indicates such intent. This aids the operator in preserving high-ordercontacts (which

are presumed preferred), while still allawing him to transition to an arbitrary adjacent con­

tact. The second mode of contact motion is pivoting whereby the operator cao adjust the

orientation of MO or transition between adjacent contacts by rotating or pivoting about the

contact point. In this mode the contact point is not allowed to slide along or depan from

the supporting environment contact feature. As the contact type changes, the contact point

moves on the surface of MO and with it the pivoting point about which rotational motions

are computed. This allows a variety of re-orienting and contact changing motions of MO.
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Moreover. the system performs motion analysis on the commanded displacements in order

to aid the operator in achieving the desired changes of orientation. The system aIso pro­

vides a restricted version of this motion modality for multiple-contact configurations. A

third contact motion mode is pushing. It is provided to support a rudimentary pushing ca­

pability. Predicting the exact outcome of pushing motions in actual situations is extremely

difficult. This is because the motion of a pushed object critically depends on the complex

interactions between the microscopie features of the two sliding surfaces [N'lason, 1981].

Consequently, in order to generate instructions. which can be ex.ecuted successfully and re­

liably under slavets local sensory supervision, the system offers only a restricted, straight­

line pushing mode.

In [Funda, 1991] and [Haule and Malowany. 1995a] described how the teleprogramming

system detects collisions, examines contacts and maintains the resulting collection of all

currently active contacts as the contact set C. Associated with each contact are one or more

mutually orthogonal Cartesian constraints on the relative motion of the contacting objects

[Mason. 1981]. The number of resulting motion constraints is a function of the geometric

contact type and physical properties of the contacting surfaces (e.g. friction). For situations

where multiple contacts define the current contact state between two objects, one must or­

thogonalize the associated consrraints with respect to a set of reference coordinates in order

to obtain a meaningful description of the constraints. restricting the relative motion of the

two bodies. In the trivial case of a single contact. an orthogonal frame can be aligned with

the only contact normal and the resulting constraints can he defined in this frame. In the

case of multiple contacts. however. such a frame in general does not exist. In this case. one

needs to define a set of orthogonal reference coordinates and project the constraints associ­

ated with each contact into the common reference coordinate frame to obtain the consrrainr

set S. Any subsequent motion imparted on an object, whose contact set is given by C. is

thus constrained by S. In this case. the objects are the MO and the environment. For each

contact configuration a restriction frame :FR 4 is defined. For single contact configuration,

the commanded motion. appropriately mapped into the restriction frame. will be restricted

~A restriction frame :FR will be aligned with the dominant contact features and chosen so as to facilitate
easy and intuitive restriction of commanded motion with respect to the current constraint set S.
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with respect to the only constraint {Ct} = C. For MO/environment configurations with

contact multiplicity greater than 1. on the other hand. the constraints associated with the con­

tacts Ct E C will be mapped into this restriction frame and the commanded motion will

be restricted based on the resulting orthogonal set of motion constraints. Thus.. a motion

restriction is needed for each mode during abject motions with single- or multi-contacts.
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Chapter 3 The Teleprogramming Methodology

3.1 Introduction

There is clearly an established and growing need to perform work in remote environments

which are unreachable or unsafe for humans as discussed in Chapters l & 1. A purely au­

tonomous manipulative capability would provide the solution to the communication delay

and real-time feedback problem. However. its realization remains beyond the stare of the

art in modem robotics. On the other hand. direct teleoperation using the move-and- ...vait

strategy in the presence of feedhack delays degrades task performance and sense of telep­

resence. This research proposes to solve the problem of time-delayed remote manipulation

by using a new control methodology. hased on incremental teleprogramming of the remote

workcell. As in supervisory control, the low-bandwidth human-master-slave control loop

is separated into two locally closed. high-bandwidth controlloops. which exchange infor­

mation over the low-bandwidth, delayed communication link. However, unlike supervisory

control. the teLeprogramming control paradigm requires a relatively modest amount of au­

tonomy at the remote site and relies on a different type of information exchange between

the operator's station and the remote site. [Giralt and others. 1989] proposed a high-Ievel

view of teleprogramming system shawn in Fig. 3.1.

Teleprogramming provides a practical solution to time-delayed remote manipulation by

combining the power of a graphical previewing display with the provision of real-time

kinesthetic feedback. to allow the operator to interactively. through a bilateral kinesthetic

coupling with a virtual environment, define the task to be perforrned remotely. The locally

closed, high-bandwidth feedback loop at the operator's station allows for stable interaction

between the operator and the simulated task environment. The irnmediate visual feedhack

provides a strong sense of teleperception while immersed in virtual environments. As the

operator perfonns the task in the virtual mode!. the system continuously monitors the oper-
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Figure 3.1: High-Ievel view of a teleprogramming system

ator's actions and generates a stream of symbolic robot instructions. capturing all essential

features of the task in progress. The action interpretation and telecommand stream gener­

ation process is guided by a priori information about the nature and goals of the task. The

resulting instructions are symbolic in nature and at the level of guarded and compliant mo­

tion primitives to allow for discrepancies between the real world and the virtual mode!. The

instructions are generated automatically. on-Hne, as the task progresses and are sent to the re­

mote site incrementally. as they become available. The remote site receives them a transmis­

sion delay later. translates them into the local control language and executes them (delayed

in time) under the control of a local high-bandwidth sensory feedback controller. Due to

modelling, sensing and control errors, execution failures will inevitably occur in the remote

environment. On detecting an error, the slave sends all relevant information about the error

state to the operator's station. This information is used to alert the operator about the error
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Figure 3.2: Conceptual organisation of a teleprogramming system

condition~ properly adjust and update the virtual modet and allow the operator to specify

the necessary corrective actions and proceed with the task. An overview of a more detailed

teleprogramming control paradigm is as shown in Fig. 3.2 which illustrates all major com­

ponents of the conceptuaI system architecture and indicates the basic inter-relationships.

3.2 Virtual World Model

The assumption in this work is that we are manipulating in an a priori unknown environ­

ment. Upon arrivai to the designated work are~ the remote workcell obtains the initial de­

scription of the environment through the use of its on-board sensors, such as vision cameras,
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sonars, or range scanners. This sensor infonnation is then sent to the operator's station.

where it is used to construct an initial virtual model of the remote area. This is a difficult

problem in general. involving sensor fusion, muIti-stage image processing and segmenta­

tion of the final regions into 3-D objects [Balle and Vemuri, 1991]. While automating many

of the stages of this process is within the state of the art of computer vision and image pro­

cessing, it may be difficult to obtain a high-Leve1 segmentation, consistent with the opera­

tor's mental model of the scene, in a purely automatic fashion. This is particularly true if

the original data is noisy and of poor quality, which may very well be the case with data

such as undersea vision images. Likewise, occlusions in cluttered environments result in

incomplete data. further complicating the segmentation process.

As this virtual model is constructed only once at the beginning of a teleprogramming

session, it is proposed that the operator interact with the segmentation pracess and aid the

system in constructing a model of the environment, that is consistent with the operator's best

estimate of the nature and relationships of objects in the images. The output of this stage

is an unambiguous description of the environment in terms of identifiable abjects, which

in tum are described in teans of faces, edges and vertices. Such descriptions can then be

converted iota standard representations, such as polyhedral models, constructive solid ge­

ometrical models, etc. By augmenting this virtual world with a corresponding model of

the manipulator workcell itself, a real representation of the reroote environment can be ob­

tained, which can he displayed, animated and manipulated in real-time using standard input

devices in virtual environments. Sensor imperfections will invariably introduce errors into

the initial data and consequently the resulting model. It is important that adequate models of

sensor characteristics exist to estimate and at least bracket the positional and orientational

uncertainties in the resulting virtual world model. This information will be later used by

the symbolic telecommand generation module as well as by the on-line model refinement

process.

After constructing a 3-D virtual model of the remote workcell and its environment, it

becomes possible for the operator to interact with this simulated world and specify tasks ta

be performed by the actual remote workcell. With this goal in mind, input devices can be

36



'.

-.

3. The Teleprogramming Methodology

interfaced to the graphical display, allowing the operator to control positional and orienta­

tionaI parameters of the simulated workcell. While operating in an unstructured and largely

unknown surroundings, many of the dynamic parameters of the remote environment such as

masses. inertiaI pararneters and frictional properties will not be known a priori. This. along

with the difficulty of adequately modelling effects such as hydrodynarnics and buoyancy in

underwater applications. suggests that a non-dynamic, kinematic simulation of the remote

environment including the slave robot is to be employed. The raIe of a virtual simulator in a

releprogramming system is to provide a real-time, realistic graphical animation of the slave

workcell operating in the simulated environment under the operator's control. Secondly.

the simulator software continuously monitors the slave robot and any object in its grasp for

collisions or contacts with the environment. The system distinguishes between desired and

undesired contacts. Desired contacts will normally occur between the slave's end-effector

or an object it is currently holding and sorne part of the remote environment involved in the

execution of the task. Undesired collisions are all other collisions which norrnally involve

sorne non-effector part of the slave robot and an environment obstacle.

Each commanded incremental positional displacement ta the simulated slave is checked

to see if it causes a collision between any of the object pairs. If 50, the offending motion is

modified by computing the fraction of the commanded displacement, which results in a non­

penetrating configuration, placing the most deeply penetrating abject pair exactly in contact.

For each new contact, the system records the necessary information ta uniquely and unarn­

biguously describe the contact geometry. This information is updated at each simulation

step and is used by the motion restriction and kinesthetic feedback computation modules.

as weIl as by the telecommand generation process. When the operator brings the simulated

workcell into contact with the environment, the commanded motion of the slave manipula­

tor is appropriately modified to prevent penetration of environmental surfaces and the geo­

metric information describing the contact is added to the list of aIl currently active contacts.

While the operator remains in contact with the environment, the motion constraints result­

ing from these contacts must be enforced on subsequent commanded motions to the slave

manipulator in order to produce correct and realistic motion of the simulated slave. This is

done by computing the set of independent. orthogonal constraints on the motion of the slave
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workcell corresponding to the current contact set and restricting (Le. modifying) the opera­

torts commanded motions of the slave manipulator with respect to this constraint set. This

allows the simulated slave to slide along surfaces, follow edges, reach corners, reorient its

end-effector or the grasped object while in contact, etc. This constraint set is aIso used to

provide the operator with real-time sense of kinesthetic interaction with the environment.

3.3 Generation of Elementary Symbolic Telecommands

The operator can perfonn tasIes in a virtual environment by visually and kinesthetically in­

teracting with the simulation of the remote site. The next important feature of the telepro­

gramming system is that the operator's station software is capable of monitoring the oper­

atorts activity in this simulated environment and extracting from it a stream of elementary

robot instructions that capture all essential features of the task in progress. This action inter­

pretation process is guided globally by the a priori information about the nature and goals

of the task. At a more immediate level, the system monitors the elapsed time, the motion

and force trajectories of the simulated slave and manipulated abjects, as weIl as the contact

state information, to generate a stream of instructions, describing the activity in the simu­

lated environment. As the model of the remote environment is only approximate, the na­

ture of tnese instructions must reftect and accommodate possible discrepancies between the

model and the actual world. This is not critical during free space motion but it is vitally

important when attempting to establish or maintain contact with the environment. For the

case of contact motion, the system generates instructions of the type move along a given

direction until contact (guarded motion) or move along a given feature while maintaining

contact (compliant motion). These instruction are based on the hybrid position/force model

of robot's interaction with the environment and have model errar tolerances built into the

motion parameters. Due to the kinematic nature of the simulation, the necessary dynamic

parameters, such as frictional coefficients or compliance forces, are supplied symbolicallYt

rather than numerically.

Aside from these low-Ievel instructions, the system should aIso recognise and correctly

interpret the operator's intent ta initiate special-purpose subtasks such as a grasping action.

Similarly, the system should aIlow the operator at any point during the execution of a task
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to specify (kinesthetically and orally) a sequence of actions to be encapsulated as an un­

parameterised, unnamed, one-time procedure and he executed repeatedly until sorne tenni­

nating condition is reached. The decision-Ievel suppon, allowing the telecommand genera­

tion module to correctly disambiguate and interpret operator's input, is provided by the task

mode!. Sorne knowledge of the general goal of the task in progress is required in order for

the simulator software to correctly interpret the operator's actions or be aware of special

characteristics of the task. For instance. a sequence of rapid contact changes may be inter­

preted either as noisy data (and thus be smoothed) or a purposeful action, such as tapping,

scraping or rocking (in which case it should be kept intact). Similarly, a highly irregular

path of an object during a sliding motion could be taken as unintended or it could corre­

spond to a motion such as polishing or sanding. In order to disambiguate between such

interpretations, the system needs additional information about the task, and in particular,

the types of expected primitive motions Ce.g. pick & place, polishing, pounding), which

are to he expected during execution of the upcoming task. Other relevant information in­

dudes a list ofenvironmental objects and features, which are expected to come into contact

with the slave arm during the task. This information cao be used by the virtual simulator to

efficiently manage the collision computation load. Similarly, an indication of the relevant

relationships hetween environmental objects. involved in the the execution of the task (e.g.

which objects are rigidly auached to their suppon. which ones are detachable, etc.), cao be

used by the simulator and the telecommand generation process.

The task model should encode the knowledge of the special-purpose actions and iter­

ative procedures, as weil as their associated terminating conditions. This information can

then guide the telecommand generation process to correctly detect aod interpret such ac­

tions, when they appear in the input stream. The audio interface can he used in conjunction

with this feature to ensure proper interpretation and facilitate on-lîne adjustments in the def­

inition and execution of these actions. if necessary. The task model may he also used by the

system to automatically and dynamically adjust the viewing angle, zoom and other viewing

parameters so as to provide the operator an unoccluded and intuitive view of the work area

throughout the execution of the task. This task information can be gathered either by using

a pre-prepared Common Data Base (CDB) in a shared memory, by querying the operator
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prior ta the task, or by maintaining an on-line dialogue with the operator. Any combination

of the above methods may also be used. In particular, these approaches can be used as a

run-time supplement allowing the operator ta augment and modify the current task infor­

mation while the task is in progress. A detailed method on how symbolic telecommands

can be generated, transmitted and executed is covered in Chapters 5 through 7.

3.4 The Remote Robotic Workcell

The operator's station sends the symbolic instructions ta the remote rabotie workcell (RRW)

continuouslyas the task progresses. These instructions are received at the slave site a trans­

mission delay later. The slave high-level control software then parses incoming telecom­

mand strings, substitutes numerical values for the symbolically specified dynamic parame­

ters, translates them into the local control language and passes them to the low-level con­

troller for execution. The RRW must be capable of sorne autonomy in executing the com­

manded motion primitives. In order ta support its expected degree of autonomy, the RRW

needs to he equipped with sufficient sensing capability ta carry out elementary motion

telecommands robustly despite small errors in the command parameters, as weIl as local

sensory and control errors. In view of the hybrid force/position control paradigm [Raibert

and Craig, 19811. external forces and torques. acting on the slave manipulator, must he

available to the local control aIgorithm to provide for compliant and locally adaptive re­

sponse in contact motion. Additionally, sensory information from the external sensors (such

as TV cameras, sonars or range scanners) may he gathered, fused into a consistent repre­

sentation of the state of the system and the environment and integrated with the control

algorithm. This is crucial as the cornmanded motions are derived from imperfect opera­

tor's station based model of the remote environment. Consequently, the control of the slave

workceU must exhibit sufficient flexibility ta accommodate the majority of such discrepan­

cies without execution failures. Additional mechanisms such as robust, low-Ievel, sensor­

based controllers. smart end-effectors. local sensory reflex loops. passive end-effector com­

pliance, etc. may further enhance the performance and reliability of the RRW.

During task performance, the slave workcell must monitor its execution status. verifying

that elementary motions terminate correctly or identifying that an execution error has oc-
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curred. In either case. this information should be propagated to the operatar '5 virtual model

to report the status ofthe RRW. While everything can be weIl in the simulated world, various

things may still go wrong in the actual work environment. The slave can detect such error

conditions by not reaching an expected motion-terminating condition, by hitting an obsta­

cle, by sensing excessive or premature motor torques, etc. Upon detecting such a condition.

the slave signais the occurrence of an error state to the operator's station. which in tum alerts

the operator and interrupts the task. Alerting the operator can be done through a variety of

visual or auditory means such as flashing the display. issuing synthesised voice warnings,

etc. as organised in Fig. 3.2. If the error state is not clear from the information supplied

to the operator by the slave workcell, the operator may initiate various exploratory proce­

dures and maneuver at the remote site to clarify the resulting state of the RRW. Both contact

(force based) and non-contact (vision or sonar based) exploratory actions can be invoked in

order to gather additionaI information about the error configuration. When the state of the

slave and the remote environment has been determined. the virtual model at the operator's

station is updated to reflect the error configuration and the operator can proceed by taking

appropriate corrective actions and continue with the task. Therefore, by keeping the human

operator in the controlloop, the system eliminates the need for elaborate exception and error

handlers to be preprogrammed off-line.

3.5 Error Handling and Recovery

The symbolic instructions arriving at the remote site are based on an imperfect model of the

actual environment. Despite the fact that the critical motion parameters (e.g. distances to

surfaces or edges) have been computed to account for the estimated uncertainties in the mod­

elling, other information, such as constraint normaIs and therefore task frame axes. may be

out of alignment with the actual environment. This. coupled with sensing and control errors

during execution, may cause execution failures. Consequently, a robust controller and inte­

grated real-time sensing capability is needed to handle contact interactions with imperfectly

known environment. The remote execution process must proceed as a high-bandwidth local

feedback loop with sensory input participating in the real-time control decisions. Arnong the

sensors that can be used at the remote site are CCD cameras, laser range finders. sonar scan-
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ners, force sensors, etc. At minimum, the remote manipulator needs to be equipped with a

sensor of external forces acting on the manipulator's end-effector. This is a central require­

ment of the hybrid position/force control strategy which relies on the manipulator's ability

to realize arbitrary force trajectories in a Cartesian contact-based task frame. Additionally.

a small amount of end-effector passive compliance may dramatically reduce the problem of

control instabilities on contact with the environment. For real-time meta-interactions with

the remote workcell, data can be computed and stored in a shared memary using the COB

utility as covered in Chapter 7.

The low-Ievel contact motions consist of guarded and compliant mayes with buHt-in es­

timated modelling errors. This, along with the control algorithm should provide for stable

and reliable execution of the commanded motions at the remote site. However. things may

still go wrong as already mentioned. Sorne of the comman errors encountered during execu­

tion are not reaching an expected motion terminating condition (force, distance), hitting an

obstacle in the workspace, stopping prematurely by mistaking friction forces for guard con­

ditions, jamming, etc. The remote workcell shauld he able to detect mast of these error con­

ditions by monitoring its position, velocity, force at the end-effector and motor torques. In­

formation from the external sensors, such as vision cameras, can he used to confirm an error

condition and aid the system in gathering relevant information about the error state. Upan

detecting an error, the remote workcell must respond in a manner that minimises the possi­

bility of damage to itself, as weIl as to environmental objects. If relatively small and statÎc

unexpected forces are encountered, the remote controller may choose to stop and maintain

the current position until the operator can resolve the situation. Altematively, the remate

workcell may need ta comply with large time-varying forces to avoid damage ta the arm.

Low-level default error handlers should be in place to stop the manipulator when significant

forces are encountered along a position controlled direction and designate the corresponding

task frame axis as force controlled until the condition is relayed to the operator and resolved.

Likewise, a sudden acceleration (or velocity) along a force controlled direction should stop

the motion and place the corresponding axis in position mode, as tbis situation probably

corresponds to loss of supporting surface (Le. falling).
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Upon detecting an error condition, it is critica1 that the remote workcell be able to gather

as much relevant information about the error state as possible, and relay this information

to the operator's station. Because of the transmission and other delays between the opera­

tor's station and the remote site, the operator learns about an error condition at the remote

site Tl + T seconds later (where Tl is the lag rime as discussed in Section 5.5). During this

tîme, the operator had continued with the task and possibly modified the simulated environ­

ment. The error packet arriving from the remote must therefore contain sufficient informa­

tion to restore the simulated environment (and the display) to the error state and present to

the operator the critical remote site sensory data. Moreover, the error information cao aIso

provide local corrections to the operator's station based virtual model, by giving more accu­

rate infonnation about the location of various environmental features. The error reporting

and resolving mechanism can therefore aIso be used to facilitate on-lïne refinement of the

virtuaI mode!. Once the operator has determined the cause of the error, he cao specify cor­

rective actions to recover from the error and continue with the task. This approach to remote

manipulation and error recovery eliminates the need for off-line pre-programming of error

handlers for all possible error situations, which is a hopeless undertaking in any realistic

application.

3.6 Pre-evaluation of Teleprogramming Paradigm

The teleprogramming control methodology, as outlined in this chapter, distributes decision­

making and control between the human operator (who provides for task planning and error

recovery) and the RRW control system (which provides for low-Ievel autonomous execu­

tion and control, as weIl as error state identification). Within this paradigm, telecommands

may be sent from the operator 's station one after another in a continuous stream, relying on

the partial autonomy at the remote site to execute these telecommands under local senscr'J

supervision a communication delay T later. Therefore, the operator doesn't wail for explicit

. feedback from the remote site following each elementary telecommand. When an error oc­

curs, the remote control system stops the robot and alerts the operator. The operator then

re-plans from this point, once again starting a stream of telecommands to be executed au­

tonomously by the slave. In view of earlier discussion on the total task completion times
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Figure 3.3: Effects of n telecommand segments on task perfonnance

using the move-and-wait strategy (Section 1.4), one cao now compute or evaluate the cor­

responding behaviour for the teleprogramming paradigm. If n is the number of elementary

symbolic telecommands that are executed by the slave workcell on average, without enter­

ing an error state, then the total time to perform a given task is given by Tfotal l ; where:-

T:otal = (1 + 2~)~ask
nt

(3.1)

Clearly, in the interest of minimising the overall completion time, Equation 3.1 suggests that

the desired behaviour or condition of the teleprogramming system must be:-

IOther parameters are as defined before in Section 1.4.
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(3.2)
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Fig. 3.3 illustrates total completion times (T:otal ) versus task length (Ttask ) for T = 10 sec.,

t = 1 sec. and five different values of n, i.e. n = [1, 2, 5~ 10, 100). Note that for the case

of n = 1. it corresponds ta move-and-wait strategy and the solid line on the very bottom

corresponds to direct teleoperation with no communication delay (Le. T:ota1 = Ttask ). Fig.

3.3 suggests that even a relatively modest amount of remote site autonomy. e.g. nt = T.

dramatically improves the system's throughput (task completion times), whereas autonomy

at the level ofnt = 1ÛT results in completion times which are slightly longer than the times

obtained with direct teleoperation when there is no delay in the controlloop at all. For shal­

low space and underwater applications we normally have T ~ 10 sec., and so nt ~ 100

sec. is the acceptable level of remote site autonomy. This is clearly within the state of the art

of modern robot control strategies. Thus, the teleprogramming control methodology can be

successfully applied in shallow space and underwater environments, effectively eliminating

the adverse effects of transmission delays and allowing for near-optimal remote control of

RRWs. Ideas covered in this chapter williater be augmented with VR technology to come

up with a real-time teleoperator control system. FinalIy, it can be shown that for nt = LOO.

the delay for a given task is only 1% of the delay when nt = 1 (i.e. 99% time savings as

proven in Section 9.3). Thus, nt will be the performance detennining factor of a telepro­

gramming system in place as it dictates the level of autonomy.
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4.1 Introduction & General Overview on VR

VirtuaL Reality (VR) is the realm ofthe technology that facilitates the operation ofcomplex

systems. consuming infonnation and tuming it into knowledge (that most valuable of hu­

man resourcesJ. Although the terms cyberspace and VR have been around for years, VR as

an industry is in its infancy. [Sutherland, 1965] demonstrated the first head-mounted stereo

display in 1965. VR takes a fresh look at human interaction which evolves from user inter­

face design, visual simulation and telepresence technologies. VR is unique in its emphasis

on the experience of the human participant. Thus, VR focuses the user's attention on the

experience as its quality is crucial. To stimulate creativity and productivity, the virtual expe­

rience must be credible. The reality must both react to the human participants in physically

aIid perceptually appropriate ways, and confonn to their personal cognitive representations

of the micro-world in which they are engrossed. The experience does not necessarily have

to he realistic - just consistent. The essence of what VR is and will be, is defined within

three basic ideas taken together, i.e. immersion, interactivity & invoLvement [Morie, 1994].

The unique aspect of VR is that all three can exist at the same time. VR involves the cre­

ation and experience of environrnents. lts central objective is to place the participant in an

environment that is not normally or easily experienced. This objective is satisfied by estab­

lishing a relationship between the participant and the created environment. Accordingly. a

three-tiered definition of VR, shown in Fig. 4.1, addresses respectively what VR is, how

it is accomplished and its effect - both of VR on the participant and of the participant on

the environment. The distinguishing what of VR is its extension of the human-computer

interface [Boff and others, 1986].

Virtual environment displays are interactive, head-referenced computer displays that

give users the illusion of displacement to another location. In other words, virtuaL environ-
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OBJECTIVE 1
1
1

To place the participant 1

in an environment that .......----4........_~.........
is NOT normally or
easily experienced

WHY?

DEFINITION

Computer-based
interface ta human
perceptual and muscle
systems

Use of technology to
create an environment
tbat seems realistic

WHAT?

DOW?

EFFECT?

Experiential ~,

To have a signifiant
personal experience
while participating
in an environment

Operational ~ ~
To perfonn operations

while in an environment

-,1
.. :J.

'-

Figure 4.1: VR objective and definition

ments can be defined as interactive, virtuaL image displays enhanced by special process­

ing and by non-visual dispLay modaLities, such as auditory and haptic, to convince users

that They are immersed in a synthetic space [Ellis, 19911. [Appino and others, 1992] pre­

sented an architecture for virtual worlds used for a computational fluid dynamics simula­

tion. Virtual environment displays potentially provide a new communication medium for

human-machine interaction. In sorne cases, they might prove cheaper, more convenient and

more efficient than former interface technologies. In fact, teleoperations like tasks requir­

ing coordinated control of a viewing position and a manipulator, are the tasks most likely to

benefit from a virtual environment interface. In teleoperation or planetary surface visuali­

sation, virtual environments offer techniques for solving control problems caused by time

delays or awkward camera placements. Additionally, the completely synthetic character of

purely virtual environments allows the introduction of visual, auditory and hap-tic interac-
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tion modes totally unrealizable in physical environments. Considered as communications

media~ virtual environrnent displays have broad applications potential- in education, pro­

cedure training, high-level programming, teleoperation, remote planetary surface explo­

ration, exploratory data analysis, and scientific visualisation, as weIl as entertainment.

The research and development community associated with vehicle simulation and tele­

operations interface development have the technical training and applications background

required to design usable virtual environment displays and to constitute a tradition ofexper­

tise in this field. The illusory virtual environment is created thraugh the operation of three

types of hardware:

1. Sensors, such as head position sensors, to detect the operator S body movement;

2. Effectors, such as a stereo-scopie display, to stimulate the operator S senses; and

3. Special-purpose hardware that links the sensors and effectors to produce sensory ex­

periences resembling thase in a physical environment.

In a virtual environment~ a simulation computer establishes this linkage. In closely related

technology of head-mounted teleoperation display, the linkage is accomplished by robot

manipulators, vehicles, control systems. sensors and cameras at a remote work site. The

display technology works by developing a real-time, interactive, persona! simulation of the

content, geometry and dynamics of the environment [Foley, 1987). The software for a vir­

tua! environment must address three separate functions: Ca) the shape and kinematics of

the actors and abjects; Cb) their interactions among themselves and with the environment;

and Cc) the extent and character of the enveloping environment. A successful environmen­

tal simulation must provide adequate communications channels ta address these functions.

[Latta and Gberg, 1994] developed a conceptual VR model that isolates and describes the

human and technical elements that create the participatory environments of VR systems.

Our primary physical connection to the world is through our hands as we perfonn most

everyday tasks with them. However~when we work with computer-controlled applications,

we are constrained by clumsy intennediary devices such as keyboards, mice and joysticks.
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Little of the dexterity and naturalness that characterise our hands transfers to the task it­

self. In an effort to change this, people have been designing, building and studying ways

of getting computers to read user's hands directly free from the limitations of intermediary

devices. The development of electronic gloves has been an important step in this direction.

A basis for understanding the field by describing key hand-tracking technologies and ap­

plications using glove-based input is provided by [Stunnan and Zeltzer, 19941. Samples of

developed electronic gloves are summarized in Table 4.1. The teleoperation of multi-finger

robot hands requires a dextrous master tbat is a multi-DOF controller worn on the opera­

tor's band. Use of the hand gestures is a naturaI form of control that can bring significant

improvements in teleoperation efficiency. CommerciaIly available dextrous masters sucb as

Data-Glove, control the position of a robot band or of a simulated hand (in virtual environ­

ment applications) in the open-loop without force or touch feedback to the operator. There

is a need for portable systems that have force feedback, but are still sufficiently compact to

be desktop. [Burdea and others, 1992] discussed a sample prototype master providing force

feedhack for the Data-Glove.

VR technologies have not yet crossed the threshold of usability due to display resolutions

rendering the user legaIly blinde Head- and hand-tracking devices are inaccurate and of very

limited range. Most setups cao generate only the crudest of scenes without update lags that

ruin the feeling of immersion. However, VR has so far shown more promise than practi··

cal applications. The promise looks bright for fields such as data visualisation and analysis.

For such problems, VR offers a naturaI interface between human and computer that will

simplify complicated manipulations of the data. VR aIso provides an opportunity to cely on

the interplay of combined senses rather than on a single or even dominant sense. So far, it is

not known whether VR is better than other visualisation and analysis approaches for certain

classes of data and if so, by how mucb. The payoff will come not for those applications or

[asks for which VR is merely better, even if significantly, but for those applications or tasks

for which it offers sorne unique advantages. To answer sorne of these questions, [Ribarsky

and others~ 1994] embarked on a multi-pronged program involving the Graphies Visualisa­

tion and Usability Centre and other research groups at Georgia Institute of Technology. In­

tegration is mandatory, since these questions involve basic considerations: how immersive
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DeveloperGlove TypeJName

Sayre Glove Sayre et al, Illinois 1976

MIT LED Glove MIT Media Lab 1980

Digital Data Entry Glove Gary Grimes, AT&T Bell Labs 1983

VPL Data-Glove (fiber-optic) VPL 1987

Exos Dexterous HandMaster Exos 1989
(exoskeleton)

Power Glove (low cost) Mattel toy company 1989

CyberGlove (18 sensors) Virtual Technologies 1990

Space Glove W Industries - Virtuality systems 1991
(England)

Table 4.1: Developed electronic gloves

environments affeet user interfaces and human-computer interactions; the ranges and capa­

bilities of sensors; computer graphies and the VR optical system; and applications' needs.

[Ribarsky andothers t 1994] reportedsome oftheirresults which incIude using Glyph-maker

to create customised visualisations of complex data variables onto graphical elements in

the virtual environments. More research issues in scientific visualisation can be found in

[Rosenblum, 1994). These issues include volume visualisation, perception and user inter­

faces, data modelling for scientific visualisation, foundations of visualisation, vector and

tensor field visualisation, etc.

Interactive graphies and especially VR systems, require synchronisation of sight, sound

and user motion ifthey are to he convincing and natura!. A method to accurately predict sen­

sor position to more closely synchronized processes in distributed virtual environments is to

he proposed. Problems in synchronisation of user motion, rendering and sound arise from

three basic causes: noise in the sensor measurements, the length of the proeessing pipeline
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(i.e. delay times) and unexpected interruptions. Most VR systems either use raw sensor

positions or they make an ad-hoc attempt to compensate for the fixed delays and noise. A

typical method for compensation averages current sensor measurements with previous mea­

surements to obtain a smoothed estimate of position. The smoothed measurements are then

differenced for a crude estimate of the user's instantaneous velocity. Finally, the smoothed

position and instantaneous velocity estimates are combined to extrapolate the user's position

at sorne fixed interval in the future [Haule and Malowany. 1995b]. [Friedmann and others.

1992] presented a solution ta these problems based on the ability to more accurately predict

future user positions using an optimallinear estimator and on the use of fixed-log data flow

techniques that are weIl known in hardware and operating system design.

4.2 Telepresence and Virtual Presence

The term telepresence is often used in discussions of teleoperation. however it has never

been adequately defined. According to [Akin and others. 19831. telepresence occurs when

the following conditions are satisfied:

"At the worksite. the manipulators have the dexterity to allow the operator to

perfonn normaL humanfunctions. At the control station, the operator receives

sufficient quantity and quality ofsensoryfeedback to provide a feeling ofactuaL

presence at the worksite".

A major limitation of this definition is that it is not sufficiently operational or quantitative. It

does not specify how to measure the degree of telepresence. A high degree of telepresence is

desirable in a teleoperator system primarily in situations in which the tasks are wide ranging,

complex and uncertain (i.e. when the system must function as a generaL-purpose system). In

such situations. a high degree of telepresence is desirable because the best general purpose

system known to us (as engineers) is us (as operators). In a passage that is relevant bath ta

this issue and ta the definition of telepresence. states:

"Teleoperators offer the best means oftransmitting man sremarkably adapting

problem solving and manipu/ative skiLls into inhospitable environments. The
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anthropomorphic motor approach caUs for development of teleoperator sub­

systems which sense highly detailed patterns of visua/, auditory and tactile in­

formation in the remote environment and display the non-harmful, task-relevant

components ofthis information to an operator in a way that very closely repli­

cates the pattern ofsimulation available to an on-site observer. Such a system

would permit the operator to extend his sensory-motorfun crions and problem

solving skiUs ro remote or hazardous sites as ifhe were acruaLLy there ".

In addition to its value in a general purpose teleoperator system, telepresence is likely to be

useful in a variety of other applications. More specifically, it should enhance performance

in other applications such as in virtual environments, where the operator interacts with syn­

thetic worlds created by computer simulations (i.e. virtual worlds). The most obvious cases

in this category are those associated with training people to perform certain motar functions

Ce.g. flying an airplane) or with entertaining people (i.e. providing imaginary worlds for

fun). Telepresence is aIso important for cases in which the system is used as a research tool

to study human sensorimotor performance and cases in which it is used as an interactive

display for data presentation [Fisher. 1987]. An important obstacle at present to scientific

use of the telepresence concept is the lack of a well-defined means for measuring telepres­

ence. However, the core issue is how one achieves telepresence. In other worlds, what are

the factors that contribute to a sense of telepresence? In fact, what are the essential elements

of just plain presence? Or, how cao the ordinary sense of presence he destroyed? Sensory

factors that must certainly contribute to telepresence include high resolution and large field

of view. In addition, the devices used for displaying the information to the operator's senses

in the teleoperator station should, to the extent possible. be free from the production of ar­

tifactuaI stimuli that signal the existence of the display. The most crucial factor in creat­

ing high telepresence is, perhaps, high correlation between the movements of the operator

sensed directly via the internaI kinesthetic senses of the operator and the actions oi the slave

robot sensed via the sensors on the slave robot and the displays in the teleoperator station.

In generaI, correlation will be reduced by time delays, internally generated noises, or non­

invertible distortions that occur between the actions of the operator and the sensed actions
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Figure 4.2: Principal detenninants for sense of presence

of the slave robot. It also seems plausible that identification of above factors and therefore

telepresence, would be increased by a similarity in the visual appearance of the operator and

the slave robot.

It is important to consider the extent to which telepresence can increase with oper­

ator familiarisation by adaptation, training. learning, etc. [Ogata and Takahashi. 1994.

Held and Durlach, 19911. Although the impression of telepresence or remote presence is

just now becoming a familiar phenomenon in connection with teleoperators and virtual dis­

plays, a closely related phenomenon has received attention in the past by bath philosophers

and perceptionists. The phenomenon, which has been referred to as extemalisation or distal

attribution, is this:- that most of our perceptual experience, though originating with stim­

ulation of our sense organs, is referred to external space beyond the liroits of the sensory

organs [Loomis, 19921. For a given task, [Sheridan, 1992] proposes three measurable phys­

ical variables that determine telepresence and virtual presence as shown in Fig. 4.2. Sheri-
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dan discussed several aspects of human performance that might be (differentially) affected

by these forInS of presence and suggests models by which to characterise both kinematic

and dynamic properties of the human-machine interface and how they affect both sense of

presence and performance. Recent developments promise to make the virtual environment

a medium that cao engage researchers attention, which has generated a great deal of pub­

lic interest. [Zeltzer, 1992] presented a taxonomy of graphic simulation systems, based on

three salient components: autonomy. interaction & presence (AlPJ. The resulting AfP-cube

(shown in Fig. 4.3) provides a useful qualitative tool for describing, categorising, compar­

ing and contrasting virtual environments, as weIl as more conventional computer animation

and graphic simulation systems. Moreover, such a taxonomy can help researchers to iden­

tify application areas as weIl as avenues of research to pursue. Most existing research on

VR concerns issues close to the interface, primarily how to present an underlying simulated

world in a convincing fashion. However, for VR to achieve ilS promises as a rich and pop­

ular artistic form, as have the novel. cinema and television, it will be necessary ta explore

weB beyond the interface, ta those issues of content and style that have made traditional

media so powerful, e.g. VR for art and entertainment. Broad exploration is required if VR

is to achieve its promise of letting researchers go anywhere & do anything [Bates, 1992].

4.3 Virtual Human Interface: applicational areas

VR has been mainly developed in visual applications. In order to improve reality, force

information is very important. Several force display systems have been already proposed

50 far. However, the motion ranges are relatively small. Since most of the force display

systems have multi-link structures such as robots, large mechanical part of force display

systems or large robots are necessary to attain enough motion space. However, large me­

chanical parts or large robots are not desirable for safety and cost reasons. To overcome

the difficulty. [Kawamura and others, 1995] proposed a new type of force display using a

wire drive system for the development of a virtual sports machine (Le. virtual tennis). To

realize virtual tennis, it is necessary to provide player hands with reaction forces from a

tennis ball. Moreover, a head mounted display is needed which is capable of showing mov­

ing objects at high speed. In order for humans to interact more effectively with comput-
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ers, the capability of humans to use various types of sensory data must be exploited. One

means is by haptic perception of forces and torques on a user's hand while interacting with

an artificial environment. Rendered graphics and virtual reality displays can generate re­

alistic appearances of simulated environments, but do not enable the virtual world to be

felt or manipulated directly. An ideal haptic interface would give a computer user the abil­

ity to feel, grab and manipulate virtual objects [Hui and Gregorio, 1995, Hayward, 1995,

Colgate et al., 1995). The dynamic reactions of objects in the simulated world wouId be

instantly transmitted to the hand of the user as the motions or forces of the user's hand are

sampled by the interface. Tasks that have been integrated with sorne type of haptic interface

include flight simulators, force-reflecting teleoperation & telepresence, simulated molecu­

lar docking, etc. Additionally, any computer interface task which currently uses an input

device such as a mouse, tablet, or joystick can benefit from an effective haptic interface.

[Berkelman and others, 1995] developed a high-performance magnetic levitation haptic in­

terface to enable the user to interact dynamically with simulated environments by holding

a levitated structure and directly feeling its computed force and motion responses. The re-
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sponse of the levitated device has been made successfully to emulate virtual devices such as

gimbals and bearings as well as different dynamic interactions such as hard solid contacts~

dry & viscous friction, and textured surfaces.

Dextrous manipulation of remote objects can be performed using a multi-fingered robot

hand as the slave end-effector placed at the remote end. A well accepted approach ta tele­

operate such a robot hand is by using a glove-like haptic interface capable of measuring the

human finger motions and projecting the measured motions on to the robot hand. In a true

teleoperation, the human operator should feel as if he is directly handling the remote objects

with bare hands. To achieve such realism~ the human operator must be provided with such

perceptual infonnation about the remote world as vision, touch, force, sound and vibration

[Shimoga~ 1993]. [Shimoga et al., 1995] described a touch reflection system suitable for

dextrous interaction with remote and virtual environments. The basic frarnework involves a

robot hand, teleoperated by a human master wearing a VPL Data-Glove Une., 1993b]. The

touch retlection system consists of tactile sensors attached to the tips of the robot fingers

and micro-actuators attached to the finger tips of the human operator's hand. [McKee and

Schenker. 1995] proposed the use of automated viewing during teleoperation by combin­

ing deliberative task models. modes of human perception and reactive architectures. For

more applicational areas of human virtual interfaces worldwide, one can cefer to the fol­

lowing ceferences [Kahaner, 1994, Encarnacao and athers. 1994. Voyles and Khosla. 1995,

Caldwell et al., 1994. Anderson and Davies. 1994].

4.4 VR for Teleoperator Interface & Training (TIT)

Robots are often required ta function in environrnents which would be extremely dangerous

or expensive when using direct human labour, however, computer control and intelligence

are not sufficiently developed to permit the robots to perform these advanced technical tasks

under their own initiative and there is always a human operative in the loop. Ideally the op­

erator would wish to input body motions (from legs, arm. hand and head) which the robot

would duplicate and receive from the remote sensoes full visual, audio & tactile feedback

of a quality and form comparable with that normally produced by the eyes. ears and skin.

Thus, this research considers the development of input. control and feedhack (visual. audio
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& tactile) systems (human-machine interface) (HMD for a machine (e.g. a robot) to be used

in the telepresence applications. This multi-purpose human-machine interface provides the

user with an enhanced degree oftrue control ofandfeel for the task in hand. Training the op­

erators ofcomplex robotic systems is time-consuming and costly. Thus. a VR-based robotic

simulation system is required. The VR system provides a means by which operators cao op­

erate and be trained to operate complex robotic systems in an intuitive, cost-effective way.

Operator interaction with the remote workcell is at a high, task-oriented level. Continuous

state monitoring prevents illegal robot actions and provides interactive feedhack to the op­

erator and real-time training for novice users. With a VR-based interface. the operator is

fully immersed in the graphical environment of the remote system. The VR system can be

set up to stimulate both normal and exceptional behaviours to enhance the training ofopera­

tors. The VR system will allow telecommands to he captured, previewed and down-loaded

to the remote workcell for execution.

In bath teleoperator and virtual environment systems, the human operator is projected

into a new interactive environment mediated by artificial electronic and electro-mechanical

devices. The operator's performance. experience and sense of presence in these new envi­

ronments depend strongly on the HM! and the associated environmental interactions. The

primary focus of this research is the understanding and design of these interactions and in­

terfaces. Secondary foci include: (a) the human operator's own cognitive and sensorimotor

systems, particularly those elements of these systems that are directly related to the HMI or

to the sense of presence; (b) the more peripheral components of the two types of systems;

namely the telerobotic mechanism and its environment in the case of virtual environments;

and (c) the impact of transformed presence, achieved by either teleoperators or virtual en­

vironments. VR is a technique for creating simulated experience, or rather, an experience

of a simulated external world. In VR, the visuals, sounds and sensations create an actual

experience, leaving the freedom to the operator to explore the environment, gather infor­

mation and effectively solve problems. Advances in computer technology are making pos­

sible the development of 3D graphical and VR simulations of ever-increasing realism and

afford-ability. Virtual worlds can be used as direct interfaces for teleoperators (i.e direct

sensing & manipulation user-interface) using VR tools from 3D position sensors to sensing
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gloves. stereo viewing devices and 3D sound generators. The main objective is to put the

user in a 3D environment that enables him to explore the virtuai environment and interact

with it in various ways. A camprehensive and interactive TIT system is to be developed

using VR technology. Thus, TIT is a computer-assisted-interface (CAl) to the teleoperator.

Salient features ofTIT system include telepresence. telesupervision and autonomous opera­

tion with HMI. A systematic approach for the development ofTIT will reduce the lead-rimes

and costs of facilities for recurrent basic tasks. 3D modelling is realized through VR pro­

gramming using VR toolkits. VR environments are most useful when the communications

bandwidth is low or the time delay is large.

TIT will consist of a virtual world creator and its virtual interface. A multi-media system

consisting of 3D interactive graphies workstation (SOI), 3D mouse, head tracker, stereo­

scopie display systems, glove devices with the position and orientation of the hand regis­

tered by a tracking device and an audio-speech devices are used to enhance the effectiveness

of TIT [0 be developed. One of the most promising areas to use TIT is in an unstructured

or hazardous enviranments such as nuclear plants, biolagicaI or chemical contaminations,

space, etc. Robots replace humans because of the hostility of the environment or potentia!

risks involved during operations. These operations range from handling hazardous materi­

ais to maintenance operations. However. the problem that immediately arises is the reduc­

tion in the level of supervision achievable by a human operator as he looses his two senses,

Le. touch & vision. VR pravides excellent tools for TIT while compensating this disad­

vantage. A teleoperator can be interfaced to the RRW, in a natura! and very efficient way.

The main emphasis will also be teleoperator training in simulated environments. Moreover,

stored plans from a TIT virtual environment simulation cao be used to control a real remote

robot and eompensate for lengthy transmission delays. The TIT software interface can do

real-time modelling of the digitised images that the remote robot senses. This is a tremen­

dous improvement ta the slow, frustrating move-and-wait approach (i.e. a back-breaking

operation that resulted in fatigue and frequent errors) [Ferrel!. L965].

VR is a computer-based virtuai environment in which operators can interact with a sys­

tem by means of stereoscopie glasses~ 3D pointing devices, hand gesture interface devices,
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etc. The operator demonstrates a task in a computer-generated VR space (i.e. training en­

vironmenl). The robot performs the task autonomously in a physical world called task en­

vironmenl. The system recognises the oPerations in the training environment as elementary

symbolic commands and transfers them to a robot. The robot by itself uses sensor data and

command interpretation roles to execute the task. The virtual world concept allows the hu­

man operator to interact with real world in a more natura! way, i.e. provides a natura! user

interface by putting him in the scene during remote task operation. Two modes of opera­

tion are proposed for TIT: the simulation mode and real-world mode. In both modes. the

constructed world is presented to the user in a 3D visual forro using 3D stereoscopie VR

interface devices (i.e. 3D mouse, head tracker, data gloves. Crystal Eyes, etc.). The TIT

creates the virtual world interacting with robots, and then refines it using the information

from sensing devices mounted on the robots already in the remote scene and the teleop­

erator's knowledge from TIT training. In simulation mode, the virtual world is built out

of imagination and with the help of a knowledge-based system for training purposes. TIT

can simulate the individual operations and the interaction of the robots with the world. and

finally a teleoperator cao practice the whole mission beforehand. TIT aIso provides an ex­

cellent test-bed for trial experiments. It allows examining different algorithms and provides

a better understanding of robots behaviour under certain circumstances.

4.5 Virtuality and Control of a Remote WorkceU

The elements of a remote workcell in a collaborative job can be observed better in the vir­

tual world than in real world. TIT provides communication tools for interacting with the

real world while in a simulated environment. A complete interface has to be bi-lateraI, Le.

the machine-man & man-machine linkage. TIT allows the teleoperator to feel and sense

the constructed world as if he is actually present at the remote scene. It provides an excel­

lent supervisory environment for the teleoperator in command to successfully accomplish

a mission. The teleoperator can command the robots and other active elements operating

in the remote world. Regular tools such as keyboards or mouse would not be efficient and

even impossible for a tele0Perator to use as communicating tools with the robots while in

remote areas. Instead, teleoperator's voice, hands and head's gestures can be used to control
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the RRW. The voice commands. 3D mouse. head tracker & glove devices with the position

and orientation registered by a tracking device allows for development of TIT in VR envi­

ronment. For example. in fine manipulation of an abject, the robot's hand can imitate the

teleoperator's hand and exert the same forces and in the same way that he exerts on a virtual

abject, or in sorne operations a teleoperator can guide two robotic hands to perform the job

by using two gloves and performing the same operation himself in his chamber and letting

the robots imitate his hands. With this concept. TIT cao have two modes of operation. i.e.

navigation & manipulation modes. Thus, during navigation mode, the VR input devices

are used for navigation purposes and during manipulation mode, same devices are used for

manipulation purposes. It is aIso possible to operate using both modes concurrently if suf­

ficient Hel peripherals are available.

At the heart of HM! is a powerful Workstation (currently the Silicon Graphics (SGI)

where the user-interface program resides. TIT will provide enough feedback to the teleop­

erator to achieve telepresence and sufficient (Le. quality & quantity) sensory feedback to

approximate actual presence at the remote site. Use of stereo vision enhances teleoperator

depth perception. The system will provide a user-interface with which an inexperienced

operator cao easily teach a task. The operator shows an example of task movements in the

virtual environrnent and a finite automation defined task-dependently is used to interpret the

movements as a sequence of high-Ievel representations of operations. When the system is

commanded ta operate the leaming task. it observes the task environment, checks the geo­

metrical feasibility of the task and if necessary re-plans the sequence of operations sa that

the robot cao complete the task. Then the system uses task-dependent interpretations rules

ta translate the sequence of operations into manipulator-Ievel commands and executes the

task by replicating the operator's movement in the virtual environment. Using TIT system,

the operator interacts with the siffiulated environment in real-time, with the actual RRW re­

sponding after the time delay. This approach tends to decouple the control of the RRW at

the two sites, compensating for the time delay.

Ogata et al suggested that any VR TIT system will have three phases ofoperations [Ogata

and Takahashi, 19941 Phase 1: Setting-up the Training Environment:- the operator spec-
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ifies task components by selecting the part name and its colour attribute from the menu.

Then, he specifies its rough layout in the training environment by dragging a mouse. Phase

2: Instruction in the Training Phase:- the operator uses VR interface devices to perform

the task in the training environment created during Phase 1. The system, recognising the

operator's movements from the interface device-data and the layout information, generates

task-Ievel commands such as pick-up black A during a pick-and-place task environment.

Phase 3: Operation in the Task Environment:- the system interprets the command into ma­

nipulator commands by using the task-dependent interpretation rules defined in advance.

Sensors (i.e. a colour image processing system & a force-torque) are used ta determine the

part's geometrical position and orientation, and the feasibility of the task is examined. If

necessary, the system re-plans the sequence of the commands so that a robot can execute

the task. Finally, the robot uses the interpreted commands to perfonn the task. Collabora­

rive VR TIT systems will allow multiple network users to simultaneously access the same

virtual environment~ interacting with each other and one or more remote robots. Sînce the

underlying communications protocol used is TCPIIP, users located thousands of miles apart

can use the Internet to inhabit a common environment and share control.

VR is a type of human-computer interface where the user is immersed in an environ­

mental simulation with which he interacts [Helsel and Roth, 1991, Miner and Stansfield,

L9941 As the computer-generated environmental models become more realisùc and the

user interaction more intuitive, the virtual world becomes more of a reality. The VR TIT

system being developed for remote control, allows participants to interact with realistic sim­

ulations of complex systems in a natura! way using task-level voice commands and hand or

head gestures. Due to this natural interaction and task-level orientation, participants may

be trained to use the system easily and commands may be generated, previewed and exe­

cuted rapidly. The user is immersed in the graphical virtual environment through a stereo

viewer which tracks the user's head or hand position and orientation. As the operator's

view changes, the graphies are updated so that the feeling of immersion inside the virtual

environment is achieved. When users are immersed in the virtual environment, they can

get any view of the graphical model of a remote workcell by simply 100king at the de­

sired destination and waLking or flying to the location. This type of human-eomputer in-
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teraction is much more intuitive than a flat screen display using a 20 mouse to change the

view. Traditional graphical programming systems have severallimitations such as lack of

accurate depth perception. lack of non-visual feedback (audio, force, etc.) and awkward

control interfaces (20 mouse. keyboard, teach pendant and space-ball). VR has the poten­

tial to move the human-robot interface to a new. intuitive and user-friendly level [Miner

and Stansfield. 19941. Moreover. VR can be used ta train aperators by taking the physi­

cal rabots out of the loop. By using VR TIT system. operators can be trained before the

actual robot hardware is available. During training, the operators progress cao be mon­

itored and real-rime feedback on their performance can be provided. Training scenarios

are easily set-up. including emergency situation procedure training. By having the ap­

erator experience the emergency situation in the virtual world, they are much better pre­

pared to carry out the correct procedures if the actual emergency should arise. Trainers

can aIso interact with the trainees in the virtual simulation system to further enhanee the

training exercise. [Takahashi and Ogata, 1992] praposed a VR interface far robotie as­

sembly task teaching. Tasks were executed by an aperator wearing a VPL Data-Glove.

and hand gestures were recognised and translated inta robot cammands. [Miner and Stans­

field, 1994] described a VR simu.1ation system which provides a different method of com­

plex robotie system interaction by taking more of a task-Ievel. supervisory approach ta the

problem. Extensive telerobotics research using VR techniques has been done by NASA­

Ames Researeh and JPL for control of remotely deployed robots [Stark and others, 1987.

Bejczy, 19801

4.6 Operator Interactions with VR-based TIT Simulator

The VR-based TIT system can use a combination of off-the-shelf and customised hard­

ware and software. The aperator interface consists of an accurate, 3D graphical model of

the test bed which is viewed through a stereoscopie viewer. A Silicon Graphies. Inc. In­

digolExtreme Workstation can be used to drive the graphies and simulation and pravide au­

dio feedback. Operators issue voice commands to interact with the VR TIT simulation. The

voice commands are recognised by the vaice recognition systems (e.g.VERBEX 7000) and

are communicated to the SOI host via a seriallink. Audio feedhack provides the user with
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guidance throughout operations of the system. Fig. 4.4 shows a block diagram of a general­

purpose TIT system configuration. The operator can interact with the system through the

use of an immersive stereo viewer and voice input. Audio feedback can he used to contin­

uously guide the operator and to provide command confirmation. The operator enters the

virtual environment through VR supported input devices. The stereo viewer uses tracking

devices to continuously monitor the location (x.y.zJ and orientation (yaw. pitch. roll) of the

participant's head or hand. The SGI Workstation poIls the stereo viewer about 10 times per

second and updates the graphieal display so that the user's movements are synchronised

with his view of the virtuai environment. In this way, the participant is given the sensation

of actually being in the graphical world. The operator moves through the graphical envi­

ronrnent by using VR interface devices while in the navigation mode for walking or ftying.

Operators become accustomed to the environment very quickly and require little instruc­

tions in how to use the system. The VR environment can be developed using the software

platfonns (e.g. WorldToolkit by Sense8) which are the modelling and simulation systems

that are used to graphically display the robot motions during robot programming, preview­

ing and monitoring. These platforms provide the capability of adding custom device drivers

and user developed code using the object-oriented C++ language on whieh they are based.

During operation. the operator reeeives continuous audio feedback from the system. This

serves severa! usefui purposes. First, the operator obtains eonfinnation of voice cammands.

Advances in the field of computer graphies favor the emergence of relatively law-cast

visual simulation systems whieh can be used in a number of situations where the safety

of people and/or equipment is critical. The growing complexity and inherent risks asso­

ciated with the operation of power transmission and distribution systems have made this

industry one of the prime settings for the development of VR-based job-training simu­

lators. Such systems offer the trainee the opportunity to be exposed to a range of sce­

narios and to exceptional conditions which either occur rarely or are hazardous to repro­

duce. Thus, ESOPE-VR l is a prototype developed for a distributed client-server oriented

VR system aimed at the training of operators working in power utility switching or dis-

1ESOPE- VR constitutes an extension of the ESOPE (Expen-System for Operations Environment) simula­
tor by Hydro-Quebec [Okapuu-von Veh and others. 19961.
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Figure 4.4: General-purpose VR-based nT system black diagram

tribution stations. ESOPE-VR is developed jointly by Ecole Polytechnique de Montreal

and McGill University with the logistic and technical support of Hydro-Quebec. It al­

lows the user to exercise operations that typically consist of changing the topology of elec­

trical networks by energizing or opening transmission !ines, isolating equipment such as

circuit breakers and transformers in order to perform maintenance or repair work. pro­

viding appropriare compensation or redistributing the load. The architecture and interac­

tion metaphors of ESOPE-VR are described in [Garant and others. 1995). Special empha­

sis is made on the generation of the virtual environment resulting from a complex con­

version process between the 2-D schematic representation of a typical power station and

its 3-D equivalent. ESOPE, like other systems. is a job training simulator based on 2-D

user interfaces. While easy to use, they lack the realism and feeling of spatial immersion.

which can he provided by a VR interface. The efficiency of the learning process can be
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greatly improved when trainees not only hear and see, but aIso practice what they are being

taught. Hence, ESOPE-VR aims to provide improved learning conditions by successfully

integrating a 3-D visual interface, speech recognition, verbal feedback, multimedia facil­

ities, navigation and manipulation devices along with expert system support. When these

human-eomputer interaction techniques and their support tools are brought together. a train­

ing environment closer to reality is achieved thus reinforcing the soundness of the appren­

ticeship. The overall ESOPE-RV architecture can be found in [Garant and others, 1995,

Okapuu-von Veh and others, 1996]. ESOPE-VR is a highly interactive 3D modelling sys­

tem designed to explore the use of input devices and utilization of new 3D interaction tech­

niques based on the World-Toolkit for SGI platform. Many initial teleprogramming-based

experiments were also performed using the ESOPE system.

4.7 VR in the Future & its Social Implications

After the novelty of visiting a virtual world wears off. it all cornes down to one question:

why are we there? There needs to he a reason for being in a virtuai environment, whether it

is for escapism (e.g. entertainment), training or education. It is this reason that gives sub­

stance to the idea of involvement. Involvement is what reaches out and engages our minds;

it is the stuff that sparks our imaginations. It is what completes the building of alternative

worlds in our brains [Morie, 1994]. What it will take for VR to truly become the medium

of the future (i.e. the thing that will let it fulfill its tnIe potential) is ubiquity. This brings us

to the concept of VR as a widespread and pervasive medium. Present rudimentary efforts

involve networking sorne few computers so multiple players can share the same space and

experience. Eventually VRs will be linked in a vast global network. One can see this hap­

pening in a non·graphic form on today's internet. Graphie servers such as xMosaic gives

first glimpses of a more visual type of network. It is conceivable to imagine that same sort

of functionality for networked VRs, Le. common graphie and networking protocols that

enable rapid transmission of all the digital data associated with a virtual world to all par­

ticipants. TV, phones, cable systems and the telephone are beginning ta merge into one in­

tegrated whole, Le. the so-called infonnation super-highway. When immersive technolo­

gies are finally folded into this global communication network, VR will finally achieve a
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ubiquitous state. Within the global network~ immersive technologies will have widespread

artistic, social and entertainment implications. With the information super-highway barely

in the planning stage and media forerunners establishing the first interactive television net­

works, we're poised on the edge of a future that could change the very fahric of our lives.

However, we are still operating under old paradigms; the new ones are still to come.

What could VR become if it reaches its potential (Le. ifVR could move closer ta the con­

tinua previously discussed)? What if it could reach the ultimate in immersion, interactiviry.

involvement & ubiquity? How can it do this? If VRs actually attained ultimate immersion.

we could feel and sense them (i.e. indistinguishable from reallife). Recreating reallife is

only one type ofex.perience. With ultimate interactivity, we can actually constellet worlds or

modify them from within. In the future, the worlds will be ultimately responsive. Ultimate

involvement will bring us worlds intriguing enough ta engage us on high emotional and in­

telleetuallevels. High levels of immersion. interaetivity and involvement will result in syn­

thetic environments of a type which cao scarcely be dreamed of now. For all this potential

ta be achieved, these environments cannat be rare structures that are accessible to an elite

group. They must be easy ta find, easy to use and there must be multitudes of them. Through

new technologies, the computer is taking over functions heretofore regarded as non-rote

pattern recognition and thinking: interacting with sensing devices, building databases of

knowledge or world models, associating what is known from the past with what is currently

happening, making decisions about what actions to take, and implementing those actions.

The human operator is becoming more and more as asupervisorcharacterized in three terros

[Sheridan, 1992]:

• Super: the human operator is above the computer hierarchically;

• Tele: the supervising is fram a distanee~ both literally and figuratively; and

• Meta: the human operator may oversee many tasks, and may interact with many other

supervisors by communication channels.

Thus, new technologies sueh as VR for telerabotics, etc. pose a serious challenge for

the years ahead. As roboties automation continues ta grow, the optimistic scenario is that
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telerobots will grow in variety and numbers, becoming available to us to do our beck and

calI in our homes, schools, govemment facilities. hospitals, and across the entire spectrum

of our workplaces (i.e. factories, farros, mines, etc.). Sorne will be of human size. sorne

the size of insects and sorne much larger. Positive social implications of these new tech­

nologies include: irnproved task performance and reliability, improved human safety. re­

duction of human labour as machine labour costs much less, participative technology ad­

vancement and better appreciation of human intelligence in relation to artificial or virtuaI

intelligence. However, new technologies have sorne negative social implications for the in­

dividual (i.e. separation & alienation). Developments in broadband communication tech­

nology have allowed the human supervisor to become physically separaœd from the locus

of action. In large man-machine complexes (e.g. factories. power plants) the human super­

visors are drawn into centraIized control rooms to Perform their instructing and monitoring

activities aided by flexible and sophisticated command languages and means to eommuni­

cate either through keyboards or voice. by exotic multi-colour computer-graphie displays.

etc. Thus, the human supervisor becomes an alien to the physical process [Sheridan, 1980].

The eomponents of potential alienation include: threatened or actual unemployment, silent

failures (Le. undetected for long periods), erratic [nental workload and work dissatisfaction,

desocialization, technological illiteracy. sense of not contributing, abandonment of respon­

sibility, blissful enslavement, daily living by remote control (Le. reduction of social con­

tact), automation ofecoexploitation, electronic tele-governance, etc. As a result of all these,

in today's world there are increasingly many situations where our use and appreciation of

technology is closely tied to our trust in it. This is partieularly true of large-seale techno­

logieal systems such as air trafflc control, eleetric power generation, computerized banking

and fund transfer, and military command and control systems. Sorne of the attributes ofrrust

include: reliability, robustness. familiarity, understandability. usefulness. dependence, etc.
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Chapter 5 Symbolic Telecommands: Generation &
Meta-Interaction

5.1 Introduction

The operator can perform a task in the virtual environment by visually and kinesthetically

interacting with the simulation of the remote site. Another important feature of the telepro­

gramming system is that the operator's station software is capable of monitoring the opera­

tor's activity in the simulated environment and extracting from it a stream ofsymbolic robot

instructions that capture all essential features of the task in progress. Fig. 5.1 illustrates

the black-box view of the telecommand generation process. Two sources of infonnation

are available ta this module. The first consists of the low-level position and force trajec­

tories, imparted by the operator, together with the current contact state and motion mode

information. This information is provided directly by the virtual simulator and is updated

at each simulation step. The second source of information, which tS available to the sym­

bolic telecommand generation module, is the a priori information about the task in progress.

This task model allows the teleprogramming system to anticipate. recognise and correctly

interpret special-purpose operations which are being performed by the operator. The out­

put of the telecommand generation module are symbolic instructions, which cao he again

classified into two groups. The first group is composed of low-level commands. essentially

encompassing guarded & compliant motions. These telecommands are generated to exe­

cute simple tasks such as free-space navigation, motion into contact with the environment,

contour following, etc. and are generated solely on the basis of positional, force and contact

state information.

The speciaL-purpose class of motion commands, on the other hand, encompasses special­

purpose or fine-precision operations, which are best executed autonomously at the remote

site under local sensory supervision (e.g. fine precision abject alignment, grasping. etc.). In
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Figure 5.1: Telecommand generation process

this case~ the task model provides global guidance ta the process of interpreting low-Ievel

motions in the virtual environment~ such that these speciaI-purpose operations can be recog­

nised in the input stream and proper symbolic instructions generated. The teLeprogramming

system should aIso provide a facility whereby the operator could perfonn a small portion of

a repetitive task (such as sawing, valve tightening or polishing) and specify to the system ta

continue executing this task fragment until some terrninating condition is met. These pro­

cedures should he simple~ unparameterised and defined on-Hne for one-time use. Moreover~

the task model must contain sufficient infonnation about the structure of the task ta allow

the system to recognise the operator's intent to initiate such a subtask. Lik~wise~ the correct

terminating conditions corresponding ta an initiated iterative procedure should he specified

in the task model. The rest of this chapter will focus on the low-Level teLecommand gen­

eration as it is the more basic and fundamental of the two telecommand types. The main
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constructs of the low-level telecommand language interface between the operator's station

and the remote workcell are also provided.

5.2 Low-level Telecommand Generation

The operator's station based model of the remote environment is only an approximation

(within known talerance bounds). Hence. the nature of the generated low-level telecom­

mands must reflect and accommodate the discrepancies between the modelIed and the ac­

tuai world. This is not critical during free-space motion, but it is vitaily important when

attempting to establish or maintain a contact with the environment. Consequently, for the

case of contact motion, the system generates sequences of guarded and compliant motion

primitives with the modelling uncertainties built into the motion parameters. Moreover, as

the operator's station based virtual model is kinematic in nature, the dynamic parameters

of the requested motions Ce.g. guard and compliance forces, frictional parameters) can not

be given precisely. Instead, symbolic (nonnalised numerical) vaiues for these parameters

are supplied to the remote site, which in turo must substitute its estimate of the actual val­

ues prior ta execution. These estimates are based on the workcell's previous interactions

with the environment, i.e. task history and are derived from the local sensory readings at

the remote site. In order to cope with modelling uncertainties, as weIl as to increase the

execution reliability and robustness at the remote site despite sensing and control errors,

the hybridforce/position model can be adopted [Raibert and Craig, 1981] for the symbolic

telecommand stream generation process, as wetl as remote site execution. In this control

methodology the Cartesian space of manipulator's end-effector motions is partitioned into

free 1 and constrainecfl directions.

Thus, during free-space motion all six Cartesian motion directions are designated as free

and thus position controlled. When in contact, on the other hand, the separation of the

Cartesian motion parameters into free and constrained directions is determined by the na­

ture and alignment of contact features. This normally results in position being controlled

1Afree direction is one a10ng (or about) which the manipulator can move freely, but can not exert any
forces (or moments) on the environment; these directions of motion are therefore controlled in position mode.

2A constrained direction is one along (or about) which the manipulator can not move, but can exert forces
(or moments) on the environment; these axes are controlled in force mode.
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along sorne of the Cartesian axes, while force is controlled along the others. The symbolic

language, which the system uses to specify low-Ievel actions to the remote workcell, is de­

signed ta match the hybrid force/position control paradigm. A description of the syntax &

semanties of the low-level symbolic telecommand language cao easily he augrnented to VR

toolkits languages. The telecommand generation process proceeds in terms of execution

environments. An execurion environment is a sequence of elementary instructions which

completely specifies a motion primitive and consists of pre-motion. motion and post-motion

phases. The primary role of the pre-motion phase is to identify the coordinate frame (i.e.

taskframe (TF) in which the subsequent motion parameters are to be interpreted. One of

the two predefined coordinate frames, the end-effector frame (EE) or the kinematic-base

frame (KB), can he selected or an entirely new task frame can he constructed from any three

component vectors (origin plus any two axes). Moreover, the system can specify whether

the task frame is to move along with the manipulator (dynamie taskframe) or remain fixed

with respect to world coordinates throughout the upcoming motion (statie rask/rame). By

convention, free-space motions are commanded with respect to EE (dynamic frame). Dur­

ing contact manipulations, the task frame is centred at the primary contact point and aligned

with the contacting features in such a way as to facilitate a clean separation of force and po­

sition controlled Cartesian directions for the remote manipulator [Mason, 1981]. Besides

the task frame, the pre-motion phase of an execution environment must specify the force

guards in case of a guarded move and ensure that the existing force preloads (if any), as

weIl as the control mode information are correctly expressed in the new task frame. The

motion phase specifies either a free-space movement, a sliding motion or a pivoting mo­

tion. Finally, following the motion, we may need to reset the force guards to their default

values (if the motion was guarded) and update the motion infonnation and force preloads to

reflect the new contact set (if the motion resulted in addition or deletion of contacts). These

instructions are referred to as post-motion instructions.

5.3 Symbolic Telecommand Generation Algorithm

The teleprogramming system generates low-Ievel symbolic telecommands by monitoring

the elapsed tim~, contact state information and motion trajectories of the reroote manipula-
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tor and the movable objectes) in the simulated environment [Haule and Malowany, 1995c].

A new sequence of instructions is issued after addition or deletion of a contact or after the

same contact state has persisted for tmax seconds. The time interval tmax is a function of

the rate at which significant changes occur in the environment. Because tbis rate is limited

by the human neuro-muscular bandwidth, tmax can he taken to be on the order of 1 second.

The global outline of the symbolic telecommand generation process is given in Algorithm

5.1. Steps 1 and 2 of the algorithm compute the elapsed time since the time when the last

execution environment was generated. Steps 3 and 4 make available to the system the cur­

rent and oid contact state information, as maintained by the virtual simuiator. In step 5, the

incremental Cartesian end-effector displacement ~K B d = (t, r) is computed as follows:

(5.1 )

where

- (5.2)
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Aigorithm 5.1 (Globallow-Ievel telecommand generation)

ar the end ofeach simulation seep {

1. t i {::: current rime

3. Ci {::: current contact set

4. Ci - 1 {= old contact set

5. d K B d <= end-effector displacement

6. case motion-mode of {

• free-space (use sub-algorithmfor free-space motion)

• sliding (use sub-algorithmfor sliding motion)

• pivoting (use sub-algorithmfor pivoting motion)

• pushing (use sub·algorithmfor pushing motion)

}

7. ifcommand-generated {

t i - 1 {::: t i

Ci - 1 {::: Ci

T6 i - 1 .ç: T6i

}

}

The RPYoperator denotes that the corresponding incremental rotational motion is expressed

as roll/pitch/yaw vector. The homogeneous transform T6k denotes the location of the ma­

nipulator's wrist with respect to its kinematic base (KB) at the k-th simulation step. The

heart of the procedure is step 6, where the changes in the simulated environment since the

generation of the last execution environment are examined and the corresponding symbolic

instructions generated, if appropriate. Different telecommand generation algorithms do ap­

ply for different motion modes. Finally, if a new execution environment was generated in

this step, the relevant current information is stored to serve as old information for subse­

quent iterations of the algorithme Each sub-algorithm presents the analysis of representa-
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tive cases and gives the corresponding execution environments (telecommand sequences),

as weIl as the outline of the sub-algorithm (i.e. summarising the results). For example

during free-space motion, telecommand generation proceeds in a straightforward fashion

as shown in Algorithm 5.2. The vectors t and r are the incremental translational and ro­

tational wrist-based displacements of Equation 5.1, appropriately rotated into the current

task frame (EE) and t denotes the duration of the required motion (in seconds). The main

constructs of low-Ievel telecommand language interface between the operator's station and

the remote workcell are as summarized in Table 5.1 representing three main categories of

motion telecommands: Ca) taskframe management; (b) force control; and Cc) motion con­

trol. AlI symbolic telecommands must be pre-Iabelled in CDB data elements and initial­

ized as detailed in Chapter 7. For detailed analysis of these telecommands, one can re­

fer to my published papers [Haule and Malowany, 1995c, Haule and Malowany, 1995b,

Haule and Malowany, 1995aJ.

Algorithm 5.2 (Telecommand generation a1gorithm: free-space)

if(ei > tmaxJ {
case motion-mode of{

free-motion
translation
rotation

}
}

:Move(t; <tx, ty, t z >; < rl:' ry, r;: »
:Move(t; <tx, ty, tz >; < 0,0,0 »
:Move(t; <0,0,0 >; < rx , ry, r: »

5.4 Telecommand Parsing and Translation

The operator's station visually and kinesthetically couples a human operator to a graphi­

cal simulation of the remote environment. The operator interactively, via an input devices

supported in the virtual environment, specifies the task to be perfonned remotely. The final

output of the operator's station is a stream of execution environments, each containing a de­

scription of an elementary motion or action to be performed by the slave workcell. Thus,

this section and the next one focus on the meta-interaction of the remote workcell with its
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Syntax & Semantic

DefineVector(name; < vx , vy! v:: >: ref_frame)

DefineTaskFrame(name:ref-frame;origin;x-axis;y­
axis;z-axis)

UseFrame(frame)

Force Control Telecommands AssignMode(X, X. X. X. x. X). ..Y E {P,F}

Force(< Ir, Iy , f:. >; < Tx,Ty , Tz »

GuardForce(< fx, fy, 1:: >; < Tx, Ty, T:: »

GuardVelocity(< Ur, UY' Vz >; < W X ! W V ! w:: »

Motion Telecommands

Slide(t; < l/>:r, l/>Yl 4:J:. »

Pivot(t; < l/>:rl 4Jv ' tP:: »

Table S.l: Low-Ievel symbolic telecommand language: syntax & semantics

environment as well as the operator's station virtual mode!. The analysis will include the

instruction parsing and translation, a strategy for parsing, scheduling and executing the re­

ceived instructions, which guarantees that the time lag between the virtual and the remote

workcell will not increase during the task. More results were published in [Haule and Mal­

owany. 1994a). The operator performs a task by interacting with a local-station based graph­

ical simulation of the remote environment. The operator's station software generates (on

line) a stream of symbolic instructions, describing the operator's activity in the simulated

environment. These instructions, grouped into execution environments, arrive to the remote

workcell a transmission delay T (Le. Td in Figure 5.2) after they were generated and sent

from the operatorYs station. Remote site execution proceeds by:

1. Parsing and translating the contents of successive execution environments into the

local control language;
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Figure 5.2: Sequential execution management

2. Substituting numerical values for the symbolic (or normalised numeric) dynamic pa­

rameters (e.g. friction coefficients, compliance force levels);

3. Passing the resulting code to the local controller for execution; and

4. Monitoring the execution process; Le. detecting error conditions, stopping the remote

workcell safely on error and reporting resulting error state to the operator's station.

The symbolic teLecommand language. which is used by the teleprogramming system to en­

code elementary motion and action information, is designed to be closely compatible with

the hybrid force/position control paradigm [Raibert and Craig. 1981]. If the remote con­

trol software supports the same control strategy, then the process of parsing the incoming

symbolic instructions and producing the corresponding instructions, which are directly ex­

ecutable by a local remote controller, is straightforward. The symbolic telecommand lan-
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Figure 5.3: Double-buffering execution scheme

guage is a context-free language and consists of simple declarative statements with no loop­

ing or branching constructs. The corresponding BNF grammar can therefore be readily pro­

duced and fed to an automatic parser generator (such as yacc) to produce a parser. Hav­

ing produced a parser, the code generation proeess then proeeeds in three steps. First step:

Sorne of the instructions, such as UseFrame, AssignMode, Move, Pivot, SLide, etc. set the

eorresponding control parameters (i.e. current task frame, control modes, motion time and

trajectory) in the remote controller directly and no additional processing is necessary.

Second step: Other instructions. such as Force. GuardForce, GuardVelocity, etc. do re­

quire sorne additional processing. In particular. in view of the kinematic nature of the oper­

ator's station based simulation. the parameters. supplied by these instructions. do not reftect

proper dynamics of the remote manipulator and the environmental objects being manipu­

lated. These instructions contain symbolic or normalised numenc values to denote dynamic

parameters. such as frictional properties. complianee forces during sliding, guard forces
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gT

while approaching a new contact, etc. The translation process must therefore substitute ac­

tuai (estimated) values for the symbolic place-holders. These estimates of the dynamic pa­

rameters of the manipulator's interaction with the environment are retined as the task pro­

gresses and sensory measurements cao he used to get a better sense of the frictional char­

acteristics of the immediate environment, masses and inertial properties of the manipulated

objects, etc. The responsibility of obtaining this information lies with the remote controller

which must keep track of the relevant dynamic parameters and record the necessary sensory

data during motion, in order to maintain updated estimates of their actual values. Third step:

Instructions, represented by DefineVector and DefineTask.Frame, serve to update the Symbol

Table of currently defined vectors and coordinate frames, known to the remote controller.

For clarity. the symbol table is a linked list. More rime and space efficient data structures,

such as hash tables, should be used in actual implementations. The two frames KB and EE

correspond to the kinematic base and end-effector (wrist) frames respectively. Likewise,

78



-

5. Symbolic Telecommands: Generation & Meta-Interaction

1 Notation 1 Explanation

CD the i th execution environment

gTi time when CD started being generated

sT;, time when CD was sent from the operator's station

rTi time when CD was received by the remote controller

eTi time when CD began executing at the remote site

ti execution length of CD

pti parsing time for CD

wti time spent waiting for CD

Table S.2: Sequential dequeue-parse-execute notations

ORG and WST denote their respective origins in local coordinates. This suffices to boot­

strap the task frame definition process, whereby new vectors can be defined with respect to

any combination of these vectors. Task frames are specified to be either statie (defined with

respect to KB) or dynamic (defined with respect to EE).

s.s Lag Control During Execution

During execution care must be taken to avoid increasing the [ag time Tl between the vir­

tuai and the remote workcell as the task proceeds. A straightforward dequeue-parse-execute

loop leads to the behaviour of Fig. 5.2. where the lag lime increases throughout the duration

of the task. The notations used in Fig. 5.2 are summarised in Table 5.2 and will be adopted

from now on. The waiting time is defined as follows:

{

rTi - (eTi - 1+ ti-r); ifrTi > (e1i-1 + ti-l)
wti =

0; otherwise
(5.3)

Note that the waiting time can not be negative. Then, using sequential dequeue-parse-
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execute approach. the lag time T/i at time eTi (Le. just before executing CD ) is given by:

&

T/i = eTi - gr: = t l + T + I:(pt j + wtj )

J=I

Equation 5.4 implies that even if the sum of waiting tirnes is bounded. Le. if

&

lim L wt] < Hl
&-00

J=I

for sorne arbitrarily large constant ~V. we have

.lim TJi = 00
&-00

(5.4)

(5.5)

(5.6)

-

•1
r

indicating that the lag time not only increases as the task progresses. but is in fact un­

bounded. In arder to solve this problem. a double-buffering execution scheme shown in

Fig. 5.3 is employed. The remote controller maintains two such buffers (Le. CmdBuf A

and B). While one is being executed, the other is being constructed by parsing and translat­

ing the next execution environment. The combination of this parallelism and an artificially

introduced holding rime ht1. which delays the execution of the 1st telecommand by ht1. can

be used to control the Iag. This execution management scheme is also shawn in Fig. 5.4 for

clarity and is for its analytical validation refer to Section 9.2.
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6.1 Introduction on Visual Tracking

A new method for designing an optimal time-delayed teleoperator control system based on

prediction of abject position and its velocity llsing observers is presented [Hacksel and Sal­

cudeao, 1994, Zhu et al., 1992, Haule and Malowany, 1994bl. An observer-based approach

ta the detennination of moving object positions cao be used to correct object velocity esti­

mates generated by observers,leading to accurate, low-noise estimates during remote con­

tact tasks. The control scheme can be used for collision avoidance purposes, visual object

tracking, visual servo systems, etc. A design of a teleprogramming controller consisting of

a predictor with an observer-based double-loop feedback for visual robotic tracking of mov­

ing objects during remote manipulation is demonstrated. The performance of the controller

is evaluated using MATLAB computer simulations in the frequency domain by minimising

a squared-error cost function of the motion pararneters for a variety of motion trajectories.

The designed controller is fast and robust enough as it will be shown by simulation results

and control analysis.

A telerobotic system consists of a local and a remote manipulator. Position telecom­

mands are sent forward from the master to the slave. In arder to improve the performance

of the system, force information is send back from the slave to the master. Often there

is a transmission delay incurred when communicating between the two subsystems which

causes instability in the force reflecting teleoperatar. Teleprogramming methadology solves

the instability problem as shawn in [Haule and Malowany, 1995a]. Other contral-based so­

lutions include minimising the behaviour of a lossless transmission line, a scattering tech­

nique developed for a teleoperator system [Anderson and Spong, 1989]. PID controllers

and a lag-Iead compensators for a robot system were a1so developed [Chen, 1989). 2-port

network models of bilateral remote manipulation are a1so employed to solve the problem
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[Raju and others. 1989. Anderson and Spong. 1988). etc. Although the resulting control

laws were shawn ta stabilise an actual teleoperator system and are intuitively stable be­

cause of their passivity properties. stability for the system has not yet been proven. Thus.

the designed tracking controller cao be incorporated into the characterisation of the non­

linear. distributed parameter system. human operator and the environment. Tradeoffs be­

tween static accuracy, system stability and insensitivity ta disturbances with sampling rate

remain ta be derived for a more realistic discrete time system mode!. Bath theoretical anal­

ysis and real tests are required using various control theories. Extensions ta include the

development for the full n-DOf system and the use of a gain element is to be accommo­

dated. The resulting controller has ta guarantee stability for any passive task abject at the

slave port and any passive human impedance at the master port. Different control schemes

exist in bath manuaI and supervised automatic modes of control [Bejczy and Kim. 1995,

Tarn and others, 1995].

One technique for teaching a robot ta perfonn a certain task is ta teach it the trajectory

that the mobile abject should track ta accomplish the task. Once the robot leams the trajec­

tory, it can achieve the task by tracking the trajectory. [Endo and others, 1995] described

a method for controlling the trajectory tracking of a mobile abject. enabling the robot ta

accomplish sorne task involving a target abject. A visual servoing method [Walters, 1994.

Yoshimi and Allen, 1994] can be used ta position a robot with respect ta an object before

tracking it and estimating its velocity [Chaumette and Espiau, 1991]. A model registration

system capable of tracking an abject through distinct aspects in real-time is presented by

[Ravela and others., 1995]. Their system integrates tracking, pose determination and aspect

graph indexing. The tracking combines steer-able filters with normalized cross-correlation,

compensates for rotation in 2D and is adaptive. [Bensalah and Chaumette, 1995] described

a real-time visual target tracking using the generalized likelihood ratio (GLR) algorithm

by first introducing the visual servoing approach and the application of the task function

concept ta vision-based tasks. They aIso presented a complete control scheme which ex­

plicitly enables pursuing a moving object. In order ta make the tracking errors as law

as possible, they used the GLR test. an algorithm able to detect. estimate and compen­

sate abrupt jumps in target motion. Visual servoing [Walters, 1994, Espiau et al.. 1992,
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Hashimoto. 1993] is now a classical approach to reaIize various roboties tasks (i.e. position­

ing. grasping, target tracking, etc.) in closed loop with respect ta visual data. As far as target

tracking is concerned, [Papanikolopoulos et al.. 1993] used classical approaches in control

theory ta track a moving abject. However. they consider the abject motion as disturbance.

which implies tracking errors in the image. On the other hand. [Allen and others. 1993]

developed an abject motion estimation algorithm. based on Q - B - '"'.1 tilters. in order ta re­

duce the observed tracking errors. Other similar techniques are based on the use of Kalman

filters [Lee and Lee, 1994, Chaumette and Santos, 1993]. While the first approach has com­

putational advantages, the second one seems much more appealing due to the adaptabi1ity

of its coefficients for tracking various target motions. Different researchers design differ­

ent control schemes to achieve the same goal while dealing with visual tracking [Richards

and Papanikolopoulos, 1995, Papanikolopoulos et al., 1994, Sharma and Hutchison. 1994.

Bishop et al., 1994. Yokokohji et al.. 1994. Lee et al.. 1994].

6.2 Design Methodology: for controllability & observability

A design was performed for the visual robotic tracking of moving objects during remote

manipulation. Using the knowledge of gripper and object positions at uniform time inter­

vals. a control system was designed. The design consists of two phases: first an estimator

or predictor was designed; second a double-Ioop feedback controller which receives signais

from the predictor was designed. A predictor aIgorithm which gives future positions of the

moving abject two sampling instants later was implemented in software. The motion of the

object was estimated by minimising a squared-error cost function of the motion parameters

[Isidor and Byrnes, 1990). The performance of both predictor and controller was evaluated

by performing MATLAB computer simulations. The resu1ts are satisfactory for a variety of

remote abject motion trajectories. Detailed results are presented in [Haule and Malowany.

1995bl. The configuration of the system under discussion is shawn in Fig. 6.1. A number

of fixed cameras act as sensors capturing the position of both the robot's gripper and the

moving object every T seconds. In response to this information, the robot system must re­

act by moving its gripper towards the moving object. Once the gripper is within a tolerable

distance from the object, it must maintain that relative position.
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Yel

Figure 6.1: A generic remote robotie workeell

The design assumptions include: dynamics of the robot (Le. its matrices) are known [Lei

and Ghosh9 1993t no noise or friction is present9 the visual sensors are fixed cameras that

give the position of the gripper and the moving object9 the information from the camera is

already in the world coordinate frame (WCF) whose origin is at the base of the robot frame9

the moving abject has a smooth and continuous motion in time (i.e. no aeceleration) within

the vision field of all the cameras9 the robot is actuated such that the speed of its arm is

greater than that of the moving abject sa as ta ensure that the abject can he reached and the

abject is eonfined ta move in the X-Y plane. The infonnation available from the sensors is

Iimited ta the positions of bath the gripper and the moving abject in WCF. The solution is

direcdy related ta the minimisation of the position error between the gripper and the object.

The gripper has ta be actuated in such a way that its motion is directed towards a predicted

future position of the abject in order to catch it. This implies that the gripper's speed has to

he greater than that of the moving abject. A traeking scheme is shown in Figure 6.2. The

controller responds ta the position errar between gripper positions Xg(k) and object posi-
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Tracking comple\ed (i.e. Xg(i)=Xc(i»

Figure 6.2: Error between gripper's and object's position

tions X c (k) and drives the robot arm while the predictor estimates the position of the object

at time t + kT, where k is an integer taking care of the delays present in the control sys­

tem. Equation 6.1 gives the matrices of the continuous-time robot system [Lei and Ghosh,

1993]. The output of the robot system y(t) represents the position of the gripper in WCF.

This corresponds ta the three components of the state vector in Equation 6.21•

(6.1)

(6.2)

The other three states of the robot system represent velocities in 3-D space. Equation 6.3

shows a complete state vector.

tA state of a system is the minimum amount of information necessary to fully describe the system.
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- (6.3)

Matrices A and C are unit-less, matrix B has units of lImass so that the input u(t) to the robot

system is a force and the output y(t) is a 3 x Lcolumn vector having units of position. For

no coupling between the three orthogonal coordinates, the overall system can be simplified

and divided into three subsystems. one for each axis as shown in Equations 6.4, 6.5 and 6.6.

(6.4)

(6.5)

(6.6)

Each subsystem was assumed to have identical state-space equations given as:

-

y = ~Yl

(6.7)

(6.8)

Since the sensors (i.e. cameras) are discrete-time systems and the plant to he controlled

is given in the continuous-time domain, a discretization of the plant is necessary. This is

achieved by installing a zero-arder hold (ZOH) in front of the plant. This discretization is

assumed to be done with a perioclic sampling T. The ZOH equivalent state-space equations

of each subsystem are as given in Equations 6.9 and 6.10.

(6. LO)
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The controllabilirr of the ZOH equivalent model was assessed before designing the con­

troller. Similarly, the observabiliryJ was counter-checked. The controllability (C') and ob­

servability (Q') matrices are as given in Equation 6.11. Since C' and Q' exhibit full rank4
,

each subsystem is controllable and observable [Franklin and others. 1990]. This means that

the states can he placed arbitrarily via a controller and that an observer can he designed to

estimate the unavailable state ..Y2(k). Still. due to the presence of two simple real poles on

the unit circle in the Z-plane. the subsystem is unstable. One requirement for the controller

is thus ta stabilise the closed-Ioop system.

(6.11 )

-
.-

6.3 Prediction Scheme

The discrete-time predictor receives the current position of the object as given by the sensors

and sends an estimate of the future position of the moving object in WCF to the feedhack

control system. Since the motion of the abject is unknown. a discrete time model of Equa­

tion 6.12 or 6.13 was used ta approximare the motion of the centroid of the abject.

or equivalently

.'Y(k + L) = aX(k) + /3 (6.12)

.'Yc(k + 1) ail a12 a13

~(k + 1) - °21 a22 an

Zc(k + 1) °31 a32 a33

Xc(k) ,81

~(k) + /32

Zc(k) ,83

(6.13)

A minimisation of the cost function .J was done in order to generate the parameters of the

2The system is contra/Lable if the states can be moved in any direction in the state space. i.e. poles can be
arbitrarily placed.

30bservability is the ability to estimate the system states from a record of output measurements.
.JFor observability & controliability. matrices C & 0 must have full rank n (i.e. n = dimension of Cor 0).
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motion equation which is subsequently used to predict positions of the abject.

N

J = L).~(i) - Q~R(i - 1) - ,8)2
t=l

(6.14)

-

The cast function J is a second arder polynomial in Q and i3 with positive coefficients in

front of the parameters of highest degree. Thus. J has only one extremum point which is

a minimum whose value is Jmin • obtained by differentiating J with respect to a and 13 and

equating it to zero. After differentiation was completed (see Section 6.7), the parameters

minimising the cost function were found by solving Equation 6.15 where the matrix M is

given in Equation 6.16. A computer algorithm whose structure is outlined in Algorithm 6.1

was used to compute the parameters necessary for prediction using MATLAB software on

a Sun Workstation. Appendix B gives the MATLAB listing of the controller program.

Algorithm 6.1 (Outline of predictor algorithm)

1. Initialisation ofvariables; i = 0;

2. Ger position ofobject from cameras: i = i + 1;

3. Compute a matrix and (3 vectorfor ail positions coLlected;

4. Check error between predicted and actual positions. iferror is
less than the maximum aiLowable (Le. €) then go to step 5. e[se
go to 2;

5. Send the predicted position (i + 2) to the control system based
on known i positions ofthe object;

6. Get position of the objectfrom cameras: j = j - i + 1;

7. Use the last i positions of the object to compute the predicted
j = j + 2 position;

8. Go to step 6 (predicted positions are thus generated up to the
completion ofthe experiment).
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N

2: .\'"c ( i) X·c (i - 1)
i=1

N

2:.Xc(i)Y;;(i - 1)
&=1
N

ail 2: .\'"c(i)Zc(i - 1)

012
i=1

N

a(3
L .\'"c(i)
i=1

N
,31 L Y~(i))(c(i - 1)

a21
z=1

N
Af4x4 04x4 04X4 LY~(i)Y;;(i - 1)

022
04x4 1.V[4x4 O.1x4

i=1 (6.15)N
023 L r::(i)Zc(i - 1)

04x4 0 4%4 Atf4x4

Pz i=1
N

031
LYc(i)
i=1

N
032 L Zc(i)Xc(i - 1)

i=1
a33 N.. L Zc(i)l';;(i - 1)
.~.. i=l

N

L Zc(i)ZcCi - 1)
i=1

N

L Zc(i)
i=1

At[ =

N

2: .\'"c(i - 1)-tYc (i - 1)
i=1

N

L ~(i - l)Xc(i - 1)
i=l
N

L Zc(i - l)Xc(i - 1)
i=1

N

L -tYc(i - 1)
i=1

N

L·\'"c(i-l)Y~(i-l)
i=1

N

L r::(i - l)Y~(i - 1)
i=1
N

L Zc(i - l)~(i - 1)
i=1

N

L Y~(i - 1)
i=1

N

L -ttc(i - l)Zc(i - 1)
i=1

N

LYc(i - 1)Zc(i - 1)
i=1
N

L Zc(i - I)Zc(i - 1)
i=1

N

L Zc(i - 1)
z=1

N

L -ttc(i - 1)
i=l

N

LY~(i - 1)
i=1
N

L Zc(i - 1)
i=l

(6.16)

It can he noticed that the predictor algorithm is divided inta two parts: (1) At start up of

the experiment, the predictor uses as many sensed positions of object as necessary to sat­

isfy a convergence criterioD. If the distance vector between the predicted position at time t
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and the current position of the abject is less than a certain vaIue (say E). then convergence

is achieved. Otherwise. more sensed positions of the abject are needed ta meet the error

criterion and more time is required in arder for the predictor ta generate a reasonably accu­

rate prediction; (2) Once the parameter approximation is done. the predictor starts sending

signals ta the control system. The predictor receives current positions of the abject (at time

t) and sends ta the control system the predicted values at times t + T and t + 2T where

T = sampling period. The predictor also updates the value of the motion parameters at

each sampling instant.

6.4 Double-loop Feedback Scheme: observer-based

Position error alone as input to the control system cannat achieve tracking nor stabilise the

closed-loop system. The feedhack of the gripper velocity was added into the design, i.e.

double-loop feedhack controller. Since the velocity state is assumed not to be available for

measurement, an observer had ta be designed in order ta generate estimates of the velocity.

This was achieved by selectiog identical initial values for the estimates ta be equal ta the

true state. This is possible since the initial state of the gripper is known to be motionless.

Thus, the observer equations are as presented below.

.t 2 (O) = .Y2(0) = Xc(O) (6.17)

'Y2(k + 1) = ,Y2(k) + TU(k) + K. [Y(k + 1) - XI (k) - ~2U(k) - T'Y2(k)] (6.18)

Note that the observer is of first order. Since the dynamics of the gripper are decoupled,

the motion is divided ioto three independent components. Thus, we have three first order

observees (Le. one for each Cartesian coordinate). Due to the choice of the initial state,

the gain K e cao be arbitrary since the bracketed terms it multiplies have their sum equal to

zero at each sampling instant. Still, for the sake of rigour, the gain Ke was calculated ta he

If(2T) due to the choice of the poles of the state error equation which was conveniently

placed at z = 0.5. By sa doing. the speed of the observer was made faster than that of the

robot system. The overall design black diagram of the visual tracking scheme is shawn in
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Fig. 6.3 which is based on the observer and predictor configurations. This control scheme

was implemented in software forma The controllaw used is quite simple and is given by:

(6.19)

--

-~

Aigorithm 6.2 (Outline of the computer control algorithm)

1. Initialisation ofvariables; m = 0;

2. Receive predicted position ofobject: m = m + 1;

3. Compute the states XI (m)~ YI (m), z. (m) and the inputs;

4. Compute the estimated states X2 (m) , Y2 (m), Z2 (m) from the
observer equation;

5. Go to step 2 (outputs ofthe system are thus generated up to the
end ofexperiment).

The computer was used to compute recursively the value of the states of the gripper and

of the observer. The algorithm used for the controller is as summarised in Algorithm 6.2

and its program written for MATLAB software simulations is given in Appendix B. During

simulations9 the choice of the gains K and Td was based on the desired properties and char­

acteristics of the overall closed-Ioop system such as stability, speed of response and settling

time. However, it was found that values of K = 1 and Td = 1.5 gave a dead-beat response

ta a step input. Still, the system subjected ta other types of inputs will not exhibit dead-beat

response. This is of no major consequence as long as the output response of the closed-loop

system is stable9 has a relatively small overshoot and seules down in a reasonable amount

of time. Finally, in arder to achieve smooth tracking9 K was reduced to 0.6.

6.5 Initial Stability Analysis

For stability reasons, the overall closed-loop control system was initially analysed. The

graph of the root locus based on a Td value of 1.5 with respect ta a varying gain K is shawn

in Fig. 6.4. It has to he noted that this plot is obtained by neglecting the observer dynam­

ics since the state equation of the observer is identical to that of the robot system for state

X 2(k). From Fig. 6.49 it can be noted that the closed-loop transfer function with a gain of
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Figure 6.3: Black diagram of tracking control system

K = 0.6 corresponds to a point on the root locus lying inside the unit circle. This im­

plies that the stability criterion is met and smooth tracking can be achieved. Thus, this gain

value was chosen for further manipulations and was kept constant throughout the rest of the

experiment. A complete derivation of the overall closed-loop transfer function is given in

Section 6.8. Detailed experimental simulation results is covered in Section 9.4.

The rank of the matrix M depends on the type of motion taken by the moving object along

the x-. y- and z-directions. Since the motion of the object was confined to the XY plane, the

z-component has no contribution to the computation of the parameters. Thus, the rank of

the matrix M was reduced from size four to three. If the motion of the moving abject along

the x-axis is linearly dependent on that along the y-axis, the rank of the matrix M is further

reduced to size two. The choice of ramp-, circular-, square- and wave-like motions (see

Section 9.4) was meant to prevent another reduction of the rank of matrix M. The algorithm
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Figure 6.4: Root Locus of the closed-Ioop system

for the predictor has been set to check the rank of the matrix M before computation of the

parameters is done. This step is necessary at the initialization stage. The accuracy of the

predictor depends on the tolerance specified and complexity of the trajectory of the moving

object. Prediction of future positions of the moving abject can he done for one or more

sampling instants ahead. At present time, the only information available to the predictor

about the motion of the moving abject is its present and past positions. In arder ta predict

more than one sampling instant ahead. the predictor has to use the last prediction, present

and past positions. This situation is desired in arder to take into account the delays present

in the overall system. However. it was found that two step prediction gives more accurate

tracking of the moving abject.

The time it takes for the gripper ta go to the moving object and move together with it de­

pends on the trajectory of the objecte Since the predictor algorithm requires a certain num-
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ber of actual positions of the object in order to estimate the motion parameters, the gripper

cannot move before this calculation is completed. This period of time is approximately 3

seconds (refer to Section 9.4). In fact, it takes three steps ofbatch computation to converge

within the desired accuracy of 0.1 units of position. Once the gripper starts moving, it is

very fast to catch the object. This is true for the proportional feedback controller which has

no parameter penalizing the size of its output. Hence, the error between estimates of ob­

ject positions and gripper positions is going to be within the pre-specified tolerance rather

quickly. However, the error between actual position of the abject and gripper does not nec­

essarily go to zero depending on the predictor's accuracy. Thus, a need for improvement

using linear quadratic (LQ) controller is required as outlined below.

6.6 Improved LQ Controller

A K value of 0.6 was used for proportional feedback control. Still, the gripper takes more

time to stabilize its motion around the object's position as compared to the case where Kwas

larger. So varjing K is changing the stability configuration of the system, the smoothness

of the motion, as weIl as the demand on the inputs. This can be related to the performance

index of a Linear Quadratic (LQ) controller. A compromise between speed of response and

control effort can be found and this resulting compromise affects the shape of the motion:

smoother control inputs implies smoother motion of the gripper in time. An improvement

of the design would be to use LQ control. The controller drives the robot via forces in each

Cartesian direction. Since the goal of tracking is to make the position and the relative ve­

locity between the gripper and the object go to zero quickly, it is possible that an excessive

demand be placed on the actuators. The purpose of the LQ controller is to reduce the effect

imposed on the actuators so as to avoid saturations. The major drawback of such a con­

troller is the slowing down of the tracking process. Still, the performance index JLQ can he

defined and offers the possibility of compromising between speed of tracking and demand

on the control input.

­.i N

JtQ =L(.,fT Ql ..Y(k) + Q 2U2(k))
k=O

(6.20)
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where

lV = Finite time of experiment
Sampling period T

The matrix QI and scalar Q2 are given as follows:

(6.21)

(6.22)

..

The greater tP iS9 the smaller is the control input (force). A compromise between a reason­

able speed of tracking and a maximum input force must be selected using~. Conceming

stability, since the robot system is controllable and that QI is symmetric and positive semi­

definite, the LQ controller always gives a stable closed-Ioop system. The computer control

algorithm uses a proportional controller with output feedback regulation of a reference in­

put. In order to apply LQ control to the robot system, the block diagram form of Fig. 6.3

would have to he changed so that no reference input appears and that the state is fed back

to the input of the controller. To achieve this new state space representation of the system9

states would have to he redefined as follows:

where

dX(t) = (~X(t)dX(t))T (6.23)

(6.24)

It is assumed that the moving object has no acceleration. Thus9 the relative acceleration be­

tween the object and the gripper would be equal to the acceleration of the gripper alone. The

main difference between the LQ controller and the proportional feedhack controller is that

the gain K is a function of time, characterized by K (k). Therefore, the LQ controller would

be found by calculating the gain K (k) at each sampling instant such that the performance
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index .JLQ is minimized. The control input would he calculated as follows:

[j(k) = -K(k)~ .•;r(k) (6.25)

It has to be noted that all simulations were performed only in the discrete-time domain.

The control input was held constant between sampling instants by the ZOH. Still. the robot

motion is in the continuous-time domain. In discrete-time, the behaviour of a system is con­

sidered only at the sampling instants. It is known that a system can have a stable discrete

output response and he unstable between samples in the continuous-time domain. There­

fore. inter-sampling behaviour has to be addressed so as to check the continuous-time out­

put response of the system. If the number of data needed to achieve convergence of the

batch computation is large, then some fonn ofweighted recursive calculation has to be per­

formed so as to reduce the computation time. To design a more realistic control system,

the recursive computation could be optimized with respect to its complexity and time con­

sumption. Another addition to the control system would be a disturbance-rejection feature.

Disturbance could be modelIed based on friction or drag present in any real physical envi­

ronment. In presence of no physical obstacles, the gripper tends to keep its velocity constant

once it has caught up to the moving object. To reject a disturbance input to the control sys­

tem, another compensator would have to be added into the design.

6.7 Motion Estimation of Moving Object

A prediction algorithm used to estimate the motion of a moving object was discussed in

Section 6.3. The motion of the centroid of the moviog object cao be expressed as:

.. ·~I,

or equivalently

.,Y(k + 1) = a ..X(k) + J3 (6.26)
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- JX"c(k + 1) QII QI2 QI3 X"c(k) /31

Yc(k + 1) - Q21 Qn Qn Y~(k) + 132 (6.27)

Zc(k + 1) Q31 Q32 Q33 Zc(k) .83

where X(k) is the position vector of the abject. Using the present and past positions of the

moving abject, its future position is estimated by computing the parameters of the matrices

Q and ,8 by minimizing the cast function J:

;v

J =L(..Y(i) - QJX(i - 1) - 8)2
t=1

In x-coordinate. the cast function is given by:

N

Jx = L:(x(i) - QlIx(i - 1) - Ql2y(i - 1) - Q13Z(i - 1) - pd2

i=1

Differentiating with respect ta Q:II yields:

6/1: = -2 t(X(i) - ollx(i - 1) - Ql2y(i - 1) - QI3Z(i - 1) - ,Bd
8QII i=1

Equating to zero and rearranging terms. yields:

(6.28)

(6.29)

(6.30)

N N N N N

L x(i)x(i-l) =011 L: x(i-l)x(i-l)+OI2 L x(i-l)y(i-l)+013 L x(i-l)z(i-l)+PI L x(i-l)
i=1 i=1 i=1 i=1 i=1

(6.31 )

The procedure is repeated for the rest of the parameters (i.e. Q and {3) in 1:1:. Jy and Jz ta

obtain a total system of twelve linear equations as follows:
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.V l'V ;'V N N

L x(i)y(i-l) =a" L x(i-l )y(i-l )+012 Ly(i-l )y(i -1 )+al3 Ly(i-l )z(i-l )+lJ1Ly(i -1)
&=1 &=1 &=1 &=1 &=1

(6.32)
.V N N ,"Il ;V

L x(i)z(i-l) =ail L x(i-l )z(i-l )+01! 2: z(i-l )y(i-l )+al3 L z(i-l )z(i-l)+,81 L z(i-l)
&=1 &=\ &=1 &=1 &=1

(6.33)
N N N N

L x(i) =a1l L x(i - 1) + al! 2: y(i - 1) + al3 2: z(i - 1) +.BI (6.34)
&=1 &=1 &=1 &=1

N N N l'V N

Ly(i)x(i-l) =0212: x(i-l)x(i-I)+012 L x(i-l)y(i-l)+an L x(i-l)z(i-l)+~L x(i-l)
&=1 i=1 i=1 &=1 &=1

(6.35)
N N N N N

Ly(i)y(i-l) =021 L x(i-l )y(i-l)+021 Ly(i-l )y(i-l}+an Ly(i -1 )z(i-l )+th LY(i -1)
&=1 i=1 i=1 &=1 i=1

(6.36)
l'V N N l'V l'V

Ly(i)z(i-l) =021 L x(i-l )z(i-l)+021 L =(i-l )y(i-I)+02) L z(i-l )z(i-l)+,~L z(i-l}
&=1 i=1 i=1 &=1 1=1

(6.37)

-
-

N N N l'V

LY(i) = a21 L x( i - 1) + an L y( i - 1) + an 2: z( i - 1) + f3J
&=1 &=1 i=1 &=1

(6.38)

N N l'V l'V l'V

L z(i)x(i-l) =0312: x(i-l)x(i-l)+032 L x(i-l)y(i-l)+a33 L x(i-l)z(i-I)+03 L x(i-l)
i=1 &=1 i=1 &=1 &=1

(6.39)
l'V N N N N

L z(i)y(i -1) =031 2: x(i-l )y(i-l)+on Ly(i-I )y(i-l)+on Ly(i -1 )z(i -1)+03 Ly(i-l)
&=1 i=1 i=1 i=1 &=1

(6.40)
N N N N N

L z(i)z(i-l) =Q31 L z(i-l)x(i-I}+032 L z(i-l)y(i-l)+anL z(i-l)z(i-l)+t33 L z(i-l)
i=1 i=1 i=1 &=1 i=1

(6.41 )
l'V N l'V N

L z(i) =Ct31 LX(i - 1) + Ct32Ly(i -1) + an LZ(i - 1) +f3J (6.42)
i=1 i=1 i=1 i=1

Therefore, these 12 equations (Le. Equations 6.31 through 6.42) were used to solve for the

parameters as shown in Equation 6.15. Since, from the assumption, the motion of the abject

is confined within XY plane, then all terms containing a z-coordinate vanish. Hence, the

dimension of the matrix M is reduced to 3 by 3.
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6.8 Derivation of Overall Transfer Function

The overall black diagram of the tracking control system is shown in Figure 6.3. Using

tbis diagram, the closed-loop transfer function cao be obtained as follows (neglecting the

dynamics of the observer):

Ei(s) = ~Y:;(s) - Y-(s)

E-(s) = K [-Td~Y:i(s) + X;(s) - Y*(s)]

E*(s) = ù·_(s)

However;

-

Y(s) = GZOH(S).Gplant(S).U(s)

Where;

GZOH(S) = l-:-r where T is the sampling period;

Gplant (S) = ~ (for each coordinate axis); and

GObserver(S) = s, i.e. Xi(s) = [sY(s)J*

50;

Y(S) = (1 - e-
sT

) .( -; ).[/"(s)
s s-

Starring;

Now,

X 2(s) - sY(s)

- S [(l-es-·T).(~).U·(s)]

- (1 - e-sT).(~ ).U*(s)

Starring;

(6.43)

(6.44)

(6.45)

(6.46)
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Using the fact that U*(s) = E*(s). we get:

Regrouping tenns we get:

(6.47)

Since Xi(s) is known (from Equation 6.46), substituting and rearranging it. gives:

Now in terms of t.-transforms we get:

Z{(1 - e-")" } - 1 - Z-I = f=.!
z..

:.. Z{[~I"} T2.:(z+l)
- 2(z-IP

Z{[~I"} T::- (r-l)i

The pulse transfer function of the closed-Ioop system is thus given as follows:

- ~( ) K T2 ;:(z+ l) (z-I)
y Z 2(z-I)l' z

X (z) = K[Z-I][T!Z(;:+I>] + 1 + KT. T:: .(:-1)
p :: 2(z-1)3 d (z-1)2 z

By reducing the expression we get:

Vez) KI=-(z + 1)
Xp(z) = Kr (z + 1) + (~ - 1)2 + TdKT(z - 1)

By factorization and regrouping terms we get:

(6.50)

(6.51 )
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(6.52)

.. ~.

-

F(z) = ~:tl) is the closed-loop transfer function of the proportional feedback control sys­

tem. AlI the constants (Le. K, T & Td ) were selected accordingly ( see section 6.4) and

substituted into Equation 6.52 before the initial stability analysis was done using root-locus

method (see section 6.5).
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Chapter7 Managing Telecommands using CDBs

7.1 Overview & Rationale of CORs

Telecommand labels will be handled in real-time using Common Data Base (eDB)1

[CAELIB.• 1995s] which is a section of shared memory to which all simulation modules

have access during run-tîme in real-rime. The COB concept is modelled after the Fortran

Common Black. It is defined by COB declaration file that is processed into a set ûf binary

files which are used during run-time to access the telecommand data elements. The sim­

ulation models export their CDB labels by embedding data importlexport statements. The

Visuaiization And Display (VAD) item and the simulator communicate with all of their in­

terface data elements through the simulation COB interface. Ail data that is used to con­

trol the simulator must he exported through the COB by the Human-Computer Interface

(HCn pages. The list of HCl page variables is amongst the Telecommand Data Elements

Table. The COB interface between the VAD and the simulator hardware allows the simu­

lation, video recording, playback and distribution equipment, as weIl as reading the hand

controllers and switch panels. The COB VAD interface for MOTS system (see Chapter 8)

is as shown in Figure 7.1. The MOTS system will be used as a valid example of a telepro­

gramming system since the author is part of the team working on the project. The author

worked as a system COB integration specialist in which he was fully responsible in fonnu­

lating and designing the COB interface telecommand labels for all simulation models. The

MOTS Interface Control Document (ICO) was used as a key guidance to formulate most

telecommands and other relevant data elements needed for telemetry, etc. Furthermore. the

author was responsible for their organization and scheduling all telecommand data elements

in the simulation environment running SIMEX as discussed in Section 7.5. Finally. the au­

thor was responsible for the creation and processing of COB source files known as COB

1Refer to Appendix A for more details on COB Uti1icy.

102



7. Managing Telecommands using CDSs

- ( Hi-res \
~ Displays !
"'--------.---/

Î

COB Services (SSS)--------1
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, User 1"--- J l :nstru_etor Station ~
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- ---'"
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Figure 7.1: MOTS internaI interfaces with COB

bases (in total MOTS has 7 bases).

Source files containing ail telecommands and their associated data are maintained, and

are refcrred ta as the COB data elements. When processed the CDB has many support files.

The Common Data Base Processor{CDBP} uses the COB source file(s) to produce the block

data file(s), the label file(s), and the index file(s). The label file contains all the essential in­

formation contained in the Common Database source file, plus the relative position of data

items. The label file provides a detailed description for each data item. which can be re­

trieved using the Common Oatabase access routines. The FORTRAN Pre-Compiler, the C

Pre-Compiler and Instructor's Facilities programs make intensive use ofthese routines. Fol­

lowing any modification other than adding spare labels or telecommands using the Common
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Database Spare Utility (CDBS), the Common Oatabase source file must be re-processed by

the COBP. If the CDB is segmented and any of these segments has been recompiled by the

CDBP utility, one must use the XMerge utility to rebuild the integral COB to reftect the

changes. Every FORTRAN/C program using the telecommand labels of the COB source

file must be recompiled and replaced in the configuration. The Common Oatabase is struc­

tured into bases of related data. Each CDB segment requires one data black or base.

7.2 CDB-based Software Interface Structure

The source data definition line format for each telecommand data element or label comprises

the following (including their respective column locations):

• Compulsory information:

1. Label Name [up to 32 characters] (COL: 1-32),

2. Data Type (COL: 33-36),

3. Initialization and Alignment Boundary (COL: 33-36),

4. Default Initial Value and Dimension (COL: 38-51),

• Optional information:

1. Description (COL: 52-105),

2. Circuit breaker bus (COL: 92-97),

3. Interface Assignment (COL: 99-104),

4. Unit (COL: 106-113),

5. Display Fonnat (COL: 114-118),

6. RAP (Record And Playback) (COL: 120),

7. Schematic or ID Number (COL: 122-128)

Each segment source file must he processed individually by CDBP to produce a set of

files that are used by the foreground software or the background utilities. The data files are

used to load the COB into memory at simulator load time. When the user loads the simula­

tor, a CDB-LOAD routine will use the COB description inside that file to load the data into

memory. The other files (except the log file) are used by sorne other COB oriented utilities

(e.g. CDBS. CDBA. CDBCOM. Mini. XMerge. FPC and CPC) to extract infonnation about
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SOFIWARE BLOCK DIAGRAM

To
œBaadIJS

X....

FILGHT
SlMULATOR

Figure 7.2: CDB-based interface to simulation softwares

the COB segment. Communication between different simulation utilities which need to ac­

cess real-time simulation data must be interfaced via COB which is itself interfaced to the

simulator via a Data Management Controller (OMC). A software organization structure for

a general purpose f1ight simulator (such as MOTS) is as shown in Figure 7.2.

The software involved in MOTS simulation (as discussed in Chapter 8) is defined as a

set ofsub-programs. data, input/output and utilities used to operate and maintain the simula­

tion. This includes bath the operating system software and a written software that is specifie

to MOTS simulation environment. Figure 7.2 shows the interaction of software and utilities

in the simulation environment. The software development environment was designed to aid

the user during the development life cycle of real-time software. It consists of severa! house

keeping tools. a screen editor. severa! CDB tools, a Pre-Compiler and Compiler (for bath
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FORTRAN & C1C++), a run-time executive, a run-time library, a debugging tool. a config­

uration management tool and performance monitoring tool. These tools are designed pri­

marily ta reduce engineering costs and provide the user with a flexible, attractive, state-of­

the-art software environment. They are closely integrated through the use ofglobal common

database, logical names and file revision handling system. Most tools support the following

features: telecommand recall, line editing, online help and input re-direction. The software

is re-usable for a wide range of real-time applications and can be available on VMSNME

and most UNIX computer systems.

7.3 eDD Management and Task Scheduling

A configuration is a set of vital resources (software, dat~ processors) that is currently used

to control the simulation. Each configuration is defined in a configuration data base binary

file used by the SIMEX-Plus utility. For each configuration a user can load altemate mod­

ules, protect files, monitor the configuration history and automatic building of simulation

load modules. The mother process (MOM) is the heart of simulation. It is the memory res­

ident high priority real-time process which is started up at boot time. It also has access to

operating system calI routines. Its functions are ta: monitor the simulation status and in­

fonn users via system messages; communicate with other background tasks; execute op­

eration commands for SIMEX such as: LOAD. FREEZE. RUN. etc. Moreover, there will

be auxiliary mother processes (Le. MOMn) for each simulator CPUn which reports to the

Host Computer Mother task (CPUO). The relationship between users and the Mother Pro­

cess is as shown in Figure 7.3 using a Data Management Controller CDMC) with Digital

Force Control (DFC) algorithms. AlI simulation communication interfaces are through a

shared memory in the fonn of COB data elements or labels.

The run-time environment consist of the Application Software, the Executive Software

and the Run-Time library. In order to meet real-time constraints required for real-time sim­

ulation. all simulation modules cannat he run al once. It then becomes necessary to pri­

oritise sub-programs so enough spare time will be left for background activities to take

place. Hence, it is mandatory to maiotain a scheduler or dispatcher tables which priori­

tise the simulation modules forcing sorne modules to run at a lower apparent rate than oth-
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Figure 7.3: MOM communication hierarchy

ers. This technique provides enough spare time so that effective work cao he completed

on the computer even if the simulator is running. The Executive Software consists of the

''main'' program of each real-time process (Le. the Dispatcher) and servers that process

incoming requests from the PerFormance monitoring UtiUty (Le. PFU) or from the Com­

puterized Test System (Le. crS-PLUS) tool. The Dispatcher functions t include to scheduJe

sub-systems and compute run-time statistics such as CPU spare time and over-runs.2 The

20ver-nms occur when there is insufficient CPU time to meet hard deadlines. Le. the execution time of
the synchronous process exceeds the basic frame time.
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Dispatcher can he configured to meet "hard deadIines" (Le. Synchronous Dispatcher) or

"soft deadlines" (Le. Asynchronous Dispatcher). A real-time system will require severa!

sub-programs. sorne using the synchronous dispatcher and others using the asynchronous

dispatcher.

Sorne of the computer's memory is loaded with executable instructions which are nec­

essary to maintain the simulation. When several simulation modules and other related files

are linked into one process. the process is known as a task. For purposes of the simulation

there are two tyPes of tasks: synchronous & asynchronous which are foreground tasks. The

remaining time on any iteration is referred to as background (Le. spare time). Foreground

tasks have priority over background tasks. but within the foreground. synchronous tasks

have a higher priority than asynchronous tasks. The COB is organized in such a way that

the variables are separated in two groups:

• The restorable area. This contains variables that describe the state of the simulation.

Once restored. the simulation can be restarted from the point where the recording was

made using the snapshot.

• The non-restorable area. This contains variables that are used by non-simulation

modules. such as the RT Dispatcher. Snapshot and Data Gathering.

Communication through COB aIso helps the interlocking mechanism between the operator

input and the simulation models. In either case. the same CDB variables are used as in­

put to the simulation module; the interlocking mechanism is transparent to the simulation

modules. The same data is shared through the COB by all sub-modules. which are executed

at different rates within the synchronous and asynchronous dispatcher processes. The RT

Dispatcher is responsible for controlling the execution ofall simulation modules using three

simulation processes; namely:

1. spO:- main synchronous process:

• synchronously dispatched;

• salves the equations of motion;

108



..

7. Managing Telecommands using COSs

• updates modal coordinates;

• computes generalized coordinates constraint forces, etc.;

• handles inputs; and

• handles transients.

2. apO:- main asynchronous process:

• asynchronously dispatched;

• updates equations of motion; and

• initializes simulation.

3. apl:-Iow priority asynchronous proces.s:

• asynchronously dispatched; and

• handles low priority functions such as lia and snapshot.

The process spO is scheduled each basic iteration period of the simulation. Its critical

functions are perfonned within a super-band of spO at the integration rate. Other functions

are typically scheduled at the basic iteration rate or more slowly within a sub-band. This

process is not interruptible by other modules. The process apO is scheduled in arder to per­

form functions at a regular rate of at least 1 Hz. The scheduling of apO is controlled by spO

which allows a fixed number of iterations to elapse in between. The priority of apO is lower

than that of spO so that critical computations, which can be very rime consuming, do not

prevent the simulation outputs from being delivered in real-rime. The process api is used

to perfonn low priority tasIes such as snapshots. This process has the lowest priority and

its scheduling is not controlled by spO. Due to the faet that RT-OS functions are performed

on separate processes, a buffering mechanism is required to eosure data integrity. Two sets

of buffers are utilized, one for transfers from spO to apO referred to as output buffers. The

second set used for transfers from apO to spO is referred to as input buffers. The proper syn­

chronization of data transfers between processes is necessary to avoid run to run variation.

This is achieved in RT-OS by swapping output buffers only before spO schedules apO and

swapping input buffers a fixed Dumber of iterations later. If apO has Dot been completed

before input buffers are to be swapped, an overrun is recorded3•

3The overrun counter must a1ways he zero ta ensure simulation repeatability.
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Leve!
TIME.:
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Leg# 1 9 5 13 3 Il 7 IS 2
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1 1_1 2_1 3_1 4_1 5_1
2 1_1 2_2 3_1 4.-2 '_2
3 1_1 2_1 3..3 4_3 5_3
4 1_1 2J 3_4 4_4 5_4
S 1_1 1_1 3_1 4J 5_5
6 1_1 2_2 3_2 4_' '_6

One ~clc
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16 1_1 2J 3_4 "_8 '_16

Figure 7.4: Synchronous banding scheme

7.4 Process Banding Scheme

The purpose of processes or tasles banding scheme is to pre-define the order and rate of ex­

ecution for all available sub-programs in the simulation enviranment. Each task is subdi­

vided into units known as bands where modules can he placed accarding ta their average

executian times. The proper placement of modules into appropriate bands is the key to pro­

viding the contractual amount of spare time. There are four levels of bands which start off

at a base rate as described by the logicals "system-frame" and "system-asched" for the

synchronous and asynchronous tasks respectively. When the simulator is running and the

tasks are called upon. each task will start at its base rate and pick up a band from each level
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Figure 7.S: Sample synchronous program table

below it whose composition will be unique on each iteration. These unique compositions

are called "legs". It is important that the execution time of each leg is roughly the same

within a task for balancing reasons.

The number of legs a task has will determine how many iterations are necessary to com­

plete a "cycle".4 Figure 7.4 shows a sample of a synchronous banding scheme. Each band

name is comprised of a level number and a placement number. For example, the band-name

"3-2" is a third level band in second place. Note that the logical "system-frame" is set at

60 Hz (i.e. 16.67ms). A sample fonnat of a synchronous program Table is shawn in Figure

~A cycle is the minimum amount of iterations required to execute ail modules within a task.
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Level TIME- 1- :1_1: SOms
1.- g lOOms2- :;:_1~

-----'

Leg
1 1_1 2_1 3_1 4_1 '_1
2 1_1 2.-2 3.-2 4_2 5~
3 1_1 2_1 3_3 4_3 5_3
4 1_1 2_2 3_' 4_4 5_4
S 1_1 2_1 3_1 4_' '-'6 1_1 2_2 3_2 4_6 '_6

OœCycle 7 1_1 2_1 3_3 4_7 5_7
BOOms 8 1_1 2..2 3_4 '_8 '_8

9 1_1 2_1 3_1 4_J 5-9
10 1_1 2_2 3.-2 4_2 5_10
Il 1_1 2_1 3_3 4_3 5_11
12 L_l 2_2 3_' '_4 '_12
13 1_1 2_1 3_1 4_' '_13

-. 14 1_1 2-2 3..2 4_6 '_14
15 1_1 2_1 3_3 4_7 5_15
16 L_l 2_2 3_' 4_8 S_16

Figure 7.6: Asynchronous banding scheme

7.S. Similarlyy Figure 7.6 and 7.7 show a sample of an asynchronous banding scheme and

a corresponding prograrn Table. In this case, the logical "system-asched" is set at SO Hz

(i.e. SOms). AIso note that at each iteratioo y the dispatcher traverses one leg of the tree from

root to leafy thus calling the modules in the visited nodes. During one complete cycle. all16

legs are traversed in the indicated priorities (i.e. leg #1 will be computed first and leg #16

last). The user can modify the scheduler/dispatcher tables if a simulation module requires

moving from one band to another to achieve balance and/or possibly more spare time.
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baDdS_1S:
baDclS_16:
eD4:

Figure 7.7: Sample asynchronous prograrn table

7.5 CDB Simulation Expert Utility

SIM:ex-PlusS is the primary utility used for the development~ maintenance and operation of

a CDB-based simulation software such as MOTS (as discussed in Chapter 8). It provides a

controlled environment for the software life-cycle of the simulator. SIMex-Plus is respon­

sible not just for storing the simulation software, but for maintaining a history of the evo­

lution of the projects development and use, letting users know when and why steps were

taken, and allowing them to retum to previous steps. It is also responsible for the security

and integration of the simulation, providing an environment in which usees can follow a set

SSIMEX is an acronym for SIMulation EXpert.
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of basic mIes that will result in no 10ss of files of significance and no confusion about which

files must operate together to create a configuration. It will protect and group files not only

for organizational reasons7 but to reduce the chance of accidentai or malicious corruption

or loss. Thus, the responsibilities of SIMex-Plus can be grouped into three categories:

• Configuration Control (i.e. configuration file management);

• Software Construction (Le. BUIWING elements); and

• Simulation Operation (i.e. LOAD. UNLOAD, RUN, SUSPEND, FREEZE).

SIMex-Plus is a general purpose simulation manager and operator. The abiliry to use it

on a wide variery ofCDB-based simulators and on different computer systems with minimal

alteration is highly desirable. To meet this objective, SIMex-Plus was designed to be trans­

portable between projects and computer systems with no actual changes to the code. Func­

tionality specific to the operation of the computer. such as File I10. has been extracted into a

separate general software package. Project specifie information such as which cornpilers to

use for building or the arder of loading executable files has been extracted into a set of data

files to be read by SIM:ex-Plus. and is known coUectively as the Specifie Support Environ­

ment (SSE). The remainder is the set offunctions standard to all applications of SIMex-Plus,

such as all of the user telecommands and the user interface. and is contained in the code of

the General Management Program. Sorne of the advanced features ofSlMex-Plus include:

file reservation, smart invalidation, paraUel bui/d. source file versioning, external build &

[oad, semaphore (purge, operation & configuration). etc. Finally. with SIMex-Plus. one cao

easily Perform numerous procedures for software maintenance such as add a new simula­

tion module; modify an existing simulation module; delete a simulation module; reschedule

a simulation module; change an initial CDB value; add a new CDS label; and CDS updates.

7.6 CDB-based Simulation Performance & Test Utilities

The Program Perfonnance Utility (PFU) provides an accurate set ofexecution tirnes of real­

time programs. It aIlows the user to do individual time measurements for specifie sub­

programs or group of sub-programs during a pre-selected number of iterations. A summary

containing timing information on all sub-programs can aIso be requested. Sub-programs
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Figure 7.8: crs linkage to processes and coas

can be linked or unIinked from the real-time process and moved from one execution band

to another. Timings are available in the following forms: band timing; irerùiion timing; sub­

program timing; & summary table. Band~ leg and module sampling/monitoring displayed

in tabular form with minimum, average and maximum time statistics. The total CPU time

used, based on the basic iteration time~ is also given in the summary sheet.

.­,J'

.~

The Computerized Test System (CTS) is a powerful tool used to debug and test real-time

software. It is designed to assist in development, debugging and validation of the simula­

tor programs. It supports both interactive and telecommand file modes. crS-Plus provides

control over program execution, gives access to variables. and automates the test process.
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It aIso records real-time data and produces tabular or graphie outputs. crS-Plus can exam­

ine or modify, in real-time, local and global COB variables interactively (using EXAMINE

& DEPOSIT commands) or continuously (using MONITOR command). The variable val­

ues can be collected in memory (using COLLEcr command) orcontinually updated (using

DRIVE command). These values cao he plotted on screen or paper (using PLOT & GRAPH

commands) and/or saved on disk for future use (using PUT command).

The purpose of the crS-Plus utility is to link the user's modules with an independent

COB and a crs server. Independent COB refers to an area of memory which is sinùlar [0

the real COB but which is not permanently mounted, it is part of the executable. The crs
server is aIso a module, but it has the ability to communicate between the user's crS-Plus

session and the user's modules or the independent COB. Hence, it aIlows the user to work

on one or several modules in a stand-alone mode, independently from the simulation. This

means that while simulation is running, you can run your modules, have them communicate

together with your own COB, and have access to all the crS-Plus features. The structural

organization of the crS-Plus is as shown in Figure 7.8. Note that a ''fake'' file is maintained

that will allow the simulator ta run even though modules are not linked into the executables

where they have been defined. A source file named "fake-entry" is maintained containing

the entry point names of all modules in the tasks used by the simulator.

7.7 Distributed Interactive Simulation Module

The Distributed Interactive Simulation (DYS) module is an additional tool or utility for CDB­

based real-time simulations. DIS module is meant for interfacing and interacting with other

simulation applications across a network. The exchange of information across the network

is performed by sending and receiving Protocol Data Units (PDUs). The interface with the

network is performed by two external POU Manager processes, i.e. PM-WRITE and PM­

READ, which are launched by the dis-main object. The PM-WRITE process initializes the

outgoing ethemet connection and writes PDUs directly to the network. It receives these

PDUs from objects in the DIS module via a queue in shared memory. The DIS objects write

to this queue, from which the data is read by PM-WRITE to be sent to the network. The PM­

READ process initializes the incoming ethernet connection and reads PDUs directly from
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the network. It receives these PDUs to a queue in shared memory, from which they are read

by the dis-main abject and distributed to other modules.

DIS modules may be subdivided into three main categories according to their scope and

function. Modules which may only have a single instance, such as dis-main, are called

Executive-Level DIS Modules. They communicate information that is not particular to a

single entity in the simulation or which control or communicate the status of the 015 pro­

cesses. Modules which are associated with a particular simulation entity (whether the entity

is simulated locally or in another simulation) may have multiple instances and are called
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Entity-Level DIS Modules. They communicate particular information regarding the entity

with which they are associated. The remaining modules are DIS Data Type Conversion.

which serve to convert between the raw data contained in the simulation. and the specifie

data formats required for sorne DIS PDUs. The interface between the DIS extemal pro­

cesses, the DIS modules executing in SIMex-Plus simulation processes, and the network is

shown in Figure 7.9.

The external process is launched by the dis-main module during initialization. It moni­

tors the status of the simulation and of the DIS module in order to inform other simulation

applications ofchanges in the status which cannat be detected from within SIMex. The SM­

MONITOR process is responsible for sending all StoplFreeze and StartlResume PDUs, ac­

cording to the status of the simulation (Le. frozen, unfrozen, or suspended), and the status of

the DIS modules (i.e. initialization or run mode). When DIS modules are re-initialized, the

SM-MONITOR process notifies other simulation applications. so that they iI1ay re-initialize

any data required to ensure proper communication after the DIS modules resume normal op­

eration. Moreover. when the simulation is terminated. the SM-MONITOR process handles

ail the required cleaning up, including removal of the PDU Manager modules, PM- WRITE,

PM-READ. and removal of the shared memory segment used for communication between

DIS modules and the rest of SIM modules.
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Chapter 8 Telecommand eDD Labels for MOTS

8.1 Introduction on MOTS

The MSS Operations and Training Simulator (MOTS) 1
, being developed by CAE Electron­

ics for the Canadian Space Agency (CSA), will he used to develop procedures for operat­

ing the Mobile Servicing System (MSS), and to train astronauts, mission controllers and

instructors. Among the many activities to be performed by astronauts, the two most impor­

tant will be payload handling and spacecraft berthing/de-berthing. The training curriculum

will provide astronauts with all the necessary skills to operate the MSS. MOTS simulates, in

real-time, the end-to-end MSS Space Segment. replicating its full functionalities, especially

that of the Human-Machine Interface (HMI). Operatortelecommands are input fromcontrol

consoles that faithfully emulate the ftight article. These telecommands are processed by the

afin, joint and end-effector control system models ta generate the appropriate control ac­

tions. The dynamics simulation model then determines the actual position and orientation

of the ann and the end-effector. MOTS aIso provides the operator with a high fidelity sim­

ulation of the camera views and on-orbit lighting conditions.

MOTS software is twofold: first simulation models and second tools to support execu­

tian and configuration management of the simulation models. MOTS simulation configu­

ration & load control uses SIMex-Plus [CAELIB., 1995s] capabilities (e.g. crs & PFU

utilities for MOTS Specifie Support Environment (SSE»:!. Primary methods for interfacing

with the simulation include hand controllers, D & C panel and Human Computer Interface

(HCn pages via CDB servicing routines as depicted in Figure 8.1. MOTS training scenar­

ios will use virtual reality, 3-D audio, 3-D imaging, artificial proprioceptive feedhack and

expert systems ta meet MSS training requirements. The simulation management user in-

1Refer to Appendix C for list of acronyms and their description.
2CAELm Utilities are summarized in Chapter 7 while CAE Space Engineering Workbench is outlined in

Appendix A.
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Figure 8.1: MOTS internai interfaces

terface is as summarized in Figure 8.2. Hence, in summary, MOTS facility is a real-time

simulation environment of varying degrees of fidelity, along with an aggregate of software

tools intended for the support of MSS space operations and training of crew and ground

controllers. Main technical design decisions include:

• Follow an equipment-like breakdown as much as possible and use equipment Inter­
face Control Documents ta define interfaces between equipment simulation models;

• Use stub models for the equipment that is not fully simulated but which is necessary
to close the loop along with re-using MDSF models;

• Malfunctions3 perfonned directly at source equipment level, thus ensuring cascading
effects; and

• Simulate hardware power-on, software down-loads and power-on self-tests (POST)
simulated with programmable time delays.

3Malfunction simulation is a simulated condition where an object or system fails to function in a nonnal
manner.
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8.2 MOTS Hardware and Data·flow

The MSS is Canada's contribution to the International Space Station Alpha (ISSA). The

MSS is a multi-purpose, versatile complex equipped with manipulators, advanced control

systems and fihuman in the loop" capability. It will support construction, operation and

maintenance aspects of the Space Station and its attached payloads, and will be the primary

tool used by astronauts to support Extra Vehicular Activity (EVA) on the Space Station. The

MSS is comprised of two robotie manipulator systems, a base system, a mobile transporter,

and two robotic and command workstations as shown in Figure 8.3. The first of the two

MSS manipulators is the Space Station Remote Manipulator System (SSRMS) which is a
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Figure 8.3: Mobile Servicing System (MSS)

self-relocatable~ 16.8-m manipulator arm with seven degrees of freedom. The SSRMS will

he used for large scale manipulation of payloads; e.g. installation of pressurized modules

and truss elements for ISSA assembly. It will also he used to position EVA crew at work­

sites for ISSA maintenance. The SSRMS is symmetric relative to its elbow joint; this allows

it to he attached and operated from either end, by means of its Latching End Effector (LEE)

for grapple fixtures and payloads attachments. The second MSS manipulator is the Special

Purpose Dexterous Manipulator (SPDM), which is shown attached to the tip of the SSRMS
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in Figure 8.3, is a smaller, dexterous robotie system consisting of an articulated body and a

pair of 2 meter long arms, each having seven degrees of freedom. The SPDM will he used

for small and precise movements, in general tasks similar to those performed by a space

suited extravehieular astronaut. The next MSS component is the Mobile Remote Servicer

(MRS) Base System (MBS) which serves as an attachment structure and stable work-base

for the SSRMS and SPDM. It will also he used as a temporary attachment point for ISSA

payloads and elements. In turo, the MBS is attaehed to the Mobile Transporter (MT) whieh

is used [0 move payloads and robotie equipment ta strategically located positions along the

truss of the ISSA~ thus providing mobility ta reach various maintenance sites.

Decomposition of a teleprogramming system is crucial for its controllability and observ­

ability in real-time. For a teleprogramming system, the allocation of requirements from

a Computer Software Configuration Item (CSCI) to its Computer Software Components

(CSCs) and Computer Software Units (CSUs) is necessary. Thus~ MOTS hardware device

interface to CSCI is as shown in Figure 8.4. It bas to be noted that MOTS software is divided

into three CSOs:

1. SIM CSCI: responsible for simulating the MSS equipment and environment;

2. VAD CSCI: responsible for all MOTS visualization functions and user interfaces; and

3. SSS CSCI: which essentially consists of the tools and utilities required to build and
run simulations.

MOTS equipment-like breakdown into CSCs is essential where each CSC can be broken

down to smaller CSCs which are finally broken down into CSUs. In total, there are about

150 MOTS CSUs from 19 CSCs as summarized in Table 8.1. The CSC data-fiow overview

is shawn in Figure 8.5. Table 8.2 shows a sample CSUs breakdown for the CSC SSRMS

LEE aIong with their descriptions and execution rates.

The control of all the MSS aetivities originates from the Robotie Work Station (RWS)

which will provide robotie system telecommand and control to on-orbit crew-members, and

will enable the MSS to interface with the ISSA. It will be used to monitor robotie system

performance and operations. The RWS contains four types of input/output devices which
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enable the control of the various MSS equipment, namely: three video monitors with split­

screens, two 3-D hand controllers (translationallrotational), a display and control (D&C)

panel to allow the operator to enter telecommands using switches or dials, and a Portable

Control Station (PCS) that provides interface with the MSS via HCl pages. The PCS is

physically a part of the RWS but is connected to the Space Station, which in tum processes

the Hel pages inputs and sends the telecommands to the MSS via the RWS. MOTS pro­

vides an end-to-end simulation environment in real-time of the MSS and the Space Station

components that interface with it, coupled with monitoring and control functions to allow

effective training of crew and ground controllers in the operation of the MSS. MOTS archi-
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tecture provides the necessary hardware and software clements to re-ereate the MSS opera­

tional environment through simulation, for the primary purposes of training and procedures

development [Cyril et al., 1992].

8.3 COB Interface to MOTS Components: Hel pages

The main hardware components of the MOTS are a simulation hast computer, an Instruc­

tor Station (1S), an Operator Station (OS), a Crew Station (CS), two Software Development

Workstations (SDW), and a video distribution and recording system as shown in Figure 8.6.

The rs is designed to provide the capability for instructors to monitor and control aIl aspects
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1 Total CSUs 1CSS Description

SSRMS ACU SSRMS Ann Control Unit 16
SSRMS LEE SSRMS Latching End Effector 19
SSRMS Joint SSRMS Joints' Unit 8
SSRMS Video SSRMS Video Unit 13
SSRMS Power Distribution Power Unit for SSRMS 2
SSRMS Thermal Thermal Unit for SSRMS 7
MBSMCU MBS Control Unit 6
MBSPOA MBS PayloadlORU Unit 16
MBS POGF MBS Power Data Unit 1
MBS Video MBS Video Unit 2
MBS Power Distribution MBS Power Unit 5
MBS Thermal MBS Thermal Unit 2
RWS Roboties Work Station 1
PayloadJORU PayioadlORU Unit 1
SS and C&C Video Control Space Station Control Unit 5
SS C&C SSRMS Control Space Station SSRMS Control Unit 1
SS Time Space Station Time Unit 1
SS Power Distribution Space Station Power Unit 1
Telemetry Telemetry Unit 10
Dynamics Dynamics Unit 23

1 CSCName

-..
Table 8.1: MOTS SIM to CSC decomposition

of training sessions on the simulator and to insert maifunctions. A 3-D translational and a

3-D rotational hand-controllers will be provided to control the manipulator. The rs will se­

lect one of the MOTS stations to he the simulation session control authority; Le., only one

station can control the MOTS simulation at any time. The rs will provide the instructor the

ability to view any arbitrary viewpoint (God's eyes view) of the simulated MSS in addition

to the camera views. Also, the instructor will he able ta control the manipulator and the MSS

simulation via the HCI pages which contain malfunctions, data monitoring, volatile update,

scripting, sound, etc. (all shawn in Figure 8.7). AIl HCl pages are interfaeed to the MOTS

X-Runner and Library via COB. The CS provides the crew with simulated eamera views

of the MSS on the video monitors and MSS on-orbit HCI pages on the workstation. Con­

trol inputs are provided via the workstation's keyboard and track-balI, and two 3-D hand­

eontrollers (translationallrotational). The CS will also be equipped with a D&C panel whieh
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1 Rate (Hz) 1
CSU Description1 CSUName

LEE-EXEC-l CaUs ail LEE modules with an execu-l 2000
tion rate of 2000 Hz 1

LEE-EXEC-2 CaUs all LEE modules with an execu- 20
tion rate of 20 Hz

LEE-COMPUTE-STATE Computes LEU CUITent state 20
LEE-VALIDATE-LEEMMM-CMDS Validates all LEEMM telecommands 20

that have passed ACU validation
LEE-CMD-PRECONDITIONS Checks the preconditions of the 20 1

LEEMM telecommands
LEE-EXEC-STATUS Determines the execution status of 20

LEEMM telecommands
LEE-SET-MOTOR-DRIVE Decomposes auto telecommands into 20

sequence of manual telecommands
LEE-CONTROL-MODE Determines the appropriate control 20

mode of LEEMM telecommand
LEE-EXECUTE-LEEMM-CMOS Computes position telecommands in 125

incremental, step or combined mode
LEE-MOTOR-POS-AND-RATE Computes position and rate of motor 1" -_:>

LEE-SERVO-CONTROLLER Executes position. rate and current 2000
loops of LEE servo controUer

LEE-HARDWARE Simulates the LEE hardware 2000
LEE-STATUS-SwrrCHES Computes LEE devices' switches 125

status
LEE-LOAO-CELL Computes LEE rigidize load cell force l" ---'
LEE-PROCESS-TELEMETRY Computes LEE telemetry 20
LEE-DATA-LOGGING Performs high speed data logging and 125

logged data upload
LEE-MALFUNC-APPLICABILITY Determines the applicability of all 20

LEE malfunctions
LEE-FMS Computes sensor force and moment 1000
LEE-POWER Computes LEE components power 20

--

Table 8.2: CSC SSRMS LEE to CSU decomposition

will send telecommands to the MSS simulation via switches and push buttons.

The OS provides a capability for operations personnel to do MSS procedures develop­

ment. operations analysis and HCI pages prototyping. OS will provide control of the simu­

lation session. as wel1 as monitoring of the simulator status. OS will aIso be equipped with

hand-controllers to manually control the manipulator. The SDWs provide a comprehensive
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Figure 8.6: MOTS hardware design

software tool-set required to developt configure and run simulation models. They pennit

the developer to build and run complete simulationst including models and Hel configura­

tions. MOTS video distribution system is responsible for the distribution of simulated cam­

era views to the video monitors available in the MOTS stations. MOTS record and playback
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system~ controlled by the HCI pages hierarchy~ can record up to four channels of video and

audio simultaneously. The tapes can be later replayed~ either in reaI-time~ slow motion or

frame by frame. FinaIly~ the CS for the MOTS is provided in two phases. In the first phase, a

Class II replica of the MSS RWS, referred to as C2CS. is provided. Simulatedcamera views

are presented on NTSC monitors and MSS display pages are presented on the work station.

In the second phase~ a Class l replica of the RWS. referred to as the Class 1 Crew Station

(CrCS). is integrated into the MOTS. CS provides the capability for training crew. vaIidat­

ing on-orbit procedures (with a person in the Ioop), and prototyping new HCI displays for

the MSS.

8.4 CDB Telecommand Data for MOTS Simulation Models

MOTS will provide a simulation of the nominal and malfunction behaviour of the MSS in

reaI-time via CDB interface. MaIfunctions can be inserted by the instructor via the simula­

tion control HCI pages, and processed directIy by the appropriate simulation model. The dy­

namics model has the capability to simulate a multi-body system with a chain, tree or closed

loop topology [Carr and others, 1990]. The software residing in the RWS. namely the Con­

trol Electronics Unit (CEU), will provide an interface between the HCI pages, D&C panel

and hand-controller inputs and the simulated MSS elements. It forwards telecommands to

the SSRMS and N1BS. and receives telemetry data and status information back. The Arm

Computer Unit (ACU) represents the central processing unit of the SSRMS. Residing in

the ACU is the SSRMS ann control simulation code. It receives arm telecommands from

the RWS~ validates them, and operates the ann in the selected mode of operation (manuaI

or automatic). Based on the arm commanded status.low level telecommands are issued to

control SSRMS joint servas. The ACU also processes Latching End Effector (LEE) and

video-based telecommands and forwards them to the appropriate SSRMS equipment mod­

els. The ACU model aIso computes the power consumed by the heaters and the electronics

and the heat generated by the ACU hardware. The SSRMS Joint receives low level posi­

tion and velocity telecommands from the ACU and computes the drive signais for the joint

motors. The control model computes the power consumed by the joint electronics, motors,

brakes and heaters. The heat generated by the joint hardware is computed as weIl.
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Figure 8.7: MOTS Hel pages

- ....

The SSRMS LEE receives telecommands to capture and release payloads. from the

ACU. It then perfonns validation checks based on the status of the LEE hardware and is­

sues position-based telecommands to the LEE servo contralIer modet which in tum sends

the appropriate signais to the siffiulated LEE motors and drive trains in arder ta drive the
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LEE snare. rigidization. and latch mechanisms. The LEE software will execute LEE-related

telecornmands in both manuaI and automatic modes of operation. The LEE model aIso

computes the power consumed and the heat generated by the LEE electronics. heaters. mo­

tor modules and video equipment. The MBS Computer Unit (MCU) is equivalent ta the

ACU model on the SSRMS. It processes CRPCM. video and Payload DRU Accommoda­

tion (POA) telecommands from the RWS and forwards them to the appropriate equipment

model. It also computes the power consumed and heat generated by electronics and heaters.

The Video model is common ta bath the SSRMS and MBS. It receives telecommands from

the ACU or MeU respectively. to control the Video Distribution Units (VDUs).lights and

cameras. It also computes the power consumed and heat generated by the video equip­

ment. as weIl as tuming on and off video equipment heaters for temperature control. The

MBS POA has the same functianality as the SSRMS LEE with the exception that it receives

telecommand from the MCU. The MBS CRPCM is responsible for switching and distribut­

ing power to output loads from a common input power feed connected to the MTIMBS in­

terface. It also processes telecommands from the MCU and sends back requested data and

health status. AlI these telecammands data are initialized. stored and updated in real-time

in the CDB common shared memory using Hel pages interface.

The operator interacts with the HCI pages using a keyboard and track-ball and is able

to issue telecommands to the simulated MSS elements. modify input parameters and mon­

itor output parameters. The actual content and layout of the displays is reconfigurable by

the instructor or operator before the start of a simulation session. A sample list of CDB

telecommands data is given in Table 8.3. In total, MOTS will have over 10.000 telecom­

mands & telemetry data stored in CDB shared memory to be accessible in real-cime by any

simulation module.

8.5 MOTS Critical Design Issues & Intended Training Usage

MOTS must provide a faithful simulation of the MSS in arder ta effectively train astronauts.

This is achieved by using simulation models (dynamics and control system) that have al­

ready been validated. AIso, MOTS will run in a robust real-time environment. developed at

CAE, which has proven to provide deterministic and consistent simulation results (see Ap-
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Description1 Telecommand data 1 Type 1

tc-hc-por-x-rate integer Linear defiection of the HIC along X-axis
tc-hc-por-y-rate integer Linear deftection of the HIC along Y-axis
tc-hc-por-z-rate integer Linear defiection of the HIC along Z-axis
tc-hc-por-roll-rate integer Angular deftection of the HIC along roll-axis
tc-hc-por-pitch-rate integer Angular deflection of the HIC along pitch-axis
tc-hc-por-yaw-rate integer Angular deflection of the HIC along yaw-axis
tc-confirm-autoseq logicai Telecommand to confirm autosequence
tc-desel-line-tracking logical Telecommand to deselect line motion
tc-limp logical Telecommand to select joint limp
tc-sel-por-ori-offset real POR angular target commanded offset
tc-set-fma-limits-force real Maximum FMA limits for forces
tc-set-fma-Iimits-moment real Maximum FMA limits for moments
tc-checkout-lee logical Telecommand to exereise LEE mechanisms
tc-close-snares logical Telecommand to manually close LEE snares
tc-power-on-camera logical Telecommand to power-on cameras
tc-power-on-camera-id integer Camera ID to he powered-on
tc-power-off-vdu logicai Telecommand to power-off video units
tc-power-off-vdu-id integer Video unit ID to be powered-off
tc-mbs-terminate-diag logical To stop diagnostics for MBS
tc-syne-pan-stop logical Pan stop telecommand flag for cameras
tc-sync-tilt-down logical Tilt down telecommand flag for cameras

Table 8.3: Sample list of MOTS COB telecommands data

pendix A). Another issue arises from the fact that a computer simulation runs much faster

than a real system. Hence, time delays have to be incorporated in the design in order to sim­

ulate latencies of the real system. Time delays will be incorporated in the design of control

system models and all models that simulate the MSS equipment (powering-up, state tran­

sitions, etc.). Most of the robotie tasks, such as assembly and maintenance, on the Space

Station will be carried out with only camera views. This puts a requirement on the simula­

tor to provide imagery with a very high resolution and detailed representations of the sim­

ulated objects. MOTS visualization models are designed with the purpose of providing the

usees with very high quality camera views of the simulated MSS elements. CSA is respon­

sible for skills, knowledge. and attitude training for MSS operations and maintenance. This

training will be conducted in Canada, within the Canadian MSS Training Facility (CMTF).

The CMTF comprises computer-based training (CBT) systems, multimedia leaming cen-
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tre. and training aids, such as models, mock-ups, and cut-aways. CMTF will a1so interface

with other MSS Operations Complex (MOC) facilities. such as the MOTS and the Space

Operations Support Centre (SOSC) in order ta meet CSA·s MSS training responsihilities.

MOTS will he used for familiarization training, MSS-specifie comprehensive skills train­

ing, integrated EVA crew training. and on-board training. This training will be provided in

distinct learning modules ta allow customization based on the previous experience of each

trainee. MSS trainees will typically he self-motivated and self-directed, with varying back­

grounds and experience. Training will he provided using demonstration, prepared training

scripts. and discovery methods (e.g. free play). These self-administered, self-paced training

methods will require automated feedback ta trainees in real-time. in the fonn of comments.

graphs, training eues, etc.

For group learning, simulation could he run from the CMTF multimedia learning centre

for training sessions which involve group discussion and problem solving. Training sce­

narios will use virtual reality. 3-D audio, 3-D imaging, and expert systems ta meet MSS

training requirements. Training on MOTS will range from simple to complex scenarios

Ce.g. trainees will control the MSS, first in a single plane, then progress to (Wo and finally

three planes. under kinematic and/or dynamic simulations). Static displays of MSS compo­

nents will he provided as well. The IS will provide all the tools required hy the instructor

for concurrent monitoring, interaction with and intervention in trainees' learning. Instruc­

tor actions are based on principles of adult learning, rather than pedagogy. and consist of:

advising; monitoring; mentoring; and being a subject-matter expert. The instructor-trainee

relationship will he interactive, via over-the-shoulder video, audio. and computer interfaces.

The inputs to the workstation are numerous and may include video camera images, feedhack

from trainee consoles, audio/video data, etc. The instructor will he able to control the infor­

mation provided to trainees, and cao replicate trainee actions. For exarnple, the instructor

could reposition the SSRMS to a previous location and the trainee could observe the instruc­

tor perform the same task. The IS will also he used to author training scenarios. Instructors

will have the utilities necessary for the off-line preparation of training scenarios using pre­

stored libraries of simulation objects. e.g. Space Station configurations, set ups. and pay­

load configurations. Authoring will require minimal programming knowledge on the part
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of instnlctors, and will include on-line help and run-time debugging capabilities. Applica­

ble MOTS data files will he exchanged with CMTF systems for the purpose of course-ware

development.

For all CSUs that are called by the Synchronous Scheduler (as discussed in Chapter 7),

there can he no external error messaging. [n general, synchronous CSUs must have work­

arounds for all situations which can result in error. There are two design guidelines ta be

followed during CSUs design to prevent run-time errors from crashing the simulation: (a)

there should he no assumption on the range of values of a CSU input. Values that would cre­

ate an arithmetic fault should he replaced by an acceptable value, or the computation should

he bypassed; and (b) vector and matrix indexing should he verified to prevent writing into

an illegal area of the COB shared memory. Asynchronous CSUs cao detect errors returned

by the IRIX Operating System (OS), issued by function cali retum statuses and local errors.

When CSUs catch relevant signals retumed by the OS, appropriate signal handlers are called

for error recovery. Irrelevant signais will he processed by default signal handlers. When

CSUs detect status errors from function caUs, messages are retumed to stdout and, where

possible error recovery is engaged. Although for the majority of cases exithn() is called.

CSUs local errors typicaIly have error recovery mechanisms. For example, if a CSU can­

nat translate a system logical name, a message is returned and a default one is used.
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Chapter9 Experimental and Analytical Results

-

9.1 Introduction

Although much more work remains to he done in refining the CDB-based teleprogramming

system, analytical and experimental results have decisively confinned the validity and ef­

fectiveness of the teleprogramming methodology. Remote site autonomy at the level of nt

=100 seconds is realistically formulated as it reduces the delay by 99% during delayed­

teleoperated tasks. Thus, verifying the feasibility of neac-optimal teleoperated control sys­

tem. In more challenging applications, the degree of attainable remote site autonomy will

dictate the overall efficiency. A double-buffering execution management scheme ensures

that the lag time Tl between a remote and virtual workcell remains constant throughout the

execution of a task. Contributing to the importance of this issue is the negative psycholog­

ical effect of the increasing lag time on the operator, who naturally expects the lag ta be

constant even though it delays the first telecommand. This can manifest itself in the frustra­

tion on the part of the operator if the setback in the progression of the task, when an errer is

detected at the remote site, is significantly lacger, or even unpredictably different. than ex­

pected. Experimental results of a teleprogrammable virtual cracking system while assessing

the controllability and observability of the control system are provided. A typical simula­

tion experimental run for teleoperater interface and training is aise outlined for a CDB-based

MOTS system. Through-out this research. critical issues being observed were:

1.

2.

3.

4.

,- 5.
"

6.

the generation, parsing. translation and execution of telecommands in real-time;

the convenience and naturalness of the operator's interaction with the virtual simula­
tor mimicking a remote workcell;

the correctness and adequacy of on-line extracted symbolic instructions or telecom­
mands describing the operator's actions while using interface devices as sensoes;

the stability and reliability of remote site execution management;

feasibility and effectiveness of on-Hne error recovery; and

overall efficiency while performing remote tasks.
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1communication proc:ess1

AcklError

delay
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Operator's Station

1 command generation 1
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CmdFile

1 simulation proc:ess 1

,.-,-' ~'~~'." ~i. (,
:.. ·I~-.................

-- 1communlcaoon process1 1 real-timc control process

Remote Controller

Figure 9.1: Double-buffering execution scheme

9.2 Analytical Validation of a Teleprogramming Paradigm

As noted from Chapter 5, it was found that by following the standard sequential dequeue­

parse-execute management scheme, care must be taken ta control the [ag rime 1Ji at time

eTi (Le. just before executing telecommand CD ; all symbals used are defined in Table 5.2)

which depends on the waiting lime wtj.

wti = {
0; otherwise

(9.1)

1

"li = eTi - g1j = t1 + T + L(Ptj + wtj )

j=l

(9.2)

Equation 9.2 implies that even if the SUffi of waiting tirnes is bounded, in linùt "li can sig-
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nificantly grow to 00. This indicates that the lag time not only increases as the task pro­

gresses, but is in faet unbounded. In order to solve this problem, a double-buffering execu­

tion scheme, as illustrated in Fig. 9.1 is proposed. In this scheme, each dequeued execution

environment is translated and pIaced into a command buffer. The remote controUer main­

tains (WO such buffers (i.e. CmdBuf A and B). While one is being executed, the other is

being constructed by parsing and transIating the next execution environment. The combi­

nation of this paraIlelism and an artificially introduced holding rime ht., which deIays the

execution of the first telecommand by ht[, can he used to control the Iag. ht[ initially in­

creases the [ag rime, but keeps it constant and bounded from then on. In terms of the above

nomenclature, the necessary & sufficient condition to ensure non-increasing lag time Tl, is:

(9.3)

A stricter version of the above condition can he stated as the following pair of requirements:

(9.4)

(9.5)

Satisfaction of Equations 9.4 and 9.5 implies satisfaction of Equation 9.3. This requites

telecommand CD to have arrived at the remote site before the (i - l)th execution environ­

ment begins executing and that CD he ready for execution (parsed and translated into the

back-up command buffer) before the (i - L)th telecommand finishes executing. Practical

considerations aIlows to assume that the requirement of Equation 9.S will he satisfied in all

situations. Now it remains to show that the condition of Equation 9.4 is guaranteed. The

following propositions establishes tbis result as iIIustrated in Fig. 9.2.

Proposition: Let ht[ = (2tmaz - t.) and assume that 'Vi : pti ~ ti-l. Theo:

Vi : rTi ~ eTi-. and Tl :5 (2tmaz + 1)
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Proof: In the double buffering execution paradigm~ the times gTi , sT;" rri and eTi are for­

mally defined as follows:

gT. - ,",i-I t . t - 0
i - L.Jj=l j ~ 0-

Recalling that ti ~ tmax , we have:

rri = L~=I t j + T

= E~:~ ti + ti-l + ti + T

~ L~:~ ti + 2tmaz + T

= L~:~ ti + tl + (2tmaz - tl) + T

= E~:~ ti + tl + htl + T

=eTi-l

Moreover~

= liIIli_oo{e1i - gTi)

=2tmcu + T

o

This completes the proof that the double-buffering execution scheme keeps the [ag rime 00­

tween the virtual and the remote workcells not ooly bounded~ but constant throughout the

execution of a teleprogramming task. AIso notice that~ the above execution scheme main­

tains a lag time of Tl = 2tmeu even in the presence of no communication delay (Le. T = 0).

This is a direct consequence of conditions given in Equations 9.4 and 9.S which are appli­

cable in ail cases even if an execution fallure occurs after any arbitrary n teleconunands.
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t..

eT

rT

sT

gT

Figure 9.2: Double-buffering execution management scheme

9.3 Justification of Teleprogramming Autonomy Level

The level of autonomy during teleprogramming depends on the number of telecommand

data elements or teleprograms available ta be communicated to the reroote workcell. The

communication media can be managed by the COB Distributed Interactive Simulation

(DIS) module for real-time interface as discussed in Section 7.7. AlI telecommand data el­

ements (Le. subprograms) are stored in the shared memory during run-time. Procedures

for their formulation, initialization, management and interfacing to simulation modules are

well discussed in Chapter 7. In Chapter 3, the teleprogramming paradigm was discussed

while Chapter 5 discusses the formulation of telecommands and their meta-interaction. The

main fecus in using the teleprogramming control methodology is ta overcome the commu­

nication delays when operating at a distance such as in space or underwater. Moreover,

teleprogramming dramatically improves the operator task performance due to its richness
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in feedback based on virtual reality aids which support human·machine interface (HMI) or

human·computer interface (Hel) in real-time. Thus~ Hel pages are essential in manipulat­

ing telecommands as discussed in Section 8.3 for the case of MOTS. Now~ what remains is

to justify the effect of time delays in relation to the time taken to perfonn a given task.

As stated in Sections 1.4 and 3.6, the total time taken to perform a given task is given by

Tr.otal; where:

2r
Ttotal = (1 + nt)T task

NB: Ali symbols are as defined earlier in Sections 1.4 and 3.6.

(9.6)

Thus, with classical teleoperation (i.e. using a move-and-wait strategy with nt - 1) the

total time to perform same task will be Ttotal,; where:

Ttotal, = (1 + 2r)~ask = Ttask + 2rTtask = 1task + Tdelay, (9.7)

Similarly, using teleprogramming method (with at Ieat 100 sup-programs or nt = 100) the

total time to perfonn same task will now be TtotallOO; where:

2r 2r
Ttot4lIlX) = (1 + l00)Ttask = Ttask + lOOTtask = Ttask + TdelaY100 (9.8)

It has to he noted that in bath cases there is a time delay given by Tdelay, and TdelaYlCxJ respec­

tivelyas shawn in Equations 9.7 & 9.8; where:

TdelaYI = 2rTtask (9.9)

(9.10)

From above~ one cao compute the total lime savings due to teleprogramming autonomy

given by Tautonomy; where:
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- (9. LI)

..
-

.-
.{

Hence, we have 99% time saving due ta teleprogramming autonomy withjust 100 telecom­

mand data elements. This criteria will always be used to justify the level of teleprogram­

ming autonomy in improving the task performance. With higher levels of autonomy (i.e.

nt » r), the operation will run as in real-time since the effect of communication delays

will asymptotically vanish.

9.4 Simulation Results of a Visual Tracking Scheme

Ta prove whether or not visual tracking can he achieved by the controller and if the pre­

dicted positions of the object were accurate, the proposed control methodology and the de­

signed visual robotic tracking controller (of Fig. 6.3) were applied to an experimental sys­

tem shown in Fig. 6.1. The predictor and the double-loop feedback controller were realized

by a computer simulations using MATLAB on a Sun Workstation. A variety of object mo­

tion trajectories used are shown in Fig. 9.3. For each motion trajectory a root locus of the

closed-loop system of the controller was performed and a closed-Loop transfer function with

a gain of K equal to 0.6 was selected on the root Locus lying inside the unit circle (i.e. im­

plying that the stability eriteriou is met). In order to study a variety of motion classifications

(as discussed in Section 2.7), the simulation was done using the object motion trajectories

defined by the foLlowing models:

1. Translation motion: ramp-Like (fixed orientation) with initial point at (10,10,5) (Fig­

ure 9.3a);

Xc - 10 + 0.2t

Yc - 10 + O.8t

2. Rotation motion: circular-like (about a fixed position) with initial point al (10,10,5)

and frequency of O.5Hz. (Figure 9.3b);
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(b) X-Y Rotation circular-like motion
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Figure 9.3: Dbject motion trajectories

Xc - 10 + 30sin(1r ft)

Yc - 10+30cos(1T"jt)

3. Free motion: square-like (orientation and position changes) with initial point at

(10,10,5) and frequency of 0.02Hz (Figure 9.3c);

Xc - 10 + 2sin(1r ft)

Yc - 10 + 2cos(1r ft)

4. Contact motion: wave-like with initial point at ( 10,10,5) and frequency of O.02Hz.

(Figure 9.3d);

Xc - 10 + 2cos(1r ft)

Yc - 10 + O.OO2t2
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In all cases the initial point of the gripper was set at (55,10) and the simulation interval of

600 seconds was used. For simplicity, results for each case are summarised in the following

figures. Fig. 9.4 shows four plots for case 1 (i.e. translation motion) where (a) shows the

comparison between actual and predicted motions, (b) is the root locus of the closed-Ioop

system, (c) compares the motions of object and gripper along Z-axis versus time and (d)

compares the motions of gripper and abject in X-Y plane. Fig. 9.5 shows the motion posi­

tion errors along the three axes versus time and Fig. 9.6 shows the input forces along each

axis versus time. The main performance criteria was improved settling time as compared to

other existing standard control methods such as PID controllers. The comparison can easily

be shown by tuning the control parameters as discussed in Chapter 6.

The accuracy of the predictor depends on the tolerance specified and the complexity of

the trajectory of the moving object. ln this case, a tolerance of O. 1 units of position was

used as a maximum allowable error from the predictor. Moreover, it was found that two

prediction step interval gives more accurate tracking results of the moving abject. It was

aIso found that a smaIler period length increases the number of waves of a sinus or cosine

function within a certain time period. The waves are then narrower and have the same effect

as spikes. In the limiting case these spikes act as discontinuities which affects the tracking

performance. Similar results for the other three cases (i.e. rotation, free & contact motions)

are presented in Figures 9.7 through 9.17. However, in the case of free motion, position er­

rors along X, Y, and Z axes are zero (i.e. coincides with the time axis as shawn in Figure

9.12). In generaI the results are satisfactory enough and further efforts to improve the per­

formance of the controller may be studied by introducing the new robust control theories

such as Hoo approach. However, the overaIl system is stable and is amenable ta real-time

performance.
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1 ParameterlRate 11 Function

Man-in-the-Ioop Latency 150 ms to 200 ms

Hel Latency 500 ms

Snapshot Rate 0.2 Hz

Dynamics Equation Integration Rate 1000 Hz

Madel Coefficient Update Rate 1 Hz

Control System Update Rare 20 Hz to 2000 Hz

Highest Retained System Frequency 100 Hz

CAE Env. Data Transfer Rate 50 KB at40 Hz

Table 9.1: MOTS technical performance parameters

9.5 Telecommands for a CDB..based MOTS Simulator

-f

MOTS will play a very important role in preparing astronaut for the operation of MSS. It

will provide a faithful simulation of the dynamic and kinematic behaviour, control system

algorithms, malfunctions, graphics, thennal properties, power consumption and telemerry

of MSS elements. The user will be able to issue COB telecommands from the MOTS sta­

tions to the MSS ~imulation via the HCI pages and hand-eontrollers. Camera views of the

MSS with different viewpoints will also he shown on video monitors in the MOTS stations.

Thus, MOTS will provide a high-fidelity, functional kinematic and dynamic software sim­

ulation of the MSS space segment in on-orbit configuration. MOTS will be used for train­

ing crew, instructors and ground personnel. MOTS technical perfonnance parameters are

as summarized in Table 9.1. As mentioned before, over 10,000 teleeommand & telemetry

data were fonnulated and stored in a COB shared memory where over 150 CSUs will be

able to aceess them in real-time during MOTS training and operation phases (refer to See-

. tions 8.3 through 8.5). This data was mainly deduced from the MOTS system requirements

and design specification~. In terms of MOTS simulator, the Dispatcher has the following

151



9. Experimental and AnalyticaI Results

capabilities: l

• CaUs simulation routines in defined order and at regular iteration rates;

• Is ''main'' routine for simulation processes: spO(+ superband), apO & apK (K > O)~

• Runs SIM modules, and SSS RT modules for snapshot, playback, etc.;

• Superbanding allows iteration rates in exeess of the basic simulation rate; and

• Runs a slow asynchronous process CapO), with stop/start control from the simulation

models, allowing for deterministic processing of low priority computations.

MOTS CSC Dispatcher has a superband node whose modules are executed a number of

times each time a leg is traversed, as opposed to the modules in the other bands which are

executed only once. Each level of a tree represents a different time band, and by plaeing

the modules in appropriate strategie bands, their exeeution rate and execution sequences

can be controlled. In this way real-time synchronization is not at the level of the dynamic

system integration time period, but rather is enforced at the start of each dispatcher time

frame periode The dispatcher may have associated with it up to two scheduling trees. Le.

a critical & non-criticaI tree. At the start of each time frame a leg from the critieal tree

is executed, and if sufficient processing time remains before the beginning of the next time

frame a leg from the non-critical tree is then executed. The modules from the critieal tree

are non-interruptible, and furthennore they cao interrupt the execution of the modules from

the non-critical tree. The Asynchronous Dispatcher, uses ooly the non-critical tree. The

Synchronous Dispatcher process contains the modules handling output to the VAD CSCI

and input from the operator. The dispatcher has only three interfaces: one to PFU to monitor

the performance of individual modules in the foreground processes, one to crs to examine

and deposit data in foreground processes, and one to the mother process (MOM) to display

message on the system's console (refer to Sections 7.5 & 7.6 for details).

The general performance of all MOTS SIM modules was assessed using the PFU Utility.

Moreover, computerized tests were performed for all CDB telecommand data using crs

1For details on CAELm Dispatcher utility refer to Sections 7.3 & 7.4.
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Utility. Finally, best execution rates were defined for each CSU before final scheduling was

done. Hence, a prelimin;:u-y description of the CSUs scheduling, based on the design guide­

lines described in Chapter 8 and their execution rates, is as foUows:2

1. Superband 1000 Hz:

-

• D-FASTLOOP; CSUs belonging to CSC Dynamics:

• D-MALFUNCTION;
• POA-SERVO-CONTROLLER (2X); CSUs belonging to CSC MBS POA:

• POA-HARDWARE (2X);

• POA-EXEC-l;
• POA-MOTOR-POS-ANO-RATE (8X);

• POA-EXECUTE-LEEMM-CMDS (8X);

• POA-STATUS-SwrrCHES (8X);

• POA-LOAO-CELL (8X);

• POA-DATA-LOGGING (8X);

• LEE-SERVO-CONTROLLER (2X); CSUs belonging to CSC SSRMS LEE:

• LEE-HARDWARE (2X);

• LEE-FMS;
• LEE-EXEC-l (2X);

• LEE-MOTOR-POS-ANO-RATE (8X);

• LEE-EXECUTE-LEEMM-CMOS (8X);

• LEE-STATUS-SWITCHES (8X);

• LEE-LOAO-CELL (8X);

• LEE-DATA-LOGGING (8X);

• JEU-JOINT-CNTRL (2X); CSUs belonging to CSC SSRMS Joint:

• JEU-DATA-LOGGING (8X).

2. Band X 20 Hz:

• ACU-EXEC; CSUs belonging to CSC SSRMS ACU:

• ACU-COMPUTE-STATE;
• ACU-PROCESS-CMDS;
• ACU-PROCESS-LEE-CMOS;
• ACU-MCU-PROCESS-VIDEO-CMOS;
• ACU-PROCESS-TELEMETRY;
• ACU-MALFUNCI10N-APPLICABll.ITY;

2The notation nX implies that the module is called n times.
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• SSRMS-EXEC;
• SSRMS-HC-INPUTS (2):
• C-SOFfCD-BUFFER;
• ARM-TOP-LEVEL;
• C-SSRMS-MONITOR;
• BI-DIR-ACU-TO-JEU;
• BI-DIR-JEU-TO-ACU;

• LIMP;
• ACU-POWER;
• LEE-EXEC-2; CSUs belanging ta CSC SSRMS LEE:

• LEE-COMPUTE-STATE;
• LEE-VALIDATE-LEEMM-CMDS;
• LEE-EXEC-STATUS;
• LEE-SET-MOTOR-DRIVE;
• LEE-CONTROL-MODE;
• LEE-Cl\1D-PRECONDITIONS;
• LEE-PROCESS-TELEMETRY;
• LEE-MALFUNCfION-APPLICABILITY;

• LEE-POWER;
• JEU-COMPUTE-STATE; CSUs belonging ta CSC SSRMS Joint:

• JEU-PROCESS-TELEMETRY;
• JEU-MALFUNCfION-APPLICABILITY;

• PHF;
• COP;
• JOINT-POWER;
• VDU-COMPUTE-STATE; CSUs belanging to CSC SSRMS VIDEO:

• VDU-PROCESS-BUS-COMMANDS;
• VDU-PROCESS-SYNC-COMMANOS;
• VDU-PROCESS-VIDEO;
• VDU-PROCESS-BUS-TELEMETRY;
• CAJ.\ŒRA-COMPUTE-STATE;
• CAMERA-PROCERSS-COMMANDS;
• CAMERA-PROCESS-TELEMETRY;
• LIGHT-COMPUTE-STATE;
• SSRMS-VIDEO-COMMANDS-EXEC;
• SSRMS-VIDEO-TELEMETRY-EXEC;
• VIDEO-MALFUNCTION-APPLICABILITY;
• VIDEO-POWER;
• SSRMS-POWER; CSUs belanging to CSC SSRMS Power:

• SSRMS-HEATER-CONTROL;
• MCU-EXEC; CSUs belonging to CSC MBS MCU:

154



-
-

--
.'

9. Experimental and Analytical Results

• MCU-COMPUTE-STATE;
• MCU-PROCESS-POA-CMDS;
• MCU-PROCESS-CRPCM-CMDS;
• MCU-PROCESS-TELEMETRY;

• MCU-POWER;
• POA-EXEC-2; CSUs belonging to CSC MBS POA:

• POA-COMPUTE-STATE;
• POA-VALIDATE-LEEMM-CMDS;

• POA-EXEC-STATUS;
• POA-SET-MOTOR-DRIVE;
• POA-CONTROL-MODE;
• POA-CMD-PRECONDITIONS;
• POA-PROCESS-TELEMETRY;
• MBS-PDGF; CSUs belonging to CSC MBS PDGF, Video, Power & Thermal:

• MBS-VIDEO-COMMANOS-EXEC;
• MBS-VIDEO-TELEMETRY-EXEC;

• MBS-POWER;
• MBS-CRPCM-POWER;
• MBS-PROCESS-CRPCM-TELEMETRY;
• MBS-CRPCM-COMPUTE-STATE;
• MBS-CRPCM-PROCESS-FUNcrIONS;

• MBS-THERMAL;
• MBS-BASE-ORIENTATION;
• RWS-CEU; CSUs belonging to CSC RWS, PayloadiORU, & SS:

• PAYLOAD-ORU;
• MSS-VIDEO-EXEC;
• SS-PROCESS-PANEL-COMMANDS;
• SS-VIDEO-PROCESS-ROUTING;
• SS-PROCESS-TELEMETRY;
• SS-COLLECf-CAMERA-DATA;
• SS-SSRMS-CONTROL;

• SS-TIME;
• SS-POWER;
• D-SIM:-MODE; esus belonging to CSC Dynamics:

• D-FMS;
• D-COLLISION-MON;

• D-SIMTIME;
• D-MONITOR;
• D-ORG-VAR;
• D-DIST-MONITOR;
• D-CONSTRAINT-FORCE;
• TELEMETRY-GENERATION; CSUs belonging ta CSC Telemetry:
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• TELEMETRY-MODEL-CONTROL;
• TELEMETRY-PLAYBACK.

3. Band Z 1 Hz:

-

.-
f

• O-CON-INFO; CSUs belanging ta CSC Dynamics:

• O-RT-INIT;
• O-CL-TIP-CORREcrION;

• O-INTERBOOY-COOROS;

• O-CL-CONSTRAINT-MATRIX;

• O-CL-NULL-SPACE;

• O-NONLIN-FORCE;
• O-MASS;
• O-CL-RED-MASS;
• D-EIGEN-SOLUTION;
• O-RED-SYSTEM;

• O-SLOW-OONE;
• MBS-THERMAL; CSUs belonging ta CSC MBS Thennal:

• MBS-BASE-ORIENTATION;
• SSRMS-THERMAL; CSUs belanging ta CSC SSRMS Thennal:

• SSRMS-BASE-ORIENTATION;

• JOINT-THERMAL;

• LEE-THERMAL;

• BOOM-THERMAL;
• ORBITAL-HEAT-RATES; and
• THERMAL-SOLVER.
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10.1 Conclusion

A virtuality & reality of a near-optimal time-delayed teleoperator control system based on

the celeprogramming paradigm is fully described in this dissertation. Teleoperation is es­

sentiaI while performing tasks at a distance in unstructured environments such as underwa­

ter, nuclear contaminations. etc. It therefore becornes imperative to have a human operator

present who can guide or supervise. rather than control the robot arm. However. its lim­

iting factor is the communications link between the operator and remote site due to time

delays which tend to dis-orient teleoperators and dramatically decrease the system perfor­

mance. Hence, teleoperator systems tend to be costly. unstable and inefficient due to trans­

mission delays. This is because there is no supervisory control from the teleoperator as a

result of delayed feedback. This research addressed the application of a human-machine

computer-assisted-inteiface under virtual reaLity (i.e. simulation) environments for teleop­

erator multi-media interface using a CDB-based telecommand data in a shared memory. A

CDB-based teleprogramming system is thus proposed to be used as a telecommand interface

to the remote site. During execution. care must be taken to avoid increasing the lag cime Tl

between the virtual and remote workcell. Hence. a double-buffering execution scheme is

proposed instead of a classical dequeue-parse-execute scheme (Le. direct sequential man­

agement scheme). Sorne of the advantages of using the system include: reduction of to­

tal task time (Ttotal) and overall mission cast during remote manipulations, to achieve safe,

efficient and simple operations, to improve the frustrating move-and-wait approach (i.e. a

back-breaking operation that results in fatigue and frequent errors).

A CDB-based teleprogramming concept described in this research provides the neces­

sacy bridge between classical teleoperation and fully autonomous remote manipulative ca­

pability. Teleprogramming a remote workcell under virtual environments corresponds to
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visually, orally, kinestheticalLy, etc. interacting with a virtual world and on-line, automati­

cally generating a sequence of elementary symbolic telecommands to the remote workcell

via a multi-dimensional virtual interface devices. Coupled with a small degree of autonomy

at the remote site, the system is able to provide for continuous and efficient remote control.

The flow of control is interrupted only in case of errors. Error occurrence poses a constraint

on the maximum allowable lag time TJ between the virtual and the remote workcell, and

thus liroits the maximum length of operation lime before feedhack update that the system

can gracefully tolerate.

Virtual reality technology, along with the teleprogramming concept have primary appli­

cations in underwater and shallow space environments where communication delays pre­

dude direct remote controL However, a CDB-based teleprogramming system can be em­

ployed in a non-delayed situations as well such as nudear plants, biological contaminations,

or any other hazardous or unstructured environments. Industrial applications are also vi­

able as such machines can be easily set up under virtuaI environments by cost-effectively

trained operators who cao re-program them quickly for a desired task in the simulated envi­

ronment. In shallow space, a CDB-based teleprogramming system can be used in perform­

ing a variety of routine exploratory, maintenance, or even construction tasks. Cost justifi­

cations in this domain relate to the possibility of eliminating the need for astronauts in per­

forming extra-vehicular activities (EVA), or even the prospect of eliminating human crews

altogether. In the latter scenario, the entire mission, together with on-board experiments

and routine vehic1e maintenance, would be controlled remotely from a ground-based con­

trol centre, vastly reducing both the cost and risks involved during manned missions. Thus,

a teleprogrammable CDB-based system (i.e. MOTS) will be used to develop procedures for

operating the MSS and to train astronauts, mission controllers and instructors from various

workstations (e.g. operator station, instructor station, ground station.. on-board station).

10.2 Significance of the Dual Usage of Teleprogramming Methodology

Teleprogramming control methodology is not only meant for space-based systems where we

have feedback delays. As shown in Chapter 5 and proven in Section 9.2, this method cao be

used even in a non-delayed systems. This justifies that space-based technologies cao aIso
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be integrated for civil usage. Simulations are a valuable and highly cost effective means to

better understand the complexities of long duration space-flight and create systems that cao

reliably weather the trying demands on crew, complex high technology systems and human­

machine interfaces, that fonn a large part of these missions. Results from simulations are

used ta build prototype vehicles. Unique and versatile facilities already exist that might be

adapted for obtaining results for incorporating into a manned space mission vehicle archi­

tecture in a timely and economic manner Ce.g. International Mars Mission (IMM) [Haule

and others, 1991]). The prevailing global political climate should permit the use of surplus

super power space or defense assets for civilian uses. In fact, in USA, the federaI dual use

technology transfer mechanism was initiated a few years aga expressly for tbis purpose.

The thawing of the cold war and consequent reduction of strategie force arsenals among

traditional rivais should aIlow the dual use of V.S. Navy submarines for civilian purposes

including ifs use as a platfonn for simulation of long duration manned space missions.

A manned Mars expedition simulation experiment could be an ideal first candidate mis­

sion. Systems aboard advanced submarines may have a lot in common with the design of

long duration spacecraft including the handling of nuclear fuel and components for power

generation and propulsion, environmental control and life support, hard technology driven

interior habitat architecture, mission operations procedures, large crew assignments, com­

mand and control, as weIl as more primary habitation issues like crew heaIth and psyche

maintenance during the six months to a year long tour of ducy, crew productivity enhance­

ment and conflict resolution methods, recreation, nutrition, hygiene and waste management.

Though there are substantial differences between navy submarines and civilian spacecraft

stemming from the contrastive physical environments in which they operate, their technolo­

gies and management, their similarities surely warrant detailed comparative investigation.

After all, we may not need to reinvent the wheel regarding many issues, saving precious

taxpayer resources in the process.

In a candidate simulation mission, a Mars expedition crew is launched aboard a specially

outfitted and programmed Trident class nuclear submarine that attempts to simulate many of

the known human factors and environmental parameters on a long duration space mission.
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Though free faIl conditions are hard to simulate on this platform, virtual reality and other

stimuli present conditions as might be encountered on a real mission. Programmed, random

system failures and malfunctions (i.e. anomalies) are introduced and crew response mon­

itored and evaluated throughout the course of the mission. An attempt is made to develop

a civilian command and control code for the crew. At the end of the siffiulated out-bound

trip, the crew are disembarked in a remote region of the globe, posing a hostile environment,

such as the coast off Northern Alaska or the Antarctic. where they unload, erect and oper­

ate a completely sustainable outpost or perform other tasks for a duraùon similar to those

recommended in prior studies. High bandwidth satellite communications with a built in pro­

gressive/regressive Earth-Mars time delay is provided. Ir may be feasible to use opticallinks

at certain favourable wavelengths to communicate with the submerged vesse!.

At the end of their stay and prescribed activity at this outpost, the crew are subjected to

the experience of a long duration Earth-bound mission simulation. Emergency evacuation

measures are put in place using units of the special tactical arrned forces that are placed on

alert during the entire course ofthis mission. Activities in extreme conditions, habit-ability,

and human productivity in isolation thus monitored will enhance our understanding of long

duration missions. Such a dynamic mission simulation will also help us to ferret out short­

comings and would shed light into the design of severa! critical soft human factors param­

eters that will have to be dealt within a hard technology environment like that encountered

in long duration space missions, where a thorough understanding of human factors as weIl

as the treatment and quality of human-machine interfaces will be the major determinant in

mission outcome. There are severa! interesting aspects to this simulation architecture. First

of all, this mission simulation can be begun weB in advance of space station deployment in

1998. While station activities will focus on human adaptation and performance in free faH,

providing high fidelity data on a small sample of astronauts, the submarine simulation, by

virtue of the large crew complement and ample enclosed volume can simulate severa! pro­

grammed mission scenarios in parallel. Such a mission could drastically eut short the time

otherwise necessary to obtain the statistical data needed for designing and 0Perating a long

duration Mars mission spacecraft. Unlike static simulators, this platform would provide a

more real setting in a mobile environment, providing dynamic stimuli akin to a real journey.
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It may he possible to conduct these missions without much exchange of funds (e.g. between

the Navy and NASA of USA), each providing their own hardware and expertise to achieve

synergetic results.

As in any other~ there are challenges to this architecture as weIl. The most obvious being,

is it possible for the armed forces to reaIly share their assets for elevated civilian, hurnan­

itarian purposes like space exploration? If 50, why has open literature yet to address these

missions regarding relevant habitation parameters~ given the faet that the super powers have

been plying the ocean depths for decades in these crafts ? A treasure trove of vaIuable data

must exist in the log books and operations manuaIs of these vessels. However, we cannot

compromise national security in handIing this information. Traditionally, NASA and the

Department of Defense have been at logger-heads over missions and technology transfer

matters. Civilian space missions have suffered failures due to a lack of interchange of ex­

perienee. However, in the recent pasto the willingness to cooperate has started to yield sig­

nificant synergetic and cast effective results. Creative mechanisms could he invented and

put in place, so that space and defense related, strategie and sensitive material are safely

screened and censored out of this experiment. The access to this knowledge for the design

of long duration civilian spacecraft could he a spring board for further cooperation and dual

use of space technology. Simulations and the harvest of hard empiricaI data leading to the

rapid and cost effective synthesis of highly effective long duration spacecraft prototypes

would follow.

10.3 Contributions

The main contribution of this research work can be summarized as follows:

"Fonnulated a teleprogramming control methodologyfor the generation, pars­

ing, translation and execution of CDB-based telecommands data elements

while overcoming communication delay during remote manipulations (see

Chapters 5 & 7); a related teleprogrammable control scheme based on a pre­

dictor and a double-loop observer-based feedback is designed with control­

lability & observability criteria being fulfilled (see Chapter 6). Moreover. a
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double-buffering execution management scheme which ensures a bounded con­

stant Lag time between local and remote workcells is introduced (see Sections

5.5 & 9.2). Finally. the meta-interaction ofCDB-based telecommands with the

simulation modules in real-time is shown to be adequate while using a CDB­

based run-time configurationfor robotics simulations (see Chapter8); telepro­

gramming with modesl remole site autonomy is shown to dramatically reduce

the effecl ofcommunication delays (see Section 9.3) JJ o

A detailed study on the stated problem was carried out in Chapters 1 and 29 and as a

result different approaches or ideas were integrated in this research. Chapter 2 surnmarizes

most contributions done by researchers while dealing with the problem from a control point

of view using classical teleoperation (i.e. move-and-wait strategy). In Chapter 4, the au­

thor presented the ubiquity and potential of virtual reality in dealing with the problem and

promising applicational areas in the future along with their social implications. The orig­

inality and novelty of a teleprogramming control paradigm is summarized in Chapters 3,

5 and 6 while the real-time execution management of CDB-based telecommand data ele­

ments (or subprograms) is outlined in Chapter 7. A model CDB-based teleprogrammable

system (Le. MOTS) is presented in Chapter 8 where the author initially worked as a CDB­

integration specialist. Contribution of this research work is also very weIl presented in sev­

eral publications (national and international) as can he deduced from the published papers

(two of them ended getting a best paper award in the area of robotics at two different oc­

casions). With this kind of an overall research integration on the stated problem, following

are sorne related contributions in a detailed fashion:

• a design of a delay tolerant control methodology for remote manipulation, which re­

quires a relatively modest amount of remote site autonomy and offers the possibility

of near-optimal task performance in the presence of substantial communication de­

lays between the local and remote sites is presented;

• an effective approach for providing the operator with realtime feedback information

despite the communication delays is formulated; this information is derived by ana-
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lyzing the operator~s interaction with the virtual world (i.e. simulation) which pro­

vides a good approximation to actual remote presence.

• a symbolic low level telecommand language which can adequately describe the oper­

ator's interaction with the virtual environment to allow accurate reproduction of the

operator's activity at the remote site is accomplished using CDB labels; thus, on-line

reprogramming of a remote workcell is possible and real-time extraction of the cor­

responding instructional sequences for error recovery;

• a design of a remote site execution strategy, relating to generation, parsing, scheduling

and execution management of the incoming instructions, which guarantee a bounded

rime lag based on a double-buffering scheme is successfully shown and proven.

• presented a sample design and analysis of a CDB-based simulation system which

can be used for teleoperator interface and training using real-time shared memory for

telecommand Ineta-interaction using a DIS module;

• outlined how new computer graphics based technologies can he applied to enhance

operator performance via a human-machine interface for multi-media remote feed­

back (i.e. visual, audio, tactile. etc.) using CDS labels via HCI pages;

• presented an observer-based design for guaranteed stability & controllability to en­

sure feasibility of near-optimaJ remote manipulation based on prediction scheme.

10.4 Future Work

The teleprogramming paradigm for most telerobotic applications is fully described in this

document and can be considered as the basis, upon which more general control methodolo­

gies can be developed. However, there are sorne immediate as well as sorne of the more

far-reaching issues or extensions which need to be addressed:

L. World modelling for virtual environments: The issue of constructing a perfect ini­

tial modeL of the remote site is to he considered carefully. However, the necessary

technology needed to facilitate interactive off-lïne construction of the initial remote
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environment model exists. What is needed is a relatively low-complexity, practical

approach for integrating existing results and algorithms in image processing and data

fusion, along with a convenient mechanism to allow operator's participation in the

high-Ievel segmentation process. The operator will participate as a supervisor (i.e.

supervisory control), resolving necessary ambiguities and ensuring that the extracted

model is consistent with the real remote environment.

2. Special-purpose telecommands and procedures in a virtual world: Virtual real­

ity motivates the need for special-purpose telecommands in the context of actions,

which are more conveniently executed as local high-bandwidth feedback processes

at the remote site. Such actions include: fine precision abject alignment, grasping

and haodling of fragile or deformable objects, and high-dexterity dynamically reac­

rive manipulation tasks. Hence, a more general framework for interpreting operator's

activity in the virtual environment must be designed, which in turo will require a more

sophisticated a priori knowledge about the task in progress. A related enhancement

ta the system would he the provision of an on-line procedural facility. where the op­

erator would he able to specify a general pattern of an iterative subtask. The system

cao then perform the action repeatedly until sorne terrninating condition is reached.

3. Error recovery routines: During error recovery. the state of the virtual graphical

simulation is updated to reflect the error state. However, because of the discrepancies

between the virtual and the actual remote environment, purely kinematic error sta­

tus infonnation does not suffice to unambiguously reconstruct the state of the remote

workcell. A more sophisticated error recovery mechanism may atternpt to monitor the

operator's corrective actions and resume autonomous execution. By so doing, it will

significantly irnprove the overall system efficiency as weB as operator satisfaction.

4. On-line model refinement: Using the above ideas, one may want to take advantage

of the interruption during error recovery and try to refine the operator's virtual model

of the remote workcell based on the error information packet supplied. The opera­

tor's station software cao then use this (possibly sparse) local corrective information

to refine the geometric relationships in the virtual mode!.
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10. Conclusion, Contributions & Future Work

5. Virtual editor: Further extensions of the teleprogramming control paradigm under

virtual environments, may generalize the idea of having a model-based virtual ed­

itor. The operator could control multiple robotic and other devices simultaneously

through a multiple of available virtual input devices. In such a system~ the operator

would no longer be constrained by the execution rates of the actual workcells or ve­

hides (agents) in the remote environment. Instead, the operator could interleave task

specifications for different agents in the virtual editor, with the execution of the re­

mote site proceeding at a slower, agent-dependent rate. This type of control re'ieves

the operator of eontinuous interaction with the operator's station and provides the ba­

sis for more general forms of supervisory control of robotie deviees.
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- AppendixA Real-time Space Robotics Simulation

A.t Hardware Configuration

In the development of complex robotic systems 1. simulation plays an important role in pro­

viding an environment to evaluate behaviour. capabilities and operation effectiveness of the

system under design. Simulations are extensively used for verification of flight systems and

will play an indispensable role in aiding mission planning and crew training. The Cana­

dian contribution to the International Space Station program is the Mobile Servicing System

(MSS). The MSS main components are two robotic devices: a large, symmetric, relocatable

manipulator arm with seven degrees of freedom; and a smaller, dexterous robotic system

consisting an articulated trunk and two arms, each having seven degrees of freedom. The

Manipulator Development and Simulation Facility (MOSF), developed for the MSS pro­

gram, is a facility capable of simulating arbitrarily configured robotic manipulators [Carr

and others, 1990]. MDSF can be used both for engineering development and for crew train­

ing activities [Cyril et al., 1992]. The engineering segment of the facility (Le. hardware)

provides generic capability of modelling and simulating robotic manipulator systems. The

requirement to provide a generic simulation facility is driven by the long MSS program life,

the modification of requirements throughout the life cycle of the project. and the lack of a

unique robotic system configuration. This generic capability is reflected. among other fea­

tures, in a software reconfigurable control and display station, the user interface which al­

lows a building black approach to robotic system synthesis, the utilities, and the equations

of motion.

MSS is a multi-purpose, versatile complex equipped with manipulators, advanced con­

trol systems and human in the loop capability as shown in Figure A.l. The MSS will support

construction, operation and maintenance aspects of the Space Station and its attached pay-

'This Appendix contains selected abstracts from [CAELIB.• 1995sJ plus personaI training notes during
internaJ CAELIB course at CAE Electronics.
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Figure A.l: Mobile Servicing System (MSS)

loads. The main eomponents of MSS are two robotie deviees: the Space Station Remote

Manipulator System (SSRMS) and the Special Purpose Dexterous Manipulator (SPDM).

The SSRMS is a large (17.6m long). self-relocatable manipulator arrn with 7 dof used for

large scale manipulation of payloads and astronauts. The SSRMS is symmetric relative to
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its 4-th (elbow) joint; this allows it to be attached and operated from either end. The SPDM

is a smaller. dexterous robotic system consisting of an articulated trunk (body) and a pair of

2m long anns. each having 7 dof. The SPDM is used for small and precise movements. in

general tasks similar to those perfonned by a spaee suited extra-vehicular astronaute Simu­

lations will be extensively used during design. development and operation of the MSS. To

carry out these simulations the MDSf is being developed at CAE. It encompasses within one

faeility two kinds of simulator. one for engineering development and the other for training

and operational support. Although developed for Space Station applications. MDSF archi­

tecture is sufficiently flexible to allow the simulation ofother space, terrestrial or underwater

robots.

The Real-Time Simulation (RTSM) CSCI simulates in real-time the dynamics of artie­

ulated muIti-body robotie systems. It allows ta calI simulation modules in a specifie or­

der, with specifie iteration rates, and provides data gathering and snapshot functions. The

RTSIM CSCI inc1udes a number of CSCs, all designed to run in real time, synchronised

with each other and with extemal hardware or software components. RTSIM includes the

Real-Time Dynamics Simulation (RT-DS) CSC and various executive software components

such as the Real-Time (RT) Dispatcher CSC. The RTSTh1 CSCI decomposition overview is

shawn in Figure A.2. Communication between the Simulation Control Function (SCF), RT­

OS, the visualization system, the user-supplied control system. the background monitoring

utilities and any other process that runs concurrently with, and which communicates with

the simulation, is achieved through the Common Data Base (CDB) as discussed in Chapter

7. The Data Gathering function of RTSIM allows the user to gather data from the CDB at

regular intervals. This data is saved to disk, in order to be analyzed later by the Data Re­

duction and Analysis Function (DRAF). The different software components will reside in

the Host and Auxiliary Processing Systems (HPS and APS) or in the Control, Development

and Animation Work-centre (CDAW).

A.2 Robotics Real-time Simulations Environment

The RT-DS CSC simulates the dynamics of the robotic or teleoperated system defined in

the simulation definition. The purpose of RT Dispatcher CSC is to calI the simulation rou-
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Figure A.2: RTSIM CSCI decomposition

tines in a specific arder, within processing bands which execute at specified iteration rates.

The Synchronous Dispatcher is activated by a dock signal and the simulation process that it

controls is non-interruptible. The Asynchronous Dispatchercontrols the execution of mod­

ules whose immediate scheduling is not critical to the operation of the RT simulator. The

process cao he interrupted because it runs with lower priority than the synchronous pro­

cess. The Dispatcher Tables aIlow the user to specify how the simulation modules are to be

dispatched within each process. The Timing UtiUty allows the monitoring of the CPU rime

taken by modules, bands and Legs ofeach process. The Data Gathering CSC alLows the user

to gather data generated during the simulation run for later analysis (by DRAP) and/or for
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post simulation visualization (i.e. edit~ record~ translate, etc.). The Snapshot CSC allows

the user to record the state of a simulation at any given time during its run and to restore

the simulation to the recorded state, from which it may be restarted. The Task Definition

Language Executive (TDLEXEC) processes the telecommands passed to it.

AH communication between the CSC simulation modules is through the CDB. The input,

output and the state variables of the modules comprising the RT-DS CSC are located in the

CDB. When the Data Gathering CSC is recording simulation data, it accesses the variables

located in the COB without interfering with the normal execution of the dynamic simulation

modules (Le. the recording operation is transparent to the simulation modules). The CDB

is organized in such a way that the variables are separated in two groups:

• The restorable area. This contains variables that describe the state of the simulation.

Once restored, the simulation cao he restarted from the point where the recording was

made using the snapshot.

• The non-restorable area. This contains variables that are used by non-simulation

modules, such as the RT Dispatcher, Snapshot and Data Gathering.

Communication through CDB aIso helps the interlocking mechanism between the operator

input and the CSC TDLEXEC. In either case, the same COB variables are used as input ta

the simulation module; the interlocking mechanism is transparent to the simulation mod­

ules. The same data is shared through the COB by ail sub-CSCs, which are executed at dif­

ferent rates on the APS within the synchronous and asynchronous dispatcher processes. The

RT Dispatcher CSC is responsible for controlling the execution of ail other RTSIM CSCs.

RTSIM is implemented using three simulation processes, i.e. (a) spO:- main synchronous

process; Cb) apO:- main asynchronous process; and (c) apl: .. low priority asynchronous

process. For more details on process scheduling and management~are presented in Chapter

7.
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A.3 Rationale for an Engineering Simulator

Engineering simulator facilitates analysis and design~ system level software tests and per­

formance verification. Simulations may be either real-time or non-real time; the former al­

lowing human-in-the-Ioop interaction for the development and fine tuning of control sys­

tems and human interfaces, and the later for complete analysis ofmodes of vibration beyond

the limits of human perception. The MDSF consists of a computer complex and CDAW as

shown in Figure A.3. The computer complex consists of a VAX. cluster and an auxiliary pro­

cessing system. The latter, a Convex C220 computer, is used exclusively for the execution

of real-rime simulation processes. Non-real time simulations may be executed anywhere in

the cluster. The CDAW is a reconfigurable workcenter that processes the operator's inputs

to the simulated robotic system, and displays~ in real-time~ the response and dynamic evo­

lution of the system. It consists of hand controllers, a Contrais and Displays Workstation

(an IRIS 4D/25)~ a Real-Time Engineering Visualization Workstation (IRIS 4DI120GTX),

and a terminal connected to the .host processing system. The 6 dof can lock out dof ta form

rotational or translational controllers. The CRT terminal is used for simulation control, task

definition, and changing and monitoring parameters.

The requirement for a generic capability has affected every aspect of the MDSF design;

it is reflected, among other features, in a building black approach to robotie system synthesis

ami the definition of simulator configurations, in the user defined robotie control systems~

software reconfigurable control and display station~ and in the generic mathematical model

of kinematics and dynamics of articulated multi-body structures which constitutes the nu­

cleus Of the MDSF. There are no limitations on the shape of the bodies~ nor on the relative

orientation between contiguous articulations, nor on the topological configuration. MDSF

algorithms permit general relative motion with up to three translational and three rotational

dof. Articulations with 6 dof permit the introduction of separate bodies or structures, with

or without attached manipulator systems, co-existing in proximate orbits. This allows the

presentation of a payload prior ta being captured or after release from one of the manipula­

tors or the approach of an orbiter to the SS. With MDSF~ the parameters and the algorithms

modeling the associated control systems are user defined. In MDSF the task of defining the
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Figure A.3: MDSF - an engineering simulator

system is simplified~ i.e. the user can choose to define the system at the level of his ex.per­

tise through a step-by-step~ menu-driven~ interactive process. At the disposai of the user

is a database of bodies~ articulations and systems. The user may wish to create. modify or

delete new bodies~ articulations or systems.

Simulation definition is a function. huilt upon CAE's configuration management utility~

it allows the user to define~ configure and manage simulators of specifie robotic manipula­

tor systems. The object of the process is a simulator configuration which contains all the

information needed ta define. configure. build. manage and control a simulator. The idea

of MDSF as a facility that is reconfigured into or supports different simulators is central ta
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the MOSF architecture. A configuration consists of software elements and relationships be­

tween them:!. The configuration identifier and its elements are stored in a database which has

a dependency graph structure where each oode represents an element and each link repre­

sents a relationship between elements. A relationship describes hui/d, configure or load de­

pendencies. A simulation contains a simularor configuration and may contain robotic sim­

ulation task definition, initial conditions, on-line monitoring and data gathering lists and

post-processing telecommand files (all stored in a common shared memory as COB data

elements or labels).

Other utilities included in the simulation control function include the Page Monitoring

System (PMS) and the Computerized Test System (crS). PMS allows users to monitor one

or severa! pages of numerica! outputs of the simulation processes, and ta modify the values

of simulation variables. crs is a utility that supports the integration, testing and debugging

of simulation software in either an off-line stand-alone mode, or in on-line mode which in­

teracts with a loaded~ running simulation. Input variables can be dynamically ramped ta

follow a given lime history, while outputs may be plotted or monitored to check against ex­

pected values. crs allows users to examine and modify any simulation variable or black

of variables, and makes possible full automation of setups and checkout tests. Real-time

engineering visualization allows the animation of the dynamics of the system being sim­

ulated. Visualization is achieved by a 3D renderer developed for RTEVW. The ability to

update the scene rapidly is enhanced by a 3D graphies editor developed for MDSF appli­

cation. A graphies display function is used for the software emulation of the control and

display panels of teleoperated robotic systems. It is based on CAE's TIGERS3 package.

This function allows a user to design a control and display panel which may include levers,

sliders, switches, analog gauges, digital displays, warning lights, etc. A graphics editor fa­

cilitates this operation. This panel is then linked to the CDS of simulation parameters, and

driven in real-time. Both a painting device and a touch screen are used for operator input.

2Refer to Chapter 7 for Software Configuration.
3TIGERS is an acronym for The lntegrated Graphies Environmentfor ReaL-rime Systems.
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A. ReaI-time Space Robotics Simulation
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Figure A.4: MDSF • training simulator

A.4 Robotics Training Sîmulator's Benchmark

.~

~'
-;,~

.~

Under the Canadian Space Station Program there is a mandate to produce a training sim­

ulator for the MSS. The training simulator will hi: built as an enhancement to the MDSF

real-ùme engineering capability. The enhancement will be aehieved by adding upgraded

dynamics models, specifie implementations of the MSS control systems and HMIs, a crew

control station, an instructor faeility, and an image generation and display system to the

existing MDSF infrastructure. A conceptual diagram of the training simulation facility is

shown in Figure A.4. Typical tasks to he carried out by MSS are: PayloadlORU handling;

manipulator handling tasks; space station assembly operations and orbiter berthing and de-
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A. Real-time Space Robotics Simulation

berthing by SSRMS. A vast array ofsystems will he monitored and controlled by crew mem­

bers in the SS. To minimise the crew load and training required to operate any given sys­

tem a common set of standards and guidelines are defined for the HCL The Hel resides

on common workstations known as the Multi-Purpose Applications Console (MPAC) al­

lowing crew members to interact with systems on-board. The flight hardware of the MPAC

Cupola (MPAC-C) consists of displays, a keyboard, a trackball, hand controllers, and a pro­

cessor. During the human-in-the-Ioop operations the hand controller commands cao either

be applied in Cartesian space to a point of resolution (e.g. the end-effector) or as telecom­

mands ta individualjoints. The crew training workstation will emulate the visual and hard­

ware interface of the flight system. The workstation will consist of a mockup structure, flat

panel CRTs, interactive control devices, and an optical display system for simulated out-the­

window scenes. To fulfill the fiight MPAC-C functionality the HCl software is simulated as

part of the MDSF. The Instructor Station (IS) must allow the instructor to choose the train­

ing scenario by: specifying the orbital structures to he included; specifying the orbital and

environmental parameters; activating and deactivating malfunctions; and participating in

hand-off operations (i.e. coordinated movement between [wo manipulators, one controlled

by the student, the other by the instructor). The hardware necessary to complete the rs is

closed circuit TV and two-way communication device, and a visuaI repeater for the MPAC­

C displays.

For visual imagery, station assembly and maintenance tasks will require very high scene

content, particularly in the details represented on each object. The display system will re­

quire high resolution ta match the scene content. Because of the space environment, bright­

ness and contrast requirements will he high as weIl. Thus. a number of Closed Circuit TV

(CCTV) cameras are ta he mounted on the SSRMS. SPDM, and SS ta provide views to

the crew at the workstations. An arrangement ta provide a crew with a wide Field of View

(FOV) [Barrette, 1992) is required. The Fibre Optic Helmet Mounted Display (FOHMD)

is a compact display system which provides the trainee with a bright, high-resolution, full­

colour display over his entire FOV. The characteristics of the display presented to the trainee

are designed ta mimic the perfonnance of the human eye (i.e. for stereo-scopie). At CAE,

there more tools and software utilities [CAELIB.• 1995s] that are very weIl suited for real-

190



A. Real-time Space Robotics Simulation

time robotics simulations either for operations and/or training. A good example is that of

MOTS as discussed in Chapter 8.
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Appendix B Program Listings for the Control Scheme

i--:',

-

.-

The following THREE pages gives a MATLAB source listing for the predictor algorithrn

and a double-loop observer-based controller algorithm as discussed in Chapter 6.
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c1ear all;
clg,.
fOnMt long j

UJ=-0.5;
'xc=-IOt2·sinlf]·pi·t);
\yc=-IO.2·coslf]·piOtl.

,(4.0.02;
'xc-IOt2·coslf4·pi·tll
\yc=10.0.002·t.~2;

\f2-0.005j
\xc=lOt)0·sinlf2·pi·tlj
'ycalOt]O·coslf2'pi·tlj

xcli)·xc(i-ll.
xc 1il· yc ( i - 1) ;
xci il;

end;

m5g .. ·Convergence Failulu. The motion ia undeterministic';
displmsgl;
end;

i t r .... ) ,
B~invlClj

A1=B·X; A2=-B·Y;
Xa-AI(11·xc(il t A1(21·yc(il t AIlll;
Ya=A2(1)·xcli) t A2121·vc(il t A2IJ);

sxl .. sxl t XClkl"xclk-ll;
ax2 .. sx2 t Xc(kl"yclk-1);

tor k-j-it3:j.

end;

if 1....N/4.

" ••• If the dboVd candilion i5 Vtllil ied. lhd litlilh llo!>ilion
" ••• i8 sent la lhe conllol system

C~(xll x12 x14; x21 x22 x24; x41 x42 x44).
X=lsx1 sx2 8x4)',
Y~lsy1 sy2 sy4) ';
r~rankICI;

xlI ~ xli • xc(i-11~2;

x12 Il x12 i ycli-l)·xcll-1)j
xl4 Il x14 t xcli-llj

x21 .. x21 t xeli-ll·yeli-1lj
x22 Il x22 t yell-l)·2.
x24 .. x24 t yc(i-ll;

x41 .. x41 • xcIi-li;
x42 .. x42 t ycli-I);
x44 " 1;

Kal= (Xa); Yal a lYtsl;
XaA.AI(11·X4tAI121· ...a.AIlll;
YQQ~A2111·Xd.A2121·Y4tA2Ill;

KA2~(Xtlotlo); Y42=IYaa);

tor j-l :N,

Xal=(XCll Ka).
Ycll"IYdI '{a);
Xcl2-IXa2 XiSa)j
'{cl2 .. (Ya2 Yaa).

sVI Il syl t yc(il·xcli-ll;
sy2" sy2 i Vclil·yc(i-l);
sy4 .. sy4 i ycli);

if d1Js(lixyl""O.l, \ ••• Ilklximurn allow<l~lt: Elcror value
break;
end;

sxl .. Bxl
sx2 " Bx2
sx4 Il Bx4

dxy=sqrtl(xclil-Xal~2 t lyclll-Yal·21;61
68
69
10
71
12
1]
74
1S
16
77
18
19
80
81
82
83
84
85
86
81
88
89
90
91
92
93
94
95
96
91
98
99
100
101
102
103
104
105
106
101
108
109
110
111
112
III
114
115
116
111
118
119
120
121
122
12l
124
125
126
121
128
129
110
131
112

same Z-motion for all cases wilh z-va1ue .. 5 for all t ••••

Rotation Hotion: circular-like lfixed positionl ••••••
Initial point h (10.10) and hequency of o. 005Hz •••••

Translation Hotion: ramp-like Ifixed orientation) ••••••
Initial point is 110.10) •••••

x41 .. xc Ill;
x42"yc 111 ;
x4]=0;
xU-1 ;

for 1=-2:N/2.

x21=xclll·yclllj
x22=yclll'ycI11;
x2] .. 0;
x24"yclll;

xl1=xclll·xc(1);
x12=yclll·xc(1);
xll=O;
xI4"xcI11;

zc..S.O·t; ,

8x1"xcl11·xcl21.
sx2-xcI21·yc(1);
sx]"O;
sx4 a xcl21;

syl"ycI21·xclllj
sy2=ycI21·ycl11;
sy]"O;
sy4-ycI21.

xca lO.0.2·t;
yc=-IO.0.8·t;

, ••••••• Free Hotion: square-like Irotations and translationsl
, ••••••• Initial point is 110,10) and frequency of 0.511z •••••

\ ••••••• Contact Hotion: Wave-like motion ••••••
, ••••••• Initial point i5 110,101 and frl!qu~ncy al 0.02t1z •••••

N=600;
t=IOd:NI';

Xa .. 1000;
'{a-1000;

,,

,,

1
2
)

4
5
6
1
8
9
10
11
12
1)

14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
11
32
])

14
35
36
31
38
]9
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
51
58
59
60
61
62
6]
64
65
66
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end;

clg;

subplotl2211; , ••• for actual and predicted motions comparison

CI-lx11 xl2 x14; x21 x22 x24; x41 x42 x441;

199
200 subplot(222);' ••• root locus of closed-Joop ~y~t~m

201
202 rlocuslnum,denl,
203 title('(bl Root Locuo');
204 Ik, poles) ~rloctindlnum,den);
205 displkl;
206 gtextl'Pick kaO.6 linoide unit eirela)'l:
207 pause(5);
208
209 \ned=(kl kI);
210 'ded=11 k2 k3);
211 'i=0:19; t.i·T;y=dsteplned,ded,201;stdlrslt,y),grid;
212 \pduse;
213 'td=10:60)';
214 'Xc-2t4·td; Yc.5.2·td.~1.2; Zca-IO.O·td;
215 'Xca5~5·sin(O.I·pi·tl: Yc-5t5·cosIO.1·pi"tl;
216 \Zc a2tO·t;
217
218 Ux=IO)'; Uy:IO)'; Uz:IO)';
219 Xl a I5)'; X2-10)'; X22 a (0)'; EXa(O)';
220 n-(5)'; Y2=IO)'; Y22 a 10I'; &yaIO)';
221 Z1=(10)'; Z2=(OI'; Z22&10)'; Ez-(Ol';
222
22) for m-2:N-i-2,
224
225 Xll=Xllm-lltT·X2(1lI lltI11'"21/;l)·Uxlm-ll;
226
227 'Il1-YI(m-II.1'·Ylllll IltlIT'21/:!I'llvlm-ll,
228
229 Zll=Zllm-IltT·Z2Im-I)'IIT'21/21·Uzlm-li.
230
23 1 X:n "X2 (m- 11 t T •Ux (m - lit Ka· IX 11- XII m- 11 - liT' 2 ) 12 1• Ux 1m· 11-T· X:2 1m- 11J ;
2)2
233 Y21-Y2Im~lltT·UYlm·II.Ke·IYll-YI(m-I)-IIT~2)/21·UYlm-1I-T·Y2Im-II);

234
2)5 Z21·Z2Im-II.T·Uzlm·l)tKe·IZll-Zllm-l)-IIT~21/2)·Uzlm-lI-T·Z2Im-lll;

236
237
2)8 \Exl a X21-X221;
2)9 \EyI:Y21-Y221;
240 'EzlaZ21-Z22l;
241
242 Uxl-K·tXa2Iml-XI1-Td·X211;
243
244 Uyl-K"(V42Iml-Yll-Td'Y21);
245
246 UzI·K·lzc(m.21-Zll-Td·Z21J;
247
248 Xl~(XI;X111;

249 X2=IX2;X2I);
250 Ux-IUx;Ux1);
251 \X22-IX22;X22I)j Ex-IEx;Exl);
252
253 Yl=(YI;Y11);
254 Y2-IY2;Y21)j
255 Uy-(Uy;Uyl);
256 \Y22-(Y22;Y221!; Ey"IEy;Eyll;
257
258 Zl~IZl;Z11);

259 Z2:lz2;Z21);
260 Uz"(Uz;Uzl);
261 'Z22·IZ22;Z2211; E~~(Ez;Ezll.

262
263 end,
264

Print to a postcript file one att~r the other ••••••

end;

sx4 ~ sx4 t xc(kl;

syl 5 syl t yc(kl·xc(k-lli
sy2 G sy2 t yclkl·yclk~I);

sy4 M sy4 t yc(kl;

xl1 M xii t xc(k-ll~2;

x12 - x12 t yc(k-l)·xc(k-11;
x14 ~ xl4 t xc(k-11;

x21 - x21 t xc(k-ll·yc(k-ll;
x22 5 x22 • yc(k-ll~2;

x24 - x24 • yclk-ll;

x41 ~ xtl • xclk-ll;
x42 - x42 t yclk-ll;
x44 - 1;

plot 1xc 1i t 1: 30) ,yc Ci tl:]O l, 'r' ,Xa2 (l : 30- il, Va21l : 30 - i ) . 'xh' J; grid
titlel'(a) Actual and predicted motions'I;
xlabcll'X-value'l;
y1obell'Y-value');
gtextl'Predicted lx-markl'I;
gtext('Actual Isolidl '1;
pausel51;

K-O.6;
Kdal.5; , ••• We have PD (ee~ck;

T=l;
Td..T·Kd;
Ke-1/12·TI;
kl ..T~2·K/2;
k2 .. -2tT"K·Td.kl ;
k3&1-T·K"Tdtkl;

numM IIT"Td.T~212) (-T·Td.1"2/211;
den-II,-2,1);

X-Isxl sx2 sx4l';
Y=lsyl sy2 sy4)';
81~inv(CII ;
AI-BI·X; A2-Bl·Y;
XO-Al(ll"xc(j) t AlI2J"yc(j) t Ali]);
Ya-A2(ll"xclil t A212)·yclj) t A2Il);
Xaa-Allll·Xa t AI12)·YatAl(1);
Yaa·AZIII·XatA2(21·YatA211);

, ••• This ia &ingular and the entrieo in 2nd column and 2nd row
, ••• are linearly dependent

,
print lineO . pa
\print circular).ps;
\print square].ps;
'print wave].ps;

1)]

134
135
136
1]1
1]8
139
140
141
142
14]
144
145
146
147
148
149
150
151
152
15]
154
155
156
157
158
159
160
161
162
16]
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
19]
194
195
196
197
198
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26~

266
267
268
269
270
211
272
273
274
215
216
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
291
298
299
]00
301
302
)0)
304
305
306
301
308
309
310
311
312
31)
314
315
316
317
318
319
320
]21
122
323
324
325
326
321
328
129
330

9ubplot(2211; , ••• Hotions of gripper 4nd object along Z-4xls

plotltli-l:20I,zcli-l:20),'xg', tli-l:20I, Z}1};20-it2),'r'); grid
t1t1e(' (c, Motions 410ng z-ax1s'l;
x14bel('Time (sl'I:
ylabel('Z-value'l;
gtext('Object Ix-markl');
gtext('Grlpper (solid}'I;
pause(~I;

subplot(224); , ••• Motions of gripper and abject Along X-y plana

plotlxc(i-l:20',ycli-l;20I,'xb',Xlll:20-it2I,Vl(1:20~it21,'g'l; grld
title(' (d) Motions in x-v plAne'l;
xlabell'X-value' 1;
ylAbel('Y-value');
gtextC'Object (x-mark/'I;
gtextl'Grlpper (solid)'I;
pauselSI:

, ••••••• Print to a postcript file one After the other ••••••

print liml1,p/il;
'print circularl.ps;
'print squarel.ps;
'print wAvel.ps:

clg;

~x-X1Il:50-1t21-xcli-l;50);

Ey-YI(I;50-it2}-yc(i-I:50);

Ez~ZI(1:~0-lt2)-zc(i-l:50);

subplot 1221'; , ••• Position et'ror between gripper 4nd abject

plotlt(i-l:20',Exll;20-it2','c'); grid
title(' (al Position Error Along X-axis'l;
ylabel('Position Error'l;
xlabel('Time (S)'I;
pAuse (51;

subplotC2221; " ••• Position error between gripper dnd abject

plotltli-l:20I,Ey(1:20-it2I, 'b'); grid
titlel' lb/ position Error Along Y-Axis');
ylAbel('Position Error' 1;
xlAbelC'Time (s)');
pause(5);

llubplotI22]); , ••• Position error between g1Ïpper dnd object

plot 1t 1 i -1: 20 l ,Ez. (1; 20 - i. 21 , •g' 1; grid
titlel'Icl Positlon Enar Along 2.-alds');
ylabel('Position Error');
xIlIbel('Tilne Is)'I;
pausel!:!l;

, ••••••• Prinl ta a postcript file one after the other ••••••

print line2.ps;
\print circular2.ps;
\print square2.ps;
'print wave2.ps;

lB
312
H3
))4
))5
336
33'1
]]8
339
340
341
342
343
344
345
346
347
348
349
350
Hl
352
)5]
154
J55
156
351
358
H9
360
361
362
361
364
365
366

clg;

subplotl2211; , ••• Input forces

stairs(t(i-l;15-2ti),Uxll:15)1; grid
titlel' la) Input Force olong X-axis') j

xlAbel('Time (s)'I;
yldbel('Hagnitude of force'l;
pausaIS) :

subplot(2221; , ••• Input forces

staicslt(i-l;lS-2til.Uyll:lSII; grid
titlel'(bl Input Force Along Y-axis'I;
x14bel('Time (s)'I;
ylabel('Magnitude of force');
pauselSI;

subplotl221li " ••• Input forces

stAirsltli-I;15-2til,U~II:15));grid
title(' Ic) Input Force Along Z-axls' 1;
xlAbelC'Time Is)');
ylabelC'Haunitude of force');
pause(S);

\ ••••••• PrinL la cl postcript file ont1 dfler the olhet ••••••

plillt line} .ps;
\print circular3.ps;
\print square3.ps;
'print wAvel.ps;

end;
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Appendix C List of Acronyms

1 Acronym Description

ACA Ann Control Algorithm

ACnB Arm Control Data Bus

ACS AVU Control Software

ACU Arm Computer Unit

AID AnalogIDigital

ARS ACU Host Software

AIFF Audio Interface File Fonnat

APPC Arm Pitch Plane Change

-- APS Auxiliary Processing System

.- ASCII American Standard Code for Information Interchange

ASTM AVF Supported Tracking Mode

ATF Automatic Trajectory File

AUV Autonomous Underwater Vehicle

AVF Artificial Vision Function

AVTEL AudioMdeo Teleconferencing

AVU Artificial Vision Unit

BC Bus Controller

BCDa Backup Control Data Bus

BOU Backup Drive Unit

BOUCS BOU Control Software

BOUS Backup Drive Unit Software

BOF Base Orapple Fixture

BIT BuHt-In Test
.'-!:

BITE BuHt-In Test Equipment
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c. List of Acronyms

1 Acronym Description

-
ClCS Class 1 Crew Station

C2CS Class 2 Crew Station

C&C Command & Control

C&DH Command & Data HandIing

C&T Communications & Tracking

C&W Caution & Warning

CAE CAE Electronics Limited

CAl Computer Assisted Interface

CAS Common Attachment System

CCC Control Centre Complex

CCTV Closed Circuit Television

CDAW Control, Development and Animation Workcentre
... CDB Common Data Base

• CDBP Common Data Base Processor

CEU Control Electronics Unit

CI Configuration Item

CLA CameralLight Assembly

CLPA CameraILightIPan-tilt unit Assembly

CMTF Canadian MSS Training Facility

COTS Commercial Off-The-Shelf

CPAF Collision, Protection, and Avoidance Function

CPU Central Processing Unit

CRPCM Canadian Remote Power Control Modules

CS Crew Station

CSA Canadian Space Agency

CSC Computer Software Component
,- cscr Computer Software Configuration Item

'.
CSR Camera Status Reader
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c. List of Acronyms

1 Acronym Description

-
crs Computerized Test System

D&C Display & Control

DG Data Gathering

DFC Digital Force Control

DFD Data Flow Diagram

DFR Dead Face Relay

DMC Data Management Controller

DMCS Dextrous Manipulator Control Software

DOF Degree Of Freedom

DRAF Data Reduction and Analysis Function

EDP Embedded Data Processor

EEOCS End Effector Operating Coordinate System

EPS Electrical Power System- EVA Extra Vehicular Activity

FIFG First In First Out

FOV Field Of View

FMA Force Moment Accomodation

FMS Force Moment Sensor

FfS Flight Telerobotic System

GFE Govemment Fumished Equipment

GLETS Global-Local Environment Telerobotics Simulator

GN&C Guidance Navigation & Control

GS Ground Segment

GSA Graphical Simulation and Animation

GUI Graphies User Interface

HIC Hand Controller (or HC)
.- HCA Hand Controller Assembly

HCI Human Computer Interface
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c. List of Acronyms

1 Acronym Description..
HM! Human Machine Interface

HPS Host Processing System

HWCI HardWare Configuration Item

IG Image Generator

I10 Input/Output

roc Input/Output Controller

rop Increment Operations Plan

ros Instructor Operator Station

rs Instructor Station

ISR Interrupt Service Routines

ISSA International Space Station Alpha

ISSAP ISSA Program

- JCS Joint Control Software
...

Joint Drive AssemblyIDA

JPA Joint Pivotal Assembly

JEU Joint Electronics Unit

JM.\1 Joint Motor Module

JPA Joint Pivotal Assembly

JPC Joint Power Conditioner

LeS LEE Control Software

LEE Latching End Effector

LEEMM LEE Motor Modules

LEU LEE Electronics Unit

LMM Latch Motor Module

LPC LEE Power Conditioner

MAM Manual Augmented Mode

:- MBS MRS Base System
-':l

MCCF MSS Command and Control Facility
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c. List of Acronyms

1 Acronym Description

MCE MSS Control Equipment

MCS Manipulator Control System

MCS MBS Control Software

MCU MBS Control Unit

MDA Motor Drive Amplifier

MDM MultiplexerlDemultiplexer

MDSF Manipulator Development and Simulation Facility

MHS MBS Host Software

rvtLB MSS Local data Bus

MMD MSS Maintenance Depot

MO Movable Object

MÛC MSS Operations Complex

... MÛCS MSC Operating Coordinate System

....
MûM MOther Main process

MOTS MSS Operations and Training Simulator

MRCS MSS Robotic Control Station

MRS Mobile Remote Servicer

MSS Mobile Servicing System

MT Mobile Transporter

MTCL MT Capture Latch

MTE Mobile Transporter Element

MVS MSS Video Subsystem

NASA National Aeronautics Space Administration

NIA Not Applicable

NRTSIlVI Non-Real-Time Simulation Madel

OCAS Operator Commanded Auto Sequence

-:- OOM Operator Commanded Joint Mode

OCPM Operator Commanded POR mode
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c. List of Acronyms

1 Acronym Description

-
OCS Operations Control Software

OMCS Operation and Management Control Software

ORU Orbital Replaceable Unit

OS Operator Station

OIS Operating System

OTCM ORUrrool Changeout Mechanism

OTS Off-The-Shelf

OVP Doline Validation Program

PCR Portable Control station for Robotics

PCS Portable Computer System

PDGF Power Data Grapple Fixture

PFM Pulse Frequency Modulation

... PFU Program perFormance Utility..
PHSM Position Hold Submode

PJAM Pre-stored Joint Autosequence Mode

PLB PDGF Local data Bus

PMS Page Monitoring System

POA PayloadlORU Accomodations

POR Point Of Resolution

POST Power On Self Test

PPAM Pre-stored POR Autosequence Mode

PSA POA Support Assembly

PTU Pan Tilt Unit

PVS PFM Video Selector

PWM Pulse Width Modulator

ROC Resolver to Digital Converter

.- ROV Remotely Operated Vehicle.;
~;

RPC Remote Procedure CaUs
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c. List of Acronyms

1 Acronym Description

RRW Remote Robotic Workcell

RT Remote Tenninal

RT-DS Real-Time Dynamics Simulation

RTEVF Real-Time Engineering Visualization Function

RTSIM Real-Time Simulation Madel

RWS Robotics WorkStation

SACS SSRMS Arm Control Software

SCF Simulation Control Function

SCLC Simulation Configuration and Load Control

SCU Sync and Control Unit

SDW Software Development Workstation

SEO SED Systems Inc.
...

SJRM Single Joint Rate Mode

'- Sllv1 SImulation Models CSCI

SIMEX SIMulation EXpert

SMC Station Management Controller

SOFf-CD Soft Controls and Displays

sap System Operation Procedure

SOSC Space Operations Support Centre

SOW Statement Of Work

SPA Servo Power Amplifier

SPDM Special Purpose Dexterous Manipulator

SRD System Requirements Document

SRS Software Requirements Specification

SRT Safiog Remote TenIÙnaI

SS Space Segment

.- SSBA Space Station Buffer Amplifier •-'J'

.~~
SSD System Specifications Document
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c. List of Acronyms

-~ 1 Acronym Description

SSRMS Space Station Remote Manipulator System

SSTF Space Station Training Facility

SSS Simulation Support System

TBD To Be Determined

TCF Thenna! Control Function

TDL Task Definition Language

TDLEXEC TDL Executive

TIT Teleoperator Interface and Training

TVC TeleVision Camera

UIL User Interface Language

ULC Unpressurized Logistics Carrier

VAD Visualization And Display

VDU Video Distribution Unit..
VGS Video Graphies Software

VOTE Virtual Operations Training Environment

VR Virtual Reality

WHS Workstation Host Software
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