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'.ABSTRACT • 
A new delay model is propose<! in this thesis fof'the switch-Ievel simulation of 

MOS circuits. The model, based on the Re representation of the circuit. accoun4 

for most of the factors that influence delays in MOStfcireuits. The delay '~odel 

represents the transistons a~ effutiue n,ï,tance whose value js -computed dynam­

ieally du ring simulation according ta the size and typé of the transistor, its context. 

capacitive load and gate input waveform. Tbe model has been incorporated into 

a new ritch-Ievel simulator and has bee,n t;'ted' on both C~OS and N'MOS cir­

cuits. Agreement with SPICE ia within 10% for mOit of the cases and the overhead 

associated with the delay calculation is a factor of 2.5 ta 3., 
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R~Bumé 

Un nouveau modèle de transistor MûS est propos~ pour la simulation au niveau 

commutateur. Le circuit est représenté par un réseau de résistances et de conden­

sateurs. Ce modèle tient compte dèS effets prédominants qui causent les délais dans 

les circuits MûS. Dans ce modèle les transistors sont représentés par une résistance 

équivalente qui est calculée dynamiquement pendant la simulation selon la grosseur 

et le type de transistor, son contexte, sa cparge capacitive et la forme dù signaJ 

qui le contrôle. Ce mo~èle fut incorporé à un nouveau simulateur et fut évalué sur 

des circuits NMûS ainsi que CMOS. Les rés\Jltats obtenus sont en-dedans de 10% 

des résultats obtenus avec SPICE dâns la plupart des cas. L'évaluation du délai 

n'augmente le temps de simulation que par un facteur entre 2.5 et 3. 
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CHAPTER 1 

INTRODUCTION 

t 

1.1 Simulat,ion as a design tool 

• 
The increasing complexity of VLSI circuits poses a formidable challenge to 

existing computer-aided-design (CAO) tools. New computer aids used it:l the design 

process must be developed regularly in order to p pace with the advances in the 

technoJogy. Simulation, in particular, plays an es entia ole in the design of digital 

integrated circuits (IC), as it provides a unique way to verify the functionality and 

performance of a proposed design, before it j's sent to the costly 'abric~tion process. 

Digital integrated circuits have been tr,aditionally simulated using either cir­

cuit simulation or logie simulation. Circuit simulators ,such as 'SPICE INag75j, 

SCAMPER IAgn80j or ASTAP iWee731, provide an accurate picture of the electri-, , 

cal behaviour of the circuit, by using very complex transistor models based on the 

physics of the devices. However, the heavy computational time and storage involved 

in circuIt simulation Iimit its appJicability to circuits containing On the order of one 

thousaud transistors . 
• 
A simplified form of circuit analysis for ~OS circuits is provided by timing sim-

ulators such às MOTIS ICha75], MOTIC-C IFan771, and SPLICE INew78j. Timing . . 
simulation performs a waveform analysis, while

ô 
exploiting particular properties of ,. 

MOS circuits il} order 10 reduce the time and storage req~!rements of the simulator. 
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These properties are basically the low activity in MOS digital circuits (!atency) and 

the unilateral naturE' of most of the circuit configurations. In Àddition, ra(het' than 

using analytical models, timing simulators rel y on simplified table look-up transistor 

models in order to speed up the simulation time. However, because timing simu­

lators solve the circuit equations by methods such as Gauss-Jacobi or Gauss-Seidel 

iteration, they encounter sLability and accuracy problems when handJing bilateral 

elements such as transmission gates and ftoating capacitors. or circuits with tight 
, " 

o • 

feedl>ack, such as latches. TSis problem app~ars to have been solved by the in-

troduction of mixed-mode simulators such as ·S~LICE [~ew;81, MOTIS-~ [Che841, 

and DIANA IDem78/, in ~hich critical configurations ar! singled out and handled 

using circuit analysis techniques. Timing simulators operate at between one and 

two orders of m~~hitude faster than circuit simulators, but for the ~SiS of very 

large circuits they too become impractical in tt!,rms of computer time. 

On the other hand, gate level simulators such as TEGAS [Szy72/ or SALOGS 

[Cas781 are based on t~e boolean gate model by which a network is repre$ented 

by a ~et of ideal, unidirectional logie gates. Voltages are represented by a discrete 

set of logic values rather than a continuous voltage function. Propagation delay 

estimates .are also provided by most gate level simulators through the use of ~ 

scheduler and tabulated delays. Due to the simple model~ and the temporal and 

. structural sparsity of logie circuits, gate-Ievel simulators are fast (about three to 

four orders of magnitude raster than circuit simulators) and can° handle very large 

~ircuits. They are,' however, inadequate for MûS circuits, whieh c;ontain circuit 
, 

structures .suèh as transmission gates, dynamic storage. and "recha~ged logie, that 

can not bé adequately modelled by logie gates. 

ln order to solve the problems present-ed by circuit and gate level simulators, 

switch level simttlators have been proposed for the logie simulation of lârge ~f()S 
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VLSI circuits !BrySOj, :Hay821, iBryS4!, ICer8"1. In s~itch-Ievel simulation, the 

circuit is modelJed at the transistor level, but with each transistor- represented as . 
a ~ingle ,bidirectional switch. The switch ean be either ON or OFF depending on 

the logie: value at the gate of the transistor. The network is represented- as a set of 

switches and nodes. Similar to gate-Ievel simulation, switch level simulators employ 

a red,uced.set of logie valu~. rather than a continuous voltage function. Transistors 

can be assigned a strength from a diserete set as a measure of current drive capability, 

50 that ratio logJc circuits, such as NMOS can be properly modelled. Similarly, 

nodes can be assigned a size according to their capacitance, as a measure,of dynamic 

• drive capabilitYt so that charge sharing effects can be included. The logie evaluation 

on the switch-Ievel network is performed by propagating logie values through ON 

switches and by updating the state of the switches wbenever their gate changes state. 
, - \ 

8y modellin$ the network at the transistor level, the switch level representation of 

MOS circuits'éan'beobtained directly fro~ the layout, and.correspond~ to t~e actual . 
structure of the design",raiher th an to its intended function, as is the case in gate- , 

, level simulators. This network model aHows switch-Ievel simulators to handle typieal 

MOS structures, such as transmission gates, prech~ged logic, and dynamiè storage, 
. , 

which can not be adequitely mode lied ÏJl gate level simulation. The simplicity of the 

transistor mo~els permits switch level simulators to operat,e at speeds approaching 
, , 

ttlose of"logic simulators. ! 

1.2 Delày calculation in- switch-level simulation 

Delay calculaUons can be introduced in switch-level simulators to provide a 
. , 

first-order timing analysis. These delay estimati.qns present a much more formidable - , -
problem than in gate-Ievel simulation. because of the bilateral' nature of the switch. . ' , ~.,. . ~ 

- ... • • - '* il" 

As a result, the delay through a closed switch -depends not onl~ on the entire 

" . " 
, , 

" 
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subpetwork to which it i~onnec:ted, but al~ on its past history., In other words, 
-

the delay must be computed 'every time &; switch changes state .. 

An apj)foach to calculate delays in switch-Ievel simulation based on a two-
i 

parameter '!I0del was recently reported by Mo and Lightner !MQL84J. The model 

incJudes the effec:t of the input waveform shape in tlte delay calculations through 
--

the network. Reported experimental results show a good agreement between the 

two-parameter model and SPICE for sorne MOS circuits. 

The traditional approach for delay calculations in switch-Ievel simula'tors has 

, been ta .represe~t the MOS circuit asrn equivalent Re network "fMeaSOl, !PenSII. 

'wlU!re the ON transistors are replaced by equivalent resistances and ail the nodes 
• by tied-to-ground capacitances. Two basic research topies are involved in the cal· , . 

cul~ion of delays using the Re model: 

1: Development of efficient algorithms to calculate delays in RC~.p.etworks. 
1\ ~ tJ' 

, ,,;,# ~ 

2.' Design of appropriate techniqueS for modelling the transistor as an -effective 

. " feslstance. , 
Delay calculatlon in Re ne~ork. 

One of the earlies~ reported attempts at including delay estim~tions in a switch­

level aimulator using thé Re model, was that of Terman [ter831. In his approach, 
,...... 1 \ _ 1 

the delay is calculated on a linear Re network using a lumped model with The~enin 

equivalents for the resistances and capacitances. This approach results in overes­

timation of the delay for m08t practical cases as it assumes ail the capacitances 

'in the iletwork as charging/discharging through ail the resistances. A more realis-

-ri tic approach is that of Pen field and Rubinstein !Rub83J. They derived upper and . -' 

'" 

lower bounds for delaYIJ in Re trees. [n their approach, the eapacitances .in the tree 

chàrge1discharge only through the resistanc~ pàth connec:ting them to :the signal 
_ t 

source. The simplicity of their method represents its major suceess, and it has been 

•• 

j 

J • 



t t; 
~ incorporated into sorne timing-analysÎs programs IJou83,Ta.m831. However, their 

method ia unable to ha.ndle genera.1 RC networks containing reconv~rgent paths. 

" ~I 

• 1 

. ' 

Subsequently, Lin ~d Mead ILin84j recognized tha.t delays in linear RC trees can 

be computed with surprisingly gopd accuracy using a simple and convenient for­

mulation of the so-called Elmore delay !Elm481. They extended this method to 

general RC networks, and devised a very attractive algorithm for incorpora'ting 

delay calculations into modern switch-Ievel simulator such as MOSSIM II [Bry84j. 

Switch-level delay modelUng 

Earlier attempt8 at modelling the transistor as an effective resÎstance for delay , . 
calculations include those of Terman ITer83j, Lin and Mead !LinMI, and,Ousterhout 

, 

IOus841. i[n the model used by Lin the effective resistance is assumed to be only 

, a 'functio~ of the size of the transistor. In the model developed hy Terman the 
l 't. ~,~ ~ 

transistors are c1assified by the simulator according to 5 different C'ontexts, namely, 

depletion. pullup, enhancement pulldown, enha.n~ement pass tran:\istor, depl~tion 
, , 

~ transistor, and pulldown with threshold -drop. For each of these cases the 

eltective resistance is evalua.t.ed as a Cunction of the size of the transistor. The 
, , -

m04els developed by Teman and 'Lin éan lead to serious 'errors because they do 
. . 

. not include such effects as the load driven br the transistor and the gate input ". . - -' . 
waveform. For delay calculat~1l in CMOS circuits, this is a serious limitation. 

A significant contribution to switch-level dela.y modelling was made by Ouster­

,hout [Ous84/. In his formulation of the del~y models for the timing analyzer CRYS-
, 't. 

TAL IOus821, Ouaterhout developed an efficient method for induding the elfect of 
, -, 

the input waveform slope on the effective resistance ofthe transistor. For a transis-

to~ switching, O~sterhout introd~ced, the rise-time ratio as ,a fueuure of how muc.h 

the transistor ia atfected by the input waveform. His approach, however,. i8 deficient 

in that the value ,of the 'effective resistance ia not adjusted wi~h the: load driven _by 

.') 

, , ... , 
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the transistor, anionly ont" transistor is allowed to switch at a time. Moreover, his 

method of handling the effect of the input,waveform's slope is inappropriate for a : 

switch level aimulator. 

1.3 Thesis objective 

The objective of the work reported in this thesis was to, develop a delay model 

. for switch level simulation, based on the RC representation of MOS circuits, that 

possesses the following characteristi~s: -

" 

• The mo.del is simple to implement in a simulatOr and is computationàlly' effi­

cient, allowi!lg the user to sirnulate very large MOS drcu~ts. 

• The' model accounts for ail the Most important effects that influence delay in 
- ~ . . 

.MOS circuits. Modelling the transistor as an RC network, the resistance is a 

function of not only the type and size of the transistor, but also the context, 

the load driven by the transistor, and the slope of the input gate waveform. 

• The model is able ta handle both statie and dynamic, NMOS and CMOS 

circuits. 

• The model is easy to update for technological changes .including down.-scaling 

of the circuit feature sizes. 

1.4 Organization of this thesia 

Prior to the llresentation of the new switch-Ievel delay model, a survey is pre­

se~ted ,in Chapter 2 of the MOS modelling techniques used in circuit, timing, and 

gate-level simulation. Also a disèussÎon of up to date developments in the a.re~ of 

switch-Ievel delay modelling is included. The proposed new model is described in de-, .' 
, ... 

taU in Chapter 3. This includes the ~~luation of the r~uired values of capacitances 

and resisb.nees used to build the MOS RC model, on which the dèlt,t.y caleulations 

are carried out. A description of how' the model'wu' dérived, and how it' is used in 

'. ' 6 
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the simulator in which it has been tested is also presented. Chapter 4 presents, ror . , . 

a wide range of MOS circuits, simulation results using the ne'W model an~' corn par­

isons with SPI CE. Most of the examples here are CMOS circuits, as compared to 

previous work, where an the examples are NMOS ITer83,Ous83,Lin84J. Conclusions 

about the performance ~d limitations of the new model are presented in Chapter 
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CHAPTEJl2' 

MODELLING FOR SIMULATION 

2.1 Introduction 

. -

ln this'chapter the diff'erent algorithms and modellfng tetlhniquf's used in MOS 
.... _~. 1 

si~ulation are described and analyzed~ showing th~'·tradeoffs between accuracy.' 
_, 1 \ ~ 

speed, and storage., ;The basic structure and model$. ~ed by circ~~t,-timi~g an,d 

'g&t~level sÎJD.ulatôra are JS~esented in Sections 2.2, Z.3 ând 2.4. The baaiç structure 
, , ' . . 

, ,'- -
of -switth-Ievelsimulff.tors is di8cussed in Section 2.5, along. with the main algorithms 

. 1'. flI • . , . 
used ~or logic eva.iù~tioll and delay èa1culation. Emp~is ÎS' placed on the tech~iques 

usec:i for switch-Ievel delay modellinl~ with reference to previows ~ork in the area, t 
; \.' 

., ~. '1 , ~ 0 ~ 

3.$ weil as a discusSion' of the moti~tion f~~ d!veloping a new MOS' switçh .... evel " 

defay mode!.' 

. 
,'2.2 'Circuit SimùlatioJ1 a. Models" 

a, , . '. 
2.J .. l Circuit Simulation . ,-

" ',", ,"-
, ,,". --. '.. . .. 

" " '. T.he p~poee of 'circ';lit si~ulation. is te accurately pi'edict the -electrical he-. , 

, ,haviour of eiectronic ci~cuits:, Circùit simulators, such, aS SPICE (Nag~51, ASTA.P . - - ,' ... 

lW~73J and SéAMPER tAgri80!, read the topology of the circui$, and,using built-
f," \ ..... ' • _ , 

in modela for ih electrical componenis. descdbe the circuit al a set of nonlinèar, 
r' 4, ..',. • ... • l , , 

·.algebr()olodift'erentiai ~quatiops~o whi<:~'-are ~olved using numeÎic:al methods. SPICE 
~ ~ .) il • .,.:. .... 
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[Nag75], in particular, uses the-Modified Nodal AnalY8is (MNA) IH075J based on 
, ' 

Kirchhoff eurrent and voltage laws, to build the circuit'8 system of equations. For 
------..... ~~ .... 

dyna,mic circuits. i.e., those containing capacitors or inductors, MNA yields a sys-
l 

tem of nonlinear differential equations of the form: 

!(v, v, t) == 0 (2.1) 

• 1 

where v. is the vector of node voltages, v is the first derivative- of v with rèSpec:t 'to 

timè,' and t is the time. 

Two different types of analyses, ·DC and transient are performed on the circuit. 

Thè DC analysis i$ performed. to fiiid the initial valu~ for 'the ';oltages ",fi the . " . . 
diJrerent nodeS of ihe circuit, with ail the capm;itbrs Ope!l and the ÏJlductors short-

, , • 1 - 1 

'<ircuit~d. 'Newton-Raphson itt!fation is used and the resulting Jinear syst.e~' of 
'. ,,' , , 

\ equ~tions 'i~ solved at eiJ,éh iteration using a form of Gau~ian elimi~ation 1 sanSoI. . , ' 

:The trallsient analysis is' much more -comp-Iex and involves the solution Of the 
, ~ ..,. - 1 , 

'~omplete sy~tem of nonlinear alge~ro- diffe~ential equations of (2.1). The siruc,ture 

ara circ~it simuIator in terms ~f ~ flow chart is shown. in Fig:, 2.1. , ., 
'The anaiysis Ùm~ intefval T is djvided into small thne steps~ 

. . 
to,t t) =tO+th, t2=tj + th, ... tn=tn-l +t". 

,~ 

whe:r~ each 'increment, th, is called the ~step size: A node'voIt.age at tHI is.pre-,. . . 
ditted o~ b~is of the voltages found_ at ihe previôus timestèps ~ing a p~lynomial 

approximation of the voltage. Various ,impIicit· integration methods' art: used for 
, " 

~hat purpose' including the backward .Eqler and Tra~ezoidal e~uations. As a l'esult, . ~ 

the differential equations which descl'ioe the behavioui of dynâ.mk e~ments s~ch 

~ capadto~ and ihductors, are discretiz.ed and a system of nonlinear à,Jgebraic 

èquàtions: if!. obta!nèd. , . 
.. 
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, 1 
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> i 

1 Did NR\cOJa ..... 7 ,1 
, 

'- 1 , . , 

• 1'00 snuda LTE or L Cout ? 
l 

, ~ ! 
l, !DcremlDt &~I br. tla 1 

'" 

. 

1 

': 
Figure 2.1 General structure of circuit simulators. r" . 

TheSe eqûations are solved wing the Newton Raphson (NR) iteration method, 

, w,,"~rei~ ~he nonlinear elernents ~re replated by linear .resistOrs a~d independe~t 

sources ISanSOI .. The resulting Unear system of èquations, which d~cribes the crmt-
,-t , 

piete drcui~ at· the partic.ular ti~point, is subSequent!y solved using Gaussian 

elimination. H the solution does not converge this loop is repeated until conver- . 

gence is obtained (typtcally less than 0.1% diff'erence in the computeO node voltages 
1 

between 8uc.ceSsiV'e NR iterations-): 

Once convergence is obtained the er;ror introduced by the implicif integration 
.1 • 1'" , , • 

formul~ is estim~ted. This estimation Js dpne by eith~r a Local Trorication Error 
. " 

schét:ne [~ag751 or l5y counting ~he n~rn~er of itérations required for convergence in 
J 
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, 

the Newthon Raphson loop ISan80j. If tfie solution at a timepoint is not satisfactory, 

i.e., the number of iterations in the latter case exceeds a predeterrnined number, the 

time step is cut and the analysis is repeated. ûtherwise the timestep is incremented . . 
by a stepsize and the analysis continues. Some simulators provide a variable stepsize 

to speed 'up the simulation algorithm . . 
Fig. 2.2 ,sh~ a bar chart displaiing the effective ~ime spent by the computer 

in each SPICE'major block for a medium sjze èircuit INew80]. The bar MûS 

corresponds to the time needed to evaluate the MOS models which is about 80% of 

the total computer time, whereas the solution of tne Iinear system accourits only for 

a small fraction of the total-C,PU time. However, i~ has been observed IS~801 that 

the computational complexity of the model evaluation grows Iinearly with the circuit 
l ' 

size, white the complexity of the Iinear equation sol ver grows approximately as n 1.4 

(n corresponds to the number of equations). For circuits containing about 3000 

devices the time spent in the model evaluation is reduced to about 50% of the total 

CPU time. Therefore, it can be conclu~ed that the basic limiting factor in terms of 
, . -

execution speed in applying circuit simulation to VLSI circuits is the fact that at 

each iteratiQn of the NeWton 'Raphson algorithII]. a large system of equations must 

be solved. Sorne teçhniques, such as node tearing 1 Van 80] and vector processil!g 

IVla82J have been reported to irnpro~e the speed of circuit simulators. By me ans of 

node tearing the circuit js partitioned into subnetworks in such a way that only those 

that are active are analyzed. Vector processing, on the other hand, is suitable for 

circuit~ whicn contain repetitive sùbcircu'its which then can be analyzed in parallel. 

Despite its limitations r-egarding circuit size, circuit simulation remains an es-

sential tool in the VLSI design process. It is irreplaceble when it is important to 

verify the"analog voltage levels of a part of an entire circuit, or when tightly coupled 

, feedback loops need to be considered. 

Il 

./ 
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Rel.Uv. 

tlme 

1 3 • 
1- Integration of Capacicor Currents 
2. EvaluacioB of LTE 
3. MOS mode! eva1u~ion 
4. Linear Equation Solve!' 

Figure 2.2 Relative time spent by SPICE in major component blocks !New80j. 
,j 

2.2.2 MOS models for circuit simulation 

The transistor cmodels used by circuit simulators must represent accurately the 

behaviour of the device. This results in very complex, nonlinear models, which the 

simulator has to evaluate at each iteration step, as shown in Fig. 2.1. In other 

words, accur'acy is achieved at a high priee in terms of computer time and storage. 

t. There are three MOS models available in SPICE [Vla791. The most complex of 

the three, MOS3, is a semi-empirical model described by a set of parameters which 

are~tained 'by curve-fitting rather than by physica! analysis. The MOS2 model, is 
/" ~1;"' 

an an lytical model based on the work of a severa! a.uthors and incorporates most-tif 

the second order effects fo,r smaJJ size devices. The simplest model. ~[OS 1, is similar 

to the model proposed by Schichman and Hodges jSch68]. The M082' and :\1083 

modèls differ from.MûS 1 in the introduction of second orde1- effects such as channel 

length modulation; 5ubthreshold conduction. scattering-Iimited velocity saturation, 

and small si~e effects which play an important role in today's circuit performance 

as the dimensions of the devices are scaled clown. The ~[OS2 model includes the 

12 



• 
effects of small geometry in the threshold voltage, the saturation voltage, and the 

drain eurrent. MOS3 is designed mainly for sman geometry MOSFETS defin~d as 

transistors with' channel length, L < 2J.L and channel width, W < 2p, It models 

the short and narrow cl}annel effects on the threshold voltage (differently from 

. MOS2), the effect of the static drain to gate feedback on the threshold voltage, and 

the Jowered saturation voltage and current due to the velocity saturation of hot 

electrons. 

Fig. ~.3(a) shows a simplified cross-sectionaJ view of an MOS transistor. Its 

equivalent SPICE model, in the form of an equivaJent network, appears in Fig. 

2.3(b). This topology is the same for ail three models, although the values are \ ' . . 
evalua:ted differently. Id co~nds to the channel eurrent. Rd and Re represent 

v ,the parasitic dr~jn and source series resistance. Cdb and Cab, are the nonlinear, 

depletion layer eapacitances due to the body-drain and body-source junetions re-

spectively. C gso , Cgdo and Cgbo, represent respectively gate-source, gate-drain, and 

gate-body overlap capacitances, which are outside tBe thannel region. The thin-

oxide channel capa.<;itanee, which is not shown in the figure, is ealculated by the 

~rogram and distributed among the gate, source, drain, :\nd bulk region~ 
A basic difference that exists in the three models is related to the formulation 

of the channel eurrent, 'Id. MOSl uses the well known quadrâtic model to express . 
Id as a function of the gate-source and drain-source voltages !tHod83j. MOS2, in 

its formulation of th'e eurrent Id, includes sueh effects as the short and narrow 

channel, the substrate charge and the degradation in the surface mobility. MOS3, 

on the other hand, includes an empirical correction factor for small size effects. 

The concept of wea~ inversion conduction is introduced in MOS2 and MOS3. A 
" 

MOSFET is not an ideal device which starts conducting abruptly when the gate 
t? ÇI .... 

voltag~, Vge , reaches the threshold level, Vtho Tbere is eurrent flowing in the device 
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Figure 2.3 (a) Short-channel MOS transistor. 
. (b) Equivalent SPICE model. 

below VUI. Th~ weak inversion region is defined around the threshold. voltage VUa, 

according to the model developed by Swanson and Meindl (Swa721, as shown in Fig. 

2.4. 

Figure 2.4 Weak inversion region. 
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Different expressions are used for the channel current Id in the weak and strong 

inversion regions. althollgh continuity is assured for the transition between them. 

80th the MOS2 and MOS3 use equai formulation for the current Id in this weak 

inversion region. 

The thin-dioxide gate capacitance is calculated by the program during simu­

lation and is distributed between the gate, source, drain, and substrate terminais. 

ln the MOS2 and MOS3 models. it is done using the charge-oriented model pro­

posed by Ward and Outton (War781, as compared to the voltage-controlled model 

formulated by Meyer and used in MOSl!Mey73]. As for the junction capacitances, . ' 

they are represented as averaged constant capacitances in MOSl, whereas in MOS2 

and MOS3 thcpr are mode lied as n~nlinear charge controlled capacitances. Ovetlap 

capacitances , and parasitic resistances are equally formulated in aU three models. 

The key to obtaining high accuracy in MOS IC simulation using the models 

described above. depends heavily on the a.bility to find the technology dependent 

parameters correctly. These parameters and their significance appear in IVla79j and 

1!l0d83). The &Ccuracy of the MOS2 and MOS3 models lies between 5% to 10% 

of reality. The introduction of second order effects, absent in the MOSl model, 

improves accuracy by 20% to 25%. For de~ices approaching the 2 JI. range the 

. MÇ)S3 model should yield more accurate resulta th-an those obtained from the MOS2 
11' • 

model [Vla791. For devices whose dimensions are in the 5 '" range, there is almost 

nb difference in the sinlt~Jatjon results using MOS2 apd MOS3., provided that proper 

parameters are used. Tb,e evaluation time for the MOS2 model takes about 20% 

longer than MOSt and MOS3IVla7gl._ 

'.' Table 2.1 shows the delay, rise; and fall time ob~ned for a CMOS 8-to-l 
~~ .; 

selector circuit based on a 5 JI. technology, using the three mode~ ~vailablè in '. . 
SPlCE2G6, for a particular input sequence. The totèJ,1 CPU simulation time is 
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also shown. These results which are in concordance_with the estiinat~ presen~ed !n 
. ,~ -

!"'la79J, suggest that the MOS2 model which is simpler to parametrize than MOSS, 
, ~ . , 

is accurate enough fo~)-micron MOS téchnology. This ia important to not~, since 

the new switch level delay model isj'd~veloped using SPICE MOS2 model and 18 

veri6ed on 5 Il tech~ology circuits. 

-
MOSI MOS2 : . MOS3 

11.5 17 1~ 
Delay (ns) 24.2' 30.5 31.5 ".,~ 

Rise time (ns) 3.5 4.8 5.2' 
FaU time (ns) 2.5 4.7 5.0 

CPU time (sec) 738 . 828 71tJ 

. -
Table 2.1 Simulation of CMOS Selector using SPICE models. 

2.3 Timing simulation and ~odels 

2.3.1 Timing siulUlation , . 
o 

Timing simulation is a simplified Corm .of circuit analY8i8~ whose objedive i8 • 

ta provide waveform analrsis ror large MpS circuits. Timing simulators 8uch f1S 

MOTIS !.~ha751 and MO~IS-C IFan77! ~"ploit certain properties of MOS digital 
.' , . , 

circuits in ,order to simplify the time and, storage r(;!q?irements of the ~imulator. 

Thefle properties are. the I~w activlty in .the oircuit and the fact' that many MOS 

configurations ca.n be mode lied as being unilateral in nature. The result is a simpli­

fication in th~ circuit equations and th~(cfore in' the nume'rital analysis. In'add,ition,. 
• ~ ~ , fi • \)J ;{.~ ... 

th~ model evaluati0!1 time is greatly redllced' by using table look-up models for the, 

semiconductor devices. 
. \ 

ln the nodal circuit rorm~lation for the timé domain analysis, the node voltages 

may be."expressed as: 

16 

.. 

.. 



'-

, , 

, . 

I(v, ti,t) = 0 ,(2.2) 

T,he general struct,ure of timing si~ulators in terms of a ftow chart appears in' 

Fig. 2:5" 
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" look-up. modela 
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.' 
, 

'J , : . 
. AlMmbly drcuit eqUUioDl ad. 10'" 

with 01. aHp Gauu-Jacobi or 
Ga ..... S.id .. metbod 

, ·1 
~ lliCN1DeIlt tim. by ela J, 

" , 

~ FilUre 2.6 Gener~l struc~ure of Timing simulatoJ'S. 
" , 

.. 
-1 

As in circuit simulators, the analysi~ interval time, T, is dividéd into small . ' , 

tlniesteps and a,n integratjon method is' us~d to con~ert '(2.2) into a set ~f noh~i~ear 

, algebraic equations. One of. thË> r:nàjor simplifications of timing,simulâtion is that , . 
" . 

, the 'eq~ations of (2.2) are decoupled ;Hac811, in such' a way that the vo~tage on each 
i .... 'tt ." ~ ~ 

. nO,de is computed with the voltages of the other nodes held fixed. In ~ther words, , ' 

'the. Circuit matrix ~olution ~f (2.2) iS" convertp.d into ~'vectorial product .. Timing 
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'" . . 
, siriIul~to~ use onl~ a, ~ingle. New~on iteration step to' soÎvè t~e nontinear 'SystétiJ. of ' 

~ ., ~ , 

("({uations. MOTIS uses a form of Gauss, Jacob} iterati~!l. by means of which only 
~ , 

nodé v~ltages at tn are U$ed to evaluate the node voltage at t,,+,l' In this meth~d the 

order, i!l which the elements àre prQcessed does not affect the ~esults ~f the analysis, 
, , 

'but substantial timing errors can, oc'Cur. In order'to maintain accur~cy when ~i~g 
, '4. .. 

~ single Gaus~ Jacobi iteration, the .time step must be made smalt énough 90 tJtat ,no 
t. '_ J 

• ,l .. 

substantive changes o~c~r ~t a' no4e d11:rinlt orie, time st~p. MOT~~-<?, on the other 

hand. usf!-a (lne step Ga~s Seidel'iteration in ;"hich nodes already ('omputed at the 
. . , , 

tiœepoint are made available for the'evaluation of ôther node voltages-~ It 13 e'vident 
" \ , .' 

., r,' 

tt~at in the' Gauss Seidel me.thod the order in which the eiements are p'ro('essea can 
: ~, .... '.6 • 1" ~ \ , 1 

, substantially ~ffèct -the resùJts. 
!-, 

< " - • • 

\ Since the system equ~tions are decoupJed 'and each node volta.ge is :.oIved in­

, dependently ,or'the·other'nodes at each timepoint, differenuechniques ca~ be ~us.ed 
'" ,~ , 

, to exploit the inaètivity of the circuit. MOTIS and Motrs-c 1lse ~ fo~m of a >-
, , 

, b~8 scneme by which Dodt!s that have not changed ~ignificantly, are bypassed. -' 
- r ' '. > 

The mixed-mode simulator SfLICE {New781, on',the other hand. 'uses, a selective 
" 1" ( ',' 

, , ... .. • • • • 1 ; 

trace approac~~ bfwhiçh onfy ·thè fanouts of a node ~hose voltage has changed are 

proèe8$ed. ,'" ,:. 

The equati9n ,dec()upling scheme 'used:in timin& analysjs is possible.only when 
"~ ...... .,' 

the circuit matrix is diagonal dominant [Hac81j. In t~rms orthe circuit i.t,means'that' 

-a.capacitor must b~ connected bètween .e~h node a.nd ,thé refer~nce npde, (GND), " .. , , 1 .., .~ 

and that no bilateral elements are present (Hoating capacitors or transmission gates). 

" ," In addition, stability probierru; a.rise in the sol~tion of ~he Gau~~-Jacobi or G~u~s 
, , 

Seidel iteration when there il::! a strong bilateral coupling between nodes [New181, 
.... ' ; '", .." .' 

" aS in the latch ,of Fig. 2.6. ln :,ome cases it is possiblé to reÎnove the Înstability' 
, . 

. ,' 'by 'cutting the timestep 150 '~liLL tht' ~elay"around the loop ~ecomes largèr, th~n the 
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:imèste~ it~elf. ~o~ever, .. thi$ appr~~n d~s .nQt w~r~ for ~OS tJ~smiS~i~~ g~t~ '. 
Ol floatmg capacltors. \ " ~ ,.'. ' 

-1 - " " 

/' 

.' 

-" 

l, • 

Flg~re '.6 MOS lfATèH with. tight feedback.' ' - .. , .,.' . 
~. . , 

. 
" 

: In order to over~~me th~'déficierici~ of timing sitnulatorsln dealing with' bilat-- " ~ ~, . 
'! .. ....., ... 

~ral elements or tight feedback, mixed mode simulators 6uch as M()TIS-2IChe84!, - , . , 

D.I~NA rD.e~78]1 and SPL!CE 1 New18] have been devèloped. Thes~ simulato~ 

~' a mixed-mode approa.ch, by means of which different par'ts ,of the drc~it ~re 
... \ - ~ . 

. "lt, -' , 

.simulated at ditrerent levels. In MOTIS.2~ the progranl 6nds -con6gurations such as 
-, . " 

, 
. tran~mission'g8;tes", 'ftoating c~pacttors, and tight .feedback. and simuJates them at 

, . . ,"'-

l ' 

the ,cir~uit leveJ. SPLICE, <?n the other hand, allows the user to choose at 'whièh ' 

. level diffêr~nt parts of the ~ircuit ,we t~ be simul(lted~ 
' . 

\ ' 

2.3.2 . MOS mod~18 for tlm~g. simulation.. ' . 

. One of thè essential feàtures of ti~ing simulato~ ls the simplified transistor 
, . ~ " 

m~elsi whieh consist of' lo.ok"up: tables' rath~~" 'than analy~ic'al ,models. ' Fig. 2:7 
..' '- ~ ... " l ~ ", ~ \ ' .... J. ,'.' .. '. . - 1 • ... <Ill 

show,! th.e equivalent transistol' networ,k use& by 'MO~[Sj MOTIS-C, and SPLICE, 
, " 

, excluding the charge storage elements, which are always repr~ented as constant 
, " 

, . " . 
capatitors in timing simulators iNew78,.· , 
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, . Figure 2. 7 TraJtsi~tor model'u~ed in tim;n'g simulators. 
. , ~ . .. -'~ 

, l 

'A straightforward modelling apéoach woùld require t\vo'tabl~s 

, . 
, ' 1 

, gd.(Vgh Vda, V6,,) == Tg(v"a, Vda,Vbs) 

, ' " , ' . ,', \, 
~ ~here Td and Tg a~e three-dimensi~nal tables with N en'tries f~r each· controlling 

varia,blë. tt has 'been observed~mpirieally that to ~btain àccurate' results; N,mllst ' 
, , ',4.. '\ , .. ~ .• 

1 ... \ • • ~ 

, he bigger tha~ 50 INew80t, Therèfore 'the stQrage requirements 'for ~uch a 'model. 
, , \\' 

JV3 , bec9me totally prohibitive, However. sorne transformatibns have been 'made 
~' l' l, 

0. • 1 l , 

,in the model describe~, above, in orde~ to r:educe the, storagEl" while maint,ain,ing 

~ccuracy '.andîmproving efficiency in ,terms, of 'evalu~tj()n time. In the pr~gram 

MQ1'IS, the'effëct of the back-bias potential is mode lied as a shift in' th~ threshold 
• 1 ..J ~,. 

V:oltage, Vth.. 'I.'his e(l'ect is.rep~esented by a one-dimensional tabl~ , • ' 

'and t'he, drain curre~t is obtained by ,a two-dimensional table: 
.... 1 

, . 

(2 .. 5) , 

.. , 
. ... ~ 

:" " '(2",6)' " 
, ' , 

" . 
" (2.7) . 
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'fu addition, 9d. is approximated from the drain currént an~ the assodated l~d, . 
, i "" . ,1 

~haracteristic -[S'UbS4]: The, nu~ber of ~nt~ies is,. th~rerore; reduc~d to N2 + 'N. per 
\ .r' 

m9del. In, MOTIS·the bipimensional tabl# Td, ... used to e)Çtract the drain curr.ent, 

h~ 64'x64 entri~. \F~~ NMOS éi~cuits 4 ta~les are employed, one each, f~r low 
, l ' , 

" ' , ,,1 ~ 

" f,hreshold enhance~ent. high thresliotd enhancement, s~ort channel depletion, and' 
\. ~ 1 .... • • .. • , l ' • .., ,. ..... 

. .' 

Jong channe! depletioh dévices. ln the case of CMOS there, ate twp t~b]es. one 

for p-channel devices and o~e for n-channel devices. Eath table con tains the drain 

eurrent,for a standard t:ransistor [Sub84]. Fig. 2.8 'shows a table model used i~ 
• • «. # ~ 

1> " , , 

MOTIS for a low threshold enhancement transistor"for Vha = SV, 

~ .•.• __ ., i ---,-_.-.. --'( .. _-_ .... _ ..... ) 

measurad ~.t. 'indlc:ated b#' ~9~, 
ama11 err~r bar~.. Curves fr.om~" 8' • ' . 
table lIlodel : __ -r' ;::... __ --~ 

,.." 

1· ...... 
cc 

"CI ... 

__ -' .<~._:.:~--..:-.-?_ r '_.~l 
& - ).,--l'a ~ , ... .. ~ _.~ , 

--' .t' .., . ' , • 6 . 
.-.'J'':- ::--_.- '--~-~ 

... : _-' ~1'''' ...I.~ ,'" 
~~~. 1 

.--:-.~_.,--- . .r-~' ~_ 
.'-- -- .... -- ~~--'-. ..-} .-- ~ . .r, ___ ... -- - - ~ -:-*_.-. .:-" _~~.",. lb' ~~~-4-'."-""--

.' '-.:J" .--'" , '. -_ •• _ __ .r- ~- , 
•• ~ • .J ,..-- ~ 3 

.. . .. 1 ~-.:-.. ...r~ .,..,.,_ .. .1 __ ----'"_.-+--, ..... .. _......a.--- ..... 

.'..,:--.,-' ~',. . , 
-7:::i'.-' ~-' • " , 2, i .. :r.~ .... - ' ___ -.-~---... -......&..- • -- -

o ~ _~-- .. _ .. _ .. -~... " • 't. 

:r.-~~ 

1 . ~ Vd. (vol~8) 4 " 

. Figure 2.8 Tab~e transistor mode} as used in MOTIS ISub84}. 

" 

.. 
,lit 

Th~}ues for .~he t.,bles are obtained by actual measurerrient~on the devices or, 
~ . \ " ' 

, by circuit simulation using bidimensional tr~nshJtor models 1~)M171. If sop~isticated 

. , 

circuit models are\us~d, ~he va)uesJor, the ~urrent Id; storOO in"the t~bJes can include 

seco~d order effects, malntaining therefore. a g90d degree of accura~y in the models. ~ ~ , 
f , • ) 

.. 
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, ',The tr~sistor models ifi~'MOTIS-~ and SPLICE ha~e been rea~ced, by~ea:ns 
, . 

of a numbt;r of:,tra,9sformations. t~ three one-~irnension~ tables, from ~hich the. 

drain· enrrent and the cnannel ('onductance are évaluated at. any devicé operatrng 

, point.' Tffi!ir mod~1 i~ su~marized below {New801. 
'. 

As in MOTIS 

(2.8) 
. ' 

describes the shiCt rn the threshold voltage dUé to the back-bias potentiaJ. 
\,~ 

~ 

By, means oC a clever transformation, the current Idll is eXRressed in terms of 

'the volt~ge fla., holding the gate voltage "g, ftxed .. 
\ 

(2.9) 

where vg.mcu: is a ,.con&tant which ~orresponds . t~ t~e maximum pèrmitted ga~e 
. , 

voltage, and Id.~ is the channel current.- FinaJ,ly, the charinel conductance" gd. (fig. . .' , , 
2.6) is liven by: 

tJ • 

J2.19) , 
j ' .. , 1 

.. ~ # --

Tb, Ta. and T~ are ail one dimensiona1.tables with N entriès, therefore 'the storage .. " " 

'requirement per model:'has b~n 'rPduce(f 'to 3N. 
~ . ~ . 

6 
Table mod~i~ are much faster 'to evaluate than a'n~lytical models. The evalua.-
., . .. 

tion 'of. the MOS mod~l in MOTIS ,is about 15 times fasier than'MOSl in ,SPIC&. 
~ ~ . " 

, ~. '.. . 
INew,18j. \~tetiracY'is withi~ '~% of the circuit mod,els although it caJ:l beïmproved 

b.y'increasing the size' of the tables. However, charge storage is qlodefled in timing ... . 
, , ' 

simulators as constant cap~citors, as compared to the voltage or .charge-controlled . 
, 1 

md'dels used. by the éircuit models, atfecting mainly,the accuracy of the obtained . ~ . 
wavefQrms. The use orthe ~able mod~ls describe~i above. ,together witJr tl)~ solu-

\ . 
.' 1 _ 

,tion method employed in timing simulation represent a speed Împrovement which . - ......... .' . , 

IS about one to two order! of magnitude ovè'; circuif ~ifhulation, 
.... -~ /, 
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, 2.4 Gate level :models and simulati~D 
" 

Gate level simùlators such as. TEGAS !Syz74t and SALOG ICas18J, rath~r 

than modeJling the individuaJ circuit eJernents, modeJ gr~ups of trans~sto~ ,which 
, ' , • l , 
..:. 

p~~orm alogie function as a single, unidirect.ional block. These block~ are usualiy 
, . 

b~ic boolean gates, such as NAND, NOR, ~XOR or more complex·functions, sucb, 

B:S FLIP:FLOPs ahd registers. L-ogi~_ simulation uses a discrete set of l~gjc values 
-

ratOOr than the cdntinuous voltage function used in circüit and timing analysis. This 
_ • ". 1 • 1 - ~ \ _ 

~t may contain only the two'basic Jogie valuès, 1 and O. Most logic simuJations, -

h~weYer, us~ a<tèitionallogic states such aS undefhned, U a~d high i~pedance, Z'., 

The [Iogic eValuation i{l'most gate-level simulators exploits the latency . present in 
. .... ... . . 

I~giè circuits in su~h"a way .that, onJy ga;tes in which at litast one input has changed 

are simulated w~Ü~ jgnorin~ the rést' of ~he circujt. This process i~ ealled se/edive 
.) 

trace IBre761. Since in most large'digital circuits, only a smalhlUmber.of riodes are. 
-

changing at the sanie time, selective trace algorithms greatly enhance the simulation 

speed: c'ate-Jevel simulators run about 4 ordérs of m~gnit1,1de faster than circuit 
, , ~.". , ~ 

simuJators . 
..... - ' .. '.. " #. 

According to their structl!re,1ogie aiÎX)ulators ca!l "~e eithèr compi/er-driven or 
" 

event-tlriven IBre76]: Compiler driven simulators'such as SALOGS !Cas78), compile· 
.. -, ~ ~ , f>. • 

'r:' ,. ,the description of the 'cir~uit into computer "éode. This approach does' not fully 

, . . 

'". . 'exploit the inactivity present Ü1 Jogie circuits because scheduling is not' use(l. In 
, , .. " ~ ~ .' . 

additi,on, it' beco~es 'v~ry 1nefficient for fault ~imu)ation_., .. 

~, . Most moder~ simula? _ar~ .event-driv~n ISzy76j" si~ce t~ey allow f~ more 

,versatility in haridling de]ay~ as well as ~ reduction of.the simuhition time. An event 
! • i _, ~ .; • .... ~, • ' ' ~ 

is pefined 'as the ,change of logie state at an outpùt ,node.of an .eIement (Jogic gate .. . - ... '. 

or iftJl.ut signaJ source). 'Ê:v.e~t-driven simulators 'imp)e~ent a time' queue ISzy76], 
... , ,.. \ " ,.,. \ 

'i~ w:~ic~ ~ach entry rep,res,ents a discrete point ~n time and cortt~~ a ~oil!ter to 
,Q • " 
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a list of events which are to occur at that instant of time. The elements whose 

inputs have changed étate -a.rE' siJI}.~Ia.tea to evaluate tlie value at their outputs. If 
, 

the new state at thé output of an element is différent from the old state, the change 

-is pu~ OD thé event list and a pointer to this event is added in the time queue at 

the corresponding time. If th~ output'of a proëessed element does not change state, 
.;., ,- . 

, due to 4lJl event at one or more of its inputs, then the elements connect~d to this 
• , _. " ,- 1 

, ~ output (fanoutS) do n,ot ~eed to be processed. 

Ttte program module respoJl!l~ble for adding e~ements' in the time queue is called 

. the scheduler .. A'n even~ is said to be scheduled at time t, if the element in the time 
, -

queue points 10 this event at tim~ t. By means of the scheduler and the time queue, 
• • Il 

propagation ~ela.ys can ~e easily incorp~rated in event driven simulators. 

Some gate le\lel simulators do not indude prqpagation delays. Other Jogic 
1 

~ ~ 

~imulators allow ünit delays, i.e,,' the value at the output of the gate appears one 
. " ' - ~ 

'time u,nit after .the inputs, an~ ail the gates are ~sumed as having the sarne d~lay. 
-" - , .. -

However, ~y usins a sc~éduler, preassigned gate. propagation delays are introduced 

in Jogic simuJators. 'Two different ap}iroaches can be used for that purpose, as . , 

sh~ in Fig. 2.9. 'A precal~ulated gelay, wh~ch ~aries only with the output load, 

~can,.be int~oduced at the inpufor al. the ~ut~ut of the gate. For'Ql()St logie gates, 
. , 

, the propagatiop delay is a function.·of which of the inputs is changing, ther1efore, 
, 1 ~ • • _ 

-, the lnP!-1t ~pp.roach appears to ,be more suitable. In sorne logie simulators, delays 

areïntroduced ',both at the input and al. the output of the gate. 

, -ThiS aPP~oa.éh of pre:assignea -delays; developed for -TTL circuits, stems from 

.. t.he fact., tbat TTL defays ~~' mqstly inertial: For MOS circuits, however, Tise and 

.', -rail del_a y tirqes inay be', qu'it1trfferent and an assignable delay simulator must be . . . 
• -, 1 J _ 

able to assign diff'erent rise and faH delays te each gate. 
, .... 
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Figure 2.9 Introduction of delays in Gate level simulators. 

~ 

An att~mpt to include the effect of signal waveforrn in ~\.lOS gate level sirnu- l ~~ 

lation was made by Tokuda et al. ITok831. Delays for a given gate ar_c calculated " -" . 
during the prepr?cessing ~tage'using the input and output capacitances, C n and 

CL, of the gate, and an averaged value for the current of the conducting device. Q 

ConsÙier, for example, the simple :'1\.[~S i~verter of Fig. 2.10. The basic assump­

tion, based on SPICE simulation resu~ts, is that the output low-to-hi~ transition 

delay, t'h, Îs independent of the input waveform, whereas the output high-to-low 

tr~nsition delay thl is a function of the ratè of change of the input signal. In the first . 
\ . 

case, tih. the de[ay is expressed in terms of the output capacÎt'ance only, whereas 
- ~ " 

.in the case of thl, both capacitances, CL and C" (whicfi is used to quantify the 

input slope) are used to compute the delay. For agate with more than one input, 

different delays aré assi~ned for ealp;of the inputs.-. 

The exprE;ssions used by ITok83j ~o ca!CuIate tlle delays are, however, complex 

and therefore s10w in terms of computer speed. The level 9f accuracy reported for 
, . 

this model for NMOS circuits containing only logie gates is ,within 20% of SPICE 
\ 1 - .... ~ ""' , 

[Tok831·' .' 
, ~ate level c;imulator'\ were developt!~ during the TTL era when systems \Vere 

entirely designed \Vith circuit structures which cou Id be modelled by logie gates. 

These simulators are, however, inddequate for ~lOS circuits \Vhich include ~ucll 1 

configurations as bidirEctional transmission gates, dynamic memory elements and 
...J ' 
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Figure 2.10 Rise and fall time delays,of NMOS inverter. 

1 
1 

1 

precharged logie which can not be modelled adequately as a Sf't of logie gates. As 

for delay calculations, the delay in MOS circuits dependJl on the dynamic loading 

conditions, and thus can not be properly evaluated using tabulated delays. 

2.5 Switch-Ievel simulation 

2.5.1 Switch-Iével model~ and logic evaluatioD 

Switch-Ievel simulation [Bry80j,[Hay80j,[Ter83j, IBry84] can be viewed as a ,. 
compromise between circuit and gate-Ievel simulation for MOS circuits. In switch-

r' 
level simula1lton the network is represented at the transistor level but each transistor 

is modelled in a highly idealized way as a simple, bidirectional switch. In this way 

the network mode!, which can be ol>tained directly from the layout, is based on , 

the actual structure of the design, rather than on its intended function as it is in 
o 

gate-Ievel simulation. This network model allows switch-level simulation to handle 

typical MûS struçtures, such as transmission gates, pr~harged logie and dynamic 

"\. storage, which ca,n 'not be adequately modelled in gate level simulators. 

Similar to gate-Ievel simulators, switch-Ievel simulat<?rs use a discrete set of 

logie values, rather than a continuous voltage function. MOSSIM IBry80], RSIM . - -
[TerS31, and MOSSIM II !Bry84! employa three value logie set 0, 1 or X, where 

!) 

r" 



, ' 

, 
fi 

~ 0 and 1 repres:nt: respectivelj. the lo~ and high logic voltages, and X represents 

an undefined st,ate arising-frorn uninitialized nodes, short c.i.rcuits, or charge shar­

ing. The CSA theory IHay82,. on t.he other band, generalizes this approach to an 

expandable logie .Set. V, of cardinality 3k + 1 where k is the number of levels of 

strength used. The smallest set (k = 1), is the four member set, V4 : {Z,O.l, U}, 

where Z corresponds to the high-impedance state or disconnected. 1 and ° are the 
Q 

high and low logie values and U denotes an. undefined state. This basic set can be . 
expanded to include any number of levels of strength. A strength is a measure of 

eurrent drive capability. 

The strength relatibn ~, defined as equaJ or greater than imposes a partial 

ordering on V. The logie set V with ... the strength relation ~ can be shown to form 
" 

a lattice. Th~'ttesse diagram of this lattice for V7 (k = 2) appears in Fig. 2.11. In 

~ the lattice shown, 0, l, and U re~resent the strongest" values, whereas D, i, apd Ü 

represent weaker values. In general for li); V2 EV, III > lI2 if and only if VI is at a 
, 

higher level thân V2 in the Hesse diagr~. 

,-

Figure 2.11 Expandable logic set used in the CSA theory . 

.. 
Network Model 

Transistors are mode lied as three-ter!flinal' devices labeled respectively gate. 
~ .,.. 

source and drain. So distinction is rnade bet~een the source andthe drain connec-

tions. Each transistor is symmetric and bidirectional and acts as a switch connecting 
\ , 
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or disconnecting its sour~e and drain according to the state of the gate and the typE' 

of the transistor. Each transistor is assigned a strength from a discrete set according 
p • 

to the transistor size, as a measure of its current drive capability, 50 that ratio logie 

such as NMOS can be modelled. Short channel transistors have larger strength 

than long channel transistors of the same width. 

Nodes are c1assified as either input node or st orage "ode. An input node pro­

vides ~ strong sign&.! to the network (VDD, GND, docks, data), and its ~tate is not 

aH'ected by the operation of the network much as a source in an electrical circuit. 

The state of storage nodes, on the other hand, is determined by the opeJl8.tion of 

the network, much as a capacitor in an electrical circuit. A 'Itorage node holds its. 

state in the absence of connection to other nodes 50 that dynamic storage is ideally 

modelled. Each storage node can be assigned a size from a discrete set, according 
, ' 

• to its capacitive value relative to the capacitance of the other no~es with which it 

may share charge. A larger storage no de is assumed t() have much greater capaci-
• 

tance th~n a smaller one. Jn this way a simple model for charge sharing is provided. 

When a set of storage~nodes share charge, the state of the largest node overrides 

the state of the smaller nodes. , 

Logic Evaluation. 

, 
J 

~ Most switch-Ievel simulators perform' a partition of. the network prior to the 

simulation. MOSSIM ,RSIM, and- McSLADE partition the circuit. at the prepro-

cessing, into transistor groups. in which the Kwitches are ineërc.onnectE'd only via 

thE'ir Source and dr~in terminais and sorne are connected to the supply VDD or 

to grollnd. A MOS circuit paiÙtioned into transistor groups appears in Fig. 2.12, 

MOSSIM li performs a cfynamk part.ition during simulation !Bry8"l. 
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Figure 2.12 Circuit partitioned into transistor groups. ' 

A transistor group is evaluated whenevêr an event occurs at one or' its inputs. 

The simulation algorithm consists of applying a set of input vectors and propagating 

the changes due- to that vector from one 'transistor g~oup to the next~ until the 

network reaches a stable state. Only groups in which one or more of its inputs have 

changed are evaluated. 

The logie evaluation inside';' transistor group consists of propagating the Iqgic 

values from the sources through the closed switches. As ~entioned ~above, each 

switch has an associated strength, according' to its ,size. W~en ~ signal propagates 

through a switch it is attenuated by a facto!' which is inve,rsely; 'proportional to the 

strength of the switch. For example, A minsize transistor ( Length/Width = 1/1 . ' 

1 Mea.80j ) has a lower attenuation than· a transistor with an 'LjW ratio of. 12jl. A .. ~ 
. ''t.. • ~ 

logie value can then be defined as a state-attenuation pair, sOt, where S E {O, i, U} , , 

is the state and cr E {O,,·· oo}, is the attenuation. W1th reference to the lattice V 

of Fig. 2.11. each QI can be viewed as a level of strength. 

To find the logie value of a node, the Least Upper Bound fLUB) operation 

is applied to ail the incoming state-attenuation pairs that drive the node [Hay821. 

This operation Îs defined êlf follows: Lel a set of signais, SI, 82"· 8 n defined on 
, t 
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V be applied to a' node c (where \' is the CSA lqgic set described above). Th.­

node c assumes the value Zc. w,hete' Zo; is the weakest memher of V, such that 

Zc 2:': {St, 82'" Sn.} ( where ~ .has becn defined above). The attenuation factor of 
, " 

a signal propagating from a 'iourte (VOD or GND) through a path of transistors, 
, .' , ' 

, . 
corresponds to the attenuation factor of the weakest transistor in the path (which 
',.,' , '<) 

has the largest atfen~ation). 

As an examp!~, consider thE' sirlJplc NMOS iriverter of fig. 2.13. The minsize 
1 

pull-d~wn transistor, TI~ has an ~ttènuation, 01. and the 4, L pull ur> depl~tion 
• 

trànsistor, T2" :has an atten~ation 02. When the ,input of the in~erter is equal to 

l, ,the logi,c stat~ 0 propagates. through Tl whereas the logie state 1 'propagates 
0(. • .,JI .. ~ 

through T2. Because al < 02, th~ attenuation of the 1 is largér than ,that of the' 
.' ' 

• 
O. The two st'a.;t,e":attenuation pairs interacting at the output of the inVerter 'ar~: 

- < 

00l! 1 an~ }"'2: Therefore, in the Hesse.diagram of Fig. 2.11, the state 0 bel?ngs tp a . 
_ l '"1 ~ 

higher level of strengtb than the state ,1.' The LUB operation then determines the 
'. - 1 ~ T ~ .. , . 

state of t~e output node of th,e inv~rter to be O0r1 • 
{ -', 

1 
, , 

, . , 
., 

i ~ .. \ 

o 

, 
, " 

-, 0 

... 

Figure 2':13 togic 'evaluation for a~ NMOS inverter ' • 

2.5.2 Deiay calcu)atiotl hl !Jwit~h·level sinm'lati~ll . , 
'., 

• Il, 

, Thé traditional approach for introducing timing analysis in logie simula~ors has 
• J • \ , 

been th use assignabl~ 'delaYs. lI()w(!~er. as explained in Section 2.4, this' ~pproadi 
, f ., , 

" 
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Figure 2.14 (a) CMOS NOR gate with' the inputs at 1. 
, (b) Equivalent Re network. ' 

dQeS not work weil for MOS Circuits, because delays in such circuits, are.very de--. , 

p~ndent on dynami; toading c~nditions and the slope of th~ wavefor~ on the' gate' .', 
_ l, t 

input of the transistors. Moreover, the wide ~arièty of circuit.struétures in cust~J;ll 

"VL~llimits th; u~fulness of the ass,ignable del~y a~proach. . 

For these rpaons it is ~~irable to incorporate del,y estimation algorith~ in 

switt;h-levei sÎmuration. Such a.Igori~h~ must be simple,' so that they can be used 
~ " \1 -

for simulation of large circuits, and at the sam~ time, they must predict delays with . " .:;.' ~ ~ 

an accuracy which is not wors~ than that ob~ainéd Y'ith~ gate level simutators. 

The delay between two nodes in a circuit is usually defined aS the intervaJ time . . --

. 
" 

r 
\ 

from the signal transition ai the first node crossing a threshold to the signal'tran-' . ,', " 
4 ": . , 

sition' at the second node crossing the same or anothe~ thteshold. The traditional 

1 mod~l which has€heen used to represent.the timjng behaviour of ~OS eircuit~ i'S'the 
~ .... . ~ , 

. Re model !Mea801. IPt'n811. ln th,is model eaeh ON .transistor is re~rés~nted by a~ 
, l Of _ , 

.. '... . '" 

effective Iinear resi$tance and each node by a capacitor tied to groun<I .• Transistors 
,.. • y 

~ , -\ p • ~ ,. 

in the OFF state are (J~odellt'd ~,open circu;its. Fig 2.1:t(b) shows the equivalent 
• '0 • l '. ' • • • 

RC ~etwork for,the' CMOS-gate of Fig. 2~14(a) when 'ail its inputs are at logie 1. 
, ' .' .' '. 1 -. , 

" 3,1 , ' 
, 1 
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'Two different aspecis, must. be c.onsidered wben uaing the Rê- m'odet for d~lay . ' .. ~. ~. . 

calculation in MOS circuits. The' first one is related to the d~velopment of effi-

'·~iel..t. algorithms' ta calculat~ delays in RC ~etw~rk~~' The second aspect ~(~fers to .: 
• 1 .. .. .. .. 

. modelling the ON transÎstors a:; efJectiy~ resistances, 

Delay Calculation metbods 

One of the fir~t reported attempts at cal,~ulating delays in aWitch-level llÎm-
, , L .... \, , ' 

• ~... .. 1 \.'" 

. ulators on. the b~is 'of RC networks was RSIM !TerS3l. In RS~M? the delay. ')f 
... , . , ... . ~. 

a given 'connected componen:t: subnetwork is obtained using The~~nin equivalents. 
~ .. ..' ,1 ' .. 

The delay~ td, at the output node of the subnetwork is giv,en by -: , . , 

(2,11) 
. ' , , 

where Rtltfll lS the' equivalent Thevènin resistance, and C,um, is the s'um of ail the 

'capacitanc~ in the subnetwork, as shown for t~e circuit of Fig. '2.15. ~his app~ôach 
• , 1 .i 

.' . 
resùlts hi overesti~ti~n or the delay for most prutieal c~es as it suggests 'tha.t ail 

, ,the ~istances i~ the network di~charge through' alî the c;'apllcitances. 
, Ra . 

" ', .. ;;1 

, 1 

. , • 
Figure 2.Ur Thevenin equlvalent of RÙ- network 'as us~d by R'SIM. ,; 

, , , 

Re' Trees 

An Re tree-rtetwork is one 'in which ~here is orily one driving source, which is, 
1 \, ~ 

the root of the tree, and only one path bet\Veen eacb two nodes. Ail th~ éapacitances 
• 4p " • 

in the tree' are Lied to ground.' An exampl~ of such a' network appears' in Ftg. 2.16. .. ~,' . 
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Figure 2.16. Example of Re tree. 

Assuming that a step fu~ction is applied at the source of thé tree., t~c typi­

, cltl sl't~pe, of the voltage, response at' node i has a monotonical form as shown in 
.... .. 1 , . , 

Fig.' 2. 17(a)' (Rub8?1. Moreover, with the exception of the: first. noâ~ (the c1ose5'~ 
, .~.' , ' 

to the root) or .possibly the fint two nodes, the waveforms,' ,at ail the nodes 'in ..... ' .. 

the treè are approxHn~te replicas of each other, '~ut' dis.placed in tillie ~hown ih . . 
. Fig. 2.17(b). 

.' 
y , ' 

\. 

, ·t t . , 
(aj " 

Figure 2.17 (a) Wa~eform sh,ape at Rode i'of a tree. (b) 'Waveforms 'of 
.- 0 t~djacent ~()des disp.t~ced in time. ' , 

ln sJ,lch èaset the delay between nodes i and j is given by the di::?placement 
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in time tli which can be computed'as follows (Fig. 2.17) 
.' . . \ . 

.' (2.12) 

-From Rubinstein et al. 'Ru~83i. 

,. (2.1~) 
J • 

where-
n 

TD··= ~'Rk'C1c , 1 4..J 
~=1 " 

(2:14) 

. n !s the nùmber of nodes in the tree, Ck is the capac:itance at Rode k. and~Rki is the 
. , 

résistance of the portion of the unique path between the s~urce and.node le that is . . . 
. côm,mo~ with ~ique path between the s~~~ce a.~d nod! i., '!he delay between 

-i and j ·can thus be expr~ed as: . 

" 

t'J' = TD' .:. TD' 
J • 

(2.15) 

, .' 
,where TDr. and TDj are the delays From the source ô(. t1)e t,ree to no dés i and j 
'. . 
.r~pec:~ively. As Pen fie Id and Rubinstein hav-e shown [~ub831, Eq. (2~14) i,s eqqal . 

to the ftrst-order moment of the impube tesponse (of the RC.network), which has 

b~ ~alled, delay by Elmore IEhn48]. The formulation of,d~lay giyen,by Eq. (2.14) 

is vaUd only if the waveformS at the nodes of the tl'ee are equal in shape as shown 
", ~ ~ l , 

_ in Fig. 2.11(b)'. In case it isnot, thé delay estimated is always cC?nsèr~a:tive iLin84j .. 
. '. . .' . 

". Althougn the Elmore delay forrnula is not related, to a. voltage tohreshold, if 
. -. l J 

, ',the effective resist~nces of 'the transistors are extracted ~ith respect to a thteshold, 
1 • . ' . . 

E.q: (2.14) can be effectively ~ed: ta calculate dèlays i.n Mas dr~uits. (S,ee Seç .. 

3.2). In this case, TDi' corresp.onds to the delay from ci sig~al propagaÙng from the 
1<" ' , ~ ~ • ,\ .. .,.' .. • " • 

. , . 
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root of the equivate~t RC tree to no~e i. For example the delay fro~ the source to 

node·n. in the circuit of Fig. ,2.16 is given by: - .. 

[ntuitively~ the 'expressio~ of~. (2.16) is more r~alistic: than the one in Eq:, 
.. ) 1 1 • 

(

(2.11), because it is équivalent to s~y~ng that eac~ ca~acitor charg~s/disc:hârgès 

only through the resistive path which lies h,etween it an-d the source. . . '. 
. ' , . . , , , 

~ 'w \ 

General Re networks ' 

A general RC network may' contain teconvergeni paths, i.e:' two -nodes" that are 
.. ' , , • t' ., 

connected by morJ! than one· path, as the circui~ shown in Fi~. 2.18 .. 

, î 
, ., ,cT R R 

• /-

'- f 

Il. 

,ëJ;" " R . R r C 
:r 

_1 

'Figure 2;18 RC network ~pntaining reconvergent paths. - , . 

: Lin. and Mead [Lin84-1 generalized the Eimore delay (ormulà 'or Eq. (2.14} to .' 
, , ' 

general Re networks. Their 'solution consists of dE!@ompÔsing the Re network ,into 
<0 J • . '" " ~, 

,an Re troo·or trees by nooe-aplitting.,·that is some nodes in -thé 'nètwork are split 
... ..... ~ ~ . 
into two or more nodf's'in ordef'to 'oreak the récQnvergent paths and dbtaio' a treé. . . '. 
'As Lin and M~ad' have shown, such.a d«:C0mpdsition always'exists. An ex~mple of 

. .a, decomp08~d Re networ't appears in Fig. 2.t9. The nodes o{ the original network ' , . , 

are caÙed primaTy nodes, and thôse i~ the r.esialtin.Ùree are called sét!ondarfl nodelJ. 
:.' • l ' 

.. 
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The 'set of :ieronda~y nor!e~ wh!ch corresponds to the same' primary node are called 

equivQ/e,nt serondarll node,,;. [n the ,netw~rk of Fig. 2.19(b)~ ni is a .primary node., 

" 

and nilc : 

;, . . , 
k = l,'" J, are equival~nt ~econdar, nodes.' 

, . At, ,'J. AJ 

" 

" , ' 

,y,', 
-. ',(8) 

. . 
,F,igure 2.19 (a) Network with j incident branches on node nJ. 

(b) Network after nO,de sptit~ing. 

" 
\ • 1 \ • ~ .. 

" 

, '. ' ,Equivalent secondary. nodes must hav~ the same delay and this ~elay must 

b.e, eq,ua.1 to the delay at the correspo~djng pt:imary no~e in the original, rietwork. 
, .,.J .; , ,.~, t; 

.:.The ~et~'ys of the seco,ndary no?es 'are obviously dependent on the values of the 

".c~pacitances of those nodes. 'Finding the delays in the original network is'equivalent 
• ' ~ <0; 

to finding the right càpacitance distribution on 'the seéondary nodes. This is done . 
# ~ " ~. ~ ' .• ~ ,. = . 

-by ~otvirig the following set of aÎgebraic, Iinear èq~aclQns':' 
, '" .' • .\., t> 

(> 

t "1 
-t .... 
- 12 - ..... - t 

-" -: 1 l, 
,\fi, i ~ 1. .. ·n '(2.17a) 

l, 
. , 

Lelk -~CI VI, . 1 -:: 1 •... Il' 
.' 

. (:l.l'Tb) 
k.;:-l 

, , 

where t,; is the delay of t~e 5e~()nda~y ,node n,) c~rresponding to the erimary.' norle 

ni in th~ original netwotk. C1k Îs the capa~itance of the seoondary node n'k; C, 
- . 
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is the capacitance or'node ni in the (j~iginal network, n is the number of ~9des in 

the original netwoA that 'hav~ been split, ~d ii i~ the ~umb~ of .seco~dary nod~s . " 

corrèspo~ding to ihe primar)' node nl"', The 'expression of Eq. (2.17a) means tha.t 

the del~y at the equivaJent secondary nodes is ~qual, whereas Eq. (2.17b) ~tates 
, ' 

• 1 

'that the su'm of the tapacitan~es on the equ~valent sec~ndary noaes is equal to ihe 
, .. 

capacitance of t.he corresponding primary node: The system of equ.ations prèsented . .' 
, . 

in Eq.' J2.17) could be solved by uaing ~ exact solution metJtod, s~èh as Gaussian 

elirninaiion. However, this is time consuming and an alternative relaxation met'hod 
, ~' " ' , • 1 
, • h3.J!l b~n p~opos~d by Lin, and Mead'ILin841. , 

SWit~Level DèJay Modelliug " 

Th~econd aspect of delay estimat~on in switch-I~vel simulators using -the ~c 
\ . 

representaÙon of the network refers to the model., on the basis of which the transis .. , 
'- , " . . ~, 

tors are ~eplaced by' effective resistances: There are two typ~ of switch-level delay 
~.. 1'... -. ,1 • • ...., , 

.mo,dels, s~atic and dynamic. Static models ref~r to the case, in whidi the eft'ectivé. 

:: resistance ~f the trans~t()ris tnodelled only as â, fu~c'tion o(static conditions such 
. , 

as size and type of- the transistor. Dynamic models, on' the other hand, model 
•• \ l " " 

the 'transistor .ccording to 'specifie t()Ii~litions of the circu'Ît 'at a given time. This 
" . ~. "" 

a'pproach inèludes such effects as the load ,drive~ by the tr~nsi8tor- and the slope 

of the gat~ waveCorm, whe~' computing'the value for the effective resistalice. The' 
'"' .' , . . 
'~odèls deveÎopèd by Ter~an 'tTe~831 an~ Li,!: ILin84]'belong ·to the ficst catègory: . 

, The model developed by Ousterhout IOus841 belongs to the second category. 
~ . '" . (, ~ 

- , ' " . \ 
According to Terman 'li' model, the effective resistanc:.e, ,Rel f is a Cunction of 

the .size of the transistor and the static contexte His rD:odel recognizès 5 djfferent . 

'contexts as shown in Fig. 2,20. 'ln order to obtaln the value oC th~ effective resistance .' ~ 
• ~ ! • , , 

for,e~h of the c\ses or'Fig. 2.W. T~rm~n performe'd simple SPICE simulations, " 
• • - 1" 

, one ,n each context, using a constant capaéitive load. 
" 1 .. ', 
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Figure 2.20 Transistor êontexts as défined in Terman's modellTer831: 
, ' 

. 
There are three main sources of inacc~"raçy in themet~od of modelling used 

by Terman. ' \ 

• The effective resistance is assumed to be irt!;lepen'dent of the IQad driven by the 

transistor. In the 'Case of the n-channel pulldown driving a smaller load than the 
~ • ".P .. , -

, . 
one used in the extraction of .R~JI, the result is' an underestimation of the actual 

value . 

• The effective resistance does not include the "~ect of the input twaveform. In 
~ ." l l \ 

the case of the pulldown transistor driven by slow signais, a considerable error is 
, , ' 

intioduced in the delay estimation. 

• ,,!t The context used for extract.ing the ~lue of !le! / for the pulldown is not realisiic. 

because in"NMOS 'circuits pulldowns always have 'a '~ullup connected to them. The 

. presence ,of the' pullup~ strollgly affects tire value Qf tbe effective resista'nce 'bf the -, 

. ,pulldown. For a 4/1 inverter. ~the ~iffer~nce might be aro'und 20%. 
" 1- , 

Lin an<! Mead also ~sed an ovt'rsimplified appr~h to model the transistor as 

, ' 

. ::8 ' . 

" 



ll' 
);-', c 

'-' 

, i 
"' 

t 
\ 

. ' 
\-

an eff4;!Ctive resistanc"e : Lin81 ' The value of Re.J J is extracted from an 4/1 inverter-

chain as shown in 'Fig. 2.21. 
1 

.; 

Figure 2.21 Circuit used by Lin and Mead to extract the effective resistance 
ILin84!. . , ,_, ,J , 

f>'f -:H"- ~! • 

The inverter pair delay T.i is obtained' from SPICE simulation results. It 

is assumed that the output low-to-high propagation delay is ·1 times the output 

high-to-Iow del~y. The effective resistance, assumed equalon a per/sqr 'oasis for the 

two transistors, lS computed as: 

R _ Td kn-
elf - SC c.' sqr (2.18) 

For any transistor in the circuit, the effective -resistance is obtained simply 

by n'lultiplying the value obtained in Eq. (2.18) by the number.of squares of the 
" . 

transistor area. The c;ources of inaccuracy present in this model are the same as in 

Terman 's mbdel except for the context. which ln Lin's model appears more realistic. 

Although the statie models developed by Terman and Lin present serious inac­

CUf"aCÎes, they work feasonably welt for NMOS circuits, due to the presence of the 

big pullup devices, which determine most of the delay in a-digital ~~[OS circuit. 

[t' has been observed that , h~ efrt\~tÏ\e resistance of a depletion transistor Ilsed as a 
; 

pullu.p load is essentially ind('pt.'ndcnt of ,the load'(Chap3), and the slope ,Tak83 . 

This is not the case for c~ro:-;- circuits. where such a simple m~delling rn.ethod 

introduces appreciablt> ~rrors in thE' delay calculations. 

:11:) 

1 - ... 



L 
A significant contribution to switch level modelling was ma Ousterhout in 

the formulation of the models for the timing analyzer 

TAL was designed to calculate delays in critical paths of OS digital circuits. ·In 

. Ousterhout 's model the effective resistance of a transist includes the effect of the " 
.. 

input waveform, in addition to the size and type of the transistor. To introduce 

the effect of the input waveform in the computation of the effective resistance of 
• 

. the transi~tor, Ousterhout dèveloped the concept of nse-time ratio. This ratio is 
) 

defined as the rise time of the input signal divided by the intrinsic rise time of 

the, stage. The latter is. the Tise time of the signal appearing at the output of the 

stage when the input is a step function. The rise-time ratio gives an estimate of 

how much a transistor can be affected by a particular input slope, independent 0/ ., 
the load and size of the transistor. The effective resistance of each transistor is 

obtained fTom a single table which contains the effective resistance as'a function 

of the rise time ratio. Ousterhout divides the transistors into five different types: 
• 1 

enhancement, enhancement driven by a pass transistor, depletion load, super buffer 

and depletion transistor. For sorne of them, there is a subdivision depending on 

whether the transistor is transmitting a 1 or a O. The introduction of the effect of 
.. t .... 

the slope in the evaluation of the effective resistance of a transistor represents the 
major contribution of Ousterhout's mode). However, the model is deficient in the 

foJlowing areas: 

• The value of the effective resistan~ce of the transistor is not adjusted with the 

c,apacitive Joad . 

• The objective of the model developed by Ousterhout was timing analysis rather 

than switch-Jevel simulation.' The waveform rise-time used by his mode) is not "" 

availab)e in switch-leveJ simuJators, where only delays~are known. 

40 
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The model developed by Ouste rh oui yields very accurate results (within 10%) 

for NMOS circuits. No results have been reported about the model's performance 

with CMOS circuits which-pose more complicated modeJling prottems than NM..OS. 
/ 

_./ The objective of the n~w switch-Ievel delay mode) is to overcome the de6ciencies 

.-/ present in the previous reported models. 1t must be computationally effective, so 

that large circuits can be simulateq and it must evaluate delays in CM OS circuits 

with a good degree of ascuràcy. 

r 
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CHA~TER 3 

- THE DELAY MODEL 

3.1 Introduction 

. The new-switch lc;yelsimulator, McSùADE [Kh08SI, in which the delay mod~l 

to he described here was implemented, moaels the MOS drcuit as a. combination ,- \ 

of a switch network and a linear network. The switch network, in whièk transistors , 

have been repJaced by bilateral switches, is used ~or the logie evaluation as described 

in IKh08sl. The linep-r network used for the delay calculations, on the other hand, is 

based on the Re modèl. Betause the delay calculaLion muSt be repeMtd every time 
"=. _. '} 

a switch changes stat~, the objectiv~ is to derive simple linear ~proximations to the 

~ complex nonlinear dynamics or the transistor: The capacitances of the Re model 

~re co~puted <tt the buis of the topologie al data of the circuit at the prepro<:~ing 

step and remain constapt during the simulation cycle. Therefore, ail the effects 

that lead to variation in the delay are modelled on!Y"by the effective resistanc:e, 

Bef/. The value of .Réf f is .calculated during simulation on the basis of the circuit's. 

activity. It is shawn to depend n?t only on the size and type of the transistor, but 

also on the con..ext, its capacitive load and the slope of the gate input waveform. 

To establish a relationship bctween these factors and the effective resistance of 

the transistor, circuit simulations were performed on basic configurations, using 

SPICE2G6INag7&1 and the MOS2 model (Sec. 2.2). The simulation results are,the 

key to building the transistor modela. 
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This, chapter describes the extraction and use of the new de)ay model. As a , 

starting point, a defin)tion of delay is given in Section ~.2. The model for the node , 

cap~itances is presented in S~tion 3.3., Section 3.4 derives a relation between 
\ , 

the effective resistancé fnd the main factors that inBuence deJays in MOS circuits. 
1\,. 

The incorporation of the model in the simulator McSLADE is described in Section 

3.5. Section 3.6 iIIustrates the configurations on the basis, of which the model was 

exti~ted, and describes the changes that must be made in arder ~o upd8:te it· for . , 

changes in the device téthnology, '. 

t..; 
3.2 ,Definition of Delay 

Prior to the bllUding of the model it is necessary to have a consistent and 

unambiguous definition of delay, The deloJl- is defined 08 the ;nterIJai between the 

tâme the input tran8ition crosses a threshold tind the time when the output traJl8itio~ 

CroBSU the Bome thrtaho/d, as shown in':Fig. 3.1(~}. A major consideration in the. 
, 

aooVe definiti(ljn is the selection of proper' thresholds. The"!threshold voltage of a 
~ , 

given gate is define~ here as the. voltage Vu .. al whi~h the, inP1lt voltage, VinJ ~8' 
the out~ut voltage, VOUtJ in the tront/ler characterÎstic, as shown in Fig 3.1(b) ,) 

v 

\.- - -.- - -­
" 

• (a) 

Vout 

t 

Figure 3.1 Definition of delay. (a) Rise ~nd FaU 
delay times. (h) ThreahoJd deOnltion. 
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. . ~ problem arises when cascàdi~g gat~ 'with ~ifferent t~;eS~~ld le~~~8. '~the' 
circuit,'of Fig. 3.2(a), gate!l "i and,8 are assumed ~o havè different tbréBholdtVtlaa 

and Vthb' If VOlA> Vthbl the time' T is counted twice ~hen ~~r:nputing "he delay " 

from ~ to c, as.shown 'in'Fig, 3.2(b). Oth'erwis~, if,Vthtl < Vt~:-the time T,is not 

, accounted for, CUl sh'own in Fig. 3.2(c). 

(a) 

, " 

.. 
~ , 1 ~\ 

1 c .• .... ttJ&--.---
A .. . 

• • . 1 

, . ,-­, 

(e) 

Flgur~' 3.2 (a) Casca4ing gat~ with different. thr~holds. ~'. 
(b) Time T accounted for twice, (c) Time T unaccounted j9r.~/ 

~ 
~~------~ . 

T"is pro"~le~ can be aVOided-hY~ ::gle threshold for ~h€~.ntire ci~CUi~. 
This threshold must be chosen in ~uch a wa~ that the delays in the differe~~ gates' 

, . 
of the cin:uit are always positive. A reasonable solution used here a.nd also adopted 

~ . 
~y Nham and Bose [NhaBOI is to use ,the th~eshold, of a. stan~ard minslze inverter 

• 
'for the' whole èircuit. By employing this single thresh~ld. most of the, gates are. 

assured ta have pos,itive delays. aJthough for structures with.· very diH:erent tran~fer. 
, -

chafacteristics, a' negative delay may result. This is illustrâted in the circuit of Fig. 
i ,. ,_ 

. 3.3. When a slow signal is applied' to the,input of .the pte, the tran~ition at the, 
, • j, .. -

" , 

output might cross the threshold Vt"', beFore ,the input does, causing a negative 

delay for the gate. 

t4 

.' 
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Figure 3.3 Negative delay occurs at the output of G. . - , . . 
" -" 

The ,purpose of the abov';' ~finition of delay is tw~rold: it will be used in the , 
l 

experimental circuit~ .aimed at extracting the n;lodel of the effective resist~nce alla 
" 

it will also hé ~pplied "to thé test circuits used to assess the model. 
, ' 

, 
3.3 The model for the ~apacltances 

1 ' • 1 

:". Fig. 3.4(a) sh~ws t~e MOS junction and ,distribute~ thin-dioxide capaciiances 
, ' . 

.. 'a~rused by the. ~PICE mod~I~. The. sou;ce, drain: and bulk' ov~rlap èapacitances ' 

. are shown in Fig~ 2 .. i(b). The s~me capac:i~ances appear in ail the three modelsl . 

, •... MOSt, M082, and MOS3[Vla19I, although their values are computed differ~ntly. 

The càpacitances of the Re model used 10 c~l~ulate the delaY$, on .the other hand, 

must be cOl).st~nt a~d grounded. The objective is,. therefore, to derive a' mode l, in 

which ail the ~OS ~apàcitances are lumped hetween 'the transistor terminais and 
, " 

ground,.as shown in Fig-':3.4(b). 

: Thete are three' capacitances associated with each trarrsistor, C;',C., and Cd. 

connecÙrig, .respectively, the gate, source,' and drain to ground. Although thi~ 
.. ~ , .. 

model is a rough approximatio~, it will be shown that, as far as delay calculations 

are concerned, the lumped model yic-Ids very accurate results . . 
3.3.1 . Gate C~pacitanC'e 

Cg, the gate capacitance. is formed by lumplng al the gate the dislributed 

, èlements of the nonU~ear g~te-c'hannel thin~dioxide capacitance., as shawn .in Fig. 
, 1 

3.5. " 
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, .' Figure':.." (a) MOS C~padtances .. ,(b) Switc:h-lev~i'mod~1. 
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" " 
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~' ... 0 , . " ! ' 

" 

, , 

: 

.r1~ 
" .. 

, t, 

Q • " 

Ca- , 
• 'I,~' ,l, 

" 
.. ~ .' 

.. 

1'·1 ' 

~: \ 
" '.FIgure 3,5 Lumped.mo~eHor th.I~1e c~p""ilance.·· ; \' 

A r~~(mable 8.ppro,'cimâtio·~ forpg, is ~iven by the f<?lIowing ~xprNsi,~n IHOd8,31; . 
b ~ _..' '1" 

,. ,( 1: ) 
Cg r CO~ W L = t- ":' L , . oz 

where W and L 'correSpond r~pectively to the éhannel width and length', as they 
" ' 

• /> 

( 
appear in the actual layout of the transistor, ,1: is the p~rmitivity of the silicon . , . \.. . ~ ~ 

'dioxide and,tQx is the thickness of the ,silicon dioxide layer. These two parameters, 
, . \, . 
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"e and toz. must be supplied by the usez:. based on technology data. EJ(pressiofl (3.1) 
~ .. t .. , , 

is adopted by the new delr.y mode!: 
• "" ~l , 

'3.3.2, Source and Drabi èapacitance e • 

\', " . , 

The 8Ource-g~o~nd an4 drairi-g~und capacitances, 'c, and Pd of Fig. ,3.4(b), 
.' 1 

are formed by lumplng the sourc~ and drain overlap capacitances and 'the nonlin-, 

ear, vol\age-controlled drain-substrate and source-substràte junction capacitances 
" , 
, ~ ~ J .... 1 , 

.' respeetively. They are eVàhl..ateq as follows IHod831: . ' 

Cd = K C9C,b + Cg" (3.2.0) 
.. 

C, = KeqCd" + Cgdo 
1 

(3.2.6) 

1 • '. 
where C,.o and Cfld~ repfeSe-nt ~he drain and sourc;e overlap' capacJtances. C.b 

• y.. J ... ~, . 
. ~d ,Cdb con-es.,ond to the zero.bias, s~urce-sribstrate and dràin-substrate junction 

capacitanc~ respectively. K~q is a dimensionless parameter used to linearize the . . . 

~~bias junction cap~itor~ with the change in the voltage [evel. The right-hand 

terms 01 (.3.2) are eva~uate'tl usi~g technology and layou,t parameters as 'follows: 
# 

J' . 

, . . , . 
" 

{'3.3.a) 

wÏtere, AS, AD, P S, and PD corrèspond, respectively, te> the aréa (A) and perimeter 

(P) of the sourte '(5) and drain (0) rE'~ions" obtained directly fr~m ,the layout of 
, ' ~ - l , 

the transistor: CJ .; and CJ ... ". are, the junction; zero-bias, bottom and 'sidewall 
" 

~apacitancÇ8 per unit arca and unit perimete~, rèspectively.-'These capacitances are 
- , 

technol0lO'~dep'endent and must also be ~upplied by the user. . " 

The definition of /)11<1 for a voltage controlled c~pacitance is given by: . ' 
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,where PJ is a junction zero-bi~ capa.çitance, such 'aS 9 ~b and Gdb. C èq is the . ' 

equi~nt capaci~ance defined as,:~he v~ltage "inde pendent èapaciià'nce that l'equiTes 

"the" same change in cha'rge a." th~ ~ônlinear capacitance. for a given voltage range: 
~.; 1 \ .. ' " ", 

. ' 

'. 

.. That ia' 
.-

, ' . 

,aQ {Q(V2) - Q(V1)} 
Ceq = AV = v: V ~ " 2 -' 1 

where' ' 

, '(3.6.a) 

, . 
and l 

, (3.6.b) 
'. 

, . 
C,o is the junction capaci~a.nc.è' at V = 0, and m iWhe junction grading cQeffi-

~ , , • 1 

ei~nt. 'to ifJ the junction barrier potential developed &cross the dep,létion regioD,' , 
, • '. l' 1) • 

and depends on the' temperature and the impurity conceniration' On ejth~.r side of", 
. , 

the junction." .(, and mare ,t.echnology-dependent·user- supplied paramet.ers. V2 
,J ~ t • • ' 

,and ,VI corr~pond to the high and low voltages of the, voltage swing. frem (3.5) 
. 

and (3.6)' " 

, 1 

and Crom (3.4) 
, -' 

.~ 
1 

" " 

(3.7) 

(3.8) 

..~ 

, . 
' . 1 -:. 

.' 

" 

" . ' 

. , 

1 • 

~ 

" 
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The switcb-level capacitance model can now be eValpat~ provided that ail the . -

t~ill,ology and layou~ parameters be supplied. These p,-rameters are summarized, ':' 

,in Table =l~3.1. The expr~sions for the co~lete s~itch-Ievel capacita:nce model.are 

\ 8ummari~ed in table 3.2 

Sy~bol Patameter 
~ 

Ci Bottom zero-bias junction capacitance per unit arèa 
Ci~w SidewaU zero-bias junction capaêitance per unit perim. .' 

• 0 
. 

Junction burier potential 
Mi' Bottom -eapacitance grading coefficient . 

Mi.w \ Sidewall capacitance grading coefficien~ 
. , tO% . - Thickness of sHicon dioxide layer 

e •• Permitivity of silicon dioxide' 
Keq Linearizing coefficient 
Coz ' 'Gate capacitance per unit area 

u 

CgdO- Gate-drain overlap capacitance per up,Ît lengt.h 
.- JI 

.Technology data for capa.citapce M~del 

Ca~~ance. Expression 
<! Cg CozWL . , 

Cd Kdql(,~ AD-+ C~6w PD) + Cado 
C, 'Ke~(CJ AS + CHW PS) +Cg • o 

Table 3,.2 Switch-leve! capacitances 

" , 

The simulator 'computes the values of the éapacitances at the preprocessing 
, . , "" 

step; using the equatio.ns of Table 3.2. The Technology data of Table 3.1 is storeQ 
j ,. ~ • 

'in Il spedal file read' by the simulatbr. called the tt:chnologg file. '1;he geome.t~y pa-
- . 

rameters of tije transistor,are S ':!pp lied' either by a cirèuit extractor or by specifying 

, t~en1: in the inpùt filé . 

, , 
, .. 
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, " 
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Example 3.1 

Fig. 3:~(a) shows a circ~it containing .two c&lcaded ,CMOS static inverterli:' 

, From the eir~uit layout whic~h appears in Fig. 3.6(1:», thf' geometry (Ïiirtensions 

ot the transistors 'can 'be exttacted. Technol~~y dat~ is taken from the Northern 
• \<'1 , ~' 1 

{ , 

Telecom CMOS-IB process [Smi83j. 

L. 

.. 
~ 

~ '. '(a) 

" . " , . 

~ 
, -, 

'>, 

-:.n; 
,. , 

~ 

- r -, '. 
(c), (d) 

Figure 3.6 (a) Cascaded CMOS Înverters. ,(hl Symbàlic Layout ," -
of ,the ~nverters. (c) Switch-l~vel transistor c:apacitances. • 

(d) Reduced 5witch-level capadiancf', mode\. 

The sW,itch-le'vel ca.p.acitance ~odel is shown if! ,Fig. 3.6(r). The values for the 
'. 

different capa.citances are evaluated as follows. \ .. 
" , 1 .. , ? 

, ' 
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F" - " 
C gi :r:: C g3 = W LCoz = 51'5#4.110 4~, = O.OlpF 

r m, 
" " 

, ,,' ,F 
C g2 = Cg4 = W LCoz := 51'10p4.110-4 -2 = 0.02pF , m 

Drain <?apac!tances: 

1 0 

, ' 

, \., 
, , 

' .. 
\ 
t ,~ ... 

= ,~.123 ( 0,4 1~-3 :2 7510-12~~ + O,810-0 ~ 30 ~O-6m ) +,O.OOlpF' 

=O.OO76pF 

in ~ similar way 

~' 

, " 

, , 

" ,1 

" 

, 1 

"" ' . ' , . - , 

Finalty, aIl the c:apadtânceS connected to the same node are âdd~ together. 
, "' .. . ~; 

yjeldi~g the èircuit o( Fig. 3.6(d), whete: . . .. - , " 

" -
" c 

c~ = C~f1 ~ C~~ + Cg3 + Cg4 ,= -O.04SpF 

C3 = Cd3 + Cd4 = 0.015pF 

, ., 

, .. \ ' '- , • r 

~ The accuJ;'~Y of the ~wit~h-Ievel c~paéjtive rno4el can b'e as~ed by compaçing " 
, ' , 

SPICa'si,mulati~n 'results 'on the delays computed ~n ~he 'circuits of Figs .3.6,(a) and 
)' .. . --

''3.6(~}. 'In the former c:a,s.è the circuit is IJh:nulatect using its complete MO~2 m~del. 
~ , ~, ~ " 
- , ". 

" 

: . . 
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'ln the latter. the transistor capacitances of the SPICE M'oS2 model are zeroed and 

externat capacitor~ with the 'valuéS çbtained above are used. Compârative result~ 

for the eXact and approximaote 'modelsare shown in ~ig 3.7. 

' .. camp, 
, 

at S 

1 t", (Il~) 1 t'h (ns) 

t 1 < 

Figure 3.1 (a) Ob,taine<! SPICE wa.vefdrms on ,the caScaded C~lPS inverters 
ûsiri-S t~e complete an~ the lumped capacitance ,~9dels. (0) Delays ootained 
.. ".r • at nOGé S running SPICE on both models. 
, , "" 

3.4 Tbe model for the effèctive' reslstance ,\ 
" • ,! 

1: " , ' 
Sinc~ the capacjtances -of the RC model are evaluated in the preprocessing , . 

( . 
• step and remain constant ,during si~ulation, the, effective resistance must inc1ude 

l\.' " 
1 ~ , ,~ 1 

ail the effeèts that cause-- (rariatioIUI in the delay and- must, therefore, be computed 
, , 

, . 
during simùlation. The effettive resistance is defined as the equivalent linear reststor 

~, ~ l . 
that causes the same delay as the tram,'star, ' !Jnder the same opera'tang conditions. 

Consider the circuit or Fig. 3.8.' The voltage across the capacitor C ~ rises from 0 
, , ' . -

tï~itial yalue) to'Vdd and ~t tiine·id it crosses ~'pre-determined threshold Veh-

" Bas~d on t~e Lin and M~ad ~~pre$sion or'4e1ay, given by Eq. (2.13), the value 

of Re, i can b~ defined .siw.ply 'as: 

, " 
" 

, t,j 
,Re/{ = C-

l L 

1 
(3.9) 

.. 
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Figurl' 3.8 Definition of effective resistanc_e 
( 

where td is the delay' as defined in Section 1:2. The effective resistance of cl tran­

sis~or is an empirical 'model, based on experimeittal results, that serVE'S the unique, 

,purpost of delay calculation. A comprehensive model, based on the concept of the 

effective resistance, can provide a reaspnably precise and efficient method for delay . ' . 
calculations in MOS circuits. 

-
.... lf only one single value of effective resistance would suffice to model the tran-

sistor. the'value obtained in Eq. (3.9) cou~e used to replace each ON transistor 
" . - .. 

when ~uilding the Re network n~eded for the delay calculatioos. However. the 

pr<;>blem ,is more complex. as the effective resistance of a transistor depends on both . 

'static and dynamic factors of the circuit to be simulated. The effective rf'Slstance 

:' 'm:st be determined s~paralely for each t;ansistor during simulation accordillg t~: 

~Size: The lengtti and width ?f L~e active transistor area have a direct etfect 911 

the value of the effective resistance. 

Type: There arè three basic L~pes of transistors used in MOS circuits, for which 
, :- 6 

.the effectiv.e resistance yields diffe'rent characteri~tics. These are n-c~annel enhance­

ment. p-channel enhance"ment amJ IH:hdnrwl depletion. ln addi~i~n. transistors \Vith 
, -

.t't 'different threshold vol.tages co~r('~po~Hj to different trpes. 
- / 

COt,Jtllxt: [n the statir senst'. Il rerer!! to the context in which a transistor 

appearc; in the circuit. i.e.' pulldm'vn. pa:;:; tran!)istor. etc. [n the dynamic sense . 

. , , ) 

.. 



l 

./ 

context refers to the a.ctual activity of the transistor at a given time, such as turning 

ON or OFF, transmitting a high or low voltage, etc. 

Lood: The nc:mlinear characteristics of the transistor are such that the effective 

resistance depends on the load driven by the transistor. Thisload. in turn. depends 

on the cônnectivity of the circuit at a given time. 

Gate waveform: When the transistor is dlanging state due to a signal applied 

to its gate, ttiè delay depends on how fast the transistor switches. In other words, 

the rate of change of the input waveform has a direct effect on the value of the 

effective resistance. 

[n the following sections, a comprehensive mode) which takes ail these factors 

into consideration, is developed. 

3.4.1 Context dependence' 

Consider the circuits shown in Fig. 3.9. In case (a), the tra.nsistor is already 

fully ON and a transition occurring at its drain is propagated to the source. 
, . 

J 

The -delay is the lime from the transition at the drain cf08sing a threshold, 

to the transition in the source crossing the same threshold. In other words as 

V. changes, Vd follows but delayed (Fig. 3.9(c) ). Vd" remains approximately 
\...- ~-.: 

constant and small compared to Vdd. The etfettive resistance, Rtl f, in thiS case is 

relatively low because it is determined by the slope of the outpllt character{stic of 

the transistor in the triode region, wnere dVd"jd1d has a small value, as shown in 

Fig'. 3.9(e). 

ln case (b), the transition oCC'urring at the -gate of the transistor is turning it 
• 0 

ON and the delay is computed as the time from th~ transition at the gate crossing a 
~. , 

threshold to the drain reaching the same threshold ( Fig. 3.9(d) ). Since Vd" = ,Vdd 
~ 1 

\1.,initially, it can be seen from Fig. ~.9(f) that the transilltor spends a long time iri , 
54 
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"dei . vd• 
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Figure 3.9 (a) Traru;istor passing~ (b) Transistor switching. (cl Delay in trans. 
passing. (d) Delay in trans. switchin,.(e) Locus in case 
of trans. passing. (f) Locus in case of trans. switching. ., .. 

satJ}ration where d1d/dVd4 is small, thereforé the effective resistance will be highcr 

than in the case of Fig. 3.9(a). Hence, it is evident that a distinction should be made . . 
in each of the t~o cases presented above when evaluating the effective r.esistance 

of tne transistor. In case (b), the transistor is sWitching from OFF to ON due 
. , 

tO a signal aPplied at its gate, whe~eas in case (a) it is ~Tready ON. and is simply 

transmitting a signal between its source and drain. These two cases are referred , 

ta, respectively, as transistor switching and transistor passmg and are recognized as 

SUCfl by the new model when evaluating the effective resistance. 
. -

Next,"t.he circuits used in "the previous example are expanded to the ones shawn 

in Fig. 3.10. 

For the case of the transist9c switching two cases are consid~red: 
, 

a) The value trans,mitted through. the ~r~nsistor is a l. 
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Figure 3.10 Transistor switching and passing transmitting different 
lagie values. 

b) The value transmitted through the transistor is a O. 

As for the transistor passing, two cases are also eonsidered: 

c) A high-to--low transition is propagating through the transistor. 
1 

d) A low-to-high transition is propagating through the tr8.ll!istor. 

SPICE simulation results obtained for the" cases appear in Table 3.3. They 
, 

sugest that the e~eetive resistanee of a transistor dependa also on the logie value 

heing transmitted. In general\ for ~-channeI1ransistors, the effective resistance is 

higher when propagating alogie 1 than ~ logie O. For p-channel deviees RelJ is 

s~aller when transmitting a 1 ~han a O. 

Case Log. Value Prop. De,lay (os) Re//(kO) 
, Switching 0 2.2 22 

Switching 1 3.8 38 --
Passing 0 1.7 17 
Passing 1 2.5 25 ----

Table 3.3- SPICE results on propagation of different Iocie values 
/ 

--~ 56/,--
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The cQmplete context dependence for the effective rèsistance adopted in the 

new model is summarized in Table 3.4. It recognizes. four ditrerent cases, ail base<! , ' 

on the dynamie activity of the transistor at a given simulation time. These are the 

ooly contexts recognized by the present model. Statie ,contexts are not recognized; 

for example, the model does not ,differentiate between an ri-channeJ enhancement 

. dèvice used within a logit gate or as.a pass tr~sistor. D~pite. the simplification, 

surprisingly good results are 9btained by using this simple model. 

Context 

Switching to transmit a 1 
Switching to transmit a 0 

, Passing al 
Passing ~ 0 

Table 3.4 Transistors according to their context 

o 
3.4.2 Load and aize dependence 

" 

Passing transistors 

Fig. 3.11(a) shows an n-channel transistor connected to a load capacitor CL. 
'" 

SPICE simulations were perforrn,~ bn the circuit, varying the value of the ~apadtor. 

The obtained results appear in Fig 3.11(b), and suggest t~at the effective resistance 

of passing t.ransistors ie essentially independent of the, load, except for very small 

loads (for reference, the gate capac'itance of a minsize CMOS inverter,is O:03pF)., • 

Depletion transistors used as pull-ups in NMOS circuits are a particular ex­

ample of passing transistors, and it is shown elsewhére in this section that their . 
effective resistance is indeed independent of the capacitive load over a very wide 

range. 

Based on the expérimental results obtained above, the model assumes the ef- ~ 

fective resistance of passing transistors as beigg independent of the Joad. For e~h 

". 

'" 

, \ 
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D. GoOS Got 10 '. CL{ptJ 
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. 
Figure 3.11 Effecti~e resistance of a passing transistor as a function 

of the capacitive load. (a) Circuit used for'the experimen't 
(h) Obtaifled reSults plotted on a logarithmic scale. 

" 
transistor size two constant values are'employed to evaluate the effective reSlstance 

of pàsslog transistors. Thé value, se'ected during the simulation cycle depends on . \ 

, whether the' transistor is propagating alogie i or alogie 0, as explained in Section 

3.4.1: 

Switèblng transistors 

Fig. 3.12 shows a minsize static CMOS inverter, driven by' a step function, 
• • 1 

. and the equivaleni Re circuits fQr the tw~ pos~iblé output transitions~ The step 
, " ~ ~ 

function is chosen in order to avoid any influence on the results by the slope of the 
.. • ~ L J . -

input signal (see Seé. 3.4.3). 

, 
Figure 3.12 Equivalent RC circuits for the t~o possible tr:ansitions 

at the output of a CMOS inverter. , . 

'. 
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The inverter is assumed to be symmetrie with ~he ~hannel device approxi-
" 

niate~y twice as wide as t.he n-channel. Circuit simulation wu ,used to extiactt the 
, , 

values for the effective r~istance for the switching n- and p.channel deviçes trans-

mitting 0 and 1 r~pectively. For the n-chanrfel device the effective resis~ance is 

given by: ,. 
• 

(3.10) 

, , 

Similarly for the p-channel device transmitting a logic, l~ the eft'ective resistance ia 

siven by: , , 

l _~ 
t 

, , .' , 
, . ' 

(3.11) , 

" It is eyi~ent that both measured values 'include the eft'èct of the opposjt.e tran-
t • 

sistor switching OFF. If -'the transfer chàrac~ristic ~ syinmetric, 'Ai -= tll" and 

Relll s;:;j ReJ 12' then iL si~gle val~e wou'ld suffice to repreSe~t both the' n- and po: 
• t· 

~ , , . 
'~hannel ~evices. This means that a p-channél device ~ith a lengt'h./width, ratio . . 
L/W = 1/2 has the same efft!fctive resÎstance transrnitting a 1, as a 1/1 n-channel 
. . 

device transmitting a O. This fact has practicaJ importance in the implementation 
-' " . 

of the' modela, as p- and n- ~hannel transistors can be assumed to b~ of the, same 

type when tran8m~tting o~posite logie values, if ,a proper scalirrg factor Îe used to 

compensate for the size. 

'Oy changing the capacitive load, the variation of Ref 1 with CL shown Fig . 
. 

3.13, wu obtained. This result shows that 'the effective resistance is a function of 

CL, although for sufficientlyJarge G'" it becomes constant. It means that, for small 

Joads, the delay of the stage is not a Iinear function of the load, as compared to 
- .' 

large loads where the delay increases linearly with the Joad. It can he seen from the 
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Figure 3.13 Effective,'resistance of a switching transistor ~ 
a function ot the load. 

" 

"" 

nûmérical results, that the capacitance at whic:h 'Re,! J hecomes constant is much 
~ 'D' • ' • ~ 

." ,Iarge~ th~n".the one at' whieh the effective resistançe of tlfte 'saine transistor when 
• ,\-:>. -' , , • " 

,', 

, , 

'passing, becomes,eonstant (Fig~3.1l1' The' new delay mode! assumes ~he effective 
t • , • 

resistance of a swit~hin, tra~,istor as heing a fune,tion of the" load. 
,-

" . As an additional example, Fig. 3.14(b) shows the results for the NMOS stan-' 
" 1 \ 

dard inverter of Fig. 3.14(a), simulated with dilr~rent capacitive ((i,'ads. 
" • , ' l>, 

'Il 
~ 

1 t 
.. 1 t " 

1 1 

10 
'> ," • • 

Figure' 3.14 (a) NMOS inverter (h) Effective resistance of .the pull up and 
pulldown tra.nsistors as a function of 

the'capacitive load. 

" 

It can he se,en that white the effeCtÎv~ resÎstanee of the puU.down enhancement 

tr~n8iator v~riea, substantially with the l~d (up ta ~ value 'of O.5ptr) t}t, .effective 
.' . 
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If 

, 
.' 

, ,. 

, resistance of .the depJetion' lo~d re~aiM ap~roximately ~ons'tani (above O.05I?F). ,", 

This result gives (urther strength to the observation that the effective resistance of 

passing transistors 8uch as the depretion pull-up, can 'be assumed to be independent 

ofthe Joad, whereas the effec:tive'resistance ofswitching transistors (the pull down) ~ 
\ , 

is dearly a functiofl ~f the capadtive load. 
, \ 

To see the relation between transistor size and load, different transistor sizes . . 
were aimulated with various capacitive loads for each of the two p08sibl~ switc~ing 

conte~ts (see Sec. 3.4.1). Fig. 3.15(a) shows R,/I as a fun~'tion of CL for 4 n-channel 
\ 

transistor siles tranamitting a fogie O. The effective re:eistances are liven in /cOI sqr. 
t \ .... ... • 

Although di~erent transistor sizes have different effective resistance:s, the relative', 

variâtion of R,J 1 with CL ia the ~ame fQl' every transistor sÎze. Furthermore, for an " 

infinite load atl the transistors ha.ve the sa.me effective reaistance (on a per /sqr bas~s). 
, t' 1 

,'.This résistance, RM~t correapol,1ds to the case when' the delay of the' transi~tor 

bec:omes linear with the Joad. 

1 " , 

t • 1 

,0 

4 

1. 
1 

, , 

Figure 3.15 (a) Effective resistance as a funttion of the size and load. 
~ (~) Re" as a (unc1.Îon of C,..'mt/CL. 
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~~e value of CLat which the, ~ffectivê resiat~ce becomes constant~ ~e~~tc:d 
, " 

by Cnorii, ;s a ,characterietic bf each transistor size~ and can be CIetermined by, 

running 'simulations on simple sté.gés. The quantity cn~mlà.L is a measure of th~ 

relative load of a stage, and tlae var-iat;on 01 ReJ 1 with th;8 quanlitv i8 (ndependent 

0/ the si:t'/J! the transistor. This ~elation is shown in Fi~. d3.1S(b). Thé"reCore; 

a table containing Rel! as a. f~nction oC C~omICc. ca'n be used to extract t~e 

'value oC th~ effective rési~tance (on a per/sqr buis)' Cor any transistor size, as a 

Cunction of the load. 'Th~ ~alue' e?Ctract~d from the tabl; must be multiplied by' the 

number oC squares of,the correspondi~g transistor to obtain the absolute valu'e of the 

" effective r~istance. For each transistor type two such tables are needed d~pel1,ding 

.on whether the transistor is transmitting a logic ~l or alogie: O. 
, ~ 

Thé model, thereCore, reads the value. oC Cnom for different transistor aizés, and 
, , 

has ~ne table containing the val~e of ReJI Cor different CnomIC,'s. The,val.ue of. 
the effective reâistance is ~xtracted from the table, during simulation. The quantity 

, -
CnornleL is (omputed every time the effeétive resistance of a switching tr~nsistor 

,is needed,_ due to the dependence. of the transistor's .,effective load CL on th~ con­

nectivity of the circuit. In other words, ~he delay of a switching device is a functi~n 

of its dynamic load, as iIIustratéd in the example of Fig. 3.16(80). The delay at the . ' 

output of the invertèr depends on whether the transmission gaie is ON or OFF, as 

the SPICE ~«:Ilults of Fig. °3.~6(h) sugest. For the first case the load at nod~':A 

is Ch whereu, when the transmission gaté is ON, the load at A is appro)(imately 

3.4.3 Input slope dependeoce { 

Au important factor which affècts delays in MOS circuits is the gate waveform 

shape. If a tr~~sistor turns ON instant,neousIY. th~n its full driving power ls applled 
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Figure 3.16 Oynamic loading 1a) The load at node A' is varied by 
turning ON-or OFF the transmission gate. (b) SPICE delays obtained 

, -', . for bath cases., '. ' 

to the oùtpuî, capacitance, ~nd t~e transistor has & low effective resÏstance. If. on 
, 

the other hand, ,the ~ransistor turns slowly, t~én iî may do much of the work wbile . ' 

only part'iaUy ttirned-ON. [n this,case the effecti~e resistance will b~ higher.' This . ' , ..,. . 
is illustrated in Fig. 3.17.(a). The delay of the transistor can be:roughly éxpressed 

,(3.13.â) 

and 

- (3. 13.h) 

where ld,fjv is 'the a"erage ~hannel current flowing in the transistQr, ~ V. is the 

variation in thè v~lta.ge &Cross thè capacitance, CI._ 'For fast signais, Vii. ie not- able 

ta' follow Vg .. an~ fuU current. Id initially drives the capacitance as shown in, Fig. ~ 

.3.17(b}. In ,the case of sl,ow signais. VII, foUoAYs V". and bence, the current Id is,' 
1 ~.. / - ' 

VI ,~ 

,lower (Fig. 3.17(b). The reault ilS that, the effective resistance of a transistor driven 

'by a slow signal is biger than t~at of a transistor driven by a (as' si~nal. 
ln ~OS circuits, it ilS assumed that ail the tralUlitions àre monotonie in nature, 

, , 
and that they difrer, fronl eaeh 'other only in their slope. Tbere(ore the etrect of ,the . ' , 

gate voltage rise ~ime' on the delar is referred to Ba the effect of the,slope. 
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Figure 3.17 (a) The slope of the transistor's gate. signal is varied. 
. . . (bl rd in the O~<har~teristic ror C .. t and sI,:", signal. 

, Quantification of the in~ut slope 

In most MOS circ'uits. the output rise/fall ~ime of a stage cari be assumed to 

be proportion al to the delay ·of the stage, due to the f&ct that Most of the delay 
, 

is transitionaJ and not inertial. Fig. 3.18(a) shows a static CMOS inverter. The 
" ' 

output rise time ~$ changed by varying the capacitivé load connec~d at the output 

oÙ}:le inverter. Fig. 3.i.S(b) shows the output delay (ns) plotted against the output 
. ; 

.rise time ( Defined as the time it takes the signal to rise from l~% to 90% ôf its -

final v,al,.e). 
" 

(a) .. 

Figure 3.18 The, output rise-time as a function of the delay~ 

The Iinearity in the graph provides the foundation for the previous statem~nt . . 
, , W 1 

that the slope of a signal is proportional to the delay of the stage that gen~rates 

" 
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it. Thererorè. th4t slopf' '()f the' input waveform can be, equivalently quantified in , 

terms of thê delay of th .. ~riving stage. denoted as prevÎous dttall, tpd. Fig 3.19 
~ • ~ ..... 1 

sh()ws the efféct of the increase in thf' previous dèlay on the effective resistance of 
. ~ 

'a ~witching transistor. with resp'ect ~o the effective resistance obtained for. a step 

- - - - - ...... - - - - - ----- -- - - -- --

1 10 

• 
10 

1 
.1 
1 

>. , 

1 
1 
1 
,1 

j 
1 

Figure 3.19.The effecti;ve 'r~istance as a fundion of the previous, delay, ~pd • 
. 
,\ 

The lllop,e r~tio 
, , <.-

The effect .'of the sJope of thè input wavetarm on the effective resistance itself , . 
• 1 ~ ~ 

dépends an' both the ~ize of the ,transistor:and its Joad; ln genera.!, stage$ driving 
{ . ~ , 

I*,e loads-or th08e with 'narrow transistors are less ~ffected 'by the slape than stagJs 
l ,# 

with small,laads or w~d~ tr~nsistors. the methad used ta compensate for the sÎope 
. . 

effect is based on Ousterhout 's discovery that ail ~hese factors can be combined inta 
, • (0, . -

a single ratio IOus84j. lri the 'present context, an intrinsic delay.,td~, is defined ~ 

the delay of t,he ,tr~nsistor driven by a step fun~tion. and is obt~ined by multiplying 

thé J9ad driven by"the transj'stor by -the effective .resistance c:otresponding to ,that 
, 

I~. This effective resis,tance will.~e,d~noted by ReJ/,fep and,is obtaine.d,f!om a 

, table as d~cribec,t in the prev.iaus- ~ecLlon. Néxt, the alope ratio, SR = tdt/t"dt is 
, " 
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, . defin,ed as th~, i~trinsic delay divided by the' pr~vious delay. The slope ratio i~ a 
, 

mèa.sure of how much a stage is affected by a given' Înput'slope, and as experimel'\tal . . 
re5l1lts show, it is approzimately indtpen~ent QI the lood and size ; the stage. A . 

big slope ratio means that the input slope has,littlé effect on the delay of the stage, 

while ~ stage with a small slope ratio is strongly aft'ected by the input slop~ 
- -;- --.--,. M' -:, 

• 
..J. • 

'l 
.. .. 
a 

1 

" 

, - ., 10 IR -...... 
... , ""-.",-

, ' Figure 3.20 '~[ultiplying factor, M F-1îs"a function of the slope ratio, SR. 
, • ' il 

. 
Fig 3.20 shows the influ~nce oC the slope ratio on the' factor MF -by which the l 

e~ective resi~tance, ReJ l "t~p must 'be mUltiplie,d to be adjusted for the input slope. 

The mul~\plying factor is dèfi~ed as: 

where R~f Iltfl" ~ effective resist~ce of lite ,transistor driven by a. step function 

~ , and R:~f: is the 'effeétive resis~ance ~(the tr~nsi~tor wJt,en' driven ,by a signal whose 

delay, is t pd: 

. ,J'h~ model, computes the s!ope ratio thr switching, t~a.nsistors ~nd subsequ~ntl~ 
~ '. • '1- 4 

extrads the value 9f a multiplying~factor by which the effective resistance!'previously 

r~und in the lo~p. table. i~ mllitiplied. 
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3.5 The simulator'and the mode} 

During the preprocessing step, McSLADE computes the values of the node 

capacitances, using technology data supplied by the user, and 'layout information 
• '. f 

which can be provided by ,a circuit extractor. Aiso during the preprocessing, the 

simulator partitions the cirçuit into transistQr groups IBry80j, as described in Sec­

tion 2.5. A transis'tor group is evaluated whenever an event has occurred on one of . ' 

its inputs. This évaluation includes three stepsj logic.evalu~tion, delay calculation, 

an4 scheduling. After the logie evaluation is performed on the switch rretwork of 

the tr~nsistor gro~~: the logie values propagating through the different transistors 

of the group, a.nd the direction of the propagation are known. Next, the simula­

tor builds the Re modèl of the network, on the basis of which the delays are to 
" " 

be calculated using the Lin and Mead approach (Sec. 2.5.2). The transistor or 

transistors that have been turned 0 N by the present event are treated as switch- • 
, ,< 

ing transis~ors, for the efective resistan~e extraction. The other transistors inside 

the group that were already ON are treated as passing trartsistors. As the logie 

values propagating through the transistors are also known, each transistor can be 

completely categorized according, to it~ eontext. For the passing transistors, the 

effective resistance is obtained directly a~cording to the size of the transistor and 

,the logie value propagating thr~h it. 
1 • ' 

The effectiv-e resistanee of'the switching transistors, on the other hand, is eval­

uated in thr~ step's as folIows: 
. ' 

1- The value of C nom corresponding to the size of the switehing trans'istor is read. . ... . 
2 The effective resistanee is extracted from a table according to the load driven 

by the transistor (the Refl obtained corresponds to the transistor"driven by a 

step function). 
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3 The effective resistance is a~justed for die slope of the gate signal, by extracting 

a value from tl)e second tab1e according to the slope ratio, and multiplying i,t 

by the value obtained in step 2. 

The complete model consists of 4 basic values for each transistor type, and 

two sets of two small tables each. The basic values are two effective resistances for 

the transistor passing a 1 and pé!Ssing a 0, respectively, and two values of Cnom 
• 

for the switching trans!stor transmitting alogie 1 and alogie O. Each set of tables 

corresponds to the two different logic va!ue (0 or 1) that may propagate through the . 
transistor. The two tables within each set are one table of the effective resistance 

as a function of the load, and another of the multiplying factor as a function of the 

slope ratio. 

For CM OS circuits, the same set of tables can be used for the n- and p-channel 

<levices. One set corresponds to n-channel devices transmitting a l'and p-channel 

devices transmitting a. O. The second set is used for the opposite case, namely 

n- and p-'channel transistors t~a~smjil!ng 1 and 0, respectively. Th~ C use of only 

two sets of tables (instead of four) is possible due to the fact that a p-channel 

device with a length/width relation of 1/2 has the sam~ effective resistance as. 
. 

a 1/1 n':channel de"ice when transmitting opppsite logie values. Therefore, if an 

appropriate scaling factor is 'used for the size, n- and, p-channel devices transmitting 

opposite IQgic values can be assumed to be of the same type. For NMOS circuits, -. 
the enha.ncement devices are treated ln the same manner as the n-channel devices in 

CMOS. Depletion putl-up transistors, on the other hand, are a)ways considered as . 
passing tran,sistors for output low-to-high .transitions. For high-to-lôw transitions 

they are considered OFF. , . 
'k .' Once the Re network has been bU'i'lt, the delays are caJculated, and those 

\ 

nodes that have chaq.ged state are put ln t~ ~vent scheduler. The time at whi~h 

\ 
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the change in the node state wU) ()('cur is computed by adding the calculated delay 

at the node 10 the' present simulation time. 

a,e E~rad;Dg· ~nd",.pru:tiDI!.. the model \ ._\. ' 

This section iIIustrates a sfstematic way· of obtaining the values u8~d by the 
, 

.., 1 l , ~ .... 

model developed in the previous sections. This model is analytically, independent of 
n , • 

the integrated circuit te<"hnology process. However~ every time'teëhnology changes 
, ~ 

occur, the- numerical valu4>s used by the model m~t be reevaluated. 

3.6.1 Capacitance extract~on \ 
.. 

The switch-level ~apacitanCe mode 1 is evalua.t~d. on the basis of tèChnology-
• , l ' 

parameters similar to those used by SPICE, as shown in Section 3.3. These param~ 
;Z , 

eters, sUffilI!.arized in' Table 3. 1. ~re known for any le pro,cess, ther~fore the tiser 

'has oqly to update them in the technology file read 'by' the simulator during' the 
j1 " J 

. " preprocessing step (~ee S'ec. 3:3). 

EffeC~ive resistaDe~ èxtra~tio~ 
" 
~ 

" 

.. ' l'he model used. for the evàluation of the effective resistapce is more ~omplex 
-
an~ invoives performing circuit simul~tion on sorne _basic~configuratiions. ' 

~ t' 1 ., . .' 
Prior to the model extraction, proper threshold"voltagéS for~both CMOS and, 

• c , , '('\ 

NMOS circuits must be c~osen. As mentioned in section, 3.2. the th&~hold:wili be 
~ , '.' .. .. \ 

that of.the standard minsize inverter. Fig. 3.21 stiows .t.lte rnil}size inverter. 'and 
, \. ~:;.. ~ 

-fhe obtained transfer characleristic. Jor both' N~OS 'and ,(~MOS c~s. From' the . , , 

'tr~nsfer characteristAcs;-the nunieric~l values obt~iit~d ~9r thë,threshold voltages a~e 

for NMOS' tir-c.utts. Vth , :,:'2j v~lt~ and for CMOS circuits: Vth',== 2.5.volts: Th~e 
•• : ~j... ~ \ Q .'~" ., ~ 

~lues were u!'>ed in the ~xt~action ilni assessm)m,t :f ~he mode" 

, 
" 

~ ..... 
. \ .' ,. , , 

, 1 .' .. -. 
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Figure 3.21 Threshold extraction for (a) NMOS (b) CMOS. 

Passing transistors 

Two values must be obtained each for the transistor transmitting a Jogie 1 and 

alogie 0 (Iow:to-high and high-to-Iow transitions, respettively) for every transistor 

size. For that purp05e, two different circuits are proposed bdow for n-channel 

transi8to~ as shown in Fig .. 3.22 for CMOS circuits. 

Ca. , I
o.1Pf 

." 

Figure 3.22 Extraction of the effective "resistanee of passing 
. . .' transistors for CMOS. ' .' 

In cirfuit (a) for a = 1 and Il : 0 -- 1 ( b swÎtcltes fro~ 0 to ll'the high~to-low , , 

transition. value (propagation of!" log\e 0) can be obtaine~ for passing transistor 
, ' .. 

T2, by t~king the time from the voltag~ at en crossing a threshold .~o the voltage at 
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ç: L crossing the same threshold. For a =-:: land b: 1 - 0 the low-to-high transition . , 
o _ 

value may be obtained. In circuit (b) the method is to induce the transition at the 

output of the inverter and measure the propaga~ion delay through the ON transistor 

Tl. The values of Rell obtained in circuits (al and (b) for the transmission of both 
, \ 

a (ogie l and alogie 0, appear'Ïn Table 3.5. 
" 1 .. 

Logic 'Value Fig.3~22 td(ns) ReU(kO) 
0 (a) 1.5 15 
0 (h) • \ 1.7 17 
1 (a) 2.5 25 
1 (h) 2.8. p 28 

Table 3.5 Values-of Re/l for th~ n-channel pass trahsistor. 

Altough the values for Ref 1 obtained in both circuits of Fig. 3.22 for a given 

logie value are not equal, they are close enough to assume that a ,single value, for 

each of the two possible propagations (Iogie 1 or logie 0) suffieeS to represent the 
, ' 

effective resistance. In other words, either circuit of the two shown in Fig. 3.22 

can he WIed to extract the two effective resistan~es needed for passing transistors. 

A simi1ar procedure' must be follQwed for p-cbannel devices, in which ease il 2-

input NOR gate. can b«:- used. As for NMOS circuits. the eff~~ive resistance of 
~ .' . 

depletion puJl-ups can lie' obtaiped from a si~ple inverter simulating the output 

I()w-to-high~' transition with a medium size load. The effective resistance of the 

e!lhancement devices can be obtained using the simplf! configura.tions shown in Fig. 

3'.23, °Coltowing tlt~ same procedure as for the CMOS case. 

The ~umber of transistor sizes wnose passing effe<:tive resistances are evaluated 

depends on the p~rtjcuJar circuit to be simulated. However, If this circuit includes 

transistor sizes whosè passing resista'nce is not available, it (an be approximated by 

t 
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Figure 3.23 Extraction of the éffeétive iresistance of passing 
, - \ NMOS transistors 

applying linear interpolation/extrapolation to existing values. Table 3.6(a) shows 

th~ passing effecti~e resistances obtained for 4 dift'erent sizes of n-channel t~ansistors. 
, " 

, 
Switching transistors 

For each switching coitlext (see Table 3.4) two tables must be built:. one table 
, " 

to ex~ract the value of the effective resista~ce as a function of Cnom/CL; and the .. 

second table to adjust the Re!! with the slope of the driving ~ignal. 
. . 

The procedure used to ob tain 'the entries for the tables for a switching n-channel 

transistor transmitting alogie 0 is described below. , 

First step: Evaluation of Cnam for transistors of different sizes. It is obtained by 

performing simu.lations on a simple inverter varying the capadtive loàq. The load , ~ 

at which Rel! becomes constant is Cnom . The ex periment Îs repeated for various 
, 

tr~ftsistor sizes ùsing the circui~s show~ il).. Fig. 3,24(a) for X~[OS and CMOS. 
\ 

However, in' cases where the value of C nom is not available for a particular transistor , " 

size, the ,model approxima~es it by means of Iinèar interpolation or extrapolation 

using existing value~ from other t~ansi~tor sizes. This is ilIustrated in Fig. 3.24.(b), , 

where C"om ~s plotted as a function of the transistor size for the CMOS n-channel 

72 (; 

" 

~."" J 



{. 

, . 

. . 

(" . 

devices. For example, jf lint"&r extrapolation -were used fot tbe transistor with 

'LjW = '1/10. the res~lting value of C"om' would be 5pF instea~ of 4.7pF. ~btained 
from simulation . 

'1.. 

(e) " 

Figure 3.24 Extraction of the values of C"om for NMOS and CMOS for 
- different transistor sizes. 

Second atep:, Evaluation of R", as a functiôn of C nom/ CL. By taking any transistor - -.. 

s~e. the entries of the table can be obtaiited by performing several simulations on 
f • 

the inverter, driving it with a step function, and varyirig the load CL as shown in Fig 

3.24: The effective resistance for -each CnomlC L must b.e expressed in kO/ sqr. If the 

number of entries in the table ia between 15 and 20. interpolation may be avoided 

during simulation. If the particular value o( Cn.omle, does not appear in the tab4e. 

the -program chooses the Rt! 1 cortesponding to the closest larger C nom/ CL existing 

in the ta:ble. 

, 

Thirf:l "tep: Evaluation of the ~t.tltiplYing factor as a fun5tio~ of the ,slope ratio~ 
, . 

The configuration used to pxtract the multiplying factor as a fllnction of the slope 

ratio fo-r the n-channel transistor Tl appears in Fig. 3.25 . 
. . 
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FigUre 3.25 Extraction of the m~ltiplying factor ~ a function 
o.f the ",ôperatio . 

, .. , 

From the' previous ste!>, the effective resÎ8tance of transistor T3 when oriven 

-by a step function; Re/flt.p' is. known. "The slope at the input of the righthand 

. Inverter is changed. by varying ('~:. Th~ delay of th~ first inv~rter~ me~ured at 
.' , 

N2, Î8 the previous delay, tpd~ for the second invert~r, and is used to evaluate the 
o , 

slope ratio, SR ;::; RclJltepCc./tpd. -~he diffe~ent doe!,ays ~btained at the butput, 
.. ... \ 

of the rightmost inverter as the slope changes, are useà to compute th~ e , 
resÎ8tance of transistor T3. By dividing the,obtai!led value of R'II by Rell.ttp ,..the 

-~ m~ltiplying factor, MF, is obtained for .a ~iven slope ratio. The' value of Cl. may 
, . ' 

be~h08én arbitrarily. The number of entries in the table depends on th~ type of 

circuit to be simulated, although for m~t MOS circuits. between 10 an9' 15 .entri~ 

will su~ce to avoid iDterpôlatio~. .r 

The two tables obtained from the procedure above are also used. to' evaluate. .. 
the effettive resistance of a. p-channel transistor transmitting a logie,O. as explained 

in Sktion .3.5. 
~ . 

For the switching transistors transmitting bad values, namely n-channel devices 

propagating a 1 or p-channel devic(>s propagating a O. a similar procedure must be 

followed to compute the values for the tables. with the differt'jce that the inverter 
_,'II-

can Dot be used for that purpose. lnstead. the 2-input NAND gate shown in Fig. 
, -
3.26"can be used. If b = 0 and a: 0 - l. the n-channel transistor Tl is transmitting 
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&> logic 1. By varying the capacitance C:nl first and the slope of the signal driving 

Tl next;the two tables can be obtained. These two tables will be used to compute 
,( 

the eff'ectiv~ resista~ce of. the n- and p-channel transistors transrnittlng a Jogic 1 

~d 0, ,respectively. 

,~ '. 

, -

, . . ' 
:. .. 

" ' 

Figure 3.26 é'i~(,juit 'used for 'the. ~ti~n of the m~de' fo~ ~ s~tcbing 
. n-channel transistor transmitting al., ' 

{' 

': T~e complete model fo.! the Northern Telecom CM~S ~B p'roce$s ft shown in 

T~bl~·.3.6 .. They include the aaj~tmerlt tables for the rôad '~nd the' slope, and 
" '\ • >1 • 

'. ,~1u~ for),assing r~i8~ces· and. CnYm:s for four transistor sizes. In the tàbles 

Rono corresponds to the:etrèctive resistance of a passing transistor ttansmitting a 

'o~ ~nd' R~nl 'denotes ,the effectiv;e resistance of a passing ~ransisto~transmitting, 
a. 1. Ont/FRo and C~~ml denote the C"V~ switching transistor transmitting 

.. . :. .~-/. 
reSpectively, alogie 0 and alogie 1. Tab1es 4.6(b} and 4.6(c) correspond to the 

. -
case when n and p-chânnel transistors propagate logic 0 and 1 respectively, whereas 

4.6(d) and 4.6(e) correspond to the opposite case. A complete example of how the 
, " 

tables are used ta calculate thé effective resistances is shown in Stction 4.1 
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Size (LjW) Rono{kO) • RO"l (/dl) Cnomt,t(pF) C"om l (pF) 
1/1 lS ' 25 0.5 0.4 
1/2 9 14 , 1 0.7 
1/4 5 9 1.8 1.5 

1/10 2 4 4.1 3.7 
/ 

Table. 3.6( a} '~asié, Parameters for 4 'different n-èhannel transistors. 

Cnom/CL R/l1J(kfljsqr) 
, . 

1 12 
1.5 13 / 

2.5 14 
3.5 15 
5 16 

5.6" 1· 11 , 

r- 6.2 1 18 
9.4 20 
12.5 22 
16 

, 
25 . 

" 
20 ' 29 
25 .... 34 , 

30' 40 
35 44 

Table 3.6 (bfRefl as ~ function ofCnorn!CL. (or n- and p-channel 
" . devices tt::ahsmiUing (0 and 1 respectively. , " 
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;----- -
SR = R'If,ltepCLltpd MF = Relll R'IIIt,p) 

, 
4 1 
3 1.2 

1.8 ,1.4 
1 1.6 

Q.73 1.9 
0.46 2.2 
0.35 2.5 
0.23 2.8 
0.2 3.0 
0.16 1 3.3 
0.12 3.6 
0.1 3.8 , ' 
0.01 

. 
4.4 , 

0.05 5 
. 0.03 5.5" .. 

0.02 6.5' 
#- . 

~, 

Table 3.6(e) Multiplyir:tS' filCtor. MF, a's, a function ~f Slope n.atio, SR, for n- and " 
p-channel device:s ~tansmitting 0 and ,1 respectively. 

" ' 

'Ono,"IOr. , RelJ(kOJ sqr) 
. 1 15 
, 3.5 16 

6 18 , 

10 , 20 
16 24 

1---
26 30 

'Table 3,.6 (d) Rell .. a function of C"t,~/CL. n- and p-type transistors 
transmi.tting 1 and 0 respectively. 

"" 

71 

, 
J 

, " ", 

.. 

"~ 



t 
f 

i' 
~ 

, , 

, 
f 

" , 

, 

,( 

-, 

;. , 

.-

,. 
- , ' 

i 

.' 

SR = Rel/dcpCL/tpd ,MF.. = Reid Re/f.,.,,) 
3 1 

2.3 '1.3 
1.$ 1 1.6 ) 

0.15 ' 3.5 
,0.25 5.1 
.0.15 8 

\ 

Ta~le ~J.(S(e) Multiplying f{Ktor, MF~ as'a function of Siope Ratio, SR, for. 
n- and p-type devices transmitting a 1 and a 0 respectively. 
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CHAPTER4 

o 1 

EXPERIMEN1'S AND RESULTS 

The model described in Chapter 3 has been incorporated into a new switch leveJ 

'simtdator, MéSLADE (Kh0851, written in C and running ,!nder UNIX 1.2 BSD on 

, a VAX 11/750. This chapter presents a wide variety of MOS circuits used to test 

the model. Comparisons between SPICE (MOS2 model) and the new m!>del. on the 

buis of the definition of delay °given in .~ectioq 3.2, ~e ~~~?ted. Where relevant. 

simulator 8tatistic~ such as speed ~nd overhead associated with the delay evaluation 

are supplied. Emphasis is gi~en to 'CMOS circuits both static and dynami~, because ~ 

vel'y little has been published iri previouS work on CMOS. althollgh sorne NMOS 

exampl~ ar~ also included. The examples COyer diff'~rent ~pects involved in the 

delay':}"lculation of digital MOS circuits. sueh as different loads and transistor 

.sizee,' special'-<structures. Cast ~nd slow signais, etc. The results are used to assess 

the model in terms of accuracy, speed, and efliciency, and to show its limitati~ns. 

, Th~wing notation is used throughout the remainder,of the ehapter: ,,---., . . 

1: High (ogie ~ue. 

'0: Low (ogie value. 

a: 1 -+ 0: Node a switches from logic L to logie Q. ' 
ta 

, , 

" 

" 

• a: 0 -+ 1: Node a switches from logie 0 to logie 1-"... , ... . 
J t'A: Outpüt low-to-high transition delay time. .. ~;" 

tAl: Output high-to-Iow transition delay time . 

, - , 

1 
" .. ~ '. -.-:-

. '. 
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, t 

td:, Required delay (thl or t'h). 

PATH Nl - N2: Two n<?des (NI and N2) b~tween which the delay is evaluated. 

tpd: Del41Y of the qriving stage (previous delay) . 

. R;no: Effective resistance of a passing transistor, ~, transmit'ting a o • 

. Rr"l: Effective resistance ~f a passi~g transistor, T, transmitting a t. 

!lIwo: Effective resistaiic~ of a .switching transistor, T, transmitting a O. 

R;;"1: Effective resistance of a'switèhing transistor, T, transmitting a '1. 

Rel/ / sqr: Effective resistance per squàre of area. . " 

Note: Ail the capacitances which appear in the dia~rams correspond to "the total' 

capacitance of the node, which consists of the transistor's terminal capacitances 
'. 

and an externat capacitor that may have been added io the node. 

4.1 2 input CMOS NAND gate 

~ ,!: ! 

, This examp)e ilJustrates" step Dy step,. th47 extraction of the valu~ of the effèctive 

resjstance, -from the different tables as required by the new model. The expressions 

used. for computing the delay. using the Lin and Mead algoritlim are s~own as weil. 

Fig.,4.1(a) shows a 2 input CMOS. NAND gate. ,The equivalent RO network used 

to compute the delay for the case in which (1 = 1 and b : 0 -+ 1 appears in Fi~ 

4.1(b)._~ t 

The delay 'at the output node of the gate is given by ( from Èq. (2.14) ): 

" (4.1) 

.Rr;o corresponds to.the effective resistanè~ of the pass'hlg n-channel transisto~ T2 

'trans~itting a 0, anq is obtained directl~ fio'm Table 3.6~a). 
" . .', \ 

- ." 
\ \ 

\ 
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(a) 

Tf 
Re. 

Figure· 4.1 (a) CMOS NA ND g~te. (b) equiva.lent Re network'. 

As ror R;~(., the effective resistance of the switching transistor Tl propagating a . ) 

low I~gic value, t,he following steps must be executed to; obtain its value. 

1. Extract the value of Cn.>m according to' the size and type of the transistor. ,From 
, ' 

T~ble ;J.6(a): 

C"om = IpF 

2. Compute Cnom/CL;' As can be seen from Fig. 4.1 the total' dynamic load 

connectëd to transisto,r Tl is given by: 

Cnom/CL = IpF !O.ll!ip'F = 8.69 

,3. Obtain the value-of the efrectivé resistance per square 'area as a function of 

Cnom,/CLI from table 3:6(b) 

) 
R~lIlsqr -- 19KO/sqr 

1;; .'* 

. 4. T~is value. Reffiaqr. must ~t' multiplied by the n'umber of squares (1/2 in this 
, . 

case) to obtain the valut> of He Il :/r/I' éorr~5ponding tà -the size and load of the 

~I 

, '. 

.. 

. '" 

, \ 
.' 
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, . 

transistor. when driven' br a step fûnction. 

Re/r;tep = JR~II/sqr) (#=sqr's) ~ (19kO/ sqr)(1/2sqr' s) = 9.5kO 
.. ' 
\ 

Note: P'"ch~el transistors transmitting a 1 are treated as n-channel transistors 
li> 

transmitting a 0, but with a double number of squares as their actual dimensions. , 

In,the circuit of Fig. 4.1 ~hen evaluat~ng the"effective resistance of the 1/2 p-channel 

deviee.s, the model multiplies Ref! by·l square hlstead of by 0.5. 

~. ~Comp~te the slope ratio, SR. 

SR - R C / - 9.5kOO.1l5pF' - 078 - eJ 1 t L tpd - - • 
'r ' : a ;p , \ lAns l' , " 

Where tpd corresponds to t,he- previous delay, ~h in the example is the delay ôt 

the driving inverter (tpd = lAns), 

6. The final value of t~ eff~tive r~~tanee for trans,istor Tl is obtained, by mul~ 

tiplying Ref f ~hp ,obtairted in step 4 by' the multiplying factor, MF, extracted from: 
, 

table 3.6(c), acco,rding to the slope r~tio. 

. -. 
. ., 

Hence . . 
R;~o ~ Ri' 1 ;tep MF = (9.5) (1.9) - _18kO 

~ . 
.Jl'he' delay at the output of th~ gat~ given by (4.1) is then ,~al t~: 

, , 
, , 

lM = l8kOO.1l5pF +9kOO:lpF = 2.9ns , 
. , 

1'~orTe~ponding SPICE result gives a delay equal to 3',2ns .. . . 
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4.2 CMOS N AND-NOR circ-uit 

Fig 4.2 shows a 4-input CMOS 'iA~D ga.t~ driving a 3-input NOR gate. Ali 

the transistors are minsiie (Li Ho - n : L/l.p : 1/2). The input of the NA~D 

gate is driven by an inH'rtt't Two different cases are considered, [n case (a) tlfe 

output of the N AND GATE, 8,. ih switching rrom high to low, due lo a high-to-

low ~ransition at input d. whil~ the othef !'lAND inputs remain at logie high. The 

ch~nge in'SL, which is connectt"d to one of the inputs of the NOR gate causes, in 

turn, a transition from 0 to l. al the output of the NOR gate, S2. (t!! and f are hel~ 

fixed at el. In case (b), d switches from 1 .... 0 ca~ing the output of the N AND 

gale to go froll} lo~ to high, and the output of the NOR gate to go from high to 

low. In both cases the load capacitance CL! is varied to change the slope of the 

signal driving the input of the NOR gaté, 50 that the effect of the slope can be 

an~d. Fig. 4.2(b) shows the equivalent Re J\etworks for case (a). Cft represents 

the node capadtance of two transistors in series resulting From adding the source 

capacitance of one transistor to the drain capacitance of the other. The Lin and 

Mead expressions used to calculate the delays in case (al are: 

where R;~o' the effective resistance of the switching transistor T4, is first adjusted 

with the load CL 1 t-3Cn , and then- with the delay of the driving inverter (tpd= 1.4n5). 

At S2: 

~ , 

whe,e R,!.z • the effective resist'll.nce of the switching p-channel transistor TT trans-
l . 

mitting a 1, is a< function of the load CC.2 and the delay of the driving NAND gate. 

; . 

Q 



In this case. because the node capacitances between T5 and T6 and between T6 
o 

and T7 are initially charged to the final value 1, they do not influence the delay at 

S2 [Lin84j. Tables -t.2(a) and 4.2(b) compa.re the delay calculations, at the output 

node of the gates, for each of tne two cases, (a) and (b), with SPICE. The delays 

, obtained from the input of the ~A;'\fD gate to the output of the ~OR gate for 

the different situations are in all the cases within a 10% agreement with SPICE, 

although the delays obtained for the individual gates are in sorne cases within 30% 

of SPICE. 

An interesting situation arises in the evaluation of the delay oC the NOR ga.te 

in case (h) when CLl = lOpF (A very slow signal is applied to the input of the 

NOR gate). For very slow signais, and for a stage with a small slope ra.tio as the 

NOR gate, there is a significant overestimation of the delay by the new modél, due 

to ~he fact that as the ~ise time of the input signal increases, the delay decreases 

and eventually reaches O. This situation can not be predicted by the model. because 

-
it "assumes that the delay oC the driven stage increases as the delay of the driving 

stage iDcreases by a ratio which depends on the slope ratio of the stage. 

4.3 CMOS Sbift Register Cell 

Fig. 4.3 (a) shows a CMOS shift register cell composed of two standard invert­

ers and two transmission gates. Two different cases are considered. ln the first case, 

both transmission gates are already ON when the signal propagates through them. 

In the second case the transmission gate, TGt, is turned ON after the transition at 

the output of inverter [NV1 has settled. The equivalent Re networks of the trans­

mission gates include reconvergent paths. therefore, the nod.e.splitting technique 

must be used to evaluate the delays (Sec. 2.5). It must be noted that WRen the 

transmission gate is transmitting a""iogic value, the effective resistance of each of the 

84 
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istors must be eva.luated according to this value, i.e., if the gate is trans-

mitti a 1 the effective resistance of both the p- and n-channel devices correspond 
\ , 

ta the 0 ase when a 1 is being transmitted. If the transmission gate is passing, the 

two /leV J's à.re obtained directly from the technology file ( Table 3.6(&)). If both 

transis~ors are switching al the same time, the values are obtained from different 

tables ir the model (see Sec. 3.6), If the transistot1f switch at different times, the 

one Whl,.kh switches first is considered as passi~g when the second transistor switches 

to ON separate evaluations by the simulator). 
1 

Fi~. 4.3(b) shows the different RC networks used ta evaluate the delay as 

the signal propagates through the shift register ceU. The estimated delays and 
! 

SPICE tesults for both of the cases mentioned .. bove appea.r in T'ables 4.3(a) and 
1 

4.3(b). The obtained results show that the model estimation of the propagation de-
I 

lay thro~gh a switching transmission gate is accurate, whereas the delay calculated 
1 C t 

for a puring transmission gate is underestimated by about 50%. However, this fact 

will hav~ little effect in the overall performance of the model, given the negligible 

delay of 1 assing transmission gates as compared to the delays of other comp.onents.· 

of the cir uit. 

! • 

- , 
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FiS 4;:Z (a) A NAND ,ate drivea a NOR gate. 
(b) Equivalent Re networb for cue (a) shown ai foot of Table 4..2(a). 

: CLdpF) PATH - -taISP/CE/(n .. ) td]McSLADE](nll) 
" 

j' , 
r 
J.O 

d-S1 7.1 5.2 
0 SI -S2 9.3 10 

d- S2 16.4 15.:! 
1 • , d - SI 16.5 16.5 
~ 

1 
J: 
! 
~, 
i!-
l<' 

0.2 SI - 82 13 . 12.3 
d - S2 29.5 28.2 
d-SI 30.4 32.5 

0.5 S, -83 17.8 .. 14.1 
d-52 48.2 46.6 , 

d - 51 260.1 289 ~ 

5 S, -S2 45.2 32 ' 
t 
~ 
t 

J 
t 

d- 52 305.3 3U 

Table 4.2 (a) Case (a): CI 'T' b = c = l, e = f = 0, d = 0 - l, CL'l = O.13pF 

CLI(pF) PATH t.I/SPICE] (n .. ) t .. IMeS LADE](n.) 

. d - SI 2.7 2.6 
0 SI - 52 . 4.8 , 4.8 

d- S2 7.5 . 7.4 
d- SI 9.5 8.2 

0.5 SI - $2 7.5 , 8.1 
d -$2 . 17 16,3 
d-$1 15.8 13 

1 SI -~'l. 9 8.9 
d- 52 24.8 21.9 • 
d-SI 129 ~ . 1%1 

10 SI - S2 9 
. 

20 
d - 82 138 ,141 

Table 4.2 (b) Case (b): CI = b = c :: l,e = f =: 1,d = 1 ..... O,CL2 = 0.2,3pF 

a8 
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(e) 

ft, .~ 
r 

'Ig. 4.1 (a) Static CMOS Shüt Regis. Cell 
(b), Eq'livalent Re networu for a higb.to-Jow trauition at CI 

PATH td!S PIC EI(",) t,,!McSLADE/C"·) 
Il - SI " 

1.7 U 
S, -S2 0.9 0.5 

J 

~-~3 2.3 2.5 
S" -S. 0.9 0.5 
S4 -S6 1.7 2.2 

, 

(1 - S6 7.5 7.5 

Table 4.S (.) eue (al: .1 = t 3 e l.il"'" ~ ::: 0,4:: 0-1 

PATH t·MPICEIC",' t"iMeS LADEI(n,,) 
.-S2 1.7 1.7 , -~-Sl 2.2 2.2 
93 -S, 0.9 0.4 

- $. - Sr, 1.7 2.2 
.-Sr, 6.5 6.5 

Table '.1 (b) Cue (b):a ". 0,.2 == l, ~ "" 0, t 1 ::0 0 -+ l, ~ ::0 1 -- 0 

( 
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4.4 CMOS circuit with different tranlistor aizet 

. 
A CMOS circuit consisting of a 2-input CMOS NOR gate driv~g t.wo inverters 

appea.rs in Fig. 4.4. Transistors of different sizes are used in the circuif In addition, 
• 

inverter 3 has been 4eliberately selec'ted with a different transfer c:haracteristic than 

that of a minsize inverter ~n which configura~n the Rel! has been extracted. ln 

this case, due" to its -different transfer charuteristic, when the output of inverter. 
, 

3 is switc~ing to 0, for example, th.e current flowing through its minsize n-type 
- -

transistor is differ~rit than the current that flows in the same minsize transistor 

within a minsize inverter (i/W = n : l/l,p : 1/2). Thereforej the Rel! of the 

minsize n-channel in inverter 3 Îs diH'erent than ttte value provided by the model 

and sorne errora might be expected here in the delay calculations, although as the 

siO:ulation results show, thf ar:;ot significant. .., . ", 

Consider ·the case when tJ = 0 and a double transition occura at input b of the 
\ 

"NOR gate. First, b switch~ from 1 -+ 0, and as a result, S. goes high while 82, 
,1:, ., r 

S3, and S~ go low. The second tr:ansition. b : p - 1 causes S. to go high alld S'l, 
• 0' '" 

83. and .s .. to go low. Table 4.4 shows the obtained delays at ail the nodes in the 

circuit for bath transitioba. As the J"t!Sults show there is a good agreement with 
, .' , . 

SPICE for ail the caSes. The fact that one of the constructs bas a difl'erent transfer 

characterilltic does not appear to affect the .performance of the mode!. 

4.5 Dynamic CMOS PLA 

Fig. 4.5 shows the critical path of a dynamic CMOS PLA. The 'design is based 

on the NORA techoiQ.ue IGon83/. Poly and metal capacitances are c6tlsidered. 
- / 

During the precharge phase (t = 0, t = I), nodes S. and $,2 are precharged ta 1 

and 0 respectively. The inputs to the right NOR plane arrive du ring this phase, 

and are assume<! stable at the beginniog of the evaluation phase (+ = l,t = 0). 
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Assume that at tltt! beginning of the evaluation ph~e a = b = c = 0 and d :;: 1. 

:the expr~sions for the delay calculation at nodes SI anq 52 for this case are given 

by: 

Precharge: 

Evaluation: 

c 

At ,52: t,l :;: R~~l (9~" + CL2) + Rono{36C" + 9CL2) 

A-'­

wpere Cn rêpresents the Mde capacitanceof two transistors in series resulting from 
, ( 

âdding the source capacitance of one transistor to the <frain capacit~nce of the other, 

~d R~" is the eH:ecti~e resistance of the paSsing p-channel' transistors, whic:h are' 

ail equal. , .s. 
~ 

Table 4.5 shows the high level of agreement with S~ICE, despite the long chaj~ 

of P':'type transistors. 

4.6 NMOS dynamic: RAM Cell 

Fig. 4.6(a) shows two thr~transistor dynamic RAM cells. Informatio~ is en~ 
. , 

tèred into th~ RAM through the input inv~rt~ ~hen t." :;: l, and writing operation 

occurs when' one of the write signaIs, WT, is ena~led. [nformatiQn in the c~1I ie s,tored 
1 

in node "i. ,Wnen rd == l, a. reading operatiop is performed. Transistor Tl is' used 
• 4 ,~ 

to precharge the bus when no writÎng or reading is oc:currinJ. The input sequence 
, 

of .Fig. 4.6(b) wu si~ulated. A lagie 1 is heing .stQred in no de ml, and after a 
,-

cycle, the contents of ml is read and placed in the b~s. Different slopes were. used 
J 1 r 

for the write and r'f:ad si~nals input to th~ circuit. Table 4.6 shows the predicted 
1 .. • \ 

transition times at thè circuit storage and bus nodes using SPICE and McSLADE. 

for ~he d~erent slopes ~f wrt and rd l • ~ ... 
... 
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ligure 4.4 CMOS circuit with diffèrent t.rl1n!'Ï$tor $izes 

Transition Olt b Node t.,ISP/CE,,",) t.,jMéSLADEI(ru} 1 

-r 
.~ 

f 
~ 

-l-
I-.. . 
". 

.~ S, 7.6 . 7.7 
1 -0 S'l '. 15.6 13.8 

.' 

S, 1 18.4 17.9 
, 

Sol 19.5 16 " 
~ 41.4 39.4 0 

. 
0-1 S" . 48,6 45.5 \ ,.. 

S; ~ 50.5 f7.5 
S4 i 44.5 43.~ 

Table 4.4 

• # 

• . . 

/ 
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CASE 
Precharge 

EVllluate 

y 

PIg.4.5 CMO~ NORA PLA. 

PATH t.M PIe El(n,) -
IP - SL 8.2 

"IP - St 12.2 
SI -iS:I 82.2 
IP - Sz . 94.4 

Table 4.5. 
-', 

1 

91 
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t.!IMcSLADg!(n8) 
8.5 
12.4 , 
79.4 
91.8 
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rd, __ -:::===~ __ _ 
m,~ 
bU.-----------~"____ 

(b) 

ligure j.6 (a) Dynamic NMOS RAM Cell. 
(b) Input and reaponM sequence. 

'\ 

t,ol("8) Node t.,ISPlCEI(ru) t"IMcSLADEj(ns) 
m:z 5.5 6 

1.5 ' bU6 20.7 21 
l'n2 5.5 6 

" 

5 hU6 ~ 20.7 21 

Table 4.8 

J -_# 

.' 
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4yomPJex" Static: CMOS Gate f 

Fig 4.7(a) shows a complex static CMO'S gate. Two different cases (shown at 
o . 

the foot of the tables) are analyzed, each of which involvea two tran~i8tors switching 

slmultaneously. ln both cases, the equivalent Rb network includes recon~!!rgent 

paths. In such a case, no de splitting (Sec.2.S) is used to reduce the network to .­

an RC-tree, and the delays are computed by a relaxation method [Lin841. An 

interesting situation arises in the case" (a) , when b = c = d = l, and (1 and e switch 

from 0 - 1. The two different Re trees which may result alter no de splitting, ,. 
.depending on which no de is split, are shown in Figs. 4.7(b) and 4.7(c). Due to .. . . . 
the fact that the effective resistances of the switching transistors Tl and T2 ar~ 

extracted according to t,he- initial load at the b~ginning of the relaxation, their 

values migt, be diff'erent in each node splitting case. Therefore the qelay estimates 

at the output of the gate and at inter:nal nodes may yield dilferent results in each of 

the cases. In other words, the delays calcu,lated using the Lin and Mead algorithm 

could depend on how the node splitting ia done. Simulation results for this case 

and for many similar cases show that while the d~I9.~s estl.m9.te~ at internaI nodes ~ 
are indeed dift'erent for each possible resultant RC-tree, the delay estimates at the 

output of the transistor group remain approximately equal for ail possible node 
, . 

spJittings. Table 4.1(a) colnpares the delays obtained with McSLADE--in the two 

I>ossible cas~ of node splitting shown in Figs. 4.7(b) and 4.7(c), for a.1I the nodes 

in the tree. 

The simulation results sh~w that for the output node, S, there is almost no 
vari~tion in the obtained delays. although for the internai Rodes nI. n2 and'n3, the 

ditretences are considerable. In general, the use of the new delay model within the 

Lin and Mead algorithm. yie!ds inconsistent results for delays evaluated at internai 

nodes of groups containing reëonvergent paths. .. 
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An additional aspect arilling From the use of the relaxation algorithm is the -... 
l 

fad that the effective resistanct' of a switching transistor is adjusted with the load 

onlyat the beginning of the relaxation process. The capacitances of the resultant 

subtrees are varied during the relaxation, and at the end their values ~re different 

than at ~he beginning. 1'herefore. errors might be expected. here, in the evaluation 

of the delays. However the resJJts obtained for this circuit, and for sirnilat ones 

show,that this procedure doel'l not introduce big errors, basically due' t.o the fact 

that the final values of the capacitances at the end of the relaxation are not very , .. 
. • J 

difl'erent from thase assigned at the beginning (re(er to Section 2.5 and 10 ILin841 ). 

" T~bles 4. 7(b) and 4.7(c) show the results for the cir,cuit of Fig. 4.7, for case (a) and 

c~ (b),' as specified at the foot of th~ corresponding tables, each case for different 
1 

capacitive loads (CL) and input slopes (tpcd. 

4.8 CMOS 1 bit ADDER 

Fig. 4.8(&) shows al-bit CMOS ADDER containing about 80 transistors. -For 
" / 

a given input sequence, simulation results for different.transitions at the output and 

carry out appear in Fig. 4.8(b) and Table 4.8. Accuracy between the new model 

and SPICE is within 3% for this particular example. The overhead associated with 

the delay calculation is 2.7, as compared ta the unit delay version. 
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(a) 

FiPre 4.'1 (a) Complex CMOS gate. (b) Secondary network 
alter splftting node S. (c) Stcondary network alter 

aplittin, Dode ft l' 

Node DellY (na) Delay (DI) 
nocle split: S node split:Nl 

S 3.2 :u 
", l.S t- s.a 
":1 2.3 3.0 

"3 2.9 3.1 ta 

Table 4.1(.) .. 
PATH t,"t (lUI) t,J[SPICE!(m) t,tlMcSLADEJ(n,) 

1.4 2.7 3 
80S 3.5 3.5 3.7 

8 M 5.3 
1.4 6.3 6.3 

a-S 8 8.9 10.5 
20 11.7 15.3 

Table 4.'1 (b) Cue (a):b = c ~ d = l,a = 6 .... 1, e == 0 ... 1 

PATH t,H' (na) t,dS P ICE!(n,,) t,,{McSLADE/{n3) 
1.4 4.7 5.3 

b-S 3.5 5.5 - 6 • 
1 lO 8 9 

30 8.4 la 

Table •• 7 (e) Case (b):d =, = l,a =0,6 = l-O,c == 1-0 
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Figure 4.8 I-bit static CMOS ADDER. 

--
Transitions 

, 
1 r.t!S PIC E](n6) r.t/McSLADEj(ns) 

33 . 32.5 
E 46.2 47.4 

775 80.2 
121 120 

C .. II , . 34.5 37 
70 71.3 

Table 4.8 
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4:.9 CMOS 8-to-l SelN"tor 

An interesting cirtuit, as far as the model is concerned, is the CMOS 8-to-l 

selector" shown in Fig. 4.9. The cir("uit consists niainly of ,transmission gates, sorne 

of which are connected in sf'ries. In addition ail the transmission gates belong to 

the same transistor group, i.e." they are ail simulated simultaneously. The result 

is a circuit with rnany reconvergenl paths in whîch node '!iplitting is applied at 

different parts of the circuit. Table 4.9 show the times at which the transitions 

occur at the output of the selector and at sorne internai nodes, using both SPICE 
'-

and McS'LADE. Agreement is within 3% for ail the cases. The overhead associated , 

with the delay calculation as compared to the unît delay simulator is 4.3. :rhe 

tota:l nurnber of relaxation steps for the input sequence oJ Table 4.9 is 624. The 

big overhead is a consequence of the large number of reconvergf'nt paths that must , 

hé evaluated at each event. However, very accu rate results" were obtained fur the 

selector at both internai and output,nodes. • 

. , 
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Fig •• 9 8-to-l CMOS Selector. 

Node Transition t.,[S PIC EI(n .. ) t.,Il}{cS LADEJ(",) 
0 ..... 1 1 17 16.8 

S 1 .... 0 30.7 29.6 
0-+1 55.3 56.8 
1 ..... 0 10.5 11.2 

NI 0 ..... 1 24.7 25.1 
1 ..... 0 47.7 47.5 
1 .... 0 12.5 12.5 

N2 0 .... 1 27.2 26.1 
~ 

1 ..... 0 50.5 52.5 

Table 4.9 

,. 
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CHAPTER 5 

CONCLUSIONS 

An improved delay model has been proposed in this thesis for the switch-Ievel 
.., 

simulation of MOS VLSI circuits. It is based on the Re representation of the;circ!1it 
, 

and aceounts for most of the eft'ects that influence ~elays in MOS circuits. The 

tr~sistor is modelled by an Re network in which the ~itances are calculated at' 
t • 

the preprocessing and remain unchanged duri~g simu1ation. Thlnenrl'llesllrlhrs ..... ta"nnoe'll"'é, on the 

other hand, is compute<! dynarnieally during simulation, aceording to the size and 

type of the transistor, its context, capad~ive load and gate input waveform. Two 

basic contexts are recognized by the model depending on whether the transistor is 

passing or switching. For transistors passing, two fixed values of effective resistance 

are used, one for the trànsistor transmitting a high logie value and -the other for 

a low logie value. For switching transistors tbe eft'ecti'œJ,~is.tance is eomp~ted 

&(cording to the dynamic load driven , the transistor and the sl,ope of ~he gate 

waveform. The effect of the slope ia corrected for by meails of a factor that depends 

on the delay of the driving,gate. The model for the switchï'ng transistors consists 
~ . , 
of two small tables for each transistor type. From the first table thé value of the . 
effective resistance is extracted according to the load driven by the transistor. From 

1 

the second table, a multiplying factor which depends on the stope ratio is obtained 

ta adjust the value of the effective resistance for the corresponding input slope. 
1 • 
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The delay model has been incorporated into a new switch-Ievel simulator, ~Ic­

SLADE, and test runs were performed on a wide variety Qf MOS circuits, both 

NMOS and CMOS. The results obtained show that the overall delay estimates of . , 

the new model are usually accurate to within 10% of S'P-ICE for medium size cir-

cuits, although for individual stages, in sorne cases, the difference with SPICE may 

be around 25%. The overhead introduced by the model is betw~n 2.5 and 3 with 

respect to a unit delay version of the simulator . 

• The objective of the switch·level delay models is to provide ~ first-order tim­

ing analyais of the circuit, by meana of the delay estimates. ln the hierarchkal 

environment of the VLSI desÎgn process, these estimates can be used to discover 

design flaws or to identify time.critical paths. In this context the new delay model 

presented in this thesis yields acceptable results for most applications. 
, ~ 

The main problem associated with the new switch-Ievel, delay model appears 

to' be a degradation of the delay èstimates for very slow signaIs. In sorne of the 
~ w _ • 

test circuits the slope was varied by up to two orders of magnitude and sorne of the 
~ . 

results obtained for the slow signais were up to 50% in disag_reemen~ with SPICE 

and in most of these cases, the delay ~as overestimated. This occurs when very 

slow signais a~ applied to stages with small slope r~tio in which case the output 

tends to follow the input causing a decreàse'in the delay. Since the model assumes 

the delay t~ be proportional to ·ihe rise time, it can not predict a decreasing delay 

for an incrèuing rise time (stow signal). 
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