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Abstract

Over the past few years, the exoplanet research community has been discovering that
hot Jupiters with dayside temperatures above ∼2500 K exhibit distinct characteristics com-
pared to their cooler peers. My thesis work provided new insights into the atmospheric
composition and circulation of these “ultra-hot Jupiters” through physical modelling and
space-based observations of their eclipses and phase variations.

With the second-ever spectrally resolved optical eclipse observation of an exoplanet,
I showed that the dayside of the ultra-hot Jupiter WASP-12b was devoid of clouds and
consisted primarily of atomic hydrogen and helium. This showed that the dayside atmo-
spheres of ultra-hot Jupiters are similar to those of stars, with most molecules—including
the dominant constituent H2—becoming thermally dissociated. Realizing that the enormous
day–night temperature contrast in ultra-hot Jupiter atmospheres would result in H from the
dayside recombining into H2 nearer the nightside, I developed a semi-analytical model of
the thermodynamics of this process. This model qualitatively explained the unusually large
phase offsets of WASP-12b and WASP-33b known at the time and successfully predicted the
large phase offset and hot nightside temperature of KELT-9b.

I then co-wrote SPCA, an open-source pipeline for Spitzer phase curve observations,
which I used to show that the highly unusual phase curve of WASP-12b was reproducible
and was best explained by CO emission from a stream of gas being stripped from the
planet. By leading the analyses of the new phase curves of ultra-hot Jupiters KELT-16b
and MASCARA-1b, I explored the impact of differing Coriolis forces on hot Jupiter atmo-
spheric circulation. Finally, I used SPCA to perform the first comprehensive reanalysis of
4.5 µm Spitzer phase curves, which showed that phase curve parameters are usually indepen-
dent of the detector model used and that literature values were typically reproducible. I also
confirmed population-level trends such as that of dayside and nightside temperatures with
irradiation temperatures, clearly demonstrating the unusual behaviour of ultra-hot Jupiters.

This work provides a strong foundation for future observational studies of atmospheric
phenomena, with an emphasis on improving reproducibility and progressing towards studies
spanning a wider range of planetary properties.
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Abrégé

Au cours des dernières années, la communauté de recherche sur les exoplanètes a
découvert que les Jupiters chauds avec des températures diurnes supérieures à ∼2500 K
présentent des caractéristiques distinctes par rapport à leurs amis plus froids. Mon travail
de thèse a fourni de nouvelles perspectives sur la composition atmosphérique et la circula-
tion de ces ≪Jupiters ultra-chauds≫ à travers la modélisation physique et les observations du
télescope spatial de leurs éclipses et variations de phase.

Avec la deuxième observation d’éclipse optique résolue spectralement d’une exoplanète,
j’ai montré que le côté jour du Jupiter WASP-12b ultra-chaud était dépourvu de nuages
et se composait principalement d’hydrogène atomique et d’hélium. Cela a montré que les
atmosphères diurnes des Jupiters ultra-chauds sont similaires à celles des étoiles, la plupart
des molécules—y compris le constituant dominant H2—devenant thermiquement dissociées.
Réaliser que l’énorme contraste de température entre le côté jour et le côté nuit des atmo-
sphères ultra-chaudes de Jupiter entrâınerait la recombinaison de H du côté jour en H2 plus
près de la nuit, j’ai développé un modèle semi-analytique de la thermodynamique de ce pro-
cessus. Ce modèle a expliqué qualitativement les décalages de phase inhabituellement grands
de WASP-12b et WASP-33b connus à l’époque et a prédit avec succès le grand décalage de
phase et la température chaude nocturne du KELT-9b.

J’ai ensuite co-écrit SPCA, un pipeline open-source pour les observations de la courbe
de phase de Spitzer, que j’ai utilisé pour montrer que la courbe de phase très inhabituelle de
WASP-12b était reproductible et était mieux expliquée par l’émission de CO d’un flux de
gaz extrait de la planète. En menant les analyses des nouvelles courbes de phase des Jupiters
ultra-chauds KELT-16b et MASCARA-1b, j’ai exploré l’impact des différentes forces de Cori-
olis sur la circulation atmosphérique de Jupiter chaud. Enfin, j’ai utilisé SPCA pour effectuer
la première réanalyse complète des courbes de phase Spitzer 4,5 µm, qui ont montré que les
paramètres de la courbe de phase sont généralement indépendants du modèle de détecteur
utilisé et que les valeurs publiées étaient généralement reproductibles. De plus, j’ai confirmé
les tendances au niveau de la population telles que celle des températures de jour et de nuit
avec des températures d’irradiation, démontrant clairement le comportement inhabituel des
Jupiters ultra-chauds.

Ces travaux fournissent une base solide pour les futures études d’observation des phénomènes
atmosphériques, en mettant l’accent sur l’amélioration de la reproductibilité et la progression
vers des études couvrant un plus large éventail de propriétés planétaires.
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I like stars more than anything else. I watch them as I fall asleep and wonder who
lives on them and how to get there. The night sky looks so friendly with all those
little twinkling eyes.

– Snufkin, from the book Comet in Moominland; Tove Jansson, 1951.
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Introduction

Thirty-three years ago, a team of Canadian astronomers discovered the first extrasolar

planetary candidate orbiting the star Gamma Cephei A (Campbell et al., 1988). Although

not confirmed until later (Hatzes et al., 2003), this first candidate was reminiscent of our own

Solar System with a Jupiter-mass planet orbiting at several times the Earth-Sun distance

on a nearly circular orbit about a star only ∼1000 K colder than the Sun. However, any

sense of comfort that may have been afforded by the familiarity of this first exoplanetary

candidate was rapidly shattered by the first two confirmed exoplanets which were found

orbiting around a stellar corpse: the millisecond pulsar PSR1257+12 (Wolszczan & Frail,

1992). From then on, the study of exoplanets has been filled with surprises.

One of the earliest surprises was the detection of a gas giant exoplanet in close proximity

to the star 51 Pegasi (Mayor & Queloz, 1995) which later earned the authors a Nobel Prize

in Physics. The exoplanet, called 51 Pegasi b, was the archetype of a new class of exoplanets

that were initially called “51 Pegasi type” planets but are now known as hot Jupiters. Hot

Jupiters are some of the most easily detectable and characterizable planets due to their

short orbital periods, large masses, large radii, and low density atmospheres. As such, hot

Jupiters have been the focus of most atmospheric characterization efforts and have provided

a sandbox for developing new characterization techniques and algorithms.

More recently, we have realized that hot Jupiters with dayside temperatures ≳2500 K are

qualitatively different beasts than their cooler cousins. In the atmospheres of these “ultra-hot

Jupiters”, many of the molecules—including the dominant constituent H2—will thermally

dissociate on the dayside (e.g., Arcangeli et al., 2018; Bell & Cowan, 2018; Kreidberg et al.,
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2018; Lothringer et al., 2018; Parmentier et al., 2018; Tan & Komacek, 2019) and recombine

on the nightside (Bell & Cowan, 2018; Komacek & Tan, 2018; Parmentier et al., 2018;

Tan & Komacek, 2019). This has first-order implications for both radiative transfer and

thermodynamics such as introducing star-like opacity sources, transporting additional heat

toward the nightside, and inflating the dayside atmosphere. In essence, the dayside of an

ultra-hot Jupiter is star-like, while the nightside remains planet-like. My thesis research

seeks to gain a better understanding of these alien worlds through high-precision, space-

based observations and theoretical modelling.

In this thesis, I first provide an overview of the core and related concepts used throughout

the following chapters in the Background. In Paper 1, I use Hubble/STIS low-resolution

spectroscopy to study the light reflected by the ultra-hot Jupiter WASP-12b. In Paper 2, I

develop a new theory for heat transport in the atmospheres of ultra-hot Jupiters. Paper 3

presents the highly unusual phase curve observations of WASP-12b. In Paper 4, I perform

the first comprehensive reanalysis of Spitzer/IRAC phase curve observations. Each paper

includes a preface which briefly introduces the paper and an epilogue which summarizes any

related work I have completed since the publication of the paper. Finally, the Discussion

and Conclusion chapter presents a comprehensive discussion, briefly summarizes later work

influenced by the findings of Papers 1–4, and discusses the future outlook of the field of

exoplanetary atmospheric characterization.
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Background

1 Exoplanetary Atmospheric Dynamics and Thermal

Structure

The collection of known exoplanets span an enormous range in irradiation levels, with

the coldest known exoplanet having a radiative equilibrium temperature of ∼30 K (Bond

et al., 2017; Shvartzvald et al., 2017) and the hottest known exoplanet having a radiative

equilibrium temperature of ∼4600 K (Gaudi et al., 2017). Even on a single exoplanet,

temperature gradients of hundreds to thousands of Kelvin are possible (e.g., Gaudi et al.,

2017). By studying the thermal structure and atmospheric dynamics of diverse exoplanetary

atmospheres, we can test theories constructed from Earth and Solar System observations in

completely new temperature regimes. Overviews of exoplanetary irradiation, atmospheric

dynamics, and temperature-pressure profiles are included below.

1.1 Radiative Forcing

For rapidly rotating planets like the Earth, incident stellar radiation can be approxi-

mated as being longitudinally uniform while irradiation becomes weaker towards the poles

as the surface of the planet makes an increasingly oblique angle to the incident flux (in the

absence of planetary obliquity). When combined with an adequately large heat capacity to
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slow cooling, this results in only minor diurnal temperature changes but a large equator-

to-pole temperature difference. These latitudinal temperature differences drive atmospheric

circulation which seeks to transport energy towards the poles.

Meanwhile, slowly rotating planets will show significant longitudinal temperature dif-

ferences as the surface and/or atmosphere of the planet is able to cool significantly between

periods of irradiation. On these planets, the primary force driving atmospheric flows are

longitudinal temperature differences. In the limit, planets can have rotation periods that

match their orbital periods (called synchronous rotation, a special form of tidal locking)

which results in one side of the planet being permanently illuminated, the “dayside”, while

the other side of the planet is in permanent shadow, the “nightside” (see the left panel of

Figure 1 for the illumination pattern of synchronously rotating planets). This is assumed

to be the case for nearly all short-period exoplanets as tidal forces are expected to rapidly

synchronize their orbital and rotational period and then later circularize their orbits (e.g.,

Rasio et al., 1996).

1.2 Modelling Heat Transport

Guided by the Second Law of Thermodynamics, winds in a planet’s atmosphere tend

to homogenize the atmosphere’s temperature in response to longitudinal and/or latitudinal

temperature gradients. Most simply, the effectiveness of atmospheric heat transport can be

thought of as a competition between the timescale for advection to transport energy from the

hot to the cold regions of the atmosphere (τadv) and the timescale for thermal radiation into

the blackness of space to cool the hot gas (τrad). For planets where τadv ≫ τrad, atmospheric

heat transport is inefficient and large temperature gradients will persist. Meanwhile, for

planets where τadv ≪ τrad, atmospheric heat transport is efficient and only small temperature

gradients will remain.

Many different tools have been developed to model the atmospheric response to non-

uniform irradiation. The simplest of these are called “energy balance models” (EBMs)
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Figure 1: Energy balance models (EBMs) of the hot Jupiter HD 189733b showing atmo-

spheric temperatures without atmospheric heat transport (left) and with atmospheric heat

transport set to match the planet’s observed 4.5 µm Spitzer/IRAC phase curve (right ; Knut-

son et al., 2012). Note the eastward offset of the hottest point on the planet in the right

panel, which matches earlier predictions from general circulation models (e.g., Showman &

Guillot, 2002).

and use a simple prescription for heat transport rather than computing atmospheric flows

(e.g. Pierrehumbert, 2010; Cowan & Agol, 2011b). EBMs also reduce the dimensionality

of the atmosphere by assuming that an entire vertical column of the atmosphere can be

described with a single temperature and sometimes by neglecting longitudinal variations

(e.g. in models of the Earth’s atmosphere). Due to their many simplifying assumptions,

EBMs are computationally easy to run but do not provide a great deal of insight into the

atmospheric dynamics. See the right panel of Figure 1 for an EBM model of the hot Jupiter

HD 189733b with longitudinal atmospheric heat transport set to match the planet’s observed

4.5 µm Spitzer/IRAC phase curve (Knutson et al., 2012).

Meanwhile, full 3D general circulation models (GCMs) seek to model the fluid dy-

namics underlying heat transport in exoplanetary atmospheres. A wide variety of GCMs

exist with varying levels of simplifications. GCMs also include different prescriptions for

radiative transfer to model the absorption and emission of photons in the atmosphere. A
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common approximation made in radiative transfer simulations is the two-stream approxima-

tion where latitudinal and longitudinal radiative transfer is neglected since the depth of the

atmosphere which is affected by stellar heating is much smaller than the radius of the planet

(Heng, 2017). In this approach, one first integrates over all incoming and outgoing radia-

tion separately (the two streams) which results in two ordinary differential equations with

three dependent variables; this under-constrained problem is remedied by assuming a set of

Eddington coefficients which relate total fluxes and intensities (Heng, 2017). In addition,

rather than treating the full wavelength dependence of the radiative transfer calculations, it

is common to use a double-grey approximation where the incident starlight is approximated

as “shortwave radiation” (SW) and the light emerging from the planet is approximated as

“outgoing longwave radiation” (OLR); these approximations are based on the fact that hot

stars emit the majority of their blackbody radiation at optical wavelengths while the much

cooler planets radiate primarily at infrared wavelengths. The OLR and SW are then each

treated as single wavelengths with different effective absorption and scattering coefficients.

Clouds are typically post-processed, meaning the model is run with clear skies and then the

effect of clouds on the incoming and outgoing radiation is added afterwards (e.g., Parmentier

et al., 2016). With increasing computation power, however, it is becoming possible to remove

many of these simplifications (e.g., Lines et al., 2018, which solves the full 3D Navier-Stokes

equations using a detailed radiative transfer model and includes a radiatively active model

of cloud formation). By comparing models with different levels of simplifying assumptions,

it is possible to investigate the role of different effects on atmospheric heat transport.

One of the most ubiquitous predictions from GCMs for hot Jupiter atmospheres is the

presence of an eastward equatorial jet that flows more rapidly than the interior of the planet

(e.g., Showman & Guillot, 2002; Langton & Laughlin, 2008; Showman et al., 2009; Dobbs-

Dixon et al., 2010; Heng et al., 2011; Rauscher & Menou, 2012). This equatorial jet is the

result of interactions between atmospheric winds and standing Rossby waves formed by the
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strong longitudinal temperature gradients present on synchronously rotating planets (Show-

man & Polvani 2011, but see also Hammond & Pierrehumbert 2018). The rotated orientation

of the Rossby waves act to pump eastward momentum from higher latitudes towards the

equator which accelerates the winds at the equator, and a superrotating jet is formed (Show-

man & Polvani, 2011). This eastward equatorial jet shifts the hottest part of the atmosphere

(sometimes called the hot spot) east of the sub-stellar point. The latitudinal extent of this jet

is expected to change with the planetary rotation period, with more rapidly rotating planets

having stronger Coriolis forces and hence a more confined jet and weaker day–to–night heat

transport (e.g., Komacek et al., 2017). Models also predict that hotter planets should have

smaller hot spot offsets and larger day–night temperature contrasts because the radiative

timescale decreases with increasing temperature which leads to less efficient heat transport

by atmospheric waves (Perez-Becker & Showman, 2013). The predicted eastward shift has

been repeatedly observed using the phase curve technique (described below; starting with

Knutson et al., 2007), but CoRoT-2b has been found to be inconsistent with this prediction

with a hottest hemisphere that is significantly shifted to the west (Dang et al., 2018). While

there appears to be a weak correlation between day–night temperature contrast in the ob-

served sample of hot Jupiters, it appears to be far more complicated than has been predicted

(e.g., Schwartz et al., 2017; Zhang et al., 2018).

Additionally, it has long been known that the atmospheric dynamics of hot Jupiters

are partially governed by interactions with planetary magnetic fields (Perna et al., 2010a;

Menou, 2012a,b; Rauscher & Menou, 2013; Batygin & Stanley, 2014; Rogers & Showman,

2014; Rogers & Komacek, 2014; Rogers, 2017). For hot Jupiters with temperatures of 1000–

2000 K, atmospheric interactions with magnetic fields would primarily manifest as magnetic

drag which reduces atmospheric heat transport (Perna et al., 2010a), possibly accompanied

by Ohmic dissipation at depth. Ohmic dissipation is arguably responsible for the inflation

of hot Jupiters (e.g., Batygin & Stevenson, 2010; Perna et al., 2010b); this would require

strong planetary magnetic fields (Rogers & Komacek, 2014) which is consistent with recent
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observational studies (Cauley et al., 2019). Magnetic effects are expected to be even stronger

for the population of ultra-hot Jupiters whose atmospheres are highly ionized (e.g., Tan &

Komacek, 2019). However, observations of most hot Jupiters are significantly complicated

by the presence of clouds (e.g., Dang et al., 2018; Keating et al., 2019; Beatty et al., 2019;

Parmentier et al., 2020; Roman et al., 2021), making it impossible to clearly identify the

impact of magnetic fields in typical hot Jupiter atmospheres. For example, Armstrong et al.

(2016) reported a time-variable phase curve offset for the hot Jupiter HAT-P-7b which they

attributed to variable clouds (see also, Lines et al., 2018, 2019) but which could also be

caused by magnetohydrodynamic (MHD) effects (Rogers, 2017).

Very few MHD simulations of hot Jupiters have been performed due to their much higher

computational cost and, more importantly, the numerical challenge of modelling non-ideal

MHD across a large range of conditions and relevant timescales. Additionally, none of those

simulations explicitly simulate the impact of MHD effects on observable properties as they

were not run with realistic radiative transfer. Comprehensive hydrodynamic simulations

without magnetic effects, on the other hand, routinely incorporate realistic radiative trans-

fer (e.g., cloud-free, multi-wavelength radiative transfer, but no magnetic effects: Showman

et al., 2009). Those hydrodynamic models that do model magnetic effects treat them as

either a global or temperature-dependent magnetic drag timescale (e.g., double-gray radia-

tive transfer but self-consistent magnetic drag and Ohmic dissipation: Rauscher & Menou,

2013). In order to more fully understand magneto-atmospheric interactions, further work is

required to develop self-consistent, non-ideal MHD models as current models are unable to

handle the orders of magnitude differences in conductivity that result from the hundreds to

thousands of Kelvin day–night temperature contrasts present in hot Jupiter atmospheres.
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1.3 Temperature-Pressure Profiles

Changes in temperature also occur with altitude in a planet’s atmosphere. These

changes are most commonly described as a function of pressure (called a temperature-

pressure profile) rather than altitude as pressure plays an important role in controlling atmo-

spheric opacity, and atmospheric pressure monotonically decreases with increasing altitude.

Assuming hydrostatic equilibrium of an ideal gas under constant gravity and with constant

temperature, atmospheric pressure as a function of height is typically described using the

following equation:

P (z) = P0 exp

(︃
− z

H

)︃
,

where z is altitude, P0 is the pressure at z = 0. The atmospheric scale height, H, is calculated

using

H =
kBT

µg
, (1)

where kB is the Boltzmann constant, T is the mean atmospheric temperature, µ is the mean

molecular weight, and g is the gravitational acceleration.

On Earth, those experienced with mountain climbing will know that temperature de-

creases with altitude. Initially, this may seem surprising as it is also a well known fact that

hot air rises (for example, the steam from a boiling pot rises), so one may wonder why

it is stable to have temperature decreasing with altitude. However, it can be shown that

adiabatically moving a parcel of hot gas from lower altitudes to higher altitudes will cause

the parcel of gas to expand due to the decrease in atmospheric pressure and, in doing so,

the parcel will cool. Indeed, the convective layers of planetary atmospheres tend to have

adiabatic temperature-pressure profiles.

It is therefore surprising that observations of the Earth’s atmosphere (and also, for

example, the atmospheres of Jupiter, Titan, and many exoplanets) show that this trend of

decreasing temperature with increasing altitude (or equivalently decreasing pressure) does

not continue throughout the entire atmosphere (Assmann, 1902; Teisserenc de Bort, 1902,
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see also Figure 2). Instead, it is seen that atmospheric temperature begins to increase with

decreasing pressure high up in some planetary atmospheres; on Earth this region is called

the stratosphere, and more generally it is called a temperature inversion. Temperature

inversions occur when something in the atmosphere absorbs a significant amount of the

short wavelengths of incoming stellar irradiation, causing a localized heating; on Earth, this

absorber is ozone, while it has been suggested that TiO, VO, SiO, atomic metals, metal

hydrides, and H− could be the cause of temperature inversions in hot Jupiter atmospheres

(Hubeny et al., 2003; Fortney et al., 2008; Lothringer et al., 2018).

Temperature-pressure profiles play an important role in defining the spectral features

seen in observations of the thermal emission from planetary atmospheres. In the absence

of any wavelength-dependent scattering or absorbing mechanisms, all wavelengths of light

would originate from the same parts of the atmosphere. However, atmospheres contain

atoms, ions, and molecules which absorb only at specific wavelengths; at these wavelengths,

the planet’s emission originates from higher in the atmosphere due to the increased atmo-

spheric opacity. In the absence of a temperature inversion, this would cause the planet to

appear fainter at these wavelengths due to the colder temperature at lower pressures (higher

altitudes); the decrease in planetary flux at these wavelengths would be called an absorp-

tion feature. For an example of absorption features in the Earth’s emission spectrum, see

Figure 3. Meanwhile, in the presence of a temperature inversion, the planet would appear

brighter at wavelengths where there is increased atmospheric absorption; the increase in

planetary flux at these wavelengths would be called an emission feature.

2 Exoplanetary Atmospheric Composition

While the Solar System contains a wide variety of planets and atmospheres, the diversity

among exoplanets is far greater. The formation and evolution of these exoplanets posed a

significant challenge to models of the Solar System’s formation with the presence of gas giant
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Figure 2: The relationships between temperature, pressure, and altitude in Earth’s atmo-

sphere. The pressure at sea level is approximately 1000 millibars. This image was originally

published by Liou (2002) as their Figure 3.1. Reprinted from International Geophysics, 84,

K.N. Liou, An Introduction to Atmospheric Radiation, Chapter 3 Absorption and Scattering

of Solar Radiation in the Atmosphere, Page 66, © (2002), with permission from Elsevier.
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Figure 3: The emission spectrum of the Earth is shown with a solid black line which shows

clear absorption features caused by H2O, O3, and CO2. The emission spectrum is compared

to two blackbody curves. The approximate average temperature of the Earth’s surface is

270 K which is consistent with the Earth’s emission spectrum where there is no significant

molecular absorption. Meanwhile, the coldest region probed by the spectrum is 215 K, and

the exact shapes of the absorption features tell us about the Earth’s temperature-pressure

profile (see also Figure 2). This image was originally published by Roberge & Seager (2018)

as their Figure 6 with data from Christensen & Pearl (1997). Reprinted by permission

from Springer Nature Customer Service Centre GmbH: Springer, Handbook of Exoplanets,

Roberge & Seager © (2018).
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exoplanets orbiting near to their host star (e.g., Mayor & Queloz, 1995), enormous numbers

of planets intermediate to the sizes of Earth and Neptune (e.g., Youdin, 2011; Howard et al.,

2012; Fressin et al., 2013; Fulton et al., 2017), and so called “super puffs” with bulk densities

similar to that of cotton candy (e.g., Masuda, 2014; Lee & Chiang, 2016). By studying the

composition of exoplanetary atmospheres, we can gain insight into the formation, evolution,

and atmospheric dynamics of exoplanets and their atmospheres in regimes inaccessible within

our own Solar System.

2.1 Atoms, Molecules, and Ions

When modelling or observing an exoplanet atmosphere, it is important to know its

chemical composition. As a result of Big Bag nucleosynthesis, the most abundant element

in the universe is hydrogen which comprises ∼76% of nuclear matter by mass, while helium

makes up ∼24% (e.g., Carroll & Ostlie, 2006). The same approximate abundances hold true

for stars and gas giant planets (e.g., for Jupiter: Niemann et al., 1996), but lower mass planets

are richer in “metals” (elements heavier than helium) as they form primarily from the dust

and ices in the protoplanetary disk (e.g., Carroll & Ostlie, 2006). The primary constituent

of gas giant exoplanets is therefore H2 as hydrogen is a diatomic element. However, H2

and He interact little with light, and other trace molecules dominate the observable features

in exoplanet atmospheres. Depending on the temperature of the exoplanet’s atmosphere,

commonly detected molecules are H2O, CH4, CO2, and CO (e.g., Tinetti et al., 2007; Swain

et al., 2008, 2009; Snellen et al., 2010). Other particularly relevant molecules include TiO and

VO which some believe are the cause of temperature inversions in hot Jupiter atmospheres

(e.g., Hubeny et al., 2003; Fortney et al., 2008). Atoms and ions produce only narrow

features in exoplanetary spectra, but Na, He, Fe, Ti have been detected in exoplanetary

atmospheres and exospheres (the extremely low density gas surrounding the atmosphere;

e.g., Charbonneau et al., 2002; Hoeijmakers et al., 2018; Spake et al., 2018).
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2.2 Bulk Metallicity & C/O Ratio

As an exoplanet forms, it grows from the material in the surrounding protoplanetary

disk. In the core accretion model for exoplanet formation, planets initially form from dust and

ice grains in the protoplanetary disk and later accrete an atmosphere from the gas in the disk

(e.g., Carroll & Ostlie, 2006). The relative abundance of carbon and oxygen in the dust/ices

in a protoplanetary disk varies throughout the disk as different molecules condense out of

the gas at different temperatures, and therefore different distances from the host star (e.g.,

Öberg et al., 2011). It has therefore been suggested that a planet’s final carbon-to-oxygen

(C/O) ratio can be used to identify the formation and migration mechanisms of exoplanets

(e.g., Öberg et al., 2011; Madhusudhan et al., 2014, 2016). While some idea of a planet’s C/O

ratio can be gleaned from observations of molecules in the planet’s atmosphere, our limited

knowledge of the chemical composition of the deeper regions of the planet and any exchange

with the atmosphere significantly complicate the interpretation of such observations.

A planet’s C/O ratio and its bulk metallicity also play an important role in determin-

ing the chemistry in an exoplanet’s atmosphere and the atmosphere’s observable features

(e.g., Madhusudhan, 2012). For example, a high metallicity atmosphere around a low mass

planet decreases the atmospheric scale height (see Equation 1) and hence the observability

of atmospheric features in transit spectroscopy (e.g., Désert et al., 2011). Higher metallicity

also increases the atmospheric opacity which results in the incident stellar radiation being

absorbed higher in the atmosphere where radiative timescales are shorter. Meanwhile, dif-

ferent C/O ratios will result in varying ratios of oxygen- and carbon-bearing molecules like

H2O, CH4, CO2, and CO in exoplanetary atmospheres (e.g., Madhusudhan, 2012).

The pair of Spitzer/IRAC channel 1 and 2 filters (centred at 3.6 and 4.5 µm, respec-

tively) offer constraints on the C/O ratio as, depending on the temperature, some combina-

tion of H2O, CH4, CO2, and CO will be present which all have absorption features in one

of these filters. The HST/WFC3 infrared grism provides low resolution spectra around the
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1.4 µm H2O feature. In the near future, JWST ’s many different instruments will provide

much broader and higher resolution spectra which will allow for much clearer inferences of

C/O ratio and metallicity. Additionally, many ground-based telescopes possess extremely

high resolution spectroscopy instruments which are already capable of clearly identifying

atoms, ions, and molecules in exoplanetary atmospheres (e.g., Snellen et al., 2010; Birkby

et al., 2013; Nugroho et al., 2017; Hoeijmakers et al., 2018).

2.3 Equilibrium vs Disequilibrium Chemistry

A common assumption made when forward modelling exoplanetary atmospheres is that

the chemical composition of the gas is in local thermochemical equilibrium. The assumption

of equilibrium chemistry greatly simplifies the modelling of exoplanet observations, only

requiring one to set parameters like the C/O ratio, metallicity, and temperature-pressure

profile. Another alternative is to use a 3D chemical kinetics model which can allow for

chemical species out of local thermochemical equilibrium through the employment of chem-

ical networks and timescales (e.g., Drummond et al., 2018a,b, 2020). Meanwhile, retrieval

models with unconstrained chemistry may be used to search for non-equilibrium effects (e.g.,

Venot et al., 2012), but these models come at the cost of many more tunable parameters,

and the outputs of such fits can be challenging to interpret. With each of these methods, it is

important to use caution as biases can arise due to degeneracies between different molecular

species when observing only limited spectral regions with low resolution spectroscopy or pho-

tometry. Additionally, one must also be on the lookout for non-equilibrium, photochemical

hazes produced on the dayside (as described in the next section).

The assumption of chemical equilibrium has been drawn into question with previous

Spitzer/IRAC observations of HD 189733b (Knutson et al., 2012) and GJ 436b (Stevenson

et al., 2010). For example, CH4 is energetically favoured on the nightside of the hot Jupiter

HD 189733b while CO is favoured on the dayside, but Spitzer/IRAC phase curves suggest

that the nightside may instead be rich in CO (Knutson et al., 2012). This could be explained,
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for example, if vertical and/or longitudinal mixing is transporting CO from hotter regions of

the atmosphere more rapidly than atmospheric chemistry can restore chemical equilibrium

(e.g., Cooper & Showman, 2006; Agúndez et al., 2014; Madhusudhan et al., 2016; Drummond

et al., 2018a,b; Mendonça et al., 2018; Drummond et al., 2020). Meanwhile, there is debate

in the literature as to the cause of GJ 436b’s depleted levels of CH4, with some suggesting

vertical mixing (Stevenson et al., 2010) and others suggesting an atmospheric metallicity so

high that H2 is no longer the dominant constituent which increases the abundance of CO

and CO2 while suppressing CH4 (Moses et al., 2013; Lanotte et al., 2014; Morley et al.,

2017). Properly distinguishing between disequilibrium chemistry and general atmospheric

properties as well as understanding the connection between atmospheric chemistry and bulk

planetary composition is critical in order to study the different formation and evolution

pathways of exoplanets and their atmospheres.

2.4 Clouds & Hazes

The term cloud is primarily used in exoplanet atmospheric science to mean material

that has condensed out of an atmosphere due to its partial pressure having exceeded the

saturation vapour pressure of the gas (Marley et al., 2013). Meanwhile, hazes are produced

by non-equilibrium processes such as photochemical reactions on the planet’s dayside (Marley

et al., 2013). It is estimated that, on average, ∼67% of Earth’s surface is covered in clouds

(King et al., 2013), while Jupiter’s atmosphere is entirely covered by clouds. Currently, haze

is relatively rare on Earth but can, for example, be caused by forest fires; meanwhile, early

Earth may have been covered in a layer of organic haze (e.g., Sagan & Chyba, 1997; Trainer

et al., 2004). Within the solar system, Venus and Titan’s atmospheres offer two additional

examples of atmospheric hazes (e.g., Knollenberg & Hunten, 1980; Smith et al., 1982).

Clouds and hazes on exoplanets act to obscure the planets’ deeper atmospheres and

typically prohibit detailed atmospheric characterization (e.g., Kreidberg et al., 2014). Clouds

and hazes can also affect the fraction of light reflected by exoplanets’ atmospheres (called
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their albedo). While clouds and hazes prohibit most atmospheric characterization methods,

it can be possible to study the properties of the clouds themselves by measuring the planets’

albedos (e.g., Evans et al., 2013), measuring the spectral signatures of scattered thermal

emission (e.g., Taylor et al., 2021), or using high-precision polarimetry (e.g., Hansen &

Hovenier, 1974).

In the atmospheres of hotter exoplanets, it is believed that cloud coverage is not uniform

but instead concentrated towards the nightsides of the planets (e.g., Parmentier et al., 2016).

This is evidenced by the detection of cloud cover on the western portion of some hot Jupiters’

atmospheres where the cold, cloudy gas from the planet’s nightside is being advected towards

the dayside (e.g. Demory et al., 2013; Parmentier et al., 2016). It is important to note that the

clouds act to insulate the planet’s nightside, and these radiative impacts can only be captured

by fully-coupled cloud models such as those of Lee & Chiang (2016), Lines et al. (2018, 2019),

and Roman et al. (2021). Hazes, meanwhile, are believed to be photochemically produced

on the highly irradiated daysides of exoplanets but are expected to only be significant in the

atmospheres of planets colder than ∼1000 K (e.g., Liang et al., 2004; Morley et al., 2015).

3 Atmospheric Characterization

The primary objective of exoplanetary atmospheric characterization is to test model

predictions for the formation, evolution, atmospheric chemistry, and atmospheric dynamics

of exoplanets. One of the other main objectives of the field of exoplanet characterization is

to permit future studies of Earth-like exoplanets in their systems’ habitable zones with the

hopes of detecting life beyond the Earth and studying the processes that led to the formation

of life on Earth. Due to the small size and cool temperatures of Earth-like exoplanets in

comparison to their host stars, characterizing these planets is extraordinarily challenging

and currently impossible in most cases. However, by developing and testing observation and

modelling techniques on far more easily detectable planets like hot Jupiters, we can make
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Figure 4: A high-contrast, near-infrared image of the HR 8799 system taken by the Keck

II telescope showing the presence of four young, wide-orbit planets—labelled b, c, d, and

e—seen from above the system’s orbital plane. The star at the centre of the system has been

masked out, leaving only noisy residuals from the star’s diffraction pattern at the centre of

the image. This image was originally published by Marois et al. (2010) as the bottom panel

of their Figure 1. Reprinted by permission from Springer Nature Customer Service Centre

GmbH: Nature, Images of a fourth planet orbiting HR 8799, Marois et al., © (2010).

gradual progress towards the future study of Earth-like exoplanets. Also, studying planets

that are not Earth-like allows us to put exo-Earths into context and hence improve our

understanding of habitability and the search for life; for example, with a better understanding

of the potential chemical species that can be produced through abiotic processes, we can

hopefully avoid false claims of biosignature detections in the future. Many methods have

been developed to characterize the atmospheres of exoplanets, the most common of which

are summarized below.

3.1 Direct Imaging

Directly observing an exoplanet separated from its host star (called direct imaging) is

the most intuitive method of characterizing an exoplanetary atmosphere. Given the immense
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distances to exoplanet systems, it would require a telescope larger than the Earth to spatially

resolve exoplanetary surfaces. However, in some special cases it is possible to spatially

resolve the planets in an exoplanetary system from their host star (e.g., see Figure 4). This

endeavour is extremely challenging as the immense contrast in brightness between planet

and star combined with the close proximity of the two objects results in the planet being

lost in the diffraction pattern of the host star’s light. With the continued development

of high contrast imaging techniques and coronographs, it is becoming increasingly possible

to detect the faint signal from exoplanets. Currently, this technique can only detect the

thermal emission from young planets orbiting far from their host star because such planets

are still hot from their formation (e.g., Chauvin et al., 2005; Marois et al., 2008, 2010).

Future missions like HabEx or LUVOIR would seek to study planets closer-in to their host

star using reflected light, and ideally these missions would observe an Earth-like exoplanet

orbiting within the habitable zone of a Sun-like star (Mennesson et al., 2016; Gaudi et al.,

2018; Roberge & Moustakas, 2018; The LUVOIR Team, 2019). However, at present and

for the foreseeable future, direct imaging will remain impossible for the vast majority of

exoplanets, and other techniques must be used to characterize their atmospheres.

3.2 Transit

Numerous indirect methods have been developed to permit the characterization of exo-

planetary atmospheres where direct imaging is impossible. One of the most common methods

is the exoplanet transit method where an exoplanetary system is observed while the planet

passes in front of its host star, causing a decrease in the total flux of the system (see Figure 5).

Due to the special orbital alignment required for a transit to be observed from Earth, most

planets will not transit their host star. However, transit surveys have been immensely suc-

cessful due to the strong and repeated transit signal and due to the unexpected prevalence of

short-period planets which are more likely to transit and can be rapidly confirmed. In 2000,

HD 209458b became the first exoplanet detected using the transit method (Charbonneau
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Figure 5: A plot showing a simulated lightcurve including the transit, eclipse, and phase

variation signals for the hot Jupiter HD 189733b as observed by Spitzer/IRAC at 4.5 µm

(Knutson et al., 2012). The y-axis has been normalized by the star’s flux. The plot spans

more than a full orbit and hence shows two eclipses. The bottom panel shows the same

data as the top panel but zoomed in to show the planet’s phase variations. The peak in the

phase variations occurs before the eclipse which is indicative of an eastward shifted hottest

hemisphere.

et al., 2000; Henry et al., 2000); since then, a total of 3353 confirmed exoplanets1 have been

discovered by the transit method, with 2398 of those confirmed exoplanets being discovered

as part of the Kepler mission1.

The depth of the transit is equal to the square of the planet-to-star radius ratio,

(Rp/R∗)2, and is roughly 1% for hot Jupiters but only ∼0.008% for the Earth passing

1 From https://exoplanetarchive.ipac.caltech.edu as of 2021-07-26 at 13h00 EDT.
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in front of the Sun. When observing a transit, a small portion of the star’s light that we

receive passes through the limb of the planet’s atmosphere (the ring of the atmosphere seen

around the planet). At wavelengths corresponding to strong atomic or molecular absorption

features like that of H2O at 1.4 µm, the planet’s atmosphere absorbs a larger fraction of the

starlight and the planet appears slightly larger; measuring the variations in transit depth

with wavelength is called transit spectroscopy. This technique provided the first detection

of an exoplanetary atmosphere (Charbonneau et al., 2002) and more recently has been used

to perform comparative planetology (e.g., Sing et al., 2016; Baxter et al., 2021).

Transit observations are complicated by the non-uniform brightness of the stellar surface

that is being partially obscured. For example, over the past ∼33 years, the Sun’s surface area

was∼0.003–0.3% covered by sunspots (colder regions of the photosphere; Shapiro et al., 2014)

and ∼0.3–3% covered by faculae (hotter regions of the photosphere; Shapiro et al., 2014).

Exoplanets orbit a wide diversity of stellar types, however, and starspot and plage coverage

fractions can vary widely between stars. Starspot and plage coverage is also temporally

variable as the star rotates about its axis and as the star’s magnetic field strength fluctuates.

When performing transit spectroscopy, it is assumed that the planet is blocking a portion

of the star’s surface which is representative of the average temperature and composition of

the rest of the star’s surface. However, if the planet’s path across the star’s atmosphere

contains more or less star spots and/or plages than the average of the star’s surface, transit

spectroscopy can yield spurious detections (e.g., Rackham et al., 2018, 2019).

3.3 Eclipse

In the eclipse method (also known as the secondary eclipse method), an exoplanetary

system is observed while the planet passes behind its host star, causing a decrease in the

total flux received from the system (see Figure 5). While the eclipse depth depends on the

square of the planet-to-star radius ratio, it also depends on the planet-to-star flux ratio,

where the planet’s flux is some combination of thermal emission and reflected light. As such,
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eclipse depths are typically smaller than transit depths by an order of magnitude or more.

The eclipse depth also varies with wavelength due to atomic and molecular absorption in the

atmospheres of both the planet and star. Eclipse observations are less affected than transits

by the non-uniform surface of the host star as the star’s surface is not occulted during the

eclipse. At optical wavelengths, eclipse depths typically probe light emitted by the host star

and reflected by the planet, while at infrared wavelengths eclipse depths typically probe the

thermal emission from the planet. The first exoplanet eclipse detected was of HD 209458b

(Charbonneau et al., 2005; Deming et al., 2005) and at least a hundred more exoplanets have

been observed using the eclipse method since then (e.g., see Baxter et al., 2020; Garhart et al.,

2020, for uniformly reanalyzed samples of Spitzer/IRAC eclipses).

Rauscher et al. (2007) first showed how the detailed shape of eclipse ingress/egress

could constrain both longitudinal and latitudinal brightness markings on the dayside of a

planet (see Figure 6). To date, this method has only been applied to the seven combined

Spitzer 8 µm eclipses of HD 189733b (Majeau et al., 2012; de Wit et al., 2012). However,

it has long been recognized that spectral eclipse mapping with JWST could allow for 3D

maps as different wavelengths probe different atmospheric pressures due to differing opacities

(Rauscher et al., 2007).

3.4 Phase Variations

By observing the variations in flux from an exoplanet system throughout the planet’s

orbit (called the planet’s phase curve; see Figure 5), we are able to infer the brightness of

the planet as a function of longitude. In the absence of planetary obliquity, it is impossi-

ble to measure latitudinal variations in brightness with the phase curve technique due to

the disk-integrated nature of these observations. It is possible to observe the phase curve

of non-transiting planets (e.g., Harrington et al., 2006; Cowan et al., 2007), although the

lack of transits and eclipses make calibrating and interpreting these observations far more

challenging. All told, 46 planets’ phase curves have been observed with Spitzer, Hubble,
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Figure 6: A demonstration of one eclipse mapping technique called the “slice mapping tech-

nique” where the planet’s dayside is decomposed into thin slices that are gradually occulted

by the star’s limb during eclipse. For eclipsing planets with inclinations not exactly equal to

90 degrees, the star’s limb is sloped compared to lines of constant longitude on the planet;

this allows measurements during the start of eclipse to be compared with measurements at

the end of the eclipse to provide north–south information inaccessible to most atmospheric

characterization methods. This image was originally published by Majeau et al. (2012) as

their Figure 1. © AAS. Reproduced with permission.

Kepler, and/or TESS, resulting in a total of 49 papers presenting new phase curves which

cumulatively have garnered in excess of 3500 citations to date (see Table 1). The strength

of phase curve observations is also demonstrated by the surprising number (7) of approved

phase curve observations from the recent JWST Cycle 1 General Observer proposals.

In reflected light, phase curve observations allow us to probe longitudinal variations

in the reflectivity of the planet’s illuminated dayside while giving no information on the

unilluminated nightside. For example, Kepler phase curve observations of the hot Jupiter

Kepler-7b showed a westward offset which was inferred to be due to reflective clouds on

the western parts of the planet’s dayside hemisphere (Demory et al., 2013). Meanwhile,

thermal infrared phase curve observations probe longitudinal variations in temperature and

are uniquely sensitive to the nightsides of planets; as such, phase curves are the best tool
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Table 1: Exoplanets with published Spitzer, Hubble, Kepler, and TESS phase curves. Bolded
references were published in Nature, Science, or Nature Astronomy. Updated 2021-07-26.

Exoplanet Reference(s) Citations
51 Peg b Cowan et al. (2007) 129
55 Cancri e Demory et al. (2016) 129
CoRoT-2b Dang et al. (2018) 39
GJ 436b Stevenson et al. (2012b) 35
HAT-P-2b Lewis et al. (2013); de Wit et al. (2017) 132; 15
HAT-P-7b Esteves et al. (2015); Wong et al. (2016); Armstrong et al. (2016) 122; 80; 63
HATS-24b Wong et al. (2020c) 12
HD 149026b Knutson et al. (2009b); Zhang et al. (2018) 104; 58
HD 179949b Cowan et al. (2007)† 129†

HD 189733b Knutson et al. (2007); Knutson et al. (2009a, 2012) 591; 203; 230
HD 209458b Cowan et al. (2007)†; Crossfield et al. (2012); Zellem et al. (2014) 129†; 60; 108
HD 80606b Laughlin et al. (2009); de Wit et al. (2016) 91; 15
KELT-1b Beatty et al. (2019); Beatty et al. (2020); von Essen et al. (2021) 38; 6; 2
KELT-9b Mansfield et al. (2020); Wong et al. (2020b) 31; 33
KELT-16b Bell et al. (2021) 7
Kepler-7b Demory et al. (2013) Esteves et al. (2015)† 168; 122†

Kepler-8b Esteves et al. (2015)† 122†

Kepler-10b Hu et al. (2015) 48
Kepler-12b Esteves et al. (2015)† 122†

Kepler-41b Esteves et al. (2015)† 122†

Kepler-76b Esteves et al. (2015)† 122†

LHS 3844b Kreidberg et al. (2019) 56
LTT 9779b Crossfield et al. (2020) 4
MASCARA-1b Bell et al. (2021)† 7†

Qatar-1b Keating et al. (2020) 11
TOI-519 Parviainen et al. (2021) 2
WASP-4b Wong et al. (2020c)† 12†

WASP-5b Wong et al. (2020c)† 12†

WASP-12b Cowan et al. (2012); Bell et al. (2019); Arcangeli et al. (2021); Owens
et al. (2021)

133; 23; 0; 1

WASP-14b Wong et al. (2015); Krick et al. (2016) 60; 20
WASP-18b Maxted et al. (2013); Arcangeli et al. (2019) Shporer et al. (2019) 81; 38; 48
WASP-19b Wong et al. (2016)†; Wong et al. (2020a) 80†; 16
WASP-33b Zhang et al. (2018)†; von Essen et al. (2020) 58†; 14
WASP-36b Wong et al. (2020c)† 12†

WASP-43b Stevenson et al. (2014); Stevenson et al. (2017); Wong et al.
(2020c)†

173; 91; 12†

WASP-46b Wong et al. (2020c)† 12†

WASP-64b Wong et al. (2020c)† 12†

WASP-76b May et al. (2021) 0
WASP-77Ab Wong et al. (2020c)† 12†

WASP-78b Wong et al. (2020c)† 12†

WASP-82b Wong et al. (2020c)† 12†

WASP-100b Jansen & Kipping (2020) 10
WASP-103b Kreidberg et al. (2018) 99
WASP-121b Bourrier et al. (2020); Daylan et al. (2021) 30; 25;
WASP-142b Wong et al. (2020c)† 12†

WASP-173Ab Wong et al. (2020c)† 12†

υ Andromedae b Harrington et al. (2006); Crossfield et al. (2010) 186; 101
Total 47 planets, 50 papers (8 in magazines) 3771 citations

† Already listed above and not re-counted in total papers/citations.
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available for characterizing exoplanetary atmospheric dynamics (Parmentier & Crossfield,

2018). One of Spitzer ’s great scientific legacies was its mid-infrared, photometric phase

curves which were used to constrain the planetary Bond albedo and the efficiency of day–

night heat transport. Hubble, and in the future JWST and ARIEL, will build upon this legacy

by collecting spectroscopic phase curves which will also permit the study of inhomogeneities

in the composition and thermal structure of exoplanetary atmospheres.

3.5 High Resolution Spectroscopy

Most transit, eclipse, and phase curve observations have been collected using photometry

or low resolution spectroscopy (sufficient to detect molecular bands, but not individual spec-

tral lines). Another method of collecting these observations is high resolution spectroscopy

where the spectrum of the star+planet light is measured with a large spectral resolving

power (R = λ/∆λ ≈ 100 000). The main advantage of high resolution spectroscopy is that it

permits the measurement of individual atomic emission/absorption lines and individual lines

within molecular emission/absorption bands. While these lines are very strong compared to

the continuum flux level, they are also very narrow, so photometry and coarse spectroscopy

are only able to measure the much weaker wavelength average over some bandpass (Birkby,

2018, see also Figure 7). High resolution spectroscopy has been used to detect H2O, CO,

TiO, Fe, Ti+, and other species in the absorption and emission spectra of hot Jupiters (e.g.,

Snellen et al., 2010; Birkby et al., 2013; Nugroho et al., 2017; Hoeijmakers et al., 2018).

High resolution spectroscopy offers many other benefits over photometric and low reso-

lution spectroscopic observations; for example, it allows different molecules with overlapping

molecular bands to be distinguished due to the unique fingerprint of the line spacings within

those bands. The phase variations of non-transiting planets are also measurable with high

resolution spectroscopy as the planet’s radial velocity will change throughout its orbit, allow-

ing the planet’s spectral signatures to be separated from the star’s (e.g., Rodler et al., 2010).

High resolution spectroscopy can even be used to measure the atmospheric wind speeds on
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Figure 7: A demonstration of the power of high resolution spectroscopy for H2O and CO.

Because spectral lines are very narrow, low resolution spectroscopy (e.g. R=30 or 3000)

measures the average spectrum across some wavelength range which greatly reduces the

signal strength. This image was originally published by Birkby (2018) as their Figure 2.

Reprinted by permission from Springer Nature Customer Service Centre GmbH: Nature,

Handbook of Exoplanets, Birkby © (2018).
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exoplanets (e.g., Snellen et al., 2010; Miller-Ricci Kempton & Rauscher, 2012; Rauscher &

Kempton, 2014; Louden & Wheatley, 2015; Zhang et al., 2017; Beltz et al., 2021). Due to

the complexity and bulk of the equipment needed to perform high resolution spectroscopy,

these instruments are exclusively ground-based; thanks to the precise measurement of the

wavelength (and hence radial velocity) of the observed spectral lines, it is possible to reject

the spectral features introduced by the Earth’s atmosphere (telluric lines). However, due

to the calibration steps required for high resolution spectroscopy, the technique is unable to

measure the continuum flux outside of spectral lines.

3.6 High-Precision Polarimetry

Scattered light polarimetry was used as early as 1929 (Lyot, 1929) to study the at-

mosphere of Venus. Hansen & Hovenier (1974) used polarimetry to discover concentrated

sulfuric acid clouds on Venus. When observing an exoplanetary system, unpolarized stellar

light incident on an exoplanet scatters off particles in the exoplanet’s atmosphere, causing

a net polarization in the observed star+planet light. As the planet orbits its host star, the

amplitude and orientation of the observed polarization will vary (see Figure 8). The change

in the observed polarization is a function of orbital parameters such as inclination, as well

as properties of the scattering particles in the atmosphere.

With modern advances in technology, high-precision exoplanet polarimetry is poised to

make pioneering discoveries similar to those of earlier Solar System studies. Throughout my

thesis, I was involved in the commissioning of the new high-precision polarimeter POMM

for the Mont Mégantic Observatory in Québec (Polarimètre de l’Observatoire du Mont-

Mégantic; Bastien et al., 2014) which is uniquely sensitive to red wavelengths. To date,

only a few hot Jupiters have been observed with polarimetry (e.g., Berdyugina et al., 2008;

Wiktorowicz, 2009; Wiktorowicz et al., 2015; Bott et al., 2016, 2018), while colder or smaller

planets currently remain inaccessible as the polarimetric signal scales as (Rp/a)
2, where Rp

is the planetary radius, and a is the planet’s orbital semi-major axis.
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Figure 8: Left : A cartoon showing a hot Jupiter at various points in its orbit where the

illuminated hemisphere is coloured red. Right : The predicted polarization amplitude vari-

ations of a transiting hot Jupiter throughout its orbit on an arbitrary y-scale. Peaks near

quadrature (locations b and d) are caused by Rayleigh scattering which induces strong po-

larization at a scattering angle of 90◦, but the peaks are shifted towards eclipse due to the

lack of illumination on the planet’s nightside.

4 Precise Space-Based Photometry and Spectroscopy

With recent improvements in instrumentation, observation, and calibration techniques,

ground-based transit and eclipse spectroscopy is becoming increasingly feasible at wave-

lengths where the Earth’s atmosphere is transparent (e.g., Hoeijmakers et al., 2018). How-

ever, the majority of exoplanet atmospheric characterization has been performed with space-

based telescopes to reach the extreme precision required. In addition, space-based telescopes

allow observations at wavelengths where Earth’s atmosphere is opaque (e.g. within H2O

features). Space-based telescopes are also required for continuous phase curve observations

due to the long orbital periods of exoplanets which last much longer than one full night of

observing. While space-based telescopes are not affected by the variable levels of absorp-

tion and turbulence in the Earth’s atmosphere, they do suffer from variable levels of solar

irradiation and other detector systematics which limit their performance. The origins of the
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systematic noise for Spitzer/IRAC and Hubble/STIS—as well as methods to reduce their

impact—are described below.

4.1 The Hubble Space Telescope and STIS

The Hubble Space Telescope (or Hubble for short) is a NASA-led satellite with contri-

butions from ESA and was launched on April 24, 1990 and currently remains in operation.

The telescope has a 2.4 m diameter primary mirror and has had instruments sensitive to

wavelengths between 90 nm and 2.4 µm, but the telescope’s currently active instruments are

only sensitive to wavelengths between 90 nm and 1.7 µm. The spacecraft is in a low Earth

orbit with an orbital altitude of ∼545 km and an orbital period of ∼96 minutes. As a result

of Hubble’s geocentric orbit, it frequently passes in and out of the Earth’s shadow which

causes cyclical fluctuations in the solar heating of the telescope. These thermal fluctuations

result in orbit-long modulations in instrumental sensitivity due to the thermal expansion and

contraction of the instrumentation (e.g., Demory et al., 2015). Hubble’s orbit also requires

that most observations be interrupted for up to 42 minutes per orbit (∼44% of Hubble’s

orbit) to avoid damage to Hubble caused by pointing the telescope at the Earth. This results

in large gaps in the Hubble’s observations every ∼96 minutes for all objects which do not

lie withing Hubble’s continuous viewing zone (the regions of the sky where Hubble can stare

continuously while maintaining a safe angle with respect to the Earth).

The Space Telescope Imaging Spectrograph (STIS; Kimble et al., 1998) is one of the

primary Hubble instruments used to characterize exoplanetary atmospheres. STIS offers

many different imaging options and STIS is able to perform spectroscopy between 114 nm

and 1.027 µm (spread across many different spectroscopic modes). One of the most com-

monly used spectral elements for exoplanet atmospheric characterization is STIS’s G430L

grating which spans 290–570 nm with a resolving power of R ∼ 500. In addition to the

sensitivity variations throughout Hubble’s orbit caused by thermal expansion and contrac-

tion (e.g., Demory et al., 2015), STIS spectra also suffer from more minor effects including
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noise introduced by movement of the spectra on the detector caused by minor drifts in the

telescope’s orientation (e.g., Evans et al., 2013) as well as a visit-long drift in sensitivity that

is potentially caused by charge trapping (especially visible in the long-duration observations

of α Centuri A, which lies within Hubble’s continuous viewing zone; Demory et al., 2015).

The data from Hubble’s first orbit while staring at an object are also significantly discrepant

compared to the other orbits due to the change in the solar irradiation of the telescope,

and the first exposure in an orbit is also normally significantly discrepant; as a result, these

data are usually discarded (e.g., Sing et al., 2011). Intra-orbit sensitivity variations are often

modelled using a fourth-order polynomial (e.g., Demory et al., 2015) and, when accounted

for, the visit-long sensitivity drift is typically accounted for using a linear or second-order

logarithmic ramp (e.g., Sing et al., 2011; Demory et al., 2015).

4.2 The Spitzer Space Telescope and IRAC

The Spitzer Space Telescope (or Spitzer for short; Werner et al., 2004) was a NASA

spacecraft launched on August 25, 2003 and decommissioned on January 30, 2020. The

telescope had an 85 cm diameter primary mirror and instruments that were sensitive to

wavelengths from 3–180 µm. The spacecraft is in an Earth-trailing, heliocentric orbit and

was roughly 260 million kilometers from Earth at the time of its decommissioning2. Spitzer ’s

primary mission had an expected duration of 5+ years at launch and ultimately ended

when the liquid helium cryogen used to maintain the telescope’s operating temperature was

exhausted on May 15, 20093 . Spitzer then became the Spitzer Warm Mission where only

the two shortest wavelength instruments, Infrared Array Camera (IRAC; Fazio et al., 2004)

2 https://www.jpl.nasa.gov/news/tarantula-nebula-spins-web-of-mystery-in-

spitzer-image

3 https://www.spitzer.caltech.edu/news/ssc2009-12-nasas-spitzer-begins-

warm-mission
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channels 1 and 2, were operable due to the increased operating temperature. It was during

the Warm Mission that the majority of Spitzer ’s exoplanet atmosphere observations were

collected.

Thanks to its heliocentric orbit, Spitzer did not face the same variable solar illumination

and Earth exclusion angle issues Hubble experiences. However, Spitzer/IRAC’s detectors

suffered from strong intra-pixel sensitivity variations where the centres of individual pixels

were more sensitive than their edges; when combined with sub-pixel scale motions in the tele-

scope’s orientation, this could cause ∼1% temporal variations in sensitivity for point sources

like planet-hosting stars (e.g., Charbonneau et al., 2008). Early Spitzer/IRAC exoplanet ob-

servations also suffered from cyclic variations in telescope orientation with a period of ∼60

minutes that were later attributed4 to cycling of a battery heater on the spacecraft and were

much reduced after October 17, 2010 when the battery heater was set to cycle more rapidly

which resulted in smaller thermal fluctuations. There was also typically a ∼30 minute ramp

in the sensitivity of the detectors at the start of an observation which may have been due

to trapped charges in the detectors or thermal settling of the telescope (e.g., Knutson et al.,

2012); these data are sometimes discarded to ensure they do not affect the observations (e.g.,

Knutson et al., 2012). Numerous different models have been developed to remove the im-

pact of intra-pixel sensitivity variations including 2D polynomials (e.g., Charbonneau et al.,

2008), Gaussian kernel regression (e.g., Knutson et al., 2012), BiLinearly-Interpolated Sub-

pixel Sensitivity (BLISS) mapping (e.g., Stevenson et al., 2012a), pixel level decorrelation

(PLD; e.g., Deming et al., 2015), the independent component analysis of pixel time series

(pixel-ICA; e.g., Morello et al., 2019), and Gaussian processes (GPs; e.g., Gibson et al., 2012;

Evans et al., 2015). Each technique has its strengths and weaknesses and there is significant

disagreement in the literature as to which technique is best and under what circumstances

different techniques will give consistent results.

4 https://ssc.spitzer.caltech.edu/warmmission/news/21oct2010memo.pdf
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4.3 Fitting Techniques and Uncertainty Estimation

The foundation of most modern data analysis is built upon work done in the late 1700s

and early 1800s by Reverend Thomas Bayes and Pierre-Simon Laplace that is typically

attributed to Bayes. According to Bayes’ theorem, the probability, P , of a hypothesis, H,

given a set of observations, X, and a collection of prior knowledge, I, is given by

P (H|X, I) =
P (X|H, I)P (H|I)

P (X|I) ,

where | reads as “given” (that all terms to the right are assumed true), and the comma

reads as “and”. The power of Bayes’ theorem is that it allows us to compute the posterior

probability, P (H|X, I), using the much more easily calculable likelihood function, P (X|H, I),

which is the probability that we would have observed the data X if the hypothesis and prior

knowledge were correct. The P (H|I) term is the prior probability and summarizes how our

prior knowledge affects our hypothesis before having measured the data X. Finally, the

P (X|I) term is the evidence or marginal likelihood and is often omitted when fitting a model

to data as it is only a normalization term and does not depend on the hypothesis.

When fitting a set of observations, a hypothesis typically consists of a function describing

the model which depends on a collection of parameters, θ, and hyperparameters, α. Bayes’

theorem can then be re-written as

P (θ|X, α) ∝ P (X|θ, α)P (θ|α).

Fitting the observations usually starts by freezing the set of hyperparameters and then

evaluating the posterior probability by comparing different model predictions to the observed

data. Fitting the observations then requires determining the values of θ that maximize the

posterior probability (called the Maximum A Posteriori estimate or MAP estimate), while

determining the uncertainty on the model parameters involves determining the range of
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values of θ that provide an adequately good fit to the observations (called the confidence

interval).

In principle, one could simultaneously estimate the optimal value of θ and its confidence

interval from the posterior probability density function (PDF) by calculating the posterior

probability for all values of θ; this is called a grid search. While this technique may be feasible

for discrete parameters or low dimensional problems, performing a grid search when the

vector θ contains tens or thousands of continuous variables becomes immensely challenging

and computationally inefficient. Instead, various algorithms can be used to compute the

MAP estimate and the confidence interval, some of which are described below.

Estimating the MAP value of θ is often done using a gradient descent algorithm. This

technique starts by picking either a random or partially informed initial estimate for the

value of θ and then computing or estimating the gradient in the posterior PDF depending

on whether or not the model is differentiable. In practice, most optimization methods are

formulated as minimization routines (hence the name gradient descent), so it is more common

to seek the minimum of the negative posterior probability. The algorithm will then take a

small step in the direction in which the posterior probability most rapidly increases and then

re-evaluate the gradient in the posterior PDF. This procedure is then repeated (typically with

a gradually decreasing step size) until the algorithm locates a local maximum in the posterior

PDF. The distinction of a local maximum rather than a global maximum is important, as

gradient descent routines do not explore the parameter space as thoroughly as a grid search,

so it is possible for the algorithm to settle on a local maximum which compares poorly

to the global maximum. This is typically overcome by running several gradient descent

optimizations initialized at random locations in parameter space in the hopes that one of

the optimizations will make its way to the global maximum (or at least alert you to the

presence of many local maxima).

Estimating the confidence interval of θ could be done by extrapolating the posterior

PDF from the MAP value using the first and second order gradient and then determining
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the extent to which each component of θ can be changed while still providing an adequately

good fit to the observations. However, this technique can give inaccurate estimates espe-

cially in the presence of correlations between different parameters. Instead, a Markov Chain

Monte-Carlo (MCMC) method is typically used to estimate parameter uncertainties. Monte-

Carlo (MC) methods in general involve randomly sampling values of θ, while MCMCs are a

specific variant where samples are randomly drawn based on the knowledge of the posterior

probability from the previously drawn value; the draws of MCMC are typically called steps

taken by a walker, and a collection of many walker steps are called a chain.

The starting point of an MCMC is typically either drawn at random or is set to the MAP

estimate from a gradient descent algorithm. The walker will then explore the parameter space

by proposing different steps and then accepting or rejecting the proposed step. The walker’s

location in parameter space at the end of each step (or lack thereof) is then recorded. After

some number of steps (called the “burn-in” phase) where the walker’s movement is strongly

correlated from one step to the next (especially when starting from a randomly drawn starting

location), the walker will begin to map out the posterior PDF where the time a walker spends

at any one location in parameter space is proportional to the posterior probability at that

location. In reality, it can be very challenging to determine when the burn-in phase has

ended other than by running a very long chain. After the chain is run to completion, the

confidence interval for each parameter can be estimated using the distribution of recorded

walker steps excluding the burn-in phase. For example, assuming a Gaussian uncertainty

in parameter estimates, one can compute the standard deviation in the walkers along each

dimension. Plots showing the distribution of walker steps as a function of pairs of parameters

are colloquially called “corner plots” or “triangle plots” and can be useful in diagnosing

parameter correlations.

One common algorithm to propose steps in a MCMC is the Metropolis-Hastings al-

gorithm (Metropolis et al., 1953; Hastings, 1970) where a step is drawn from a multi-

dimensional Gaussian (whose standard deviations are tunable parameters) centred on the
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previous step and the probability that the step is accepted/rejected depends on the poste-

rior probability at that new location compared to the posterior probability at the previous

location; if the posterior probability has improved then the step is accepted, while if the pos-

terior probability has worsened then the step is randomly accepted or rejected (the relative

probability of which depends on the ratio of the posterior probabilities at the proposed and

current step locations). However, the Metropolis-Hastings algorithm can be inefficient in the

presence of strong correlations between parameters as the step proposal is not aware of the

broader shape of the posterior PDF beyond the value at the previous and newly proposed

steps. The Metropolis-Hastings algorithm can also be quite inconvenient to use as the effi-

ciency and convergence of the algorithm strongly depend on the selected tunable parameters

which can be difficult to estimate.

One popular MCMC step proposal algorithm to use in the presence of strong parameter

correlations and to avoid the tunable parameter estimation of the Metropolis-Hastings algo-

rithm is the Affine Invariant MCMC Ensemble sampler (Goodman & Weare, 2010) which is

implemented in the Python programming language as the emcee package (Foreman-Mackey

et al., 2013). In this method, a large number of chains are run concurrently (together called

an ensemble), and each walker’s next step depends on the position of the other walkers in

the ensemble. In particular, a random walker is selected from the rest of the ensemble (ex-

cluding the walker currently being moved) and then a new step location is proposed along

the ray originating from the other walker and passing through the walker currently being

updated. The size and direction of this step is randomly drawn from a distribution with a

single tunable parameter which is typically just left at a default value of 2. The probability

that the step is accepted/rejected is then the same as that used in the Metropolis-Hastings

algorithm. This step procedure is then serially applied for each walker, where the previously

updated walker is added back into the ensemble of walkers. Adaptations on this algorithm

also exist in order to allow for parallel computing which is especially useful when it takes a

long time to evaluate the likelihood function (typically when slower than ∼1 ms).
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Paper 1
The Very Low Albedo ofWASP-12b from Spectral Eclipse
Observations with Hubble

Preface

Eclipse observations at optical wavelengths are typically most sensitive to reflected light

because exoplanets typically emit minimal light at such short wavelengths. In the following

paper, published in the Astrophysical Journal Letters (Bell et al., 2017), we present the

second-ever spectrally resolved optical eclipse observation of an exoplanet. The observations

seek to measure the albedo of the ultra-hot Jupiter WASP-12b and were part of a larger

proposal to observe the optical eclipse spectra of three other hot Jupiters. Based on NEMISIS

modelling before the observations were collected, we expected a strong detection whether

the planet was cloud-free or covered in an aluminum-oxide haze. When this paper was

submitted, the term ultra-hot Jupiter was not commonly in use.
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ABSTRACT

We present an optical eclipse observation of the hot Jupiter WASP-12b using the Space Telescope

Imaging Spectrograph on board the Hubble Space Telescope. These spectra allow us to place an upper

limit of Ag < 0.064 (97.5% confidence level) on the planet’s white light geometric albedo across 290–

570 nm. Using six wavelength bins across the same wavelength range also produces stringent limits

on the geometric albedo for all bins. However, our uncertainties in eclipse depth are ∼40% greater
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than the Poisson limit and may be limited by the intrinsic variability of the Sun-like host star — the

solar luminosity is known to vary at the 10−4 level on a timescale of minutes. We use our eclipse

depth limits to test two previously suggested atmospheric models for this planet: Mie scattering from

an aluminum-oxide haze or cloud-free Rayleigh scattering. Our stringent nondetection rules out both

models and is consistent with thermal emission plus weak Rayleigh scattering from atomic hydrogen

and helium. Our results are in stark contrast with those for the much cooler HD 189733b, the only

other hot Jupiter with spectrally resolved reflected light observations; those data showed an increase

in albedo with decreasing wavelength. The fact that the first two exoplanets with optical albedo

spectra exhibit significant differences demonstrates the importance of spectrally resolved reflected

light observations and highlights the great diversity among hot Jupiters.

Keywords: planets and satellites: atmospheres — stars: individual (WASP-12) — tech-

niques: photometric

∗ McGill Space Institute; Institute for Research on Exoplanets

38



Eclipse Spectroscopy of WASP-12b

1. INTRODUCTION

Thermal measurements of hot Jupiters suggest that these gas giant exoplanets often have moderate

Bond albedos (AB ≈ 0.4, the fraction of incident energy reflected to space; Schwartz et al. 2017).

However, many previous searches for reflected light from hot Jupiters have found little-to-none at

optical wavelengths where the host star emits most of its energy (geometric albedo Ag < 0.1; e.g.,

Rowe et al. 2008; Kipping & Spiegel 2011; Heng & Demory 2013; Dai et al. 2017). It is unclear what is

causing this apparent contradiction between constraints from thermal emission and optical reflection.

Previous Hubble Space Telescope (HST ) eclipse observations of HD 189733b with the Space Telescope

Imaging Spectrograph (STIS) showed an increase in reflectivity toward bluer wavelengths which may,

at least in part, explain the discrepancies between these two techniques (Evans et al. 2013).

A direct way to probe the back scattering efficiency of a hot Jupiter’s atmosphere is observing the

planet at optical wavelengths (where thermal emission is negligible) during eclipse, when the planet is

near full phase and passes behind its host star. This method requires at least an order of magnitude

higher photometric precision than transit observations of the same planet because the planet will be

fainter than its host star, while the occulted area remains the same.

Observing an atmosphere at different orbital phases can provide further information about the scat-

tering particles (e.g., Demory et al. 2013; Esteves et al. 2013; Heng & Demory 2013; Garcia Munoz &

Isaak 2015; Shporer & Hu 2015; Oreshenko et al. 2016). Parmentier et al. (2016) suggested a connec-

tion between reflected light phase curve measurements and a sequence of condensate cloud models,

but this only covered temperatures up to Teq ∼ 2200 K: well below the equilibrium temperature of

WASP-12b (Teq = 2580 K; Collins et al. 2017).

WASP-12b orbits a G0V star with an orbital period of 1.09 days (Hebb et al. 2009). While the

host star is fairly faint (V = 12), WASP-12b’s close semi-major axis and large radius (a = 0.0234 au,

Rp = 1.90 RJ , Rp = 0.19 R∗; Collins et al. 2017) make it an excellent target for detailed study.

Transit observations of WASP-12b range from 0.3 to 4.5 µm, and eclipse observations range from 0.9

to 8.0 µm (e.g., Hebb et al. 2009; López-Morales et al. 2010; Campo et al. 2011; Madhusudhan et al.

2011; Cowan et al. 2012; Crossfield et al. 2012; Copperwheat et al. 2013; Föhring et al. 2013; Sing
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et al. 2013; Swain et al. 2013; Stevenson et al. 2014a,b; Croll et al. 2015; Sing et al. 2016). This work

presents the first optical eclipse measurement of WASP-12b.

The atmospheric composition of WASP-12b has been extensively studied (e.g., Madhusudhan et al.

2011; Crossfield et al. 2012; Swain et al. 2013; Stevenson et al. 2014b), with initial claims of a C/O

ratio greater than unity. This was first challenged by Crossfield et al. (2012) and Cowan et al. (2012),

who instead reported an isothermal photosphere for WASP-12b. The recent detection of water in

the planet’s atmosphere has now firmly refuted the carbon-rich hypothesis (Kreidberg et al. 2015).

Sing et al. (2013) found that the best-fit model for WASP-12b transmission spectroscopy was Mie

scattering by an aluminum-oxide (Al2O3) haze. Barstow et al. (2017) found that an optically thick

Rayleigh scattering aerosol with a 0.01 mbar top pressure best described the transmission obser-

vations, but the model poorly described the steep increase in transit depth at optical wavelengths.

Schwartz et al. (2017) used thermal phase variations and eclipse depths to determine a Bond albedo

of AB = 0.2+0.1
−0.12 and a dayside effective temperature of Tday = 2864± 15 K.

2. OBSERVATIONS AND DATA REDUCTION

On 2016 October 19, a single eclipse of WASP-12b was observed with five HST orbits, using the

STIS G430L grating (290–570 nm). The first HST orbit has significantly worse systematics than the

four later orbits as a result of the repointing of the telescope, so these data were removed from the

subsequent analysis. This left two HST orbits out of eclipse (one before and one after) when the

planet and host star were both visible with the planet near full phase, as well as two HST orbits

during eclipse when the planet was behind its host star, leaving only the star’s light visible. These

observations were granted as a part of programme GO-14797 (PI: Crossfield).

We used the same data collection method as previously used for similar observations (Sing et al.

2011, 2013, 2016; Evans et al. 2013). The subarray readout mode with a wide 52′′ × 2′′ slit was used

to minimize time-varying slit losses; this produced 1024 × 128 pixel images. In previous HST/STIS

observations, the first frame from each HST orbit had systematically lower counts, so a 1 s dummy

exposure was obtained at the beginning of each orbit, which successfully mitigated this systematic

effect. This dummy exposure was then followed by 10 science exposures lasting 279 s each (the
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maximum recommended duration to avoid excessive cosmic-ray hits). Our final, analyzed dataset

thus contains 40 exposures collected over 331 minutes.

The raw STIS data were reduced (bias-, dark-, and flat-corrected) using the latest version of the

CALSTIS1 pipeline and the relevant up-to-date calibration frames. Cosmic-ray events were identified

and removed following Nikolov et al. (2014), as were all pixels identified as “bad” by CALSTIS. Overall,

∼9% of the pixels in each 2D spectrum were affected by cosmic-rays with another ∼5% identified as

“bad”, resulting in a total of ∼14% interpolated pixels.

Next, the IRAF procedure apall was used to extract spectra from the calibrated .flt science files.

We tested apertures between 9.0 and 17.0 pixels in intervals of 2 pixels and found that an 11.0 pixel

aperture resulted in the lowest lightcurve residual scatter after fitting the white light data. However,

the difference between apertures was minute (∼1 ppm). We then used cross-correlation to correct

for subpixel shifts along the dispersion axis. The x1d files from CALSTIS were then used to calibrate

the wavelength axis. Finally, both “white light” and six spectral channel lightcurves were produced

by integrating the appropriate flux from each bandpass.

WASP-12b’s host star WASP-12A is also orbited by two M-dwarf companions bound in a binary

system 1.06′′ away from WASP-12A (Bergfors et al. 2011; Sing et al. 2013; Bechter et al. 2014).

For our observations, the spectrograph slit orientation was chosen to be perpendicular to the line

connecting WASP-12A and WASP-12(B,C) to allow maximal separation in the spatial direction of

the resulting FITS files. The spectrum of the stellar companions is visually distinguishable from

WASP-12A in the raw spectra and does not fall within our small spatial-axis aperture.

3. LIGHTCURVE ANALYSIS

The top panel of Figure 1 shows the raw lightcurve binned across the entire STIS G430L bandpass

(“white light”). There is a strong, repeated trend in flux, with exposures from each orbit appearing

to follow a roughly polynomial trend. This systematic is well known and is believed to be the result

of the thermal cycle of HST throughout its orbit as well as the movement of the spectral trace on

the detector (e.g., Brown et al. 2001; Sing et al. 2011; Huitson et al. 2012; Evans et al. 2013).
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These systematic trends are also observed during HST/STIS observations of planetary transits,

and a standard approach to remove them is assuming polynomial variations as a function of auxiliary

variables (e.g., Sing et al. 2011; Huitson et al. 2012). More recently, Gibson et al. (2011) used Gaussian

processes (GPs) to model the HST systematics, as the choice of polynomial model can potentially

bias the results. For this reason, we modelled the systematics with the GP library george (Foreman-

Mackey 2015) and used the same method as Evans et al. (2013). A detailed discussion of modelling

systematics with GPs can be found in Gibson et al. (2012a,b, 2013). We also attempted to fit the

systematic variations with a polynomial model, which gave results consistent with our GP model.

3.1. Gaussian Process Model

The likelihood of a GP model is described as a multivariate normal distribution with

p(f |X,θ,Ω, t) = N (E(Ω, t),Σ(X,θ)) , (1)

where f is the 40 measured fluxes, E is the eclipse function, and Σ is the kernel (covariance matrix).

The time at the midpoint of each exposure is represented by t. Further, X = [φ,ψ]T is the matrix

of covariates, where φ is the orbital phase of HST, and ψ is the slope of the spectral trace on the

detector (computed using IRAF’s apall procedure). These two covariates were selected as they

provided the lowest scatter in the residuals after calibration. We also tested the inclusion of two

additional covariates: the y-intercept of the spectral trace on the detector and the measured shifts

of the spectral trace along the dispersion axis. However, the inclusion of these additional covariates

did not significantly impact our results or uncertainties, likely because the covariates themselves are

significantly correlated with the other covariates.

Our eclipse parameters are given by Ω = [α, δ, β]T , where α is the baseline flux consisting of light

emitted from both the planet and star, δ is the fractional eclipse depth (δ = Fplanet/Fstar), and β

describes a constant rate of change in the baseline flux over time. Since we did not observe during
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eclipse ingress or egress, we used a boxcar function to describe the eclipse signal, with

Ei = α(1− δBi)(1 + β(ti − t0))

Bi =





0 i ∈ Orbit 2 or 5

1 i ∈ Orbit 3 or 4 ,

(2)

where t0 is the time of the first exposure.

Our GP parameters are given by θ = [C,Lφ, Lψ, σw]T , where C2 is the maximum covariance, Lφ and

Lψ are covariance lengthscales, and σw is the white noise level. We adopted the squared-exponential

kernel:

Σnm = C2 exp

[
−

1∑

i=0

(Xin −Xim)2

L2
i

]
+ δnmσ

2
w , (3)

where Li = [Lφ, Lψ]i and δnm is the Kronecker delta function. This kernel can be simply understood

as requiring that observations be strongly correlated if they have similar spectral trace slope and

HST orbital phase, while observations further from each other in covariate space are more weakly

correlated. This then describes a smoothly varying function of the covariates, with the addition of

white noise.

The final model is then given by

f ∗ = µ(φ,ψ) +E(Ψ) , (4)

where µ(φ,ψ) is the GP model mean.

The Markov Chain Monte Carlo (MCMC) ensemble sampler software emcee (Foreman-Mackey

et al. 2013) was used to explore the seven parameters, determining the most likely parameter values

and their uncertainties. For computational reasons, the variables used in this MCMC were {δ, ln(α),

β, ln(Lφ), ln(Lψ), ln(σ2
w), and ln(C2)}. Using logarithms removes the need to use a prior to obtain

strictly positive values. While the eclipse depth, δ, should be strictly positive, we allowed for negative

values to ensure an unbiased estimate. A uniform prior was used so ln(Lφ) < 0 and ln(Lψ) < 0, which

has the effect of ensuring that these lengthscales are within a few orders of magnitude of the variations

in the covariates. For un-normalized white light data, the best-fit values from a 106 step MCMC
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chain were {δ = (−5.3± 7.4)× 10−5, α = (4.198+0.012
−0.008)× 107, β = 0.0056± 0.0015, Lφ = 0.05+0.19

−0.03,

Lψ = 0.03+0.27
−0.03, σ2

w = (5.2+1.7
−1.3)× 107, and C2 = (8+14

−5 )× 107}.

The top panel of Figure 1 shows the median model and uncertainty from a 106 step MCMC chain

overplotted on the raw white light flux measurements. The bottom panel of Figure 1 shows the

lightcurve produced by subtracting the median model from the raw spectra (excluding the change

in flux during eclipse), with the median eclipse model overplotted. The clear linear trend in the

calibrated flux of HST orbit #5 (bottom panel of Figure 1) shows that there is still substantial

correlated noise in the data that could not be described by any of the four considered covariates.

4. RESULTS

The STIS G430L spectra were binned into six spectral channels to allow moderate wavelength

resolution while keeping uncertainties on each channel sufficiently small to be able to test atmospheric

models. Each spectral channel was modelled independently using the GP method described above.

Lightcurves after GP calibration are shown for each spectral channel in Figure 2, and the relevant

results are tabulated in Table 1. Eclipse depths were found using the median value from a 106

step MCMC chain, while the 84 and 97.5 percentiles were used to determine upper limits. The

larger uncertainties in eclipse depth at shorter wavelengths are due to lower stellar flux and detector

sensitivity.

Because WASP-12b is so strongly irradiated, the peak of its thermal emission is expected to be at

∼1 µm for a ∼2800 K dayside temperature (Schwartz et al. 2017). For this reason, we calculated the

predicted eclipse depths due to thermal radiation from WASP-12b, assuming a T = 3000 K blackbody

for WASP-12b (hotter than inferred from infrared observations due to the greater depth of the optical

photosphere; Cowan & Agol 2011) and a standard G0V spectrum from Pickles (1998) for WASP-12.

These depths (δthermal) are summarized in Table 1 and are all within our 97.5% confidence interval

upper limits.
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Figure 1. Top: raw flux with the entire spectral range of HST/STIS binned into a single white lightcurve.

The median systematic model and 1σ model uncertainty are shown with a blue line and blue shaded region,

respectively. Each individual HST orbit is labelled. Bottom: the white light data after calibration using a

Gaussian Process are shown in grey. Also shown in red are the binned fluxes for each HST orbit, although

these were not used during fitting. Overplotted is the best-fit eclipse signal that corresponds to a wavelength-

averaged geometric albedo of Ag = −0.035 (Ag < 0.064 at 97.5% confidence). All plotted error bars in both

panels only capture uncorrelated, white noise.
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Figure 2. Lightcurves for each spectral channel after calibration using a Gaussian process are shown in

grey, with the best-fit eclipse signal overplotted. Also shown in red are the binned fluxes for each HST orbit,

although these were not used during fitting. All plotted error bars only capture uncorrelated, white noise;

where no error bar is visible, it is smaller than the point size used.

If interpreted as solely due to reflected light, eclipse depths can be converted to geometric albedo

using

Ag = δ

(
Rp

a

)−2

, (5)

where Rp = 1.90 RJ is the radius of the planet, and a = 0.0234 AU is its orbital semi-major axis

(Collins et al. 2017). Applying Equation (5) to the best-fit eclipse depths and their corresponding
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Table 1. Eclipse Depths and Geometric Albedos

Wavelengths Eclipse Depth, δ (ppm) δthermal Geometric Albedo, Ag

(nm) Best fit 97.5% Upper Limit (ppm) Best Fit 97.5% Upper Limit

290 – 570 −53± 74 96 56 −0.035± 0.050 0.064

290 – 336 −60± 540 1020 10 −0.04± 0.36 0.68

336 – 383 90± 290 670 20 0.06± 0.20 0.45

383 – 430 −30± 180 330 40 −0.02± 0.12 0.22

430 – 476 −60± 130 210 60 −0.039± 0.089 0.14

476 – 523 −70± 130 190 100 −0.045± 0.087 0.13

523 – 570 −50± 150 240 160 −0.036± 0.098 0.16

upper limits gives constraints on the geometric albedo across the STIS G430L wavelength range

(summarized in Table 1)

Our reported uncertainties on eclipse depths are ∼40% higher than the photon limit. The increased

scatter in our data may be the result of incomplete modelling of the systematic noise. Alternatively,

our uncertainties may be limited by intrinsic stellar variability. Given the slow rotation period of

WASP-12 compared to the observing window (Prot & 23 days given v sin i < 2.2 km/s; Hebb et al.

2009), variability due to stellar rotation (e.g. starspots passing in and out of view) should not

significantly affect our observations. However, our Sun’s total irradiance (spatially and spectrally

integrated) is known to vary at the 10−4 level on timescales of minutes to hours as a result of

solar convection and oscillations (Kopp 2016). Given the G0V spectral class of WASP-12, similar

variations may also be present and may explain the greater than Poisson limit uncertainties as well

as the residual correlated noise in the calibrated time-series spectra.
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5. DISCUSSION AND CONCLUSIONS

We use the NEMESIS spectral retrieval tool (Irwin et al. 2008; Barstow et al. 2014) to produce

predicted model spectra given two previously proposed models for WASP-12b: an Al2O3 haze and a

cloud-free atmosphere. NEMESIS is not a radiative equilibrium code; rather, it takes an atmospheric

model and calculates incident and emergent flux and will not take into account heating from incoming

stellar radiation. The limits from our HST/STIS eclipse observations firmly reject both models; we

find χ2 per datum (χ2/Nobs, Nobs = 6) of 41 and 10 for the Al2O3 haze and cloud-free models.

Given its exceedingly high equilibrium temperature (Teq = 2580 K; Collins et al. 2017), WASP-12b

would technically lie within Sudarsky et al.’s (2000) Class V (Teff > 1500 K) but is far hotter than

any planet they considered. On the planet’s dayside, WASP-12b is far too hot for condensates to

form (Wakeford et al. 2017). However, temperatures near the planet’s day–night terminator, and

across the planet’s nightside, may be cool enough to allow for the formation of condensates that

could affect transmission spectroscopy without significantly affecting dayside eclipse spectroscopy.

Also, it is expected that Na I absorption (which is important at lower temperatures) will not

contribute much to the low albedo of WASP-12b as most of the sodium will be ionized on the hot

dayside. Instead, it is expected that the atmosphere will be dominated by Rayleigh scattering from

atomic hydrogen and helium, with a small contribution from electron scattering. The red line in

Figures 3 and 4 shows the predicted eclipse depth (binned to a resolution of 1 point per 5 nm) from

Crossfield et al. (2012) made with the PHOENIX atmosphere code adapted for hot Jupiters as described

in Barman et al. (2001, 2005). In this model, reflected light makes up . 10% of the eclipse depth

(Ag . 0.002) at the shortest wavelengths and � 1% of the eclipse depth at infrared wavelengths;

the remainder of the eclipse depth is due to thermal emission. This model gives a χ2 per datum of

0.9 for our HST/STIS data (Nobs = 6), but a worse χ2 per datum of 3 for all of the data plotted on

Figure 4 (Nobs = 21).

There are significant differences between the PHOENIX model and the cloud-free model produced by

NEMISIS, including but not limited to the inclusion of atomic hydrogen opacities (lines and bound-free

opacities), as well as the typical opacities more commonly associated with cool stellar photospheres.

48



Eclipse Spectroscopy of WASP-12b

300 350 400 450 500 550
Wavelength (nm)

0

200

400

600

800

1000
Ec

lip
se

 D
ep

th
 (p

pm
)

Figure 3. Best-fit eclipse depths and 1σ uncertainties are shown with black points and error bars, with

black triangles denoting 97.5% confidence upper limits. Previously proposed models for WASP-12b made

with NEMESIS are shown with a grey, dashed-dotted line (aluminum-oxide haze) and a blue, dashed line

(cloud-free). The HST/STIS data firmly reject both models and are instead consistent with the thermally

dominated PHOENIX model shown with a red solid line.

Also, the PHOENIX model results from a self-consistent calculation of the thermal structure, chemistry,

line-by-line opacities (as well as scattering), and irradiation, thereby accounting for important changes

that occur in the hot upper layers of WASP-12b (for example, the transition from H2 to H at low

pressures and the thermal ionization of Na and K).

Our observations cover the blackbody peak of WASP-12 (∼450 nm) and show that little of the

incident radiation at these wavelengths is reflected by the planet. Geometric albedo is related to

spherical albedo through a phase integral q such that As = qAg, and Bond albedo is equal to

49



Bell et al.

1 10
Wavelength ( m)

102

103

104
Ec

lip
se

 D
ep

th
 (p

pm
)

HST/STIS
z′, J, H, K, 2.315 m
HST/WFC3
Spitzer/IRAC

Figure 4. Our HST/STIS 97.5% confidence interval upper limits on the eclipse depth for each of the six

considered spectral channels are shown with black arrows. All eclipse depths aside from HST/STIS are

taken from Stevenson et al. (2014b, and references therein). The red line is the same as in Figure 3.

the flux-weighted, wavelength-averaged spherical albedo. If we assume diffuse scattering (q = 1.5),

our “white light” 97.5% confidence upper limit on the geometric albedo across the STIS bandpass

(Ag < 0.064) suggests < 10% of the energy received at these wavelengths is reflected. However, since

the wavelengths observed cover only 36% of the incident stellar energy, the Bond albedo is not well

constrained by these measurements and is consistent with Schwartz et al.’s (2017) measurement of

AB = 0.2+0.1
−0.12.

Our results are in stark contrast with those for the much cooler HD 189733b, the only other hot

Jupiter with spectrally resolved reflected light observations (Evans et al. 2013); those data showed
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an increase in albedo with decreasing wavelength. The fact that the first two exoplanets with opti-

cal albedo spectra exhibit significant differences demonstrates the importance of spectrally resolved

reflected light observations and highlights the great diversity among hot Jupiters.
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Epilogue

I have continued the study of light reflected from exoplanet atmospheres throughout

my graduate studies using the technique of high-precision polarimetry. I was introduced to

high-precision polarimetry through the commissioning of the new high-precision polarimeter

POMM for the Mont Mégantic Observatory in Québec (la Polarimètre de l’Observatoire du

Mont-Mégantic; Bastien et al., 2014). While we have collected some science observations

with POMM, we are still in the early stages of understanding the instrument’s performance

and have not yet published any of this work.

As a result of the technical and scientific knowledge I developed while commissioning

POMM, I was invited to join a team of scientists and engineers writing a mission concept

study proposal to the Canadian Space Agency. The successful proposal sought to under-

stand the potential science objectives achievable with, and feasibility of, a space-based,

high-precision polarimeter which we named ÉPPÉ (Extrasolar Planet Polarimetry Explorer

/ Explorateur polarimétrique des planètes extrasolaires). Throughout this concept study, I

led the scientific simulations1 of such a mission in order to determine the requirements of the

instrumentation and mission. I also provided significant domain knowledge in the develop-

ment of the mission operations concept and the identification of the scientific priorities. The

final report from the concept study was presented to the Canadian Space Agency in October

2018, and the team is currently exploring potential avenues for scientific and technological

maturation studies. I am also planning on leading a publication discussing the opportunities

and challenges of performing high-precision polarimetry from space as a result of this concept

study.

1 Simulation code publicly available at https://github.com/taylorbell57/EPPE
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Paper 2
Increased Heat Transport in Ultra-hot Jupiter Atmospheres
Through H2 Dissociation/Recombination

Preface

The following paper was published in the Astrophysical Journal Letters (Bell & Cowan,

2018). In it, we presented a new theory for atmospheric heat transport in ultra-hot Jupiter

atmospheres. Paper 1 concluded that the dayside atmosphere of the ultra-hot Jupiter WASP-

12b was primarily composed of atomic hydrogen and helium, but we knew that the nightside

of WASP-12b was far colder and would potentially be dominated by molecular hydrogen

instead. Knowing that the dissociation and recombination of molecular hydrogen is a highly

energetic process, we adapted a previously developed energy balance model to understand

the impact of these effects on ultra-hot Jupiter atmospheres. Since publishing this paper, we

have found out that the thermodynamic impacts from H2 dissociation/recombination were

actually first briefly discussed by Showman & Guillot (2002) in their Section 2 and Figure

1, and the effects were incorporated into their GCM, although their models did not consider

planets hot enough for this effect to have a strong impact.
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QC H3A 0E8, Canada

(Received 2018 January 30; Revised 2018 April 04; Accepted 2018 April 07; Published 2018 April 23)

Submitted to ApJL

ABSTRACT

A new class of exoplanets is beginning to emerge: planets with dayside atmospheres that resemble

stellar atmospheres as most of their molecular constituents dissociate. The effects of the dissociation

of these species will be varied and must be carefully accounted for. Here we take the first steps

toward understanding the consequences of dissociation and recombination of molecular hydrogen

(H2) on atmospheric heat recirculation. Using a simple energy balance model with eastward winds,

we demonstrate that H2 dissociation/recombination can significantly increase the day–night heat

transport on ultra-hot Jupiters (UHJs): gas giant exoplanets where significant H2 dissociation occurs.

The atomic hydrogen from the highly irradiated daysides of UHJs will transport some of the energy

deposited on the dayside toward the nightside of the planet where the H atoms recombine into H2;

this mechanism bears similarities to latent heat. Given a fixed wind speed, this will act to increase

the heat recirculation efficiency; alternatively, a measured heat recirculation efficiency will require

slower wind speeds after accounting for H2 dissociation/recombination.
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1. INTRODUCTION

Most gas giant exoplanets have atmospheres dominated by molecular hydrogen (H2). However,

on planets where the temperature is sufficiently high, a significant fraction of the H2 will thermally

dissociate; one may call these planets ultra-hot Jupiters (UHJs). Only a handful of known planets

have dayside temperatures this high, but the Transiting Exoplanet Survey Satellite (TESS) mission

is expected to discover hundreds more as it includes many early-type stars (G. Zhou, private com-

munication 2017). These UHJs are an interesting intermediate between stars and cooler planets, and

they will allow for useful tests of atmospheric models.

At these star-like temperatures, the H− bound–free and free–free opacities should play an important

role in the continuum atmospheric opacity that has recently been detected in dayside secondary eclipse

spectra (Bell et al. 2017; Arcangeli et al. 2018). These recently reported detections of H− opacity

provide evidence that H2 is dissociating in the atmospheres of gas giants at this temperature range.

However, the thermodynamical effects of H2 dissociation/recombination have yet to be explored.

Both theoretically (e.g. Perez-Becker & Showman 2013; Komacek & Showman 2016) and empiri-

cally (e.g. Schwartz et al. 2017; Zhang et al. 2018), we expect the day–night temperature contrast on

hot Jupiters to increase with increasing stellar irradiation; temperature gradients & 1000 K can be

expected for UHJs. As temperatures vary drastically between day and night, the local thermal equi-

librium (LTE) H2 dissociation fraction will also vary. The recombination of H into H2 is a remarkably

exothermic process, releasing q = 2.14×108 J kg−1 (Dean 1999); this is 100× more potent than the

latent heat of condensation for water. For reference, latent heat is responsible for approximately half

of the heat recirculation on Earth (L/(cp∆T ) ∼ 1), while the effect of H2 dissociation/recombination

should be even stronger for UHJs (q/(cp∆T ) ∼ 102).

Building on this intuition, we might expect that H will recombine into H2 as gas carried by winds

flows eastward from the sub-stellar point, significantly heating the eastern hemisphere of the planet.

As the gas continues to flow around to the dayside, the H2 will again dissociate and significantly cool

the western hemisphere. A cartoon depicting this layout is shown in Figure 1. If unaccounted for
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“Top-Down” View

Orbital
Direction

H H2

Dissociation

Recombination

Figure 1. Cartoon showing a “top-down” view of the expected dissociation and recombination of H2 on a

UHJ. The orbital direction and the direction of winds on the planet are indicated with black arrows.

while modelling a phasecurve, this may manifest itself as an “unphysically” large eastward offset as

was previously reported for WASP-12b (Cowan et al. 2012).

A large number of circulation models have been developed for studying exoplanet atmospheres,

ranging from simple energy balance models (e.g. Cowan & Agol 2011) to more advanced general

circulation models (e.g. Showman et al. 2009; Rauscher & Menou 2010; Amundsen et al. 2014;

Dobbs-Dixon & Cowan 2017; Heng & Kitzmann 2017; Zhang & Showman 2017). To our knowledge,

however, no published general circulation models account for the cooling/heating due to the energies

of H2 dissociation/recombination (although some planet formation models do account for this, e.g.

Berardo et al. 2017). Here we aim to qualitatively explore the effects of H2 dissociation/recombination

using a simple energy balance model adapted from that described by Cowan & Agol (2011), using

code based on that implemented by Schwartz et al. (2017). We leave it to those with more advanced

circulation models to explore this problem in a more rigorous and quantitative manner.
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2. ENERGY TRANSPORT MODEL

2.1. Heating Terms

First, let ε be the energy per unit area of a parcel of gas. Ignoring H2 dissociation/recombination

and any internal heat sources, and assuming the gas parcel cools radiatively, energy conservation

gives

dε

dt
= Fin − Fout,

with Fin and Fout given by

Fin = (1− AB)F∗ sin θmax (cos Φ(t), 0),

Fout = σT 4.

The planet’s Bond albedo is given by AB, θ is the co-latitude of the gas parcel, T is the temperature

of the gas parcel, and σ is the Stefan–Boltzmann constant. The incoming stellar flux is given by

F∗ = σT 4
∗,eff(R∗/a)2, where T∗,eff is the stellar effective temperature, R∗ is the stellar radius, and a is

the planet’s semi-major axis. The stellar hour angle, Φ(t), incorporates both advection and planetary

rotation.

In order to include H2 dissociation/recombination, we add a new term accounting for the energy

flux from these effects. This can be done with

dε

dt
= Fin − Fout −

dQ
dt
, (1)

where the energy per unit area stored by H2 dissociation is given by

Q = qχHΣ,

where Σ is the mass per unit area of H and H2 in the parcel of gas (in kg m−2), q = 2.14×108 J kg−1

is the H2 bond dissociation energy per unit mass at 0 K, and χ
H is the dissociation fraction of the

gas. χ
H = 1 means the gas is completely dissociated (all atomic). Assuming the gas parcel is in

hydrostatic equilibrium, we can use

Σ =

∫ ∞

z0

ρ(z)dz = (P0/g)
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where z0 is some reference height, P0 is the atmospheric pressure corresponding to z0, and ρ is the

density of the gas. This then allows us to rewrite Q as

Q = (P0/g)qχH.

The time derivative of Q is then

dQ
dt

= (P0/g)q
dχH

dt
= (P0/g)q

dχH

dT

∣∣∣∣
T

dT

dt
, (2)

where we have assumed the gas parcel’s P0/g remains constant, and where we have made use of the

chain rule to expand dχH/dt.

We model the LTE H2 dissociation fraction by solving the Saha equation as stated in Appendix A

of Berardo et al. (2017) for χH, assuming the atmosphere consists of only H and H2:

χ
H(P, T ) =

nH

nH + nH2

=
2

1 +
√

1 + 4Y
, (3)

where nH and nH2 are the number densities of H and H2,

Y =
T−3/2 exp(q/2mHkBT )P

2(πmH)3/2k
5/2
B h−3Θrot

,

where mH is the mass of the hydrogen atom, kB is the Boltzmann constant, h is the Planck con-

stant, Θrot = 85.4 K is rotational temperature of H2 (Hill 1986), P is the gas pressure, and T is the

temperature of the gas (in K). The LTE dissociation fraction is plotted in the top panel of Figure 2.

We can then find dχH/dT using the chain rule:

dχH

dT
=
dχH

dY

dY

dT
.

After some simplification, we then determine

dχH

dT
=
χ2

HY
(

3
2
T−1 + (q/2mHkB)T−2

)
√

1 + 4Y
. (4)

To a good degree of accuracy, Equations (3) and (4) can be approximated at P = 0.1 bar using

χ
H(0.1 bar, T ) =

1

2

(
1 + erf

(
T − µ
σ
√

2

))
(5)
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and

dχH(0.1 bar, T )

dT
=

1

σ
√

2π
e−(T−µ)2/2σ2

(6)

where σ = 471 K and µ = 3318 K, and erf is the error function; this approximation offers a 70%

increase in computation speed. It should be noted that we assume that this H2 dissociation/

recombination occurs instantaneously since the timescale in the temperature regime of UHJs at

0.1 bar is ∼10−3 s (Rink 1962; Shui 1973).

2.2. Thermal Energy

We assume that the planet’s energy is stored entirely as thermal energy, as is done in other simple

energy balance models (e.g. Pierrehumbert 2010; Cowan & Agol 2011). This assumption means

dε

dt
=

d

dt
(cpTΣ) =

d

dt
((P0/g)cpT )

= (P0/g)

(
cp
dT

dt
+ T

dcp
dt

)

= (P0/g)
dT

dt

(
cp + T

dcp
dT

∣∣∣∣
T

)
. (7)

where cp is the specific heat capacity of the gas, we have again assumed the gas parcel’s P0/g remains

constant, and we have used the chain rule to expand dcp/dt.

The specific heat capacity of the gas will change as a function of temperature due to the slightly

different values for H and H2, as well as the variations in the specific heat capacity of H2 as a function

of temperature (Chase 1998); any model properly accounting for H2 dissociation should account for

this effect. In our model, we assume the atmosphere is made entirely of hydrogen and model the

specific heat capacity of the gas by assuming it is well mixed so that

cp = cp,HχH + cp,H2(1− χH),

where both χH and cp,H2 are functions of temperature. The temperature derivative of cp is then given

by

dcp
dT

∣∣∣∣
T

= (cp,H − cp,H2)
dχH

dT

∣∣∣∣
T

.
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Figure 2. Top: the LTE dissociation fraction of H2 in a parcel of gas. Middle: a demonstration of the

relative importance of the H2 dissociation/recombination term in Equation (8). For 2300 . T . 4300, the

energy absorbed by H2 dissociation is greater than the energy stored as heat. Typical hot Jupiters are

too cool to be affected by H2 dissociation/recombination, but these processes should dominate on UHJs.

Bottom: an inset showing the specific heat capacity of a gas composed of H and H2 in LTE (the same

black line from the middle panel), the specific heat capacities of H and H2 where they are able to exist in

equilibrium, and the additional T (dcp/dT ) term. All panels assume a pressure of 0.1 bar.
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2.3. Putting Everything Together

Putting together Equations (1), (2), and (7), we get

Fin − Fout − (P0/g)
dT

dt

(
q
dχH

dT

∣∣∣∣
T

)

= (P0/g)
dT

dt

(
cp + T

dcp
dT

∣∣∣∣
T

)
.

After solving for dT/dt, we find

dT

dt
= (Fin − Fout)(P0/g)−1

(
cp + T

dcp
dT

∣∣∣∣
T

+ q
dχH

dT

∣∣∣∣
T

)−1

.

Finally, a gas cell can then be updated using

∆T =
∆t(Fin − Fout)

(P0/g)

(
cp + T

dcp
dT

∣∣∣∣
T

+ q
dχH

dT

∣∣∣∣
T

) . (8)

Note that the entire sum in the denominator can instead be thought of as the specific heat capacity

of a gas comprised of a mixture of H and H2 in thermal equilibrium. The relative importance of the

terms in this sum are shown in the bottom two panels of Figure 2.

3. SIMULATED OBSERVATIONS AND QUALITATIVE TRENDS

We now explore the effects of this new term in the differential equation governing the temperature

of a gas cell. For this purpose, we create a latitude+longitude HEALPix grid where each parcel’s

temperature is updated using Equation (8) with code based on that developed by Schwartz et al.

(2017).

While Cowan & Agol (2011) were able to explore their model using dimensionless quantities,

our updated model requires that we use dimensioned variables. We therefore adopt the values

of the first discovered UHJ, WASP-12b (Hebb et al. 2009). In particular, we set Rp = 1.90RJ ,

a = 0.0234 au, Mp = 1.470MJ , T∗,eff = 6360 K, R∗ = 1.657R�, P = 1.0914203 days (Collins et al.

2017), and AB = 0.27 (Schwartz et al. 2017). We have also assumed a photospheric pressure of

0.1 bar, the approximate pressure probed by near-IR (NIR) observations of WASP-12b (Stevenson

et al. 2014), which gives a radiative timescale of a few hours (similar to the observed timescales for
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1Figure 3. Planetary maps, showing temperature and H2 dissociation fraction, assuming different eastward

zonal wind speeds. The dayside hemisphere is shown on the left side of each map, with north at the top.

eccentric hot Jupiters, e.g. Lewis et al. 2013; de Wit et al. 2016). Wind speeds for WASP-12b have

not been directly measured, but typical values for hot Jupiters are on the order of 1 km s−1 (e.g. Koll

& Komacek 2018); for that reason, we focus on wind speeds around this order of magnitude.

First, let us explore the effects of H2 dissociation/recombination at a spatially resolved scale. Fig-

ure 3 shows temperature and H2 dissociation maps for three different wind speeds. In the limit of

infinite wind speeds, there will be no temperature gradients and H2 dissociation/recombination will

not play a role. In the limit of an atmosphere in radiative equilibrium (wind speed = 0), there

will be no variation in the temperature of a parcel and H2 dissociation/recombination will play no

role. Outside of these two unphysical limits, H2 dissociation/recombination will always be occurring

somewhere on UHJs.

We now consider phasecurve observations — this requires that we convolve the planet map with a

visibility kernel at each orbital phase (Cowan et al. 2013), which acts as a low-pass filter. Figure 4

shows model phasecurves for three wind speeds; this figure shows that H2 dissociation/recombination

can have a significant effect. At a constant wind speed, the first obviously affected observable when

accounting for dissociation/recombination is the increased offset of the peak in the phasecurve toward

the east (the same direction as the prescribed wind). Another affected observable is the amplitude

of the phase variations, which is reduced when H2 dissociation/recombination is included. Also,
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Figure 4. Model bolometric phasecurves assuming different eastward zonal wind velocities, ignoring

eclipses and transits. The thick, red lines show the expected phasecurve accounting for H2 dissociation/

recombination, while the thinner, black models neglect these processes. A secondary eclipse would occur at

a phase of 0.0, while a transit would occur at 0.5.

a Fourier decomposition shows that nearly all of the power in the phasecurves accounting for H2

dissociation/recombination is in the first and second-order Fourier series terms (1forb and 2forb).

Finally, Figure 5 shows the trends in phase offset and nightside temperature for two wind speeds,

both accounting for and neglecting H2 dissociation/recombination.
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Figure 5. Trends in nightside apparent temperature and phase offset as a function of irradiation temperature

(T0 ≡ T∗,eff

√
R∗/a), given theoretical bolometric phasecurve measurements. Thick, red lines show models

including H2 dissociation/recombination for WASP-12b, while thin, black lines show models neglecting these

effects. Models sharing the same wind speed share linestyles, and all models assume a Bond albedo of 0.3

(which is typical for hot Jupiters; Schwartz et al. 2017; Zhang et al. 2018). A vertical dotted line shows the

location of WASP-12b.
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4. MODEL ASSUMPTIONS

With simplistic models, many important effects are necessarily swept under the rug. Here we aim

to lift up the rug and shine a light on our assumptions to aid future work. While many of these

assumptions will change the quantitative effects of H2 dissociation/recombination, we expect that

the overall qualitative impact of increased heat recirculation will be robust to these assumptions.

One important piece of physics that we have ignored (beyond a simple assumption of a 0.1 bar

photosphere) is atmospheric opacity. As Dobbs-Dixon & Cowan (2017) demonstrated, variations in

opacity sources as a function of longitude can change the depth of the photosphere by an order of

magnitude or more. Changing the H2 dissociation fraction will change the importance of H− as an

opacity source, and other standard opacity sources (e.g. H2O and CO) will also likely be important,

especially toward the cooler nightside. The insignificant detection of H2O on the dayside of WASP-

12b (Stevenson et al. 2014) but significant detection in the planet’s transmission spectrum (Kreidberg

et al. 2015) clearly demonstrates that opacity sources should be expected to change on UHJs. Several

of the standard molecular opacity sources will also overlap with the far broader H− absorption, which

complicates a definitive detection of H− using broadband photometry, such as with Spitzer/IRAC.

The formation of clouds on the nightside of the planet would further complicate the interpretation of

observed phasecurves, increasing the albedo of the west terminator while also insulating the nightside.

While we have accounted for variations in the radiative timescale as a function of temperature, we

have not accounted for changes due to varying opacity sources.

Additionally, as we have assumed all photons are emitted at a 0.1 bar photosphere, the effects of

the atmosphere’s T-P profile have been neglected. As the H2 dissociation fraction has a fairly weak

dependence on gas pressure, the bulk of vertical variations in the H2 dissociation fraction will likely be

controlled by the vertical temperature gradient. Due to the lower density of the dissociated gas, one

may expect vertical advection on UHJs where temperature decreases with altitude. Interestingly,

however, observations of most UHJs are best explained by atmospheres with thermal inversions

(Evans et al. 2017; Arcangeli et al. 2018) or at least approximately isothermal profiles on the dayside

(Cowan et al. 2012; Crossfield et al. 2012). Any non-isothermal T-P profile will alter the specifics
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of how efficiently heat is redistributed across the planet as different layers in a gas column will

dissociate/recombine at different locations. Also, as we have neglected atmospheric opacity, we have

assumed that each gas parcel emits as a blackbody with a single temperature.

Further, due to the changing scale height of the atmosphere at different latitudes and longitudes

due to changes in temperature and H2 dissociation fraction, there will likely be a tendency for gas

to flow away from the sub-stellar point, both zonally and meridionally. This is not accounted for

in our toy model, and would require a general circulation model. Instead, we have chosen eastward

winds as they are predicted, and seen, for most hot Jupiters (e.g. Showman & Guillot 2002; Zhang

et al. 2018), although there are some exceptions (e.g. Dang et al. 2018). Similarly, our assumption

of solid-body atmospheric rotation is clearly an oversimplification which will need to be addressed in

future work. Our model is also unable to predict the wind speeds of UHJs which would require the

implementation of various drag sources such as magnetic drag, which Menou (2012) suggested will

dominate at these high temperatures.

Also, we have assumed that all heating is due to H2 dissociation and radiation from the host star,

neglecting other heat sources such as residual heat from formation (which should be negligible for

planets older than 1 Gyr; Burrows et al. 2006) as well as tidal, viscous, and ohmic heating. We have

also neglected the presence of helium, which will partially dilute the strength of H2 dissociation/

recombination as only ∼80% of the atmosphere will be hydrogen. Finally, we have assumed that the

planet has a uniform albedo, which will not be the case in general (e.g. Demory et al. 2013; Esteves

et al. 2013; Angerhausen et al. 2015; Parmentier et al. 2016).

5. DISCUSSION AND CONCLUSIONS

A new class of exoplanets is beginning to emerge: planets with dayside atmospheres that resemble

stellar atmospheres as their molecular constituents thermally dissociate. The impacts of this disso-

ciation will be varied and must be carefully accounted for. Here we have shown that the dynamical

dissociation and recombination of H2 will play an important role in the heat recirculation of UHJs.

In the atmospheres of UHJs, significant H2 dissociation occurs on the highly irradiated dayside, ab-

sorbing some of the incident stellar energy and transporting it toward the nightside of the planet
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where the gas recombines. Given a fixed wind speed, this will act to increase the heat recirculation

efficiency; alternatively, a measured heat recirculation efficiency will require slower wind speeds once

H2 dissociation/recombination has been accounted for.

Both theoretically and observationally, it has been shown that increasing irradiation tends to lead

to poorer heat recirculation (e.g. Komacek & Showman 2016; Schwartz et al. 2017). However, there

are a few notable exceptions to this rule at high temperatures. Recently, Zhang et al. (2018) reported

a heat recirculation efficiency of ε ∼ 0.2 for the UHJ WASP-33b, which is far higher than would be

predicted by theoretical and observational trends. WASP-12b may also possess an unusually high

heat recirculation efficiency and exhibit a greater phase offset than would be expected from simple

heat advection1 (Cowan et al. 2012). However, the power in the second-order Fourier series terms

from H2 dissociation/recombination seems to make the phasecurve more sharply peaked and does not

seem to be able to explain the double-peaked phasecurve seen for WASP-12b by Cowan et al. (2012).

Also, while Arcangeli et al. (2018) find evidence of H2 dissociation/recombination in the atmosphere

of WASP-18b, Maxted et al. (2013) found that the planet has minimal day–night heat recirculation.

Given the expected increase in heat recirculation due to H2 dissociation/recombination, this suggests

that WASP-18b has only moderate winds and/or is too cool for these processes to play a strong

role in the heat recirculation of this planet. Finally, NIR observations of KELT-9b, the hottest UHJ

currently known (Gaudi et al. 2017), could provide a fantastic test of this theory in the very high

temperature regime.

T.J.B. acknowledges support from the McGill Space Institute Graduate Fellowship and from the

FRQNT through the Centre de recherche en astrophysique du Québec. The atmospheric model that

we use in this work is based upon code originally developed by Diana Jovmir and Joel Schwartz. We

also thank Gabriel Marleau and Ian Dobbs-Dixon for their helpful insights. We have also made use

of free and open-source software provided by the Python, SciPy, and Matplotlib communities.

1 Depending on the decorrelation method used to reduce the Spitzer/IRAC data for WASP-12b, the planet either

has ε ∼ 0 or ε ∼ 0.5 (Cowan et al. 2012; Schwartz et al. 2017); although the former is the preferred model, further

observations are critical to definitively choose between these values and test the predictions made in this article.
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Epilogue

The qualitative predictions made in this paper have since been validated using an ana-

lytic model (Komacek & Tan, 2018) and a general circulation model (Tan & Komacek, 2019).

Additionally, I have made another EBM package to reproduce the model outputs from Bell

& Cowan (2018). The EBM used by Bell & Cowan (2018) was adapted from the model made

by Diana Jovmir and Joel Schwartz for the paper Schwartz et al. (2017); however, this model

ran very slowly and the code was challenging to read and use. As a result, after publishing

this work I wrote from scratch a new open-source1, object-oriented, human-readable, and fast

EBM named Bell EBM which reproduces the model outputs from Bell & Cowan (2018) for

both the model including H2 dissociation/recombination and the model excluding it. This

new EBM reduces the time it takes for model convergence for planets on circular orbits by

at least an order of magnitude compared to the original model used by Bell & Cowan (2018).

I used the Bell EBM model to provide predictive models for two successful proposals to

observe the phase curve of KELT-9b with Spitzer/IRAC channel 1 and channel 2; I was co-

investigator on both proposals. The significantly improved run-time for the Bell EBM model

allowed me to provide model fits to the channel 2 observations for Mansfield et al. (2020).

These EBM fits were combined with the model outputs from a newly developed general

circulation model that accounted for H2 dissociation/recombination (Tan & Komacek, 2019)

to clearly demonstrate that the added heat transport from H2 dissociation/recombination

was required to explain our observations. My EBM fits were able to provide a good fit to

the observations with only 3 tunable parameters: the wind speed, the Bond albedo, and a

deep redistribution term. This deep redistribution term was not present in the model of

Bell & Cowan (2018) but can be thought of as some fraction of the incident stellar energy

being absorbed deep enough in the atmosphere that it is only reradiated to space after being

1 Code available at https://github.com/taylorbell57/Bell_EBM
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completely homogenized at depth; a similar effect is seen in GCMs, which are approximately

longitudinally isothermal below ∼10 bars (e.g., Showman et al., 2009; Rauscher & Menou,

2012). The channel 1 observations have not yet been published.

Finally, Lisa Dang is also using the Bell EBM code to interpret the Spitzer/IRAC

phase curve observations of the eccentric orbit hot Jupiter XO-3b; this work is currently

in prep. with myself as a co-author. Because planets on eccentric orbits have varying orbital

velocities but constant rotational velocities, the planets cannot be synchronously rotating.

Interpreting the phase curves of eccentric planets is therefore much more challenging than for

planets on circular orbits because the relationship between orbital phase and sub-observer

longitude is unclear, and on top of that the typical assumption of a time-static temperature

map is invalid for planets on eccentric orbits as they move closer to and further from their

host star. By using an EBM, however, it is possible to quickly model the rotation rate

and variable heating experienced by eccentric planets and generate synthetic phase curve

observations which can be used to fit the Spitzer/IRAC observations.
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Paper 3
Mass Loss from the Exoplanet WASP-12b Inferred from
Spitzer Phase Curves

Preface

In the following paper, published in the Monthly Notices of the Royal Astronomical

Society (Bell et al., 2019), we present analyses of two sets of Spitzer/IRAC phase curve

observations of the ultra-hot Jupiter WASP-12b. The initial motivation for this work was

to test the theory of increased heat transport in ultra-hot Jupiter atmospheres presented in

Paper 2. We had anticipated that the highly unusual double-peaked 4.5 µm phase curve

previously reported by Cowan et al. (2012) would not be reproduced by a repeated set

of observations. However, seeing that the double-peaked signal at 4.5 µm was present in

both sets of observations, we invited two other teams to contribute independent analyses to

further test the reproducibility of this signal. We then explored and constrained different

astrophysical explanations that could possibly explain our observations.
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ABSTRACT

The exoplanet WASP-12b is the prototype for the emerging class of ultra-hot, Jupiter-mass ex-

oplanets. Past models have predicted—and near ultra-violet observations have shown—that this

planet is losing mass. We present an analysis of two sets of 3.6 µm and 4.5 µm Spitzer phase curve

observations of the system which show clear evidence of infrared radiation from gas stripped from the
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planet, and the gas appears to be flowing directly toward or away from the host star. This accretion

signature is only seen at 4.5 µm, not at 3.6 µm, which is indicative either of CO emission at the

longer wavelength or blackbody emission from cool, . 600 K gas. It is unclear why WASP-12b is the

only ultra-hot Jupiter to exhibit this mass loss signature, but perhaps WASP-12b’s orbit is decaying

as some have claimed, while the orbits of other exoplanets may be more stable; alternatively, the

high energy irradiation from WASP-12A may be stronger than the other host stars. We also find

evidence for phase offset variability at the level of 6.4σ (46.2◦) at 3.6 µm.

Keywords: planets and satellites: individual (WASP-12b) – planet-star interactions –

accretion, accretion discs – techniques: photometric

∗ McGill Space Institute; Institute for Research on Exoplanets;

Centre for Research in Astrophysics of Quebec
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1. INTRODUCTION

The exoplanet WASP-12b (Hebb et al. 2009) is one of the hottest planets known to date and, as a

result of its exceedingly tight orbit and inflated radius (a/R∗ = 3.039, Rp = 1.900 RJ ; Collins et al.

2017), it is one of the best-studied exoplanets. WASP-12b is also the archetype of an emerging class

of exoplanets called ultra-hot Jupiters (UHJs). Planets in this regime are so strongly irradiated by

their host star that many of the molecules (e.g., H2 & H2O) in their dayside atmospheres thermally

dissociate (Bell et al. 2017; Bell & Cowan 2018; Arcangeli et al. 2018; Kreidberg et al. 2018; Lothringer

et al. 2018; Mansfield et al. 2018; Parmentier et al. 2018) and may recombine nearer the nightside

(Bell & Cowan 2018; Komacek & Tan 2018; Parmentier et al. 2018). UHJs also bear some similarities

to cataclysmic variable star (CV) systems and may undergo significant tidal distortion and mass loss,

depending on the specifics of the star-planet system (e.g., Bisikalo et al. 2013a; Burton et al. 2014).

While tidal distortion is expected for WASP-12b, a 2010 Spitzer Infrared Array Camera (IRAC)

thermal phase curve observation of WASP-12b at 4.5 µm demonstrated second order sinusoidal

variations (with two maxima per planetary orbit) that were far greater than predicted (Cowan et al.

2012). The substellar axis would have to be 1.8 times as long as the dawn–dusk and polar axes if

the observed variations were entirely due to the tidally distorted shape of the planet. Additionally,

no evidence of these second order sinusoidal variations was found in a Spitzer/IRAC 3.6 µm phase

curve also taken in 2010 (Cowan et al. 2012).

In this paper, we combine a new set of phase curves taken in 2013 with a reanalysis of the data from

2010 to determine the source of the unusually strong second order sinusoidal variations at 4.5 µm

reported by Cowan et al. (2012). The observations are described in Section 2. Our three astrophysical

models are described in Section 3.1, and our three independent reduction and decorrelation methods

are described in Section 3.2. Results and their physical implications are presented in Section 4, and

Section 5 contains the discussion and conclusion.
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2. OBSERVATIONS

We combine two sets of two-channel (3.6 µm and 4.5 µm) Spitzer/IRAC observations taken in

2010 (PID 70060, PI Machalek) and 2013 (PID 90186, PI Todorov), all during the Post-Cryogenic

Spitzer Mission. In all four phase curves, the system was observed nearly-continuously for ∼33 hours

(breaking only once or twice to repoint the telescope), beginning shortly before one secondary eclipse

and ending shortly after the subsequent secondary eclipse. The reduced and detrended observations

are shown in Figure 1.

For both data sets, the sub-array mode was used with 2 s exposures which produced data cubes

of 64 images with 32 × 32 pixel (39′′ × 39′′) dimensions. The 2010 observations were divided into 2

Astronomical Observation Requests (AORs) with a total of 902 data cubes (57 728 exposures), while

the 2013 observations were divided into 3 AORs with a total of 909 data cubes (58 176 exposures).

The 2010 full-phase observations were published by Cowan et al. (2012), the eclipse timings from the

2013 observations were published by Patra et al. (2017), and some derived parameters from all four

phase curves were published as part of a broad comparison between different planets (Zhang et al.

2018).

Past observations of WASP-12 show a nearby M-dwarf binary system WASP-12B,C 1.′′06 away from

WASP-12A (Bergfors et al. 2011; Crossfield et al. 2012b; Bechter et al. 2014). As this binary system

lies too close to WASP-12A to be resolved by Spitzer, we correct for blended light after analyzing

the light curves, following past work (Stevenson et al. 2014a); see Appendix A for more details.

3. LIGHT CURVE ANALYSIS

3.1. Astrophysical Models

We model the observations as

Fmodel(t) = A(t)× D̃(t)

where D̃(t) is the normalized detector model; see Section 3.2 for details on the specific models used

which consist of both parametric (2D polynomials and pixel level decorrelation) and non-parametric
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models (bilinear interpolated subpixel sensitivity mapping). The astrophysical model is

A(t) = F∗(t) + Fp(t),

where F∗ is the flux from the host star (assumed to be constant except during transits) and Fp is

the planetary flux. Transits and eclipses are modelled using batman (Kreidberg 2015), assuming a

quadratic limb-darkening model for the host star and a uniform disk for the planet. The planetary

flux is modelled as

Fp(t) = FdayΦ
(
ψ(t)

)
,

where Fday is the instantaneous eclipse depth at phase 0.5 (assumed to be constant over each ∼33

hour phase curve), Φ describes the phase variations, and the orbital phase with respect to eclipse is

ψ(t) = 2π(t− te)/P , where te is the time of eclipse and P is the planet’s orbital period.

We consider three different models for the astrophysical phase variations in the lightcurve. The

simplest astrophysical model we consider is a first order sinusoid

Φ1(ψ) = 1 + C1

(
cos(ψ)− 1

)
+D1 sin(ψ),

and we also consider a second order sinusoid

Φ2(ψ) = Φ1(ψ) + C2

(
cos(2ψ)− 1

)
+D2 sin(2ψ),

where C1, D1, C2, and D2 are all constants. If the previously reported double peaked phase curve

(Cowan et al. 2012) is astrophysical in nature, one potential interpretation is that some/all of the

power in the second order sinusoidal variations is from tidal distortion of the planet. We model this

scenario with

Φ1,ellipsoid(ψ) = S(ψ)Φ1(ψ),

where S(ψ) describes the projected area of an ellipsoid as it rotates. Rather than model a triaxial

ellipsoid, we constrain the polar and dawn–dusk axes to share the same length since rotational

deformation is expected to be negligible compared to tidal deformation (Leconte et al. 2011a). To
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find the deviations in the projected area of this biaxial ellipsoid, we adapt an equation from past

work (Leconte et al. 2011b),

S(ψ) =

[
sin2(i)

((
Rp,2

Rp

)2

sin2(ψ) + cos2(ψ)

)

+

(
Rp,2

Rp

)2

cos2(i)

]1/2

,

where i is the orbital inclination, Rp is the planetary radius along the polar and dawn-dusk axes (the

two axes observed during transit and eclipse if i = 90◦), and Rp,2 is the planetary radius along the

line connecting the planet and star (the sub-stellar axis).

3.2. Decorrelation Procedures

To ensure our results are robust and independent of the methods used, we perform three independent

reductions and analyses following previously employed methods (Zhang et al. 2018; Dang et al. 2018;

Cubillos et al. 2014) which are summarized below. Each analysis considers all three phase variation

models. The model priors for each analysis are described below and summarized in Table A1 for

convenience. Within each analysis pipeline, models are selected based on the Bayesian Information

Criterion (BIC). We cannot choose our fiducial models between our three analyses using the BIC as

there are significant differences between the number of data used in each analysis because of different

σ-clipping and binning. Instead, we choose to discriminate between the three analyses by selecting

the model with the largest log-likelihood per datum, ln(L)/Ndata; we therefore adopt the preferred

models from M. Zhang’s analyses as our fiducial models. The fiducial reductions of the four data sets

are presented in Figure 1 and Table 1 (see also the Appendix and Supplementary Information).

3.2.1. Fiducial Reduction and Decorrelation Procedure

For reasons described below, M. Zhang’s analyses were selected as our fiducial analyses and follow

their previous work (Zhang et al. 2018). In this analysis, we perform aperture photometry with a

radius of 2.7 pixels on the Spitzer BCD files to get the raw flux for all frames. The background is

calculated by excluding all pixels within a radius of 12 pixels from the star, rejecting outliers using

sigma clipping, and then calculating the biweight location of the remaining pixels. We then bin
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the background-subtracted raw fluxes with a bin size of 64, discard the first 0.05 days of data, and

perform fitting with emcee (Foreman-Mackey et al. 2013). The fitting uses 250 walkers that walk for

20 000 burn-in steps and 20 000 post-burn-in steps. Our instrumental model uses first order PLD for

all data except the 2010 3.6 µm data, in which case we find that second order PLD minimizes BIC.

Aside from PLD, the instrumental model also includes a linear slope with respect to time. We fit for

the following parameters, all with uniform priors: transit time, eclipse time, Rp/R∗, eclipse depth

(assumed to be constant over each ∼ 33 hour phase curve), sinusoidal phase variation amplitudes

(C1 and D1 for the first order sinusoid, and C2 and D2 if running a second order sinusoidal model),

photometric error, slope in flux with time, and PLD coefficients. We fixed P , a/R∗, and i to the

highly precise values from the literature (Collins et al. 2017) as they are poorly constrained by our

observations. As limb darkening is not that important in the Spitzer bands, we adopt the closest

model from a grid of 1D stellar models (Sing 2010).

Our fiducial analyses find that the photon noise limits are 652 ppm and 637 ppm for the 2010 and

2013 3.6 µm observations, respectively, and the limits for the 2010 and 2013 4.5 µm observations are

866 ppm and 860 ppm, respectively. The differences between these two is likely due to the star falling

on parts of the detector with slightly different sensitivities, as well as varying aperture sizes. The

fitted photometric standard deviation from our fiducial analyses are 950 ppm and 976 ppm for the

2010 and 2013 3.6 µm observations (1.46 and 1.53 times greater than the photon noise limit). For

the 2010 and 2013 4.5 µm observations, the fitted photometric standard deviations are 1134 ppm and

1158 ppm (1.31 and 1.35 times greater than the photon noise limit). Figures showing the normalized

raw, decorrelated, and residual fluxes from all four phase curves analyzed with M. Zhang’s pipeline

can be found in the Appendix (Figures A5 and A6).

3.2.2. T. Bell’s Reduction and Decorrelation Procedure

Reduction and decorrelation of these data follow Dang et al. (2018) and are summarized here. We

convert the pixel intensity from MJy/str to electron counts and mask bad pixels, i.e., 4σ outliers with

respect to the median of that pixel in the datacube as well as any NaN pixels. We discard all frames

with a bad pixel within the aperture used for photometry. We also discard every first frame from
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each data cube from the 2010 observations and every first and second frame from each data cube

for the 2013 observations because these frames consistently show the presence of significant outliers

compared to other frames within the same data cube. The effect of this sigma clipping is minimal,

given that model fitting is performed on the median binned values from each data cube. There is

another star (other than WASP-12A,B,C) that falls on the detector but lies outside the considered

photometric apertures (∼10′′ away); we place a 3 × 3 pixel mask around this star to ensure that it

does not bias the background subtraction.

We then perform aperture photometry on each individual frame, with an aperture at the fixed pixel-

location (15,15), and centroids were found using a flux-weighted mean algorithm and later used for

decorrelation. Apertures ranging from 2 to 5 pixels in radius were considered as well as two different

aperture edges: hard (the pixel’s flux is included if the centre of the pixel lies within the aperture)

and soft (each pixel is weighed by the exact fraction of its area included within the aperture). While

some flux will be lost by smaller apertures, a smaller aperture better allows us to remove intra-pixel

sensitivity variations, which are the dominant source of noise in our data. We select the aperture

radius and edge which resulted in the lowest RMS after a copy of the raw data were smoothed by

a boxcar filter of width 5 data cubes (∼11 minutes which is approximately half the ingress/egress

duration) to remove features such as transits, eclipses, and phase variations. Tests run with apertures

centred on the flux-weighted mean derived centroids showed that the RMS was > 100 ppm higher

than the fixed position apertures. For the 2010 data, we selected a hard-edged 2.5 pixel radius

aperture for the 4.5 µm data and an soft-edged 4.3 pixel radius aperture for the 3.6 µm data; the

previous analysis of these data (Cowan et al. 2012) used IDL’s approximation on a soft-edged 2.5

pixel radius aperture for both wavelengths. For the 2013 data, we selected a hard-edged 3.2 pixel

radius aperture for the 4.5 µm data and an soft-edged 2.9 pixel radius aperture for the 3.6 µm data.

Before decorrelating and analyzing the data, we first bin the flux and centroid measurements from

all 64 frames within a data cube using a median to reduce noise and decrease computation time. On

average, each of our models take ∼0.5 hour to fit to the binned data, and computation time grows
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linearly with the number of data points, so running each of the different models on unbinned data is

not feasible.

T. Bell’s analyses used various systematic models as implemented in the open-source Spitzer Phase

Curve Analysis (SPCA; Dang et al. 2018) pipeline1. In particular, we used two-dimensional polyno-

mials of order 2 through 5 and BiLinear Interpolated Subpixel Sensitivity (BLISS) mapping. The

two-dimensional polynomials (Charbonneau et al. 2008) assume the sensitivity of the detector can

be described by an nth-order 2D polynomial in the measured centroid. BLISS mapping (Stevenson

et al. 2012a; Ingalls et al. 2016; Schwartz & Cowan 2017) is a non-parametric method to account

for the intra-pixel sensitivity variations which requires accurate centroid measurements; when fitting

BLISS models we adopt an 8×8 grid of knots. For the 2013 observations at 3.6 µm, we also needed

to add a slope in time to remove residual red noise.

Models were fit using the Markov Chain Ensemble Sampler emcee (Foreman-Mackey et al. 2013).

The orbital parameters of WASP-12b in the literature (Collins et al. 2017) have smaller errors than

we can achieve with our photometry. Additionally, numerous searches for eccentricity have found

that WASP-12b’s orbit is best described by a circular orbit (Campo et al. 2011; Croll et al. 2011;

Bailey & Goodman 2019), so we set the orbital eccentricity to zero. Several orbital parameters

are poorly constrained by a single phase curve observation compared to the literature values, so we

adopted the following Gaussian priors to marginalize over the uncertainties in the literature values:

t0 = 56176.16825800± 0.00007765 (BMJD), a/R∗ = 3.039± 0.034, i = 83.37◦ ± 0.68◦ (Collins et al.

2017). The orbital period is known to within 12 ms, so we simply fixed it at 1.09142030 days (Collins

et al. 2017). The parameters that were always fitted were t0, Rp/R∗, a/R∗, i, Fday/F∗, two quadratic

limb darkening parameters (Kipping 2013) q1 and q2, and the first order sinusoidal amplitudes C1

and D1. In some models, we also fitted Rp,2/R∗ or C2 and D2. A number of detector parameters

were also fitted, with the exact number depending on the detector model used.

1 https://github.com/lisadang27/SPCA
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For T. Bell’s apertures, the photon noise limits are 578 ppm and 566 ppm for the 2010 and 2013

3.6 µm observations, respectively, and the limits for the 2010 and 2013 4.5 µm observations are

795 ppm and 791 ppm, respectively. The fitted photometric standard deviation from T. Bell’s analysis

are 1493 ppm and 1246 ppm for the 2010 and 2013 3.6 µm observations (2.58 and 2.20 times greater

than the photon noise limit). For the 2010 and 2013 4.5 µm observations, the fitted photometric

standard deviations are both 1440 ppm (1.81 and 1.82 times greater than the photon noise limit). The

fitted data and red noise tests from these analyses can be found in the Supplementary Information

(Figures A7 and A8).

3.2.3. P. Cubillos’ Reduction and Decorrelation Procedure

The models run by P. Cubillos use the Photometry for Orbits, Eclipses, and Transits (POET) pipeline

(Stevenson et al. 2010; Stevenson et al. 2012a,b; Campo et al. 2011; Nymeyer et al. 2011; Cubillos

et al. 2013, 2014). The POET pipeline starts by flagging bad pixels from the Spitzer BCD files using the

permanent bad pixel masks and performing a sigma-rejection routine. Next, it estimates the target

center position either fitting a two-dimensional Gaussian function or calculating the least asymmetry

(Lust et al. 2014). Then it obtains raw light curves by applying a circular interpolated aperture

photometry, testing several aperture radii between 2.0 and 4.0 pixels.

To determine the optimal centroiding method and photometry aperture, POET minimizes the stan-

dard deviation of the residuals, and minimizes time-correlated noise at timescales equal and larger

than the transit duration (estimated through the time-averaging method). Least asymmetry cen-

troiding outperformed Gaussian centring for all datasets, except the 2013 4.5 µm observation. The

optimal apertures were 2.5 and 3.0 pixels (2010) and 4.0 and 2.0 pixels (2013) for the 3.6 and 4.5 µm

observations, respectively. In any case, all relevant astrophysical parameters vary within their uncer-

tainties as we vary the centroiding and photometry.

POET models the unbinned light curves, simultaneously fitting the astrophysical phase curve and

the telescope systematics. The systematics model consists of the non-parametric BLISS intrapixel

model, for which we set the map’s bin size equal to the RMS of the frame-to-frame target position
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(0.01 pixels), and require at least 8 points per bin. For the 2013 4.5 µm observation, we also apply

a linear time-dependent ramp with the slope as a free parameter.

The astrophysical model consists of transit and eclipse models (Mandel & Agol 2002), combined

with the sinusoidal and ellipsoid models described in the Methods section. The transit free fitting

parameters are the epoch, ratio between the planetary and stellar radii, cosine of inclination, semi-

major axis to stellar radius ratio, stellar flux, and quadratic limb-darkening coefficients. The eclipse

free fitting parameters are the midpoint, duration, depth, and ingress duration (setting the egress

duration equal to the ingress duration). We adopt uniform priors for all parameters, except for cos(i)

and a/R∗, which have Gaussian priors, and kept the orbital period fixed (same values as in T. Bell’s

reduction and decorrelation procedure; Collins et al. 2017).

POET incorporates the MC3 statistical package (Cubillos et al. 2017) to find the best-fitting parame-

ter values (using Levenberg-Marquardt optimization) and uncertainties (using a differential-evolution

Markov Chain Monte Carlo algorithm; ter Braak & Vrugt 2008), requiring the Gelman-Rubin statis-

tic (Gelman & Rubin 1992) to be within 1% of unity for each free parameter for convergence. POET

uses Bayesian hypothesis testing to select the model best supported by the data, selecting the low-

est BIC model. The POET results support the independent results of the other pipelines. Both 4.5

µm observations strongly favour the second order sinusoidal model, while both 3.6 µm observations

strongly favour the first order sinusoidal model.

For P. Cubillos’ apertures, the photon noise limits are 4886 ppm and 6664 ppm for the 2010 and

2013 3.6 µm observations, respectively, and the limits for the 2010 and 2013 4.5 µm observations are

8273 ppm and 7988 ppm, respectively. The fitted photometric standard deviation from P. Cubillos’

analysis are 6915 ppm and 7360 ppm for the 2010 and 2013 3.6 µm observations (1.41 and 1.10

times greater than the photon noise limit). For the 2010 and 2013 4.5 µm observations, the fitted

photometric standard deviations are 9130 ppm and 8658 ppm (1.10 and 1.08 times greater than the

photon noise limit). The fitted data and red noise tests from these analyses can be found in the

Supplementary Information (Figures A9 and A10).
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Figure 1. Fiducial analyses of 3.6 µm (top) and 4.5 µm (bottom) Spitzer/IRAC phase curve observations

of WASP-12b taken in 2010 (left) and 2013 (right). Both 3.6 µm phase curves show one maximum per

planetary orbit, while both 4.5 µm phase curves exhibit two maxima per planetary orbit. The detector

systematics have been removed from the data, and our fiducial astrophysical models for each data set are

overplotted in red. Grey data points show binned values from each Spitzer data cube (64 frames), and the

blue points show more coarsely binned values (1664 frames).

4. RESULTS

4.1. Comparison Between Pipelines and Epochs

All three independent analyses confirm the presence of strong and persistent second order sinusoidal

variations at 4.5 µm and the non-detection of these variations at 3.6 µm. The fitted phase curves

parameters for the preferred models from all three independent pipelines are summarized in Figure

1 and Table A2. See the Supplementary Information for tabulated values for all considered models.

The astrophysical parameters at 3.6 µm and 4.5 µm are mostly consistent between all three analyses,
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Table 1. Key fiducial light curve parameters

1st Order 2nd Order

Phase Offset† Phase Offset† Fday/F∗ ‡

Data Set Rp/R∗ ‡ (degrees) (degrees) (ppm)

2010, 3.6 µm 0.11642± 0.00063 −32.6± 6.2 — 3870± 130

2013, 3.6 µm 0.11327± 0.00068 13.6± 3.8 — 3840± 120

2010, 4.5 µm 0.10656± 0.00085 −9.5± 2.3 94.7± 1.6 4360± 140

2013, 4.5 µm 0.1049± 0.0010 −19.1± 3.9 93.2± 1.9 3920± 150

† These phase offsets are measured in degrees after eclipse and are derived quantities.

‡ These quantities have been corrected for dilution from WASP-12BC (see Appendix A).

with the preferred models from the three analyses generally differing by < 2σ. In the few cases where

one model differs from the others by more than 2σ, the other two models are consistent with each

other at a level of < 1σ. Also, there is low-frequency noise in the 2010 4.5 µm residuals between the

first eclipse and the end of the transit that is seen by all three analysis pipelines; the source of these

variations is not understood.

From 2010 to 2013, the three pipelines show that all 4.5 µm phase curve and planetary parameters

remain constant within < 2σ. Most of the phase curve and planetary parameters at 3.6 µm also

remain constant between the two observing epochs, with the main exception being the phase offset

calculated using the first order sinusoidal terms. M. Zhang’s, P. Cubillos’, and T. Bell’s pipelines find

that it changes by 6.4σ (46.2◦), 7.7σ (46.6◦), and 3.1σ (28.1◦), respectively. All three pipelines also

agree that the sign of the hotspot offset changes between the two observing epochs, with the offset

being “eastward” (before eclipse) in 2010 and “westward” (after eclipse) in 2013. It is interesting to

note, however, that over this same time span both the first and second order sinusoidal phase offsets

from the 4.5 µm observations do not change. No other parameter is found by all three analyses

to vary by more than 3σ between the two observing epochs. Finally, if the first order sinusoidal

phase variations are entirely attributable to WASP-12b’s temperature map, our 2013 observations at
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3.6 µm exhibit a 13.◦6 ± 3.◦8 westward hotspot offset. This may be a demonstration that eastward

hotspot offsets are less ubiquitous than previously believed, with westward hotspot offsets reported

for planets with irradiation temperatures spanning 2200–3700 K (Dang et al. 2018; Zhang et al. 2018;

Wong et al. 2016).

4.2. Physical Sources

The previously favoured explanation for the double peaked phase curve reported for WASP-12b

by Cowan et al. (2012) was detector systematics, but this hypothesis is now strongly disfavoured.

To date, 23 papers have been published with new Spitzer phase curves of 18 different exoplanets

(Harrington et al. 2006; Knutson et al. 2007; Cowan et al. 2007; Knutson et al. 2009b,a; Laughlin

et al. 2009; Crossfield et al. 2010; Cowan et al. 2012; Knutson et al. 2012; Crossfield et al. 2012a;

Lewis et al. 2013; Maxted et al. 2013; Zellem et al. 2014; Wong et al. 2015; de Wit et al. 2016; Wong

et al. 2016; Krick et al. 2016; Demory et al. 2016; Wong et al. 2016; Stevenson et al. 2017; de Wit et al.

2017; Zhang et al. 2018; Dang et al. 2018; Kreidberg et al. 2018). Of these numerous observations,

WASP-12 is the only system which has shown strong a double peaked phase curve not once, but

twice. The observing strategy also differed between these two sets of WASP-12b phase curves, with

the number and timing of AORs changing and the addition of PCRS Peak-Up before the 2013

observations. The consistency between the two sets of phase curves suggests that the observations

probe an astrophysical source which does not vary significantly over a ∼3 year timescale. Cowan

et al. (2012) suggested that tidal distortion and/or mass loss might be able to explain the Spitzer

observations, if this signal was indeed astrophysical in nature. We explore these and other potential

sources of emission below.

4.2.1. Tidal Distortion

One potential cause of second order sinusoidal variations is tidal deformation of the host star,

as is seen at optical wavelengths for HAT-P-7 (Welsh et al. 2010) and WASP-18 (Shporer et al.

2019). However, stellar distortion is expected to be negligible for WASP-12 (Leconte et al. 2011a).

We verified this by numerically solving for the equipotential stellar/planetary surfaces using the
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Figure 2. Bird’s-eye views of the WASP-12 system to scale. Left: While the planet is appreciably filling

its Roche lobe and is expected to be tidally distorted, the star should not. Over-plotted is a depiction of the

direction that gas would flow after passing through the L1 Lagrange point (θgas) previously predicted to be

53.4◦ (Lai et al. 2010). If our observations probe the gas stream, we can firmly reject this ballistic trajectory

hypotesis as the gas appears to be aligned along the star–planet axis (indicated by the red elongated patch

of gas). The direction of the planet’s orbit is shown with a dash-dotted arrow. Right: Best-fit bi-axial

ellipsoid model fit to the 2013 phase curve observation at 4.5 µm, placed in the context of the planet’s Roche

lobe. This shape varies drastically from that of a Roche lobe and instead suggests that our observations are

probing something other than the planet’s tidally distorted shape. Also shown is a circle with the area seen

at transit, the equipotential surface which would give that transit area, and the L1 and L2 equipotential

surfaces. The x and y axes lie within the orbital plane; during transit the x-axis is parallel to our line of

sight.

dimensionless Roche potential (see Appendix C). However, since the star contributes significantly

more flux than the planet, we ran simple simulations of both the star and planet including the effects

of gravity darkening to assess their expected amplitudes of ellipsoidal variations. We find that the

stellar ellipsoidal variations are approximately the same amplitude at 3.6 µm and 4.5 µm and the

amplitude of the stellar variations are far smaller than the observed amplitudes; we therefore conclude

that tidal bulges on the host star cannot be the source of the strong second order variations observed
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at 4.5 µm. Our predicted ellipsoidal variations for WASP-12b are consistent with our limits on

second order sinusoidal variations at 3.6 µm, but significantly under-predict the observed amplitude

at 4.5 µm (also see the implied dimensions of the best-fit ellipsoidal variation model shown in the

right panel of Figure 2). If we interpret the second order sinusoidal variations at 4.5 µm as planetary

ellipsoidal variations, this would require the 4.5 µm photosphere to be significantly higher up than

3.6 µm as the layers nearer the Roche lobe are more distorted. However, this increased radius at

4.5 µm is inconsistent with the smaller transit depth at 4.5 µm compared to 3.6 µm. We therefore

conclude that tidal distortion of the planet is also not the source of the strong second order variations

observed at 4.5 µm.

4.2.2. Stellar Variability and Inhomogeneities

Stellar variability is also unlikely to be the cause of these observations given the comparable phase

of the second order variations in the two data sets. For reference, the WASP-12BC dilution cor-

rection term is ∼400 ppm while the observed amplitude of the second order sinusoidal variations

is ∼2000 ppm. Additionally, variability in WASP-12A is only predicted to modulate the planetary

signal at a level of ∼1 ppm, and variability in WASP-12B,C should also only contribute at the level

of ∼1 ppm (while these M-dwarfs should be ∼10× more variable, they contribute ∼10× less flux;

Zellem et al. 2017). We therefore rule out standard stellar variability as the source of the strong

second order sinusoidal variations seen at 4.5 µm. If the second order variations were produced by

unusually strong inhomogeneities on the host star, both the sub-planet longitude and the anti-planet

longitude would need to be darker than intermediate longitudes — this would imply star–planet in-

teractions. However, these inhomogeneities would also need to be much more pronounced at 4.5 µm

which would not be expected for the ∼6000 K star.

4.2.3. Mass Loss

There is significant observational evidence from near ultra-violet (NUV) transit observations that

WASP-12b is undergoing mass loss and that there is a bow shock in the system (Fossati et al. 2010;

Haswell et al. 2012; Nichols et al. 2015) (see the Supplementary Information). A potential explanation
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for the unusual 4.5 µm phase curve is that there is gas being stripped from the planet which emits

more strongly within the 4.5 µm bandpass than the 3.6 µm bandpass. The observations favour a

stream of dense gas stripped from the planet flowing directly toward/away from the host star or

some other elongated patch of hot gas whose long axis is parallel to the star–planet axis, such as an

accretion hot spot. Double-peaked phase curves have been seen for dwarf novae CVs, such as WZ

Sge (Skidmore et al. 1997), however this feature was seen through the ultra-violet to infrared; for

CVs these variations have been attributed to tidal distortion or an optically thick hot spot in an

otherwise optically thin accretion disk (e.g., Skidmore et al. 1997)

The source of the 4.5 µm variations in the WASP-12 system must lie near the star–planet axis since

there is no significant detection of an occultation of the source when the planet is not in transit or

eclipse. Additionally, our Spitzer observations demonstrate that the planetary radius appears ∼8%

(11σ) smaller at 4.5 µm than at 3.6 µm which is in disagreement with model predictions (Burrows

et al. 2007, 2008; Cowan et al. 2012); this rules out the transit of a large exosphere that is opaque at

4.5 µm as this would make the planetary radii at the two wavelengths even more discrepant.

As shown in Table 1, the fitted second order offsets at 4.5 µm are consistent with being oriented

along the star–planet axis (90◦). However, previously published 3D magnetohydrodynamic (MHD)

numerical simulations of hypothetical exoplanet systems mostly produced gas flows that significantly

lead the star–planet axis (Matsakos et al. 2015). Indeed, gas streaming from the planet’s L1 Lagrange

point on a ballistic trajectory should flow θgas = 53◦. 4 ahead of the star–planet axis (Lai et al. 2010) as

angular momentum is conserved (see Figure 2 for a schematic depiction). Assuming our observations

probe the gas stream, this prediction is 27σ discrepant with our offset of 4◦. 0± 2◦. 1 behind the star–

planet axis found by averaging the offsets from the two fitted second order sinusoids at 4.5 µm. This

discrepancy could potentially be explained if the 4.5 µm emitting area is much closer to the planet

and is still aligned along the star–planet axis and then becomes more diffuse and flows ahead of the

planet as it continues to fall toward the host star.

Alternatively, stellar effects could channel the infalling stream directly toward the star, but this

may be inconsistent with past NUV transit observations (Fossati et al. 2010; Haswell et al. 2012;
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Nichols et al. 2015). One previously published 3D MHD model (Matsakos et al. 2015) did exhibit

a stream of gas directly along the star–planet axis (their name for this model was ‘FvrB’). This

model has high stellar ultra-violet (UV) flux, a low escape speed from the planet, the planet near

to its host star, and a strong planetary magnetic field. In this model, the planet is experiencing

Roche lobe overflow with a planetary wind that is weak compared to the stellar wind, producing an

approximately linear stream of gas along the star–planet axis as well as a lower density tail trailing

behind the planet (Matsakos et al. 2015). The non-detection of the gas trailing behind the planet

could be explained if the gas has a lower density and/or has a lower temperature. As the dense gas

stream in the ‘FvrB’ model is aligned along the star–planet axis, it may not contribute significantly

to the transit depth and may remain consistent with the smaller apparent radius at 4.5 µm compared

to 3.6 µm. Radiative transfer simulations based on the ‘FvrB’ mass-loss model (Matsakos et al. 2015)

would allow for this hypothesis to be tested.

4.3. Radiation Mechanisms

4.3.1. Blackbody Emission

The discrepant second order sinusoidal amplitudes at 3.6 µm and 4.5 µm can be explained by one

of two emission mechanisms. First, blackbody emission could allow for greater flux at 4.5 µm than at

3.6 µm if the gas is sufficiently cool that the 3.6 µm bandpass lies on the Wien side of the blackbody

curve; this scenario would allow us to place an upper limit on the temperature and spatial extent of

the emitting gas, which we pursue below.

Using the host star’s effective temperature of 6300± 150 K (Hebb et al. 2009), we assume the host

star emits as a blackbody and convert the second order sinusoidal curves from units of Fday/F∗ to Bλ

as shown in the middle panel of Figure 3. We adopt the fiducial 4.5 µm parameters from 2010, but

set the phase offset to 90◦ since there is no evidence for an appreciable offset from the star–planet

axis. We then take the best-fit and the 1σ and 2σ upper limits on the amplitude of the 3.6 µm second

order sinusoidal variations from M. Zhang’s analysis using the second order astrophysical model. We

assume that none of the flux seen during planetary transit/eclipse is from emission by the gas. By
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Figure 3. Limits on the emitting area required to explain the strong detection of second order sinusoidal

variations at 4.5 µm but not at 3.6 µm. Top: the emitting-body to star flux ratio for the second-order

sinusoidal component of the 4.5 µm and 3.6 µm data (temporarily assuming a constant radius of Rp).

Middle: the emitting-body’s blackbody flux assuming both wavelengths probe the same area. Bottom: the

effective emitting area of the emitting blackbody required to explain the observations. The inferred gas

temperatures for the 0σ, 1σ, and 2σ limits are 420 K, 549 K, and 619 K, respectively.

assuming the emitting area is the same at 3.6 µm and 4.5 µm, we can use the relative amounts of

flux at these two wavelengths to determine the blackbody temperature of the gas.

Given the assumption that our observations are explained by blackbody emission, we can then

place a 2σ upper limit of 619 K on the gas temperature. For reference, a temperature of 816 K would

provide equal flux in both bandpasses. Attributing any of the “nightside” flux to emission from the
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gas only lowers this limit further. Also, as WASP-12b’s skin temperature (Goody & Walker 1972) is

0.50.25 Tb,day ≈ 2500 K, this gas cannot be the upper layers of the planet’s atmosphere.

By taking the ratio between the flux emitted by the gas and that emitted by the star, we can

determine the effective emitting area required to produce the phase curve observations. As shown in

the bottom panel of Figure 3, less emission at 3.6 µm requires lower temperature gas and therefore a

larger emitting area. We can therefore place a 2σ lower-limit on the effective emitting area of the gas

of 0.98 times the planet’s transiting area when seen at planetary quadrature, given the assumption

that our observations are explained by blackbody emission. Attributing any of the nightside flux

to emission from the gas slightly increases this limit and allows for a non-zero emitting area during

planetary transit and eclipse.

4.3.2. CO Emission

An alternative explanation for the increased flux at 4.5 µm is emission by CO which has its strong

∆V = 1 band around 4.5 µm (see Figure A1 in the Appendix for the CO line intensities); CO emission

has previously been predicted for gas lost from WASP-12b (Li et al. 2010; Deming et al. 2011). The

CO molecule should be dissociated in the planetary upper atmosphere due to the strong UV and

X-ray flux from the host star which also drives most of the observed atmospheric escape seen at NUV

wavelengths (Fossati et al. 2010; Haswell et al. 2012; Nichols et al. 2015); the dissociation energy of

CO corresponds to a wavelength of roughly 110 nm. However, the atomic carbon and oxygen from

the upper layers of the planet’s atmosphere could recombine in a gas stream where the density gets

higher because of stellar wind confinement and the “shadow effect” from the material in the stream

closer to the star. Given a gas temperature profile (Salz et al. 2016) and our calculations of the

thermal dissociation fraction of CO using the Saha equation (Bell & Cowan 2018), we find that any

CO emission must either be produced within ∼0.1 Rp of the planet’s surface or beyond 2.5 Rp. In

the case of a bow shock supported by mass loss from the planet, gas temperatures are predicted to

reach 103–104 K (Turner et al. 2016) which should allow for stable CO, provided there is sufficient

UV shielding from gas nearer to the star. Simulations of the behaviour of CO in these environments
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are required to determine the feasibility of this molecule recombining once in a stream and emitting

sufficiently strongly to explain our observations.

4.4. A Note on Eclipse Depths

It is important to note that our reported “eclipse depths” (Fday/F∗) are measured with respect to

the phase curve value expected at the centre of eclipse and are not measured with respect to pre-

ingress and post-egress flux measurements as would be the case for observations of only the eclipse.

Given our fitted phase curve parameters for WASP-12b, the difference between our reported value

and using the average of pre-ingress and post-egress baselines is ∼9% of Fday/F∗ at both Spitzer

bandpasses (assuming these baseline durations are both the same duration as the eclipse duration).

This bias in eclipse observations occurs because the phase variations before ingress and after egress are

flattened out by most decorrelation routines when solely observing the eclipse. For most exoplanets

whose phase variations will be concave down around eclipse (like WASP-12b when seen at 3.6 µm),

eclipse observations will underestimate Fday/F∗. For the unusual case of WASP-12b’s 4.5 µm phase

variations which are concave up near eclipse, eclipse observations will overestimate Fday/F∗. This

effect is particularly important for short period planets which undergo significant rotation throughout

the duration of eclipse observations and whose strong day–night temperature contrast cause strong

phase variations over this time span. Among other things, this may explain the discrepancies between

reported 3.6 µm and 4.5 µm eclipse depths from full-orbit phase curves (Cowan et al. 2012) and

eclipse-only observations (Madhusudhan et al. 2011; Stevenson et al. 2014b), and the associated

inference of C/O ratio. See Figure 4 for a demonstration of this effect.

5. DISCUSSION AND CONCLUSIONS

By independently analyzing and then combining two sets of 3.6 µm and 4.5 µm Spitzer phase

curves of the UHJ WASP-12b, we have conclusively detected strong and persistent second order

sinusoidal variations at 4.5 µm and placed stringent upper limits on these variations at 3.6 µm.

These observations of WASP-12b raise several questions which will require further study to resolve.
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Figure 4. Bias present in eclipse-only observations of exoplanets. Left : Our fiducial model for the 2010

phase curve at 3.6 µm is shown with a solid line, while the model neglecting the secondary eclipse is shown

with a dashed line. It is with respect to this line that we calculate our eclipse depth (shown with a dash-

dotted arrow), while the eclipse depth that would be measured using eclipse-only observations is shown with

a dotted line. This bias occurs because there is insufficient evidence of phase variations with eclipse-only

observations, so a flat or a sloped line is used instead. Right : The same bias at 4.5 µm but in the opposite

direction due to the abnormal concave-up phase variations near the 4.5 µm eclipse.

Our two emission hypotheses could be distinguished with phase curve observations of the ∼1.6 µm

and/or 2.29 µm CO emission bands and/or with phase curve observations at wavelengths longer than

5 µm which should exhibit strong second order sinusoidal variations if the 3.6 µm vs. 4.5 µm ampli-

tude discrepancy is the result of blackbody emission. The high precision and wavelength coverage

achievable with the James Webb Space Telescope should allow these two emission hypotheses to be

tested. The ∼1.6 µm CO emission band also lies within the Hubble/WFC3 bandpass and may be

detectable with phase curve observations.

Critically, future models must also address the fact that the fitted planetary radius is significantly

smaller at 4.5 µm than at 3.6 µm; this may be the result of unocculted emitting gas. Combined

hydrodynamic and radiative transfer simulations are required to fully understand this system. These

simulations will allow us to determine the location and spatial extent of the emitting gas, and they

may resolve the apparent tension between the constraint from these observations that the gas is well

aligned with the star–planet axis, while NUV observations which probe lower density gas show that
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the gas flows significantly ahead of the planet. Understanding the nature of the increased emission at

4.5 µm will also require modelling the mass loss and the UV dissociation and potential recombination

of CO molecules as they flow from the planet’s upper atmosphere through a gas stream and potentially

experience a shock. These models may also assist in understanding the observed hot spot variability

seen at 3.6 µm.

Finally, while WASP-12b is one of the exoplanets closest to overflowing it’s Roche lobe (see Figure

A2), there are several other UHJs with similar characteristics with published Spitzer phase curves

that do not show strong second order sinusoidal variations at 4.5 µm: particularly WASP-19b (Wong

et al. 2016), WASP-33b (Zhang et al. 2018), and WASP-103b (Kreidberg et al. 2018). One potential

explanation is that WASP-12b’s orbit may be decaying (Maciejewski et al. 2016; Patra et al. 2017)

while the other exoplanets may be more stable; this could potentially be explained if WASP-12b was

locked in a high obliquity state due to a resonance with a perturbing planet which could drive orbital

decay and inflate the planet beyond it’s Roche lobe (Millholland & Laughlin 2018). Alternatively,

the high energy irradiation from WASP-12A may be stronger than the other UHJ host stars. Further

research is required to understand why WASP-12b is the only exoplanet known to be exhibiting these

exceptionally strong second order sinusoidal variations at 4.5 µm.
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ship, and from the Fonds de recherche du Québec – Nature et technologies through the Centre de
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APPENDIX

APPENDIX A: CORRECTION FOR DILUTION BY STELLAR COMPANIONS

To correct for the dilution of our lightcurves by the nearby stellar companions WASP-12BC, we

apply the dilution factors from Stevenson et al. (2014a): αcomp = 0.1149± 0.0039 and 0.1196± 0.0042

for 3.6 µm and 4.5 µm respectively. Since our phase curve amplitudes are normalized by the eclipse

depth, no corrections need to be made to C1, D1, C2, or D2. Additionally, while the planetary radii

need to be corrected for dilution from WASP-12BC, the ratio Rp,2/Rp remains the same for models

with ellipsoidal variations. Following Stevenson et al. (2014b,a), the multiplicative correction factor

is

Ccorr(λ) = 1 + g(β, λ)αcomp(λ),

where g(β, λ) is the fraction of WASP-12BC’s flux which falls within our aperture of size β. We

estimated g(β, λ) using STINYTIM2, the point response function modelling software for Spitzer. We

made 10× oversampled point response functions calculated at the pixel position (25,25) assuming a

T = 3660 blackbody source (the effective temperature of WASP-12BC; Stevenson et al. 2014b). We

found g(2.5, 4.5 µm) = 0.8147, g(3.2, 4.5 µm) = 0.8608, g(4.3, 3.6 µm) = 0.9089, and g(2.9, 3.6 µm)

= 0.8580. For the 3 × 3 pixel stamp used in M. Zhang’s PLD analyses, we find g(3×3, 3.6 µm) =

0.6518 and g(3×3, 4.5 µm) = 0.6291. For P. Cubillos’ analyses, we find g(3.0, 4.5 µm) = 0.8533,

g(2.5, 4.5 µm) = 0.6957, g(2.5, 3.6 µm) = 0.8254, and g(4.0, 3.6 µm) = 0.9015. We also checked

g(2.25, 3.6 µm) and g(2.25, 4.5 µm) to compare our calculation to that of Stevenson et al. (2014b);

we find values of 0.8007 and 0.7586, where Stevenson et al. (2014b) found 0.7116 and 0.6931. This

discrepancy is likely caused by an incorrect angular separation used in the previous work’s calculation.

The planet’s radius was then corrected using

Rp,corr(λ) =
√
Ccorr(λ)Rp,meas(λ),

2 http://irsa.ipac.caltech.edu/data/SPITZER/docs/dataanalysistools/tools/contributed/general/

stinytim/
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with the elongated axis, Rp,2, in bi-axial ellipsoid models corrected similarly. The dayside flux was

corrected using

Fday,corr(λ) = Ccorr(λ)Fday,meas(λ),

with the white noise amplitude, σF , corrected similarly.

APPENDIX B: COMPUTING ASTROPHYSICAL PARAMETERS

Tables A2–A9 present many of the fitted astrophysical values from all models run in all three in-

dependent analyses. Tb,day and Tb,night are the apparent brightness temperatures of the planet’s day

and night hemispheres which we calculate using only the contribution from the first order sinusoid.

In doing so, we are assuming that the second order sinusoidal variations are attributable to some-

thing other than the planet, although the second-order sinusoidal variations end up having negligible

contributions during transit and eclipse anyway. These brightness temperatures are calculated by

inverting the Planck function (Cowan & Agol 2011), using

Tb(λ) =
hc

λkB

[
ln

(
1 +

exp(hc/λkBT∗,b)− 1

ψ(λ)

)]−1

,

where h is Planck’s constant, c is the speed of light, kB is the Boltzmann constant, λ is the wavelength.

For Tb,day, ψ = (Fday/F∗)(Rp/R∗)−2, and for Tb,night, ψ = (Fday/F∗)(1− 2C1)(Rp/R∗)−2. The stellar

brightness temperature, T∗,b was calculated by fitting blackbodies to the relevant wavelengths from

a PHOENIX stellar model (Husser et al. 2013) with previously measured (Hebb et al. 2009) values of

T∗,eff = 6300 K and log(g) = 4.5. We find T∗,b = 6000 K for 4.5 µm and 5800 K for 3.6 µm. The

tabulated first and second order offsets are measured in degrees after the secondary eclipse and are

calculated using:

ψ1 = −(180/π) arctan(D1/C1)

ψ2 = 180− 0.5(180/π) arctan(D2/C2).
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APPENDIX C: TIDAL DISTORTION CALCULATIONS

To assess the impact of stellar and planetary tidal distortion, we model the stellar/planetary surfaces

using the dimensionless Roche potential, defined by

Ω(r, θ, φ) =
1

r
+ q

(
1√

1− 2r sin θ cosφ+ r2
− r sin θ cosφ

)

+
q + 1

2
r2 sin2 θ,

where r is the distance from the host star, θ is the polar angle, φ is the azimuthal angle, and q is the

mass ratio, M∗/Mp. We find that the star’s radius should be 0.0085% longer along the star–planet

axis compared to the perpendicular equatorial axis, while the planet’s radius should be 5.5% longer

along the star–planet axis compared to the dawn–dusk axis seen at transit.

We first assume that the planet and star have a constant temperature of 3000 K and 6300 K,

respectively, and then perturb these temperatures to account for gravity darkening using the Teff ∝ gβeff

model (Espinosa Lara & Rieutord 2011) where β is 0.24 for the appreciably distorted planet and 0.25

for the more spherical host star. Next, we convert these temperature maps into flux maps using the

Planck blackbody function. We then compute disk-integrated phase curves (Cowan et al. 2013) while

also accounting for the variations in apparent areas of the two objects. Our calculations show that the

planet’s expected variations are only ∼3.5 times stronger than that of the host star at Spitzer/IRAC

wavelengths (see Figure A3 for a depiction).

Our predicted ellipsoidal and gravity darkening variations are consistent with past predictions

(Budaj 2011) and with the amplitude of the Zhang PLD model with second order sinusoidal variations

fitted to the 3.6 µm data collected in 2010 (we set the offset to zero as there is no significant detection

of an offset in this phase curve). However, the expected ellipsoidal and gravity darkening variations

are highly discrepant with the observed amplitude at 4.5 µm (see Figure A4). Running simulations

where the planet fills its Roche lobe (Rp,2/Rp ≈ 1.4), our ellipsoidal variations and gravity darkening

model would be able to explain the full amplitude of the 4.5 µm phase curve, but the variations

remain mostly monochromatic and the model drastically over predicts the variations in the 3.6 µm

phase curve.
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APPENDIX D: RED NOISE TESTS

The bottom rows of Figures A5–A10 show the observed standard deviation in the residuals versus

the number of data cubes binned together for each lightcurve made using the binrms routine from

the Multi-Core Markov-Chain Monte Carlo (MC3)3 package (Cubillos et al. 2017); this allows us

to test for any red noise remaining in our residuals (Winn et al. 2007; Cowan et al. 2012). These

figures show that minimal red noise remains after our fiducial models have been subtracted from

the data (the photometric uncertainty decays roughly as
√
Nbinned). There is, however, some lower-

frequency noise in the 2010 4.5 µm observations between the first eclipse and the transit that cannot

be modelled by any of the three decorrelation pipelines.

APPENDIX E: NUV EVIDENCE FOR MASS LOSS

Across the NUV, WASP-12b appears to be larger than the planet’s Roche radius, implying sig-

nificant mass loss (Fossati et al. 2010; Haswell et al. 2012; Nichols et al. 2015). The first Hubble

Space Telescope, Cosmic Origins Spectrograph transit observation of WASP-12b (Fossati et al. 2010)

also detected an early ingress in the NUV; this suggests the presence of a stream of gas stripped

from the planet flowing in toward the star (Lai et al. 2010; Bisikalo et al. 2013b; Matsakos et al.

2015) which forms a bow shock ahead of the planet (Vidotto et al. 2010; Llama et al. 2011; Bisikalo

et al. 2013b; Cherenkov et al. 2014; Matsakos et al. 2015; Turner et al. 2016), although the position

of this shock can vary (Vidotto et al. 2011; Llama et al. 2013). There is also evidence for variable

NUV ingress times (Haswell et al. 2012; Nichols et al. 2015) which suggests variable mass-loss rates

and/or a variations in the planet–shock distance (Vidotto et al. 2011). The non-detection of stellar

activity indicators from WASP-12A (Knutson et al. 2010; Fossati et al. 2013) may also suggest that

WASP-12b is undergoing mass loss. The final resting place of the gas stripped from WASP-12b is

debated, with some suggesting an accretion disk interior to the planet’s orbit (Lai et al. 2010; Li

et al. 2010) and others suggesting an extended circumstellar torus of gas with the planet embedded

inside (Debrecht et al. 2018).

3 http://pcubillos.github.io/MCcubed/
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Table A1. A summary of all the priors used in the three independent analyses. Uniform priors were used

where there are inequalities below, Gaussian priors were used where uncertainties are indicated, variables

were fixed where only a value is indicated, and parameters were unconstrained where Free is written.

Zhang PLD Bell SPCA Cubillos POET

t0 (BMJD) 54508.20396 < t0 < 54508.74968 56176.16825800 ± 0.00007765 Free

Rp/R∗ > 0 0 < Rp/R∗ < 1 > 0

a/R∗ 3.039 3.039 ± 0.034 3.039 ± 0.034

i (degrees) 83.37 83.37 ± 0.68 83.37 ± 0.68 (fitted cos i)

P (days) 1.09142245 1.0914203 1.0914203

Fp/F∗ Free 0 < Fp/F∗ < 1 > 0

C1 Free Positive Phasecurve Positive Phasecurve

D1 Free Positive Phasecurve Positive Phasecurve

C2 Free Positive Phasecurve Positive Phasecurve

D2 Free Positive Phasecurve Positive Phasecurve

Rp,2/R∗ > 0 0 < Rp,2 < 1 > 0

σF /F∗ (white noise) 0 < σF /F∗ < 1 > 0 Free

Limb Darkening Sing 2010 Model
0 < q1 < 1;

0 < q2 < 1

0 < q1 < 1;

0 < q2 < 1

e 0 0

teclipse: Free;

t14,eclipse > 0;

t12,eclipse > 0;

t34 = t12

Instrumental Variables
Free (PLD coefficients,

Slope in time)

Free (Polynomial coefficients,

Slope in time for 2013 3.6 µm)

Free (Slope in time for

2013 4.5 µm)

APPENDIX F: DISCUSSION OF VARIABILITY

To date, no Spitzer phase curve observation has shown variability in the phase curve offset of an

exoplanet, although significant near-infrared variability has been seen for brown dwarfs and isolated

planetary mass objects (Artigau et al. 2009; Radigan et al. 2012), and Kepler phase curves of the

hot Jupiter HAT-P-7b have been reported to vary (Armstrong et al. 2016). Variability is expected

for WASP-12b due to coupling between the planet’s partially ionized atmosphere and the planet’s

magnetic field (Rogers 2017). The timescale of this variability is set by the Alfvén timescale (∼115
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days for WASP-12b assuming magnetic effects occur on the dayside where the atmosphere is domi-

nated by atomic hydrogen; Rogers 2017; Dang et al. 2018). Variability may also arise in the presence

of time-variable cloud coverage, although optically reflective clouds on the planet’s dayside were

stringently rejected using Hubble/STIS optical eclipse spectroscopy of WASP-12b (Bell et al. 2017).

Any time-variability in the gas streaming from the planet could also obscure different portions of the

planet over time and lead to an apparent variation in the 3.6 µm phase curve.

APPENDIX G: MODEL SELECTION

The preferred model for each phase curve was chosen to be the model with the lowest Bayesian

Information Criterion (BIC), defined as

BIC = −2 ln(L) +Npar ln(Ndat),

where Npar is the number of model parameters and Ndat is the number of data. The log-likelihood is

ln(L) = −χ
2

2
−Ndat ln(σF )− Ndat

2
ln(2π)

where σF is the fitted photometric uncertainty (assumed to be constant throughout the observation)

and

χ2 =

∑
i

(
Fobs,i − Fmodel,i

)2

σ2
F

is a measure of the badness-of-fit, where Fobs,i are the observed flux measurements. We adopt the

threshold that models with a ∆BIC ≤ 5 with respect to the favoured model cannot be strongly ruled

out.
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Table A2. 3.6 and 4.5 µm phase curve parameters from the preferred models for 2010 and 2013. Fiducial

models are indicated with bolding.

3.6 µm

Fday/F∗ ‡ ln(L) †

Data Set Model C1 D1 C2 D2 (ppm) Ndata

2010 Bell Poly4, 2nd Order 0.436± 0.033 −0.067± 0.061 0.027± 0.028 0.076± 0.022 3840± 210 5.2

2010 Zhang PLD, 1st Order 0.371± 0.051 −0.239± 0.046 3870± 130 5.62

2010 Cubillos BLISS, 1st Order 0.395± 0.036 −0.237± 0.036 3780± 120 3.65

2013 Bell Poly3*f(t), 1st Order 0.299± 0.029 0.105± 0.030 3970± 150 5.37

2013 Zhang PLD, 1st Order 0.320± 0.024 0.079± 0.025 3840± 120 5.6

2013 Cubillos BLISS, 1st Order 0.324± 0.024 0.091± 0.023 3810± 120 3.59

†These are derived quantities and are not fitted directly.

‡These quantities have been corrected for dilution from WASP-12BC (see supplementary text).3.6 µm, cont.

Phase Offset (degrees) Tb,day
† Tb,night

† ln(L) †

Data Set Model Rp/R∗ ‡ 1st Order† 2nd Order† (K) (K) Ndata

2010 Bell Poly4, 2nd Order 0.1197± 0.0012 −8.8± 7.9 144.7± 9.6 2655± 76 1190± 180 5.2

2010 Zhang PLD, 1st Order 0.11642± 0.00063 −32.6± 6.2 2744± 48 1510± 210 5.62

2010 Cubillos BLISS, 1st Order 0.11782± 0.00096 −30.9± 4.5 2603± 49 1360± 160 3.65

2013 Bell Poly3*f(t), 1st Order 0.1159± 0.0011 19.3± 4.3 2795± 64 1830± 110 5.37

2013 Zhang PLD, 1st Order 0.11327± 0.00068 13.6± 3.8 2813± 48 1760± 97 5.60

2013 Cubillos BLISS, 1st Order 0.1169± 0.0011 15.7± 4.0 2637± 47 1658± 83 3.59

†These are derived quantities and are not fitted directly.

‡These quantities have been corrected for dilution from WASP-12BC (see supplementary text).
4.5 µm

Fday/F∗ ‡ ln(L) †

Data Set Model C1 D1 C2 D2 (ppm) Ndata

2010 Bell BLISS, 2nd Order 0.414± 0.044 −0.218± 0.054 −0.265± 0.037 0.031± 0.025 4200± 200 5.22

2010 Zhang PLD, 2nd Order 0.489± 0.016 −0.080± 0.020 −0.252± 0.019 0.042± 0.014 4360± 140 5.45

2010 Cubillos BLISS, 2nd Order 0.476± 0.030 −0.137± 0.030 −0.263± 0.027 0.043± 0.017 4380± 170 3.37

2013 Bell BLISS, 2nd Order 0.271± 0.053 −0.096± 0.046 −0.303± 0.043 0.122± 0.034 3920± 210 5.22

2013 Zhang PLD, 2nd Order 0.395± 0.036 −0.136± 0.025 −0.307± 0.023 0.034± 0.021 3920± 150 5.43

2013 Cubillos BLISS, 2nd Order 0.376± 0.030 −0.091± 0.027 −0.292± 0.029 0.041± 0.020 4120± 160 3.41

†These are derived quantities and are not fitted directly.

‡These quantities have been corrected for dilution from WASP-12BC (see supplementary text).4.5 µm, cont.

Phase Offset (degrees) Tb,day
† Tb,night

† ln(L) †

Data Set Model Rp/R∗ ‡ 1st Order† 2nd Order† (K) (K) Ndata

2010 Bell BLISS, 2nd Order 0.1078± 0.0013 −27.9± 6.1 93.4± 2.7 2879± 91 1250± 240 5.22

2010 Zhang PLD, 2nd Order 0.10656± 0.00085 −9.5± 2.3 94.7± 1.6 2989± 66 790± 150 5.45

2010 Cubillos BLISS, 2nd Order 0.1075± 0.0014 −16.0± 3.5 94.6± 1.9 2965± 78 940± 210 3.37

2013 Bell BLISS, 2nd Order 0.1092± 0.0016 −19± 11 100.9± 3.1 2722± 92 1800± 200 5.22

2013 Zhang PLD, 2nd Order 0.1049± 0.0010 −19.1± 3.9 93.2± 1.9 2854± 74 1340± 180 5.43

2013 Cubillos BLISS, 2nd Order 0.1104± 0.0014 −13.6± 4.0 94.0± 1.9 2768± 73 1400± 140 3.41

†These are derived quantities and are not fitted directly.

‡These quantities have been corrected for dilution from WASP-12BC (see supplementary text).
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Figure A1. CO line intensities at 296 K from HITEMP (Rothman et al. 2010) in units of cm−1/(molecule

× cm−2) which has been binned to a spectral resolution of 10 cm. The bandwidths of Spitzer/IRAC channels

1 and 2 are respectively shown with downward sloping and upward sloping hatched regions.
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WASP-103b

KELT-9b

Figure A2. A comparison of WASP-12b to other exoplanets. The y-axis is the planets’ equilibrium

temperature (Teq = 0.250.25T∗
√

R∗/a), and this x-axis is the distance of the substellar point on the planets

from their L1 Lagrange point (Roche 1847), where aRoche = 2.44(Rp)(M∗/Mp)
1/3. While WASP-12b is one

of the exoplanets closest to overflowing it’s Roche lobe, there are several others with similar characteristics

for which Spitzer phase curves do not show strong second order sinusoidal variations at 4.5 µm (Wong et al.

2016; Zhang et al. 2018; Kreidberg et al. 2018). One potential explanation is that WASP-12b’s orbit may

be decaying (Maciejewski et al. 2016; Patra et al. 2017) while the other exoplanets may be more stable.
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Figure A3. Expected amplitude of tidal distortion from the host star compared to that from the planet.

Thin blue lines show the amplitudes at 3.6 µm, while thick red lines show the amplitudes at 4.5 µm.

Orbital Phase
0

500

1000

1500

2000

2500

∆
F
/F
∗

(p
p

m
)

Observed Amplitude

Expected Planetary+Stellar Amplitude

Figure A4. Observed second order sinusoidal variations at 3.6 µm and 4.5 µm and their 1σ uncertainties

compared to the expected amplitude of tidal distortion from the host star and the planet. The 3.6 µm phase

curve is consistent with the expected amplitudes while the 4.5 µm phase curve is highly discrepant. Thin

blue lines show the amplitudes at 3.6 µm, while thick red lines show the amplitudes at 4.5 µm.
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Figure A5. Top row: WASP-12b 2010 (left) and 2013 (right) 3.6 µm observations, fit using the Zhang

PLD detector model and second- (2010) and first order (2013) phase variations model. Vertical dashed lines

mark the transitions between AORs. Bottom row: Red noise test for the 2010 (left) and 2013 (right) 3.6 µm

observations of WASP-12b for the above fits. The black line shows the decrease in the observed standard

deviation in the residuals as Nbinbed (the number of datapoints binned together) increases. The red line

shows the expected decrease in standard deviation, assuming the noise is entirely white. The close match

between the two curves suggests that little-to-no red-noise remains in the residuals. A vertical, dashed line

shows the timescale for transit/eclipse ingress and egress, while the dash-dotted line shows the t1–t4 transit

duration.
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Figure A6. Same figure as the left panel of Figure A5 but for the 2010 (left column) and 2013 (right

column) 4.5 µm observations of WASP-12b, both fit using the Zhang PLD detector model and the second

order phase variations model.
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Figure A7. Same as Figure A5 but for the 2010 (left) and 2013 (right) 3.6 µm observations of WASP-12b,

fit using the SPCA Poly4 (2010) and SPCA Poly3*f(t) (2013) detector models and the second- (2010) and

first order (2013) phase variations model.
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Figure A8. Same figure as Figure A5 but for the 2010 (left) and 2013 (right) 4.5 µm observations of

WASP-12b, both fit using the SPCA BLISS detector model and the second order phase variations model.
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Figure A9. Same figure as Figure A5 but for the 2010 (left) and 2013 (right) 3.6 µm observations of

WASP-12b, both fit using the POET pipeline.

116



WASP-12b Spitzer Phase Curve Observations

2010 2013

0.99

1.00

1.01

Ra
w 

Fl
ux

0.99

1.00

Ca
lib

ra
te

d 
Fl

ux

1.000

1.005

Ca
lib

ra
te

d 
Fl

ux

0.50 0.75 1.00 1.25 1.50
Orbital Phase

0.0025

0.0000

0.0025

0.0050

Re
sid

ua
ls

0.99

1.00

1.01

Ra
w 

Fl
ux

0.99

1.00

Ca
lib

ra
te

d 
Fl

ux

1.000

1.005

Ca
lib

ra
te

d 
Fl

ux

0.50 0.75 1.00 1.25 1.50
Orbital Phase

0.0025

0.0000

0.0025

Re
sid

ua
ls

101 103

Nbinned

10 4

10 3

10 2

RM
S

Gaussian std.
Data RMS

101 103

Nbinned

10 4

10 3

10 2
RM

S

Gaussian std.
Data RMS

Figure A10. Same figure as Figure A5 but for the 2010 (left) and 2013 (right) 4.5 µm observations of

WASP-12b, both fit using the POET pipeline.
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Epilogue

In order to test the hypotheses put forward by Bell et al. (2019), I have led two success-

ful observing proposals. First, I was the Principal Investigator for a Canada France Hawaii

Telescope proposal to observe parts of the phase curve of WASP-12b with the SPIRou

(SPectropolarimètre InfraROUge) instrument. Our observations will allow us to test the

hypothesis of CO emission from a stream of gas by observing the 2.292 µm CO band—the

second strongest CO emission feature (see Figure 3–1)—which is spectroscopically inacces-

sible with Hubble, NIRPS, HARPS, or ESPaDOnS. Should we reject the CO hypothesis,

this would imply that the gas stream is far colder than the planet’s equilibrium temperature

which in turn implies that the gas must be flowing directly away from the host star in the

shadow of the planet. Meanwhile, should we detect CO emission, we will be able to infer

the CO number density and gas temperature since the gas would be at very low pressures

where the line shapes are purely determined by Doppler-broadening and the line strengths

depend only on the temperature and the CO number density. Additionally, by measuring the

strength of the emission lines and their radial velocity at different points in the planet’s orbit,

we will be able to determine the direction that the gas stream is flowing and test whether

the associated angular momentum loss is sufficient to affect the planet’s orbital evolution.

This will provide a test of our team’s hypothesis that WASP-12b’s observed orbital decay

(Maciejewski et al., 2016; Patra et al., 2017; Yee et al., 2020) could be explained by mass loss

which preferentially flows away from the host star through the planet’s L2 Lagrange point

as this would steal angular momentum from the planet’s orbit and lead to orbital decay on

a timescale of P/Ṗ ∼ fM/Ṁ where f < 1.

Additionally, I was the Principal Investigator for a Hubble/WFC3 G141 spectroscopic

phase curve which is currently scheduled for early March 2022. As demonstrated in Figure

3–2, this phase curve observation of WASP-12b is expected to show clear variations in the

depth of the 1.4 µm water feature; this is caused by longitudinal variations in temperature
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Wavelength (µm)
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SPIRou Spitzer Ch1 Spitzer Ch2
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Planet

Figure 3–1: Model spectra binned to SPIRou’s resolution and normalized by stellar flux,

showing the expected strength of the planetary absorption features in brown and gas stream’s

CO emission features in navy. The Spitzer/IRAC Channel 1 and 2 bandpasses and fluxes

at quadrature (y errorbars are too small to be seen) from Bell et al. (2019) are shown in

cyan and magenta and were used to constrain the model spectra. The SPIRou bandpass is

indicated with a hatched region.

which alter the dissociation and ionization state of the gas. These observed variations in the

abundance of H2O and H− opacity will provide the first spectroscopic test of the H2↔2H

dissociation/recombination cycle predicted to play an important role in the thermodynamics

of ultra-hot Jupiters by Bell & Cowan (2018). This work will also provide an additional

measure of the ellipsoidal variations of the host star and planet (Cowan et al., 2012; Bell

et al., 2019) and further constrain the rate of orbital decay for the system (e.g., Yee et al.,

2020).
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Figure 3–2: Model predictions for my upcoming Hubble/WFC3 observations of WASP-12b.

Predictions were based on the SPARC/MITgcm models (Parmentier et al., 2018) of the

ultra-hot Jupiter WASP-121b (with similar properties to WASP-12b); these models were

then scaled to the temperature map of WASP-12b derived from 3.6 µm Spitzer phase curves

(Bell et al., 2019) and the known dayside Hubble/WFC3 spectrum of WASP-12b (Stevenson

et al., 2014). The spectra at two orbital phases are shown: the dayside eclipse spectrum

(top) and 60◦ before mid-transit (bottom). Variations in the water feature are expected to

be easily detectable above photon and systematic noise levels.

128



Paper 4
A Comprehensive Reanalysis of Spitzer ’s 4.5 µm Phase
Curves, and the Phase Variations of the Ultra-hot Jupiters
MASCARA-1b and KELT-16b

Preface

In the following paper which is published in the Monthly Notices of the Royal Astronom-

ical Society (Bell et al., 2021), we presented the uniform reanalysis of nearly all previously

published Spitzer/IRAC phase curve observations. This work built on the reproducibility

tests of the WASP-12b phase curves and sought to understand whether the entire body of

exoplanetary atmospheric characterization through phase curve observations is built upon a

reliable foundation. Additionally, there has historically been significant disagreement as to

which detector model is best able to cleanly remove the systematic noise present in phase

curve observations, with each research group having their own preferred technique and soft-

ware; with this paper, we made strides towards resolving this conflict. Finally, we sought

to determine whether previously reported population-level trends are reproducible with a

uniformly analyzed set of phase curve observations.
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ABSTRACT

We have developed an open-source pipeline for the analysis of Spitzer/IRAC channel 1 and 2 time-

series photometry, incorporating some of the most popular decorrelation methods. We applied this

pipeline to new phase curve observations of ultra-hot Jupiters MASCARA-1b and KELT-16b, and

we performed the first comprehensive reanalysis of 15 phase curves. We find that MASCARA-1b

Corresponding author: Taylor J. Bell

taylor.bell@mail.mcgill.ca



MASCARA-1b, KELT-16b, and Reanalyses with SPCA

and KELT-16b have phase offsets of 6+11
−11

◦W and 38+16
−15

◦W, dayside temperatures of 2952+100
−97 K

and 3070+160
−150 K, and nightside temperatures of 1300+340

−340 K and 1900+430
−440 K, respectively. We confirm

a strong correlation between dayside and irradiation temperatures with a shallower dependency for

nightside temperature. We also find evidence that the normalized phase curve amplitude (peak-

to-trough divided by eclipse depth) is correlated with stellar effective temperature. In addition,

while our different models often retrieve similar parameters, significant differences occasionally arise

between them, as well as between our preferred model and the literature values. Nevertheless, our

preferred models are consistent with published phase offsets to within −8 ± 21 degrees (−1.6 ± 3.2

sigma), and normalized phase curve amplitudes are on average reproduced to within −0.01 ± 0.24

(−0.1±1.6 sigma). Finally, we find that BLISS performs best in most cases, but not all; we therefore

recommend future analyses consider numerous detector models to ensure an optimal fit and to assess

model dependencies.

Keywords: planets and satellites: individual (MASCARA-1b) – planets and satellites:

individual (KELT-16b) – techniques: photometric

∗ McGill Space Institute; Institute for Research on Exoplanets;

Centre for Research in Astrophysics of Quebec
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1. INTRODUCTION

The thermal phase curve observations collected by Spitzer have been one of its greatest scientific

legacies. Spitzer demonstrated that we can detect the variations in disk-integrated flux from an

exoplanet as a function of orbital phase (e.g., Harrington et al. 2006; Deming & Knutson 2020),

allowing us to probe atmospheric dynamics and heat transport (e.g., Parmentier & Crossfield 2018).

The success of phase curve observations from Spitzer and Hubble has ushered in the era of comparative

atmospheric dynamics (e.g., Zhang et al. 2018; Keating et al. 2019; Beatty et al. 2019), which JWST

and ARIEL will carry on in the 2020s and beyond.

However, reaching the level of precision required to make phase curve observations with Spitzer

has been challenging, as strong intra-pixel sensitivity variations in Spitzer ’s Infrared Array Camera

(IRAC) channels 1 and 2 can be an order of magnitude larger than the astrophysical signals (e.g.,

Charbonneau et al. 2005). Many methods have been developed to model out these detector sys-

tematics, each with strengths and weaknesses, and most research groups have their own preferred

method and code. Some of these codes are open source, but those who want to compare different

decorrelation techniques are stuck learning (or building) new packages.

Here we present SPCA1: the Spitzer Phase Curve Analysis pipeline, developed by Lisa Dang and

Taylor Bell. SPCA seeks to reduce the cost of entry for all while providing flexibility and effective-

ness. SPCA’s routines have been developed for Spitzer/IRAC channel 1 and channel 2 (3.6 µm and

4.5 µm, respectively) time-resolved photometry; these channels were used for the vast majority of

Spitzer phase curves and share similar detector noise characteristics. SPCA has implementations of

2D polynomial (Charbonneau et al. 2008), Pixel Level Decorrelation (PLD; Deming et al. 2015),

BiLinearly-Interpolated Sub-pixel Sensitivity mapping (BLISS mapping; Stevenson et al. 2012), and

Gaussian Process (GP; Gibson et al. 2012; Evans et al. 2015) decorrelation methods, allowing the

user to change between techniques by setting a single variable. The modular structure of the code

also allows the user to integrate custom astrophysical models and decorrelation methods. Built with

1 Details about how to use and install SPCA can be found at https://spca.readthedocs.io
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automation in mind, SPCA can reduce and decorrelate multiple data sets with a single command.

Earlier versions of SPCA were described in Dang et al. (2018) and Bell et al. (2019), but the pipeline

has undergone significant development in the intervening years.

Our goal is to implement a collection of some of the most common decorrelation methods within a

single framework so that it becomes feasible for anyone to perform uniform and repeatable reanalyses

of phase curves with each of these decorrelation techniques. This allows for comparisons between

detector model performances and results on phase curve observations with different observing tech-

niques, exposure times, stellar fluxes, etc., while previous comparisons were restricted either to just

the secondary eclipses of XO-3b (Ingalls et al. 2016) or individual phase curves (e.g., Wong et al.

2015; Dang et al. 2018; Bell et al. 2019; Keating et al. 2020). The automation within SPCA also

makes it possible for us to test the reproducibility of literature phase curve values for most exoplan-

ets, something that has only been done on an individual basis so far (e.g., Knutson et al. 2009, 2012;

Mendonça et al. 2018; Morello et al. 2019; Bell et al. 2019; May & Stevenson 2020).

In Section 2, we introduce the data sets that we will analyze, and in Section 3 we present SPCA’s

photometry techniques. In Section 4 we detail SPCA’s decorrelation methods and analysis techniques.

In Section 5, we validate our models against the collection of 10 XO-3b eclipses first published by

Wong et al. (2014) and later used in the IRAC Data Challenge 2015 and described in Ingalls et al.

(2016). In Section 6 we present the results for our new phase curves of KELT-16b and MASCARA-

1b (Talens et al. 2017; Oberst et al. 2017), as well as our reanalyses of most previously published

phase curves, and in subsection 6.3 we compare our results to the literature values. Finally, Section

7 presents our discussion and conclusions.

2. OBSERVATIONS

As part of the final Spitzer phase curve study that was conducted in Cycle 14 (PID 14059; PI

Bean), we collected new Spitzer/IRAC 4.5 µm phase curve for a total of 10 planets with a range

of temperatures and orbital periods. Mansfield et al. (2020) previously published the phase curve

of KELT-9b from this program, and we present here the phase curves of ultra-hot Jupiters KELT-

16b and MASCARA-1b. This pair of planets were selected to permit comparative studies of their
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atmospheric dynamics since they share similar radii, masses, and irradiation temperatures (T0 =

T∗,eff

√
R∗/a, where T∗,eff is the stellar effective temperature, R∗ is the stellar radius, and a is the

planet’s orbital semi-major axis). Meanwhile, the two planets have orbital periods that differ by

a factor of two and stellar effective temperatures differing by 1300 K. This pairing can, therefore,

provide insight into the impacts of Coriolis forces and stellar spectra on the energy budgets of hot

Jupiters.

We also present our reanalyses of nearly all previously published 4.5 µm phase curves: specifically

those of CoRoT-2b (Dang et al. 2018, PID 11073); HAT-P-7b (Wong et al. 2016, PID 60021);

HD 189733b (Knutson et al. 2012, PID 60021); HD 209458b (Zellem et al. 2014, PID 60021);

KELT-1b (Beatty et al. 2019, PID 11095); KELT-9b (Mansfield et al. 2020, PID 14059); Qatar-1b

(Keating et al. 2020, PID 13038); WASP-12b (Cowan et al. 2012, PID 70060; Bell et al. 2019, PID

90186); WASP-14b (Wong et al. 2015, PID 80073); WASP-18b (Maxted et al. 2013, PID 60185);

WASP-19b (Wong et al. 2016, PID 80073); WASP-33b (Zhang et al. 2018, PID 80073); WASP-43b

(Stevenson et al. 2017, PID 11001); and WASP-103b (Kreidberg et al. 2018, PID 11099). We exclude

the phase curve of HD 149026b (Zhang et al. 2018, PID 60021) as our initial attempts to fit these

observations showed that they were especially challenging to fit and would hinder our attempts at

a uniform treatment of each phase curve. We also exclude the observations of 55 Cnc e (Demory

et al. 2016, PID 90208) due to the very different nature of that system and the enormous size of

that dataset. Finally, we do not consider any phase curves that were not already published when we

started this work.

All data sets we consider, except that of WASP-103b, used the subarray mode which produces

datacubes of 64 frames, each 32 × 32 pixels (39 arcsec × 39 arcsec) in size. Meanwhile, the data set

for WASP-103b was taken in full-frame mode, which gives individual frames that are 256 × 256 pixels

(312 arcsec × 312 arcsec) in size. All data sets we consider were continuous, full-orbit phase curves,

and all data sets start and end with a secondary eclipse (with the exception of WASP-18b which

started mid-transit and ended shortly after a second transit). Information about the exposure times

and other observing parameters of each previously published data set can be found in their respective
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papers referenced above. For both KELT-16b and MASCARA-1b we used a 2 s exposure time which

resulted in 835 datacubes (53 440 frames) and 1664 datacubes (106 496 frames), respectively.

3. PHOTOMETRY AND DATA REDUCTION

SPCA starts by unzipping the zip files for each phase curve downloaded from the Spitzer Heritage

Archive2, and then loads all of the files for one phase curve into RAM. For the subarray data sets,

we perform an initial 4σ clipping and masking of each pixel along the time axis for each datacube to

remove any artifacts like cosmic ray hits. Any frames where a masked pixel lies within the 5×5 pixel

grid centered on the target star are masked entirely. For the full-frame photometry data set (WASP-

103b), we extract just the 32 × 32 pixel stamp used in subarray mode: indices (9:40, 217:248). While

SPCA allows oversampling frames using bi-linear interpolation as is sometimes used in the literature

(e.g., Stevenson et al. 2017), we do not use the functionality in this work.

For the subarray data, we identify any subframes in which the aperture flux deviates by more than

4σ from the median of the datacube after having performed a median average along the entire time

axis. We then tried our photometry routines with and without these consistently bad frames and

ultimately choose the photometry with the lowest scatter after being smoothed with a high-pass filter

to remove any astrophysical signals. Our high-pass filter had a width of 5 × 64 data points (5 data

cubes) for sub-array data or 64 data points for full-frame data. These timescales were selected to be

shorter than the ingress/egress timescale which was greater than 5× 64 frames for all sub-array data

and greater than 64 frames for WASP-103b.

In order to compute photon noise limits, we convert all our data sets to electron counts using

Image× gain× τexp/FLUXCONV. This is an approximation of the photon limit, the full calculation

of which is laid out in Section 3.3 of Ingalls et al. (2016). We then 5σ clip and mask each pixel

along the entire time axis to remove any remaining artifacts. Any frames where a masked pixel lies

within the 5 × 5 pixel grid centered on the target star are masked entirely. Finally, we subtract

the background computed for each frame using the median of the frame’s pixels, excluding a box

2 https://sha.ipac.caltech.edu/applications/Spitzer/SHA/
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(indices (11:19, 11:19)) around the target star. SPCA then performs its various photometry techniques,

described in detail below. We then bin all of the sub-array mode data sets by datacube (64 frames)

to reduce the computational cost of fitting the data with our many different decorrelation models,

but we also save the unbinned data which we later use to test our decorrelation models. For the

WASP-103b observations taken in full-frame mode, we chose not to temporally bin the data since

the integration time was already much longer than the sub-array mode (12 s compared to 0.1–2 s).

3.1. Aperture Photometry

SPCA’s aperture photometry routine uses a flux-weighted mean (FWM) centroiding algorithm on

the central 5× 5 pixels:

xcent =

∑5
i=0

∑5
j=0 i Ii,j∑5

i=0

∑5
j=0 Ii,j

,

where xcent is the x-centroid in the 2D image, I, and i and j are the x and y indices of each pixel. The

similar equation for the y-centroid simply multiplies I by j instead of i. The point spread function

(PSF) width along each axis is also approximated using

σx =

∑5
i=0

∑5
j=0 i

2 Ii,j∑5
i=0

∑5
j=0 Ii,j

,

where the equation for the PSF-width along the y-axis replaces i2 with j2.

Centroid and PSF widths are then put through a cleaning algorithm where the data are first 10σ

clipped. Any clipped data are then replaced by the median of the two preceding and two following

data points. Subsequently, a copy of the data is smoothed using a high-pass filter with a width

of 5 × 64 data points for sub-array data or 64 data points for full-frame data, any 5σ outliers are

identified, and the original data point is replaced by the median of the two preceding and two following

data points. This data cleaning algorithm was inspired by that of Zellem et al. (2014).

SPCA makes accessible any astropy aperture, but little support is provided for non-circular aper-

tures. For each of our data sets, we considered circular apertures with radii from 2.0 to 6.0 pixels

in steps of 0.2 pixels, each of which was attempted with two types of aperture edges (hard, where

a pixel is only included if its centre lies with the aperture, or exact, where a pixel is weighted by

the fraction of the pixel which lies within the aperture). SPCA allows the aperture to either remain
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at a fixed location on the detector or to follow the centroid position, but initial tests suggested that

having the aperture track the centroid gave cleaner photometry. The fluxes from all of these aper-

tures were then subjected to the same cleaning algorithm as the centroid positions. Finally, SPCA

chooses an aperture photometry technique by smoothing a copy of the fluxes with a high-pass filter

with a width of 5× 64 data points for sub-array data or 64 data points for full-frame data to remove

transit, eclipse, and phase variation signals, and then selects the photometry with the lowest scatter

under the premise that the data with the lowest high frequency noise will be the easiest to model

cleanly (see Figure 1). While this method is not guaranteed to give the cleanest possible photometry,

it is more computationally efficient than trying all of our numerous detector models on each of the

different photometry outputs. Moreover, previous comparisons (Bell et al. 2019; Keating et al. 2020)

have found that SPCA’s photometry routine gives qualitatively similar photometry to that from the

Photometry for Orbits, Eclipses, and Transits (POET) pipeline (Stevenson et al. 2012; Cubillos et al.

2013). SPCA’s algorithm also offers a potential improvement over the POET pipeline as we do not

choose the photometry that best fits an assumed astrophysical model which could potentially bias

the resulting phase curve parameters.

3.2. PSF Photometry

Our PSF photometry is initialized using the centroid and PSF-width algorithms described above,

and then a 2D Gaussian is fitted to a 5×5 stamp centered at the pixel position (15,15) of each frame.

The flux, centroid, and PSF width values are then cleaned using the same algorithm described above.

As our PSF fitting fluxes are far noisier than the aperture fluxes, we only try using the centroids

from this method to decorrelate the aperture photometry fluxes.

3.3. PLD Photometry

Our PLD photometry routine takes either a 3 × 3 or 5× 5 stamp centered at the pixel position

(15,15). Each pixel’s lightcurve then undergoes the same cleaning routine described above. Addi-

tionally, we compute a total flux by summing the stamps and renormalize the sum of bad stamps

using the same cleaning routine. When fitting observations with PLD, we ultimately use our aperture
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Figure 1. Comparison of the photometric root mean squared (RMS) after smoothing with a high-pass filter

for the many apertures considered for KELT-16b (top) and MASCARA-1b (bottom). The aperture radius

and edge combination that gives the lowest RMS after smoothing is considered to be our optimal aperture.

photometry as our flux measurement since it is much cleaner than the sum of the pixel stamps and

then just use the individual pixel lightcurves as our covariates.

4. ANALYSES

SPCA models the photometry as a multiplicative combination of an astrophysical model and one or

more detector models, each of which are described below. Except for the eclipse depth and phase

curve coefficients, all astrophysical parameters are initialized to their best constrained values found

on the NASA Exoplanet Archive3. We set the initial eclipse depth to 3000 ppm which is typical of

most of our phase curves. Finally, we set the initial phase curve semi-amplitude to 35% of the eclipse

depth and the phase offset to 0◦.

We chose to place a Gaussian prior on the linear ephemeris, t0, the orbital period, P , the ratio

of the semi-major axis to the stellar radius, a/R∗, and the orbital inclination, i, constraining them

3 https://exoplanetarchive.ipac.caltech.edu/
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to the most precise values in the literature as these parameters are generally better constrained

by the repeated transit observations used to discover these planets. We also constrain the orbital

inclination, i, to be below 90◦. We place simple uniform priors constraining the planet-to-star radius

ratio, Rp/R∗, the planet-to-star flux ratio, Fp/F∗, and the white noise amplitude normalized by the

stellar flux, σF , to between 0 and 1 to ensure physicality.

After initializing our models, we begin with an initial stage of model optimization based on the

method described by Evans et al. (2015). For all detector models except BLISS, we start by freezing

the astrophysical parameters and perform an initial round of maximum likelihood estimation (MLE)

on the detector models using scipy.optimize.minimize’s Nelder-Mead routine (Nelder & Mead

1965) to ensure that our detector parameters begin in a reasonable location. We then run 10 rounds

of optimization on all parameters, randomly drawing the starting position of all parameters within

their uncertainty range or 10% of the value where no uncertainty is known. We randomly draw

starting phase curve semi-amplitudes between 0.2 and 0.5 and phase curve offsets between 10◦W and

30◦E. We then run 10 short Markov Chain Monte-Carlo (MCMC) chains containing 25 500 samples

using the emcee.Ensemble Sampler (Foreman-Mackey et al. 2013) initialized about the end points

of the optimization runs to ensure that we are able to break free from any local minima; this proved

to be very important and time-saving for our few model fits with the GP model. We then run 10 final

rounds of optimization on all parameters, starting at the highest log-likelihood sample from each of

the MCMC chains. The highest log-likelihood location found during this entire optimization routine

is then used as the starting position for our MCMC marginalizations.

We start our MCMC with a dense, Gaussian ball about our maximum log-likelihood estimate, with

a standard deviation of 0.01% the parameter’s value except for those parameters on which we have

placed a Gaussian prior where we use the published uncertainty. We then run a 5000 step burn-

in chain using emcee.Ensemble Sampler (Foreman-Mackey et al. 2013) with 150 walkers. Visual

inspection of the tracks and distribution of MCMC walkers throughout this burn-in phase suggest

that we had achieved convergence by the end of these chains. We then continue with a 1000 step

production run with 150 walkers, providing us with a total of 150 000 samples of the posterior. We
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use the maximum log-likelihood position from this chain as our fitted value, and use the 16th and

84th percentiles to compute our parameter uncertainties.

We name each of our model runs using a “mode string” to indicate the model choices that were

made for that run. The mode string starts with a string describing the detector model used, followed

by a description of the phase curve model, and potentially followed by “ PSFX” when the PSF

centroiding method used (when absent, FWM centroiding was used).

4.1. Astrophysical Models

SPCA’s astrophysical model consists of a constant flux from the host star (except during transits),

transit and eclipse signals modelled using batman (Kreidberg 2015), and either a first order (single-

peaked) or second order (double-peaked) sinusoidal phase variation. This can be written as

A(t) = F∗(t) + FdayΦ
(
ψ(t)

)
,

where F∗ is the stellar flux, Fday is the planetary flux at a phase of 0.5, and Φ is our phase variation

model which is a function of the orbital phase with respect to eclipse, ψ(t) = 2π(t− te)/P , where te is

the time of eclipse and P is the planet’s orbital period. Our transit model assumes a reparameterized

quadratic limb-darkening model (with parameters q1 and q2) to ensure efficient sampling and easy

imposition of a physicality prior of 0 < { q1,
q2
} < 1, following Kipping (2013). We also fit for

eccentricity using the parameters e cosω and e sinω to allow for efficient sampling and a simple

prior of −1 < { e cosω,
e sinω } < 1 (e.g., Butler et al. 2006).

Our first order sinusoidal phase variation model is implemented as

Φ1(ψ) = 1 + C1

(
cos(ψ)− 1

)
+D1 sin(ψ),

and our second order phase variation model (permitting steeper day-night temperature transitions

or ellipsoidal variations) is implemented as

Φ2(ψ) = Φ1(ψ) + C2

(
cos(2ψ)− 1

)
+D2 sin(2ψ),

where C1, C2, D1, D2 are fitted parameters. We add an appendix of “ v1” to our mode string for

first order phase variation models and “ v2” for second order models. For our first order models, we
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compute the phase curve semi-amplitude using
√
C2

1 +D2
1 and compute the phase offset in degrees

east using −arctan2(D1, C1). For our second order models, we numerically compute the phase curve

semi-amplitude and phase offset. When fitting, we require that the first order phase offset lie between

-90◦ and 90◦. To ensure that our light curves remain physical, we also require that Φ
(
ψ(t)

)
be greater

than zero for all phases; we do not require the physicality of an inferred temperature map.

DILUTION CORRECTION

Three of the systems that we consider in this work (CoRoT-2b, WASP-12b, and WASP-103b) are

host to a nearby star which acts to dilute the amplitude of the transit depth, eclipse depth, phase

curve amplitude, and σF . CoRoT-2B, the stellar companion to the planet hosting star CoRoT-2A,

is a K9 star with an effective temperature of 4000 K (Schröter et al. 2011) which is separated by

4.087′′ at a position angle of 208.5◦ (Gaia Collaboration 2018). WASP-103B is a K5V star with

Teff = 4400 K located 0.240′′ away at a position angle of 208.5◦ (Cartier et al. 2017). Finally, WASP-

12A has two nearby M-dwarfs, WASP-12B,C, that are 1.06′′ away at a position angle of 249.05◦

(Bergfors et al. 2011; Crossfield et al. 2012; Bechter et al. 2014) which have an effective temperature

of 3660 K (Stevenson et al. 2014a).

We correct for the dilution from these nearby companions following a procedure similar to that

described by Stevenson et al. (2014a) and Bell et al. (2019). We start by making 10× oversampled

simulated observations of the companion stars using the STINYTIM4 point response function modelling

software for Spitzer. We place the companion stars at the center of the subarray (24,232), and use the

companion stars’ blackbody temperatures described above. We use apertures that match the radius,

β, of the selected aperture photometry for the three phase curves, and we place the apertures at the

location where the host star would be to compute the fraction of the star’s flux that falls within our

aperture, g(β). To compute the companion-to-host stellar flux ratio, αcomp(λ), we integrate matching

PHOENIX stellar models over the IRAC channel 2 bandpass using a uniform weighting. For CoRoT-

4 http://irsa.ipac.caltech.edu/data/SPITZER/docs/dataanalysistools/tools/contributed/general/

stinytim/
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2B, we assume R∗ = 0.65R�, log g = 4.28, and [Fe/H] = −0.17 which are the parameters of of

the star HD 113538 of the same spectral type (Moutou et al. 2011). For the M-dwarf companions

WASP-12B,C, we assume both stars have radii of R∗ = 0.65R� (Stevenson et al. 2014c) and median

M-dwarf values of log g = 5.0 and [Fe/H] = 0 (Rajpurohit et al. 2018). For WASP-103B, we assume

the star has the same parameters as 61 Cygni A which has the same spectral type: R∗ = 0.665R�,

log g = 4.40, and [Fe/H] = −0.20 (Kervella et al. 2008). The dilution correction parameters are

summarized in Table 1. Our computed dilution parameters are generally consistent with those used

by Stevenson et al. (2014a), Bell et al. (2019), and Garhart et al. (2020) for WASP-12b and Garhart

et al. (2020) for WASP-103b, with only minor differences likely caused by different photometric

aperture sizes.

We then correct the planet’s radius using

(
Rp

R∗
(λ)

)

corr

=
√
Ccorr(β, λ)

(
Rp

R∗
(λ)

)

meas

,

and the dayside flux was corrected using

(
Fp

F∗
(λ)

)

corr

= Ccorr(β, λ)

(
Fp

F∗
(λ)

)

meas

,

with the white noise amplitude, σF , corrected similarly to the dayside flux. The correction factor is

computed using

Ccorr(β, λ) = 1 + g(β)αcomp(λ).

4.2. Detector Models

SPCA currently has four of the most common decorrelation models used on Spitzer IRAC 3.6 µm

and 4.5 µm phase curves: 2D polynomials, BLISS mapping, a GP, and PLD. Each of these models

and the decisions we made while implementing them are described in more detail below. While we

have mostly followed the procedures laid out in the literature, we did make some judgement calls

of our own where information was missing or unclear; as a result, the performance of our detector

models may slightly differ from that of other pipelines.
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System βa gb αcomp
c Ccorr

d

CoRoT-2 3.6 0.5921 0.3455 1.2046

WASP-12 (2010) 2.2 0.7827 0.1161 1.09085

WASP-12 (2013) 3.2 0.8593 0.1161 1.09976

WASP-103 2.6 0.8456 0.1460 1.1234

Table 1. Companion dilution correction parameters.

aAperture radius.

bFraction of companion’s flux that falls within our aperture.

cThe companion-to-host stellar flux ratio.

dThe applied dilution correction factor.

It is possible to multiply our 2D polynomial, BLISS, and GP model with a simple linear model

that depends on the PSF width. One can also add a linear slope in time to any detector model to

capture long timescale stellar variability. There is also the possibility to add step functions at any of

the Astronomical Observation Request (AOR) breaks where the telescope is re-pointed. Ultimately

we decided not to consider the PSF width or any explicit function of time in this work to reduce

the already very high computational cost of fitting all 17 phase curves with two different centroiding

options each (FWM and PSF fitted), two different phase curve models, and 9–10 detector models,

giving a total of 488 fits that take upwards of 20 wall-clock minutes each while using 12 parallel CPU

threads. For a detailed look into the effects of PSF width and shape on Spitzer/IRAC photometry

and potential methods to decorrelate them, see Challener et al. (2021) which was published after this

work was submitted for review.

4.2.1. 2D Polynomials

The 2D polynomials are parametric models which use the centroid positions as its covariates and was

first used for Spitzer/IRAC data by Charbonneau et al. (2008). SPCA permits second- to fifth-order

polynomial models, including all cross terms, and we try all four variants for all of our considered

data sets. These models will be called “Poly#” in the mode string where # is the order of the

polynomial model.
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4.2.2. Pixel Level Decorrelation

PLD is a parametric model which uses normalized lightcurves for each individual pixel as its

covariates and is described in detail by Deming et al. (2015). While SPCA can use the sum of the

PLD stamps as the raw flux which is decorrelated, we found that the flux from aperture photometry

was less noisy to begin with and produced cleaner phase curves after decorrelation. SPCA has two

different option pairs that can be selected which gives a total of four variants. One can choose either

first order PLD where the individual pixel light curves are the covariates, or one can use second order

PLD (Zhang et al. 2018) which also includes the square of each pixel light curve. Following Zhang

et al. (2018), we do not include any cross-terms in our second order PLD model. Deming et al.

(2015) found that first order PLD performed best on eclipse observations when the centroid variation

was less than 0.2 pixels. While second order PLD should help extend the applicability of PLD to

larger centroid drifts, this has not been quantified. The other option is to use 3 × 3 or 5 × 5 pixel

stamps to allow for a trade-off between capturing more stellar flux and capturing more background

flux. For easier initialization of our detector models while fitting the data, we also put our pixel light

curves (and their squared values where relevant) through a PCA algorithm and add a constant offset

term. These models will be called “PLD# NxN” in the mode string where # is the order of the PLD

model, and NxN is the size of the pixel stamps.

4.2.3. BLISS Mapping

BLISS mapping is a non-parametric model that uses the centroid positions as its covariates and is

described in detail by Stevenson et al. (2012). There is, however, a hyperparameter: the number of

“knots” (x,y grid cells) used by the BLISS algorithm, which can be challenging to choose properly.

With too few knots, the model becomes overly simple and results in discrepant retrieved astrophysical

parameters, while too many knots can begin to over-fit the data, and in the limit you would have

a knot for every single data point (Stevenson et al. 2012). We developed a routine similar to that

described in Stevenson et al. (2012), where we compare the performance of a nearest-neighbour

interpolation (NNI) algorithm against the BLISS algorithm. We first fix the number of knots to an
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8× 8 square grid and perform our ten scipy.optimize.minimize fits to optimize the astrophysical

parameters. We then consider several different knot spacings in the range of 0.01–0.06 pixels per knot

(with the same scale in x and y), based on the findings of Stevenson et al. (2012) for the secondary

eclipse observations of HD 149026b. We run a single optimization routine with each of these knot

spacings, and then pick the least dense spacing where the fitted σF with the BLISS algorithm is

lower than that for NNI. However, for some data sets we find that BLISS outperforms NNI for all

considered grid spacings, in which case we pick the most dense grid spacing that results in fewer than

50 utilized knots (limiting the model to be no more complex than our Poly5 models); in cases where

there is a large spread in centroid position, the least dense BLISS model may still have more than 50

utilized knots, in which case we just select the least dense grid spacing. We then continue with the

rest of our initial optimization routine (short MCMC runs and another round of MLE fits). These

models will simply be called “BLISS” in the mode string.

4.2.4. Gaussian Processes

The GP model we use is a non-parametric model that uses the centroid positions as its covariates

and is based on Gibson et al. (2012) and Evans et al. (2015). We used the python package george

(Foreman-Mackey 2015) with the BasicSolver to implement the GP. We use a squared-exponential

kernel with additive white noise in the form

Σnm = C2 exp

(
− (xn − xm)2

L2
x

− (yn − ym)2

L2
y

)
+ δnmσ

2
F ,

where (xn,yn) is the centroid position of the nth datum (and similarly for the mth datum), C is

used to compute the covariance amplitude, Lx and Ly are the covariance lengthscales in the x and y

directions, δnm is the Kronecker delta, and σ2
F is the aforementioned white noise amplitude normalized

by the stellar flux. The choice of a squared-exponential kernel stems from the assumption that the

detector sensitivity is a smooth function of the centroid position. This is similar in many ways to the

Gaussian kernel regression methods used by Ballard et al. (2010), Knutson et al. (2012), and Lewis

et al. (2013), but a GP is a more statistically robust, albeit computationally intensive, method. We
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chose not to include an additional Matérn ν = 3/2 kernel as a function of time as was included by

Evans et al. (2015).

We follow Evans et al. (2015) by placing a uniform prior on the natural logarithm of the GP

lengthscales to ensure that the GP does not over-fit the data and is fitting for intra-pixel sensitivity

variations rather than larger lengthscales; we chose limits of -3 and 0 as Evans et al. (2015) did not

publish their limits. We also follow Evans et al. (2015) in placing a Gamma prior on C of the form

p(C) = Gam(1, 100). During our initial 10 burn-ins, we randomly drew values of
√
C, lnLx, and

lnLy in the ranges (0.05,0.135), (-0.5,-1), and (-0.5,-1), respectively. As the GP model is exceptionally

computationally expensive, we chose to reduce the number of burn-in steps in our MCMC runs to

1000; we confirmed that the MCMC had converged after this number of steps by visually examining

the trace of the walkers afterwards. Even still, this required ∼100 CPU hours for each of the fits to

MASCARA-1b’s phase curve and ∼25 CPU hours for each the fits to KELT-16b’s. As a result of this

extremely high computational cost, we attempted to perform GP analyses on only HAT-P-7b from

the previously published phase curves as our results for its phase curve appeared to be very strongly

model dependent. These models will simply be called “GP” in the mode string.

5. VALIDATION AGAINST XO-3b ECLIPSES

To test our photometry and decorrelation techniques, we first considered the 10 secondary eclipses

of the eccentric planet XO-3b collected using IRAC channel 2 (PID 90032) which were first published

by Wong et al. (2014) and later extensively studied with many standard decorrelation techniques

by Ingalls et al. (2016). We performed photometry on these data following the exact same methods

as for the phase curve data, and treated each eclipse observation entirely independently. When

fitting the data sets with our model suite, we chose to impose the following Gaussian priors in

addition to all of the priors imposed on the phase curve data since these parameters were fairly

poorly constrained by eclipse-only observations: Rp = 0.08825± 0.00037, e cosω = 0.2700± 0.0024,

and e sinω = −0.0613 ± 0.0078 (Wong et al. 2014). We still fit for the phase variations to ensure

that our models remain unbiased due to the downward curvature of the phase curve near eclipse,

but these parameters are primarily constrained by our physicality priors. We also only considered
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a first order sinusoidal phase curve model since the phase variations were poorly constrained by the

out-of-eclipse baseline.

The retrieved eclipse depths for each of the 10 eclipses analyzed with all of our 16 detector models

are plotted in Figure 2. While there is slight variance between models and between the median

model for each eclipse, no clear or consistent bias is evident. This is summarized in Figure 3 which

shows the mean and standard deviation of each models’ fitted values for the 10 eclipses. Figure 3 also

shows that, while there is a slight tendency to underestimate our uncertainty on the eclipse depth, the

correction factor is close to unity which is consistent with the findings of Ingalls et al. (2016) and not 3

as had been suggested by Hansen et al. (2014) for early Spitzer eclipse observations. It is possible that

this increased scatter between eclipse depths could be the result of astrophysical variations, but this

would imply eclipse depth variability roughly twice as large as the maximum predicted level for hot

Jupiters on circular orbits (53 ppm = 3.6% vs the ≤2% predicted by Komacek & Showman (2020);

we note, however, that XO-3b is on a significantly eccentric orbit). Each of our models’ average

eclipse depth is consistent with the median eclipse depth from Ingalls et al. (2016), but our fitted

uncertainties are all slightly larger than their median uncertainty. We also find no clear difference

between decorrelating with PSF centroiding and FWM centroiding, but our aperture photometry was

exclusively performed using FWM centroiding, so it is possible that aperture photometry performed

using PSF centroiding would be better decorrelated with the PSF centroids.

We also computed the various statistics presented in Ingalls et al. (2016) to quantitatively assess the

performance of each of our models (see Table 2). Specifically, we computed the error-weighted average

eclipse depth, D, the average eclipse depth uncertainty, σ, the standard deviation in the eclipse depths

from the 10 observations, SD, and the weighted uncertainty in the mean eclipse depth given the

uncertainty from our MCMC, σorig. The expected level of scatter between eclipse depths assuming

only photon noise is σphot ≈ 64 ppm, so all decorrelation methods get within ∼3× the photon

limit (179 ppm). We then computed the “dispersion factor”, fdis, that multiplies our uncertainties

to account for the observed eclipse depth scatter between different eclipse observations, the total

uncertainty in the average eclipse depth after inflating our error bars, σTOT, the “repeatability” of
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Figure 2. Eclipse depths for each of the 10 eclipse observations of XO-3b (named a–j), each independently

analyzed with all of our detector models. The black line and shaded region show the median eclipse depth

and median uncertainty on eclipse depth from Ingalls et al. (2016).
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Figure 3. Mean and standard deviation of the 4.5 µm XO-3b eclipse depths fitted with each detector model

are shown with solid points for FWM centroiding and hollow points for PSF centroiding. Meanwhile, there

is another error bar with a horizontal line adjacent to each point which indicates the average uncertainty

found from each independent eclipse fit. The black line and shaded region show the median eclipse depth

and median uncertainty on eclipse depth from Ingalls et al. (2016). While there is a slight underestimation of

the uncertainty on the eclipse depth with all models (the standard deviation in eclipse depths is larger that

the reported uncertainty from individual eclipse observations), there is no clear bias in any of the models.
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Mode D
a

σb SDc σorig
d fdis

e σTOT
f Rg rh ai

(ppm) (ppm) (ppm) (ppm) (ppm) (ppm)

Poly2 1480 120 153 37 1.4 51 216 0.42 0.41

Poly2 PSFX 1500 118 145 37 1.3 48 205 0.44 0.44

Poly3 1485 120 158 37 1.4 53 223 0.41 0.40

Poly3 PSFX 1496 123 156 38 1.4 51 221 0.41 0.41

Poly4 1455 125 157 38 1.3 51 221 0.41 0.39

Poly4 PSFX 1490 126 202 39 1.7 65 285 0.32 0.31

Poly5 1483 136 192 42 1.5 65 271 0.33 0.33

Poly5 PSFX 1494 139 198 43 1.6 66 280 0.32 0.32

BLISS 1490 121 155 37 1.4 51 219 0.41 0.41

BLISS PSFX 1476 123 158 38 1.4 52 224 0.40 0.39

PLDAper1 3x3 1492 120 151 37 1.3 50 213 0.42 0.42

PLDAper2 3x3 1549 127 170 39 1.4 56 240 0.38 0.37

PLDAper1 5x5 1496 122 188 38 1.5 58 266 0.34 0.34

PLDAper2 5x5 1465 168 200 52 1.3 67 282 0.32 0.31

GP 1435 116 193 36 1.7 61 272 0.33 0.31

GP PSFX 1411 118 211 37 1.8 68 299 0.30 0.27

Average 1481 126 174 39 1.5 57 246 0.37 0.36

Table 2. XO-3b eclipse depth repeatability statistics following Ingalls et al. (2016). The expected level of

scatter between eclipse depths assuming only photon noise is σphot ≈ 64 ppm.

aThe error-weighted average eclipse depth.

bThe average eclipse depth uncertainty.

cThe standard deviation in the eclipse depths.

dThe weighted uncertainty in the mean eclipse depth given the uncertainty from our MCMC.

eThe “dispersion factor” that multiplies our uncertainties to account for the observed eclipse depth scatter

between different eclipse observations.

fThe total uncertainty in the average eclipse depth after inflating our error bars by fdis.

gThe “repeatability” of our fits.

hThe “reliability” of our fits.

iThe “accuracy” of our fits with respect to the average eclipse depth from Ingalls et al. (2016).
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our fits, R, the “reliability” of our fits, r. Finally, we compute the “accuracy”, a, of our fits with

respect to the average eclipse depth from Ingalls et al. (2016) which we consider to be the true eclipse

depth. For the definitions of “repeatability”, “reliability”, and “accuracy” in the context of these

model fits and their correlations, see Section 3.4 of Ingalls et al. (2016). Intriguingly, our lowest order

polynomial models and our simplest PLD model rank the best in terms of repeatability, reliability,

and accuracy, although there isn’t a large spread in the performances of each of the 18 different

detector models. It is unclear whether the performance of each of these models would extend equally

well to longer duration phase curve observations which can either more densely sample the detector

sensitivity if the telescope drifts slowly or is repointed, or can substantially drift across the detector

resulting in larger pointing variations and a poorly sampled sensitivity map. However, Ingalls et al.

(2016) suggest that BLISS is likely to perform best under situations with larger pointing variations.

Our model fits indicate that no one model consistently produces lower scatter in the residuals for the

64× binned data that we fitted. We also compare our fitted models to the unbinned data, adjusting

only σF to give a χ2/Ndata of 1. These values suggest that the lower order polynomial models and

BLISS models outperform the higher order polynomial models and PLD models. For the higher

order polynomial models, this may be indicative of the impact of centroiding uncertainty. For the

PLD models, this may be the result of noisy pixel lightcurves that are better behaved in binned data

(e.g. Deming et al. 2015; Zhang et al. 2018). Overall though, SPCA’s photometry and decorrelation

techniques perform well on this validation test, and no one model clearly outperformed any others

on the binned data; this is consistent with the findings of Ingalls et al. (2016), where BLISS, GP,

and PLD models performed quite similarly (they did not consider polynomial models).

6. RESULTS

For each data set, we start by selecting the model with the lowest Bayesian Information Criterion

(BIC), which we defined as:

BIC = −2 ln(L) +Npar ln(Ndat),
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where ln(L) is the model log-likelihood, Npar is the number of fitted parameters, and Ndat is the

number of fitted data. For our BLISS models, we consider Npar to be the number of BLISS knots

which had one or more data points since Schwartz & Cowan (2017) showed that you can achieve the

same results as BLISS by treating each knot as a fittable parameter in your MCMC. As is shown in

Figure 6, for each phase curve there is always one model which vastly out-performs all other models;

this model is typically BLISS. For that reason, we do not use averages or weighted averages from our

different model fits.

6.1. KELT-16b and MASCARA-1b

For both of our newly observed and analyzed phase curves of KELT-16b and MASCARA-1b, the

BLISS model with a first order sinusoidal phase curve and using FWM centroiding was the preferred

mode; these fitted models are plotted in Figure 4. The fitted parameters for all considered models are

available as numpy zip files in the Supplementary Data, and parameters of interest for the preferred

phase curves are presented in Table 4. We also find updated orbital parameters for KELT-16b

and MASCARA-1b using the orbital parameters of Talens et al. (2017) and Oberst et al. (2017) as

Gaussian priors, respectively; our updated parameters are summarized in Table 3.

MASCARA-1b has strong systematics shortly after the first eclipse at a phase of ∼0.65 (BMJD =

58546.5) which do not show any clear correlation with sudden or unusual changes in centroid position

or PSF width. This systematic noise is poorly handled by many of the detector models which results

in strongly correlated residuals and wildly discrepant astrophysical parameters. Our BLISS and GP

models, however, perform far better for this data set and are consistent with each other, with the

BLISS model giving lower scatter in the model residuals. We also find that the results from our

preferred BLISS model are robust to removing the affected data points from our fit. Meanwhile, the

Planet t0 (BJD) P (days) e cosω e sinω a/R∗ i (degrees)

KELT-16b 2457247.24795+0.00018
−0.00019 0.96899225+0.00000047

−0.00000046 0.0016+0.0016
−0.0015 0.013+0.015

−0.016 3.171+0.082
−0.093 83.5+1.8

−1.6

MASCARA-1b 2457097.2782+0.0018
−0.0020 2.1487760+0.0000029

−0.0000027 0.00041+0.00052
−0.00055 −0.0070+0.0059

−0.0050 4.08+0.12
−0.15 85.7+1.9

−1.7

Table 3. Updated orbital parameters from the new phase curves of KELT-16b and MASCARA-1b.
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KELT-16b MASCARA-1b

Figure 4. Top: Preferred model fits (BLISS v1 using FWM centroiding) for KELT-16b and MASCARA-1b.

The top four panels show raw photometry, photometry after correcting for detector systematics, a zoom-in

on the calibrated data to show the phase variations, and the residuals from the fit. Vertical dashed lines

indicate breaks between AORs, grey points are the 64× binned data which were fitted, blue points are

further binned to 50 points per phase curve to show lower frequency noise levels, and the red lines indicate

the best-fit model. Bottom: Red noise tests for the above fits, showing the decrease in the RMS of the

residuals as the number of datapoints binned together (Nbinned) increases, starting from our 64× binning.

The red lines show the expected decrease in RMS assuming white noise. The timescale for transit/eclipse

ingress and egress is indicated with a vertical, dashed line, while the full t1–t4 transit duration is shown with

a vertical, dash-dotted line.
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KELT-16b data are much simpler to fit and all models we consider are broadly consistent with each

other, although the BLISS model gives a slightly more westward offset than the other models.

The pair of ultra-hot Jupiters MASCARA-1b and KELT-16b were chosen to allow for comparative

studies since they share many physical characteristics in common. Both planets are highly irradiated

(with irradiation temperatures of ∼3500 K), highly inflated (Rp ≈ 1.4Rjup), and have similar masses

(Mp ≈ 3Mjup). The two main distinctions between the systems are the planets’ orbital periods (∼1

day for KELT-16b, and ∼2 days for MASCARA-1b) and their host stars’ effective temperatures

(6200 K for KELT-16 and 7500 K for MASCARA-1b) which balance each other out to give roughly

the same incident flux. As a result, any significant differences in the normalized phase curve amplitude

or offset would potentially be due to differences in Coriolis forces or stellar spectra. Assuming a wind

speed of 5 km/s for both planets and lengthscales equal to the planetary radii, we estimate mid-

latitude Rossby numbers (Ro) of 0.91 and 0.47 for MASCARA-1b and KELT-16b, respectively. We

also calculated the equatorial deformation radius (LD) following Tan & Showman (2020) who showed

that the equatorial jet width scales as roughly 1.8 times LD; we find radii of 247 000 and 62 000

km (2.15 and 0.62 Rp) for MASCARA-1b and KELT-16b, respectively, assuming a Brunt–Väisälä

frequency of N ≈
√
g/H. Both Ro and LD suggest that MASCARA-1b would possess a significantly

larger jet than KELT-16b which could result in an increased phase offset and a warmer nightside

temperature for MASCARA-1b.

However, we find no significant differences between the dayside temperatures of the two planets

and similarly no differences between the nightside temperatures. There is a preference for a westward

offset in the phase curve of KELT-16b (38+16
−15 degrees W) which is also seen to a lesser extent for

MASCARA-1b (6+11
−11 degrees W), but the two values differ by only 1.7σ. We therefore find no

clear evidence for the impact of either different Coriolis forces or stellar spectra in the comparisons

between the phase curve properties of these two particular planets. However, as we discuss below,

there is evidence that stellar effective temperature plays a role in setting the phase amplitude of

the broader hot Jupiter population, and it is possible that the opposing effects of changing Coriolis

forces and stellar spectra may have nearly cancelled each other out. We also computed KELT-16b
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and MASCARA-1b’s Bond albedos (−0.16 ± 0.38 and 0.26 ± 0.14, respectively) and recirculation

efficiencies (0.309 ± 0.074 and 0.118 ± 0.038, respectively) after increasing our uncertainty on the

effective temperatures following Pass et al. (2019) and then inverting equations 4 and 5 from Cowan

& Agol (2011). Ultimately, we find that both planets have poor heat recirculation and, while the

Bond albedos of these planets are poorly constrained with these single wavelength observations, they

are consistent with zero reflected light as would be expected for ultra-hot Jupiters.

6.2. Uniform Reanalyses and Model Comparisons

For each phase curve, we start by choosing the best phase curve model (first or second order

sinusoid) for each of our 9–10 different detector models using the BIC; this reduces the number of

models we are comparing by a factor of 2. We also found no clear differences between the results

using PSF centroiding and FWM centroiding, so we decided to focus solely on our FWM results to

reduce the number of models we are comparing by another factor of 2.

In Figure 5 we highlight the different models’ phase curve offsets for each planet compared to the

literature values, while similar plots for phase curve semi-amplitude, eclipse depth, planet–star radius

ratio, and nightside temperature are shown in Figures A1–A4 in the Appendix. Reassuringly, in most

cases the retrieved parameters and uncertainties for each phase curve do not strongly depend on the

detector model used, with most of the differences between model parameters being consistent at a

∼1σ level.

Comparing individual model performances for different planets, we can see that HD 189733b, HD

209458b, HAT-P-7b, and MASCARA-1b show especially large dispersion between different models’

phase offsets. In the case of HAT-P-7b, this is driven by our models preferring an unusually flat

phase curve compared to the literature; as the phase curve amplitude approaches zero, the phase

offset becomes undefined in a manner similar to the argument of periapse becoming undefined for

a circular orbit. It is unclear why our HAT-P-7b models differ so greatly from the published fit

(Wong et al. 2016) as the raw photometry appears fairly clean and there do not appear to be unusual

correlations with PSF width or other covariates. For MASCARA-1b, the large scatter in retrieved

phase offset is a result of the previously mentioned strong detector systematics at a phase of ∼0.65
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Figure 5. Phase curve offsets for all detector models using FWM centroiding and showing only the preferred

astrophysical model. These offsets are compared to the previously published offsets for each phase curve

indicated with black points. The first literature value for WASP-12b (2010) is from Cowan et al. (2012), and

the second is from Bell et al. (2019). The literature values for WASP-43b are from Stevenson et al. (2017),

Mendonça et al. (2018), Morello et al. (2019), and May & Stevenson (2020) from left to right. Similar figures

for other astrophysical parameters can be found in the Appendix.

which is only well fit by the BLISS and GP models. Finally, for HD 189733b and HD 209458b,

the large scatter is the result of the other detector models poorly fitting the strong “saw-tooth”-

like systematic noise in these data sets. These “saw-tooth” systematics are sharply peaked, high

frequency systematics present only in earlier Spitzer observations before changes were made to the

cycling of the spacecraft battery’s heater to mitigate this effect5.

While our BLISS model is typically preferred, for HD 189733b, HD 209458b, CoRoT-2b, WASP-

14b, WASP-33b, and KELT-9b it is strongly disfavoured compared to the preferred models (Poly5,

Poly5, Poly4, PLDAper1 3x3, PLDAper1 3x3, and PLDAper1 3x3 respectively). While a better fit

to these data sets with a BLISS model could likely be made using a more tailored approach—indeed,

5 http://ssc.spitzer.caltech.edu/warmmission/news/21oct2010memo.pdf

155



T. J. Bell et al.

101

102

103

104

∆
B

IC

Poly2

Poly3

Poly4

Poly5

BLISS

PLDAper1 3x3

PLDAper2 3x3

PLDAper1 5x5

PLDAper2 5x5

GP

HD189733b

WASP-43b

Qatar-1
b

HD209458b

CoRoT-2b

WASP-14b

WASP-19b

HAT-P-7b

WASP-18b

KELT-1b

KELT-16b

WASP-103b

MASCARA-1b

WASP-12b (2010)

WASP-12b (2013)

WASP-33b

KELT-9b

0

Figure 6. A comparison of the performance of each detector model for the full suite of models using the

∆BIC with respect to the preferred model. A dotted horizontal line indicates the minimum ∆BIC where

there is no strong preference between models.

the phase curves of HD 189733b and HD 209458b were originally published using the Gaussian

Kernel Regression technique which is similar in many respects to BLISS mapping—this lies beyond

the scope of our current uniform reanalysis where we haven’t tailored our algorithms to any data

set in particular. The model fits to WASP-14b show an interesting feature where the Poly models

and BLISS models all agree with each other, but all of the PLD models (where PLDAper1 3x3 is

the preferred model) prefer larger phase curve semi-amplitudes, larger phase offsets, smaller eclipse

depths, larger radii, and colder nightside temperatures. A similar effect is seen for some phase curves,

but typically only for a single parameter (e.g. the phase offset for the 2013 observations of WASP-

12b). Finally, while the BLISS models for WASP-33b are disfavoured, the retrieved phase curve

parameters are consistent between the preferred PLDAper1 3x3 models and the BLISS models.

To further simplify comparisons between models, we decide to compare the fitted parameters from

each model to the preferred model for that data set. In Figure 7, we plot histograms of these

differences to search for model biases and compare model performances; we look in particular at

phase curve semi-amplitude, phase offset, eclipse depth, radius, and nightside temperature. We

also make population plots using our preferred models, showing the dependencies of the dayside
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temperature, nightside temperature, and phase offset on the irradiation temperature of the systems

(Figure 9 and 10).

Compared to the preferred model, our Poly2 model’s offsets, phase curve semi-amplitudes, and

eclipse depths are frequently discrepant, and our Poly2 model often leaves noisy residuals compared

to the preferred model. Meanwhile, our Poly3–Poly5 models typically perform quite well compared to

the preferred model. Our BLISS algorithm also performs very well and is the preferred model for most

phase curves, although there are cases where BLISS significantly differs from the preferred model.

Our PLD models have larger than typical scatter about the preferred model’s phase curve semi-

amplitude, phase offset, and eclipse depth, and they also result in noisier residuals than the preferred

model. For the three phase curves that we fitted with the GP models (HAT-P-7b, MASCARA-1b,

and KELT-16b), the GP model was largely consistent with the preferred BLISS model, although the

GP model prefers a positive phase offset for HAT-P-7b.

Aside from HD 189733b, HD 209458b, HAT-P-7b, and MASCARA-1b’s phase curves, we find that

the scatter between different models’ phase offsets is on average only 1.17± 0.75 times (or 0.9± 3.8

degrees) larger than the fitted uncertainty from the bestfit model for each lightcurve. For HD 189733b,

HD 209458b, HAT-P-7b, and MASCARA-1b we find that our fitted uncertainty underpredicts the

scatter between models by 21, 2.0, 1.5, and 5.9 times, respectively (or 51, 5.2, 12, and 53 degrees,

respectively). Taking all phase curves into consideration, we find that the scatter is 1.5 ± 4.8 times

larger or 2 ± 17 degrees larger than the fitted uncertainties. In summary, for the majority of phase

curve observations there is no evidence for a need to inflate phase offset uncertainties, but in rare

cases the scatter between different models’ offsets suggests that uncertainties computed using only

a single detector model could be underestimated by a factor of 3 or more. These comparisons are

complicated, however, by the fact that in almost every case there is a single model which drastically

outperforms all others (see Figure 6). For this reason, we recommend that all future phase curve

analyses explore a large range of detector models to simultaneously ensure that an optimal fit is

found and to assess the dependence of phase offset on the decorrelation method used.
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Figure 7. Histograms showing the bias and scatter of each model compared to the preferred model of each

phase curve. Each histogram contains 17 values: one for each of the 17 phase curves. Beside each histogram

is an error bar showing the average uncertainty for all fits with that model, and underneath each histogram

is the observed median bias and scatter with respect to the preferred model. As can clearly be seen, some

models occasionally produce wildly discrepant results. It is important to note, however, that this plot gives

no indication as to how well each model fits the data sets. The strong performance by BLISS in these plots

is mostly driven by the fact that the vast majority of data sets have BLISS as their preferred model.
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6.3. Comparisons with Literature Values

Our preferred phase curve parameters from our two new and 15 reanalysed phase curves are pre-

sented in Table 4, while we have compiled the literature values from the 15 previously published

phase curves that we have reanalyzed in Table 5. Since there is no consistent parameterization for

phase curves and different works define the terms “dayside” and “nightside” differently, we needed

to convert or compute some values from most papers. We define dayside as the observer facing hemi-

sphere at mid-eclipse, and nightside as the observer facing hemisphere during mid-transit. We chose

to compute our tabulated values using the published values and to use a Monte-Carlo simulation to

propagate uncertainties. As a result, we chose to only tabulate/compute symmetric uncertainties for

the literature values. Overall, we do not find significant evidence for biases or severe underestimation

of uncertainties for all phase curve parameters, with phase offsets on average reproduced to within

−8± 21 degrees (−1.6± 3.2 sigma) and normalized phase curve amplitudes (peak-to-trough divided

by eclipse depth) on average reproduced to within −0.01±0.24 (−0.1±1.6 sigma). We also compare

each model’s performance against the literature values in a manner similar to Figure 7 in Figure 8.

WASP-43b is the most heavily scrutinized phase curve, with four analyses of this data set already

published (Stevenson et al. 2017; Mendonça et al. 2018; Morello et al. 2019; May & Stevenson 2020).

Our phase curve semi-amplitude, eclipse depth, and radius are consistent with all of these works. The

more contentious issue is that of the phase curve’s phase offset and nightside temperature. Stevenson

et al. (2017) initially reported only a 2σ upper limit on the nightside temperature of 650 K, while

all subsequent reanalyses (including ours) favour a significantly detectable nightside temperature of

∼800 K. As for the planet’s phase offset, Stevenson et al. (2017) and May & Stevenson (2020) favour

a larger phase offset (21±2 ◦E) than Mendonça et al. (2018) and Morello et al. (2019) (12±3 ◦E and

11± 2 ◦E). May & Stevenson (2020) claimed that the differences between the retrieved phase offsets

is the result of temporal binning which was not used by Stevenson et al. (2017) and May & Stevenson

(2020) but was used by Mendonça et al. (2018), Morello et al. (2019), and this work. Fitting the

temporally binned photometry for all 17 phase curves with each of our detector models already

required more than 2 000 CPU hours, and expanding this to unbinned photometry for all phase
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Detector Fp/F∗ Semi-Amplitude Max Flux T0 Tday Tnight

Planet Model Rp/R∗ (ppm) (ppm) Offset (◦E) (K) (K) (K)

HD189733b Poly5 0.15639+0.00021
−0.00021 1797+24

−26 654+36
−32 33.7+2.5

−2.2 1699+27
−27 1216.9+6.1

−6.4 929+26
−26

WASP-43b BLISS 0.15935+0.00095
−0.0011 3650+140

−140 1822+97
−110 20.4+3.6

−3.6 1994+90
−90 1476+47

−46 640+100
−110

Qatar-1b BLISS 0.1464+0.0020
−0.0019 3090+270

−260 1570+310
−250 −33+19

−15 2005+38
−38 1535+61

−61 900+180
−180

HD209458b Poly5 0.12047+0.00039
−0.00042 1376+46

−40 489+72
−68 43.4+5.4

−6.1 2052+23
−23 1418+23

−19 1009+71
−81

CoRoT-2b Poly4 0.1704+0.0014
−0.0017 4880+200

−190 2680+160
−130 −38.7+3.2

−3.2 2175+82
−82 1756+44

−43 873+51
−41

WASP-14b PLDAper1 3x3 0.09561+0.00049
−0.00052 2327+69

−69 843+39
−41 12.4+2.2

−2.5 2631+86
−86 2401+50

−49 1391+56
−61

WASP-19b BLISS 0.1384+0.0019
−0.0019 5400+240

−250 2170+220
−200 −25.0+4.7

−4.3 2993+52
−52 2291+67

−66 1380+120
−140

HAT-P-7b BLISS 0.0774+0.0011
−0.0011 2220+110

−110 480+160
−170 −57+23

−19 3145+57
−57 2930+100

−100 2520+240
−290

WASP-18b BLISS 0.09831+0.00051
−0.00054 3935+100

−97 1831+75
−89 −0.9+1.8

−2.2 3388+53
−53 3151+59

−58 960+140
−170

KELT-1b BLISS 0.0742+0.0014
−0.0014 2400+120

−120 1020+110
−110 3.8+6.8

−6.1 3435+77
−77 3240+140

−140 1350+230
−260

KELT-16b BLISS 0.1074+0.0019
−0.0022 4810+330

−310 1740+480
−460 −38+16

−15 3469+74
−74 3070+160

−150 1900+430
−440

WASP-103b BLISS 0.11551+0.00093
−0.00095 5240+150

−150 2500+120
−110 −14.6+3.6

−4.0 3540+100
−100 2971+88

−87 920+140
−160

MASCARA-1b BLISS 0.07881+0.00084
−0.00087 1947+82

−85 850+140
−130 −6+11

−11 3600+300
−300 2952+100

−97 1300+340
−340

WASP-12b (2010) BLISS 0.1047+0.0015
−0.0014 4230+230

−230 1790+270
−250

† 30.1+7.9
−7.9

† 3673+81
−81 2950+120

−120 1550+250
−270

WASP-12b (2013) BLISS 0.1047+0.0016
−0.0017 3940+210

−210 1920+190
−180

† −10.6+5.4
−5.4

† 3674+82
−82 2920+120

−120 1110+250
−260

WASP-33b PLDAper1 3x3 0.11009+0.00045
−0.00046 4431+56

−57 1884+37
−39 11.71+1.1

−0.72 3932+53
−53 3232+49

−49 1559+39
−39

KELT-9b PLDAper1 3x3 0.08044+0.00057
−0.00056 2889+46

−43 703+48
−45 48.8+3.6

−3.2 5720+250
−250 4450+220

−210 3290+170
−170

Table 4. Preferred SPCA model parameters for each of our fitted phase curves. The planet names for our

two new phase curves are bolded. Note that no fits were made the the δ Scuti pulsations of WASP-33.

† WASP-12b’s offsets and semi-amplitude are only from the first order sinusoid as there is a strong second

order term which causes two peaks near quadrature.
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Semi-

Fp/F∗ Amplitude Max Flux

Planet Reference Rp/R∗ (ppm) (ppm) Offset (◦E) Tday (K) Tnight (K)

HD189733b Knutson et al. (2012) 0.15580± 0.00019 [1793± 55] 491± 45 [35.8± 4.0] 1192.0± 9.0 928± 26

WASP-43b Stevenson et al. (2017) 0.15890± 0.00050 3830± 80 [1999± 62] 21.1± 1.8 1512± 25 < 650 @ 2σ

WASP-43b Mendonça et al. (2018) – [4060± 100] [1630± 120] [12.0± 3.0] [1545± 47] [914± 75]

WASP-43b Morello et al. (2019) [0.1572± 0.0010] [3870± 120] [1800± 96] 11.3± 2.1 [1522±+47] [730± 97]

WASP-43b May & Stevenson (2020) – [3660± 120] 1613± 83 20.6± 2.0 [1478± 45] [838± 65]

Qatar-1b Keating et al. (2020) 0.1450± 0.0010 3000± 200 920± 110 −4.0± 7.0 1557± 35 1167± 71

HD209458b Zellem et al. (2014) 0.12130± 0.00030 1317± 50 [545± 58] 40.9± 6.0 1499± 15 972± 44

CoRoT-2b Dang et al. (2018) 0.16970± 0.00090 4400± 200 [1700± 200] −24.0± 3.4 1693± 17 [730± 140]

WASP-14b Wong et al. (2015) 0.09421± 0.00059 2247± 86 786± 23 [6.8± 1.4] 2402± 35 1380± 65

WASP-19b Wong et al. (2016) 0.1427± 0.0021 [5840± 290] 2370± 220 [12.9± 3.6] 2357± 64 [1180± 160]

HAT-P-7b Wong et al. (2016) 0.07769± 0.00078 [1900± 60] 1040± 175 [−4.1± 7.5] 2682± 49 [1010± 290]

WASP-18b Maxted et al. (2013) 0.09870± 0.00072 3790± 210 [1830± 110] [−3.6± 9.4] [3050± 110] [980± 230]

KELT-1b Beatty et al. (2019) 0.07710± 0.00030 2083± 70 979± 54 18.6± 5.2 2902± 74 1050± 200

WASP-103b Kreidberg et al. (2018) 0.1164± 0.0011 5690± 140 [2360± 150] 1.00± 0.40 3154± 99 1440± 110

WASP-12b

(2010)

Cowan et al. (2012) 0.1054± 0.0014 3900± 300 [2000± 150] † 16.0± 4.0 † [2840± 150] [960± 250]

WASP-12b

(2010)

Bell et al. (2019) 0.10656± 0.00085 4360± 140 [2163± 98] † 9.5± 2.3 † 2989± 66 790± 150

WASP-12b

(2013)

Bell et al. (2019) 0.1049± 0.0010 3920± 150 [1640± 150] † 19.1± 3.9 † 2854± 74 1340± 180

WASP-33b Zhang et al. (2018) 0.1030± 0.0011 4250± 160 1792± 94 19.8± 3.0 3209± 88 1500± 120

KELT-9b Mansfield et al. (2020) 0.08004± 0.00041 3131± 62 [953± 37] 18.7± 2.2 4566± 138 2556± 99

Table 5. Previously published model parameters for each of the phase curves we consider. Parameters

reported using a different phase curve parameterization are converted and indicated with brackets. A dash

indicates where the values cannot be computed from the published values. The offset and eclipse depth from

Mendonça et al. (2018) were not originally published and come from May & Stevenson (2020). The day and

nightside temperatures for Mendonça et al. (2018) and May & Stevenson (2020) were calculated using the

radius from Stevenson et al. (2017) since they did not publish their radius.

† WASP-12b’s offsets and semi-amplitude are only from the first order sinusoid as there is a strong second

order term which causes two peaks near quadrature.
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Figure 8. Histograms showing the bias and scatter of each model compared to the first published literature

value for each phase curve. Each histogram contains 15 values: one for each of the 15 previously published

phase curves.
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curve fits would require more than 125 000 CPU hours (or 434 days using our 12× multi-threading

computer) optimistically assuming all of detector models scaled linearly with the number of input

data. However, we did try fitting just the WASP-43b unbinned phase curve with our preferred

detector model (BLISS) and found that our phase offset and nightside temperature was unchanged.

Including a linear slope in time also did not affect our phase offset or nightside temperature. Instead,

we find that the phase offset inferred by our models depends on the choice of phase curve model, as

our 4-parameter (v2) phase curve models are consistent with those of Stevenson et al. (2017) and May

& Stevenson (2020), while our 2-parameter phase curve models (v1) are consistent with Mendonça

et al. (2018) and Morello et al. (2019). Ultimately, we cannot decide between these two discrepant

offsets as the ∆BIC between the two phase curve models for our preferred BLISS detector model is

only 3.7 (insignificantly favouring the 20.4± 3.6 offset from the v2 model). For reference, Stevenson

et al. (2014b) found phase offsets ranging from roughly -6 to 17 degrees east in the Hubble/WFC3

bandpass.

For HD 189733b, we retrieve a slightly larger phase curve semi-amplitude (2.9σ) than that reported

by Knutson et al. (2012). For Qatar-1b, our models prefer a larger phase curve semi-amplitude (2.2σ)

and larger uncertainty on the phase offset (±17◦ vs ±7◦) than published by Keating et al. (2020),

making it appear more consistent with WASP-43b. For HD 209458b, we find a significantly colder

dayside temperature (3.2σ) than that published by (Zellem et al. 2014). We retrieve a significantly

westward phase offset for CoRoT-2b, consistent with the findings of Dang et al. (2018), but with

a larger phase offset (3.1σ) than their reported value. We also find a significantly larger phase

curve semi-amplitude (4.0σ) for CoRoT-2b than was reported by Dang et al. (2018). Our preferred

model’s values for WASP-14b were all consistent with their previously published values to within

2σ (Wong et al. 2015). For WASP-19b, we find the phase offset changes direction with respect to

that published by Wong et al. (2016) (25.0+4.7
−4.3 degrees west rather than 12.9 ± 3.6 degrees east ;

6.6σ). It is unclear why the phase offset is so different for this dataset as there were not particularly

strong detector systematics or unusual variations in centroid position or PSF width. For HAT-P-7b,

our models suggest a much shallower phase curve (1.9σ) than that reported by Wong et al. (2016).
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As a result of the smaller phase curve semi-amplitude, we also find a far larger uncertainty on the

phase offset and larger scatter between our detector models. For WASP-18b, our preferred model’s

values are consistent with the literature values (Maxted et al. 2013) to within 1σ. For reference, the

Hubble/WFC3 phase offset reported by (Arcangeli et al. 2019) for WASP-18b was 4.5 ± 0.5 east,

while we find an offset of −0.9± 2.2 degrees east at 4.5 µm.

For KELT-1b, we find a hotter dayside temperature (2.2σ) than that reported by Beatty et al.

(2019). Our models for the WASP-103b data suggest a marginally westward offset (−14.6+3.6
−4.0 degrees)

compared to the previously published eastward offset at 4.5 µm (1.00 ± 0.40 degrees; differing by

2.2σ) and a colder nightside (2.2σ) than that reported by Kreidberg et al. (2018). For reference,

Kreidberg et al. (2018) found phase offsets of −0.3± 0.1 degrees east in the Hubble/WFC3 bandpass

and 2.0±0.7 degrees east in the 3.6 µm bandpass. For WASP-12b, we retrieve a moderately westward

first order sinusoidal phase offset for the 2013 observations which is discrepant at 4.3σ compared to

the moderately eastward offset from Bell et al. (2019). Interestingly, this would be consistent with

the observed change from an eastward phase offset in 2010 to westward phase offset in 2013 seen

for the channel 1 observations of WASP-12b (Bell et al. 2019). We also still find evidence for very

strong second order phase variations in both 4.5 µm phase curves of WASP-12b, consistent with the

findings of Cowan et al. (2012) and Bell et al. (2019).

For WASP-33b, only our retrieved radius varied significantly (6.0σ) from the published value from

Zhang et al. (2018). Leaving unmodelled the strong variability of the host star WASP-33A (seen

clearly in our residuals in the Supplementary Information) could potentially have led to this difference.

It is notable, however, that no other phase curve parameters were strongly affected. Finally, our

models for KELT-9b prefer a lower semi-amplitude (4.2σ) and a larger phase offset (7.4σ) with a

smaller eclipse depth (3.2σ) and hotter nightside temperature (3.7σ) than that reported by Mansfield

et al. (2020). Given that modelling the stellar pulsations reported by Wong et al. (2020) had only a

negligible effect on the retrieved phase curve parameters for Mansfield et al. (2020), the differences

for KELT-9b are unlikely to be the result of our choice to neglect them. An increased nightside

temperature for KELT-9b would only further increase the evidence that the latent heat-like effects
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of H2 dissociation/recombination operate in ultra-hot Jupiter atmospheres as was predicted by Bell

& Cowan (2018).

6.4. Population Level Trends

We also used the Pearson’s correlation coefficient (r) to re-evaluate population level trends in phase

curve parameters using our reanalyses. We summarize here the most relevant pairs for which there

is a p-value below 0.05. To fit trends, we use an orthogonal distance regression routine (scipy.odr)

to find the best-fit linear trend given the uncertainties in both x and y directions while performing a

Monte Carlo over the x and y values to determine the uncertainty in the fitted parameters.

First, we confirm a positive correlation between irradiation temperature and radius (r = 0.69;

p = 0.0020) which is consistent with the well known phenomenon of hot Jupiter radius inflation

(e.g., Guillot & Showman 2002; Laughlin et al. 2011). We also find tentative evidence for a negative

correlation between normalized phase curve amplitude (peak-to-trough divided by eclipse depth) and

stellar effective temperature (r = −0.51; p = 0.034), while the normalized phase curve amplitude

does not appear to be correlated with irradiation temperature or dayside temperature. This could

potentially be explained through the lower energy photons preferentially emitted by cooler stars being

absorbed higher in the planetary atmosphere where radiative timescales are much more rapid.

We confirm that 4.5 µm dayside brightness temperature is strongly correlated with irradiation

temperature (r = 0.96; p < 10−9), and we find that the best-fit slope of Tday,bright vs T0 is 0.818±0.011

when neglecting the extreme outlier KELT-9b. Meanwhile, the equilibrium temperature (assuming

zero albedo and uniform recirculation) follows Teq ≡ 0.71T0. Previously, Beatty et al. (2019) found a

slope of 0.94±0.08 for the 4.5 µm dayside brightness temperatures from 11 hot Jupiter phase curves,

Garhart et al. (2020) found a median slope of 0.79 for 36 hot Jupiters using the error-weighted average

of the 3.6 and 4.5 µm brightness temperatures from eclipse observations, and Baxter et al. (2020)

found a slope of 0.84 ± 0.04 using 4.5 µm eclipse observations of 78 hot Jupiters. The steep slope

at 4.5 µm dayside brightness temperature, combined with a shallower slope at 3.6 µm, is believed to

be caused by changing temperature–pressure profiles (Garhart et al. 2020) resulting in a transition
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Figure 9. Day and nightside brightness temperatures as a function of irradiation temperature for all

considered planets, using the preferred model selected by SPCA. Our new planets KELT-16b and MASCARA-

1b are highlighted in purple. KELT-9b has been place in an inset with the same scale size as it lies far beyond

the bounds of the plot. A dotted line in the top panel shows the relationship between irradiation temperature

and equilibrium temperature (assuming zero Bond albedo and uniform recirculation) and is present in the

KELT-9b inset figure as well. A teal line indicates the fitted slopes of 0.818± 0.011 for Tday,bright vs T0 and

0.421± 0.011 for Tnight,bright vs T0.

between seeing CO in absorption for colder planets and emission for hotter planets (Baxter et al.

2020).

We also confirm a significant, fairly shallow dependence of nightside brightness temperature on

irradiation temperature (r = 0.73; p = 0.00089) which has a slope of 0.421 ± 0.011 when neglecting

the extreme outlier KELT-9b; a nearly flat trend was previously reported by Keating et al. (2019)

and Beatty et al. (2019). Keating et al. (2019) didn’t compute a slope, but using the effective
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nightside temperatures published in their Table 1 we compute a slope of 0.44 ± 0.01. Meanwhile,

Beatty et al. (2019) applied different phase curve inversion methods and found a much shallower

slope of 0.08±0.11 for the 4.5 µm brightness temperatures. The interpretation from these two works

was that this weak dependence of nightside temperatures on irradiation temperature is driven by a

cloud layer that ubiquitously covers hot Jupiter nightsides; silicate clouds were a preferred species

as they condense at the ∼1000 K temperatures observed on the nightsides of these planets. The

extremely hot nightside temperature of KELT-9b has been attributed to the latent heat-like effects

of H2 dissociation/recombination Mansfield et al. (2020) as was predicted by Bell & Cowan (2018).

Unlike Zhang et al. (2018), we find no correlation between phase offset and irradiation temperature,

nor is any obvious trend visible by eye (Figure 10). We do, however, find that the orbital period

is correlated with the heat recirculation efficiency (r = 0.61, p = 0.0087). This positive correlation

between heat recirculation efficiency and orbital period is consistent with that predicted by Komacek

et al. (2017), although they also predicted a strong dependence on irradiation temperature for which

we do not find evidence. We find no significant correlation between phase offset and normalized

phase curve amplitude (r = −0.20; p = 0.45), but we do find evidence for a correlation between

the more physically meaningful absolute magnitude of the phase offset and normalized phase curve

amplitude relationship (r = −0.55; p = 0.021; Figure 11). When we fit for a trend between the

normalized phase curve amplitude and the absolute magnitude of the phase offset, we find a slope of

−0.0082± 0.0015 and a y-intercept of 0.976± 0.027.

We find that the Bond Albedo is not strongly correlated with the planetary mass, the loga-

rithm of the planetary mass, or the logarithm of the surface gravity (r = −0.39,−0.44,−0.38;

p = 0.12, 0.08, 0.13, respectively). Zhang et al. (2018) previously reported a negative correlation

between Bond Albedo and planetary mass, and they suggested this could be the result of decreased

lofting of cloud particles with increased surface gravity (although they also found no significant cor-

relation with surface gravity). The dependence of cloud particle lofting on surface gravity has been

predicted (e.g., Marley et al. 1999; Heng & Demory 2013) and has been observed for brown dwarfs

where lower surface gravity objects exhibit increased cloudiness (Faherty et al. 2016).
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Figure 10. Phase curve offsets as a function of irradiation temperature for all considered planets, using the

preferred model selected by SPCA. Our new planets KELT-16b and MASCARA-1b are highlighted in purple.

KELT-9b has been place in an inset with the same scale size and vertical position as it lies far beyond the

bounds of the plot.

7. DISCUSSION AND CONCLUSIONS

We have developed an open-source, modular pipeline for the reduction and decorrelation of

Spitzer/IRAC channel 1 and 2 photometry, incorporating versions of some of the most popular

decorrelation methods in the literature. We invite anyone interested in contributing their decorrela-

tion method to visit our GitHub (https://github.com/lisadang27/SPCA). We first validated the

implementation of our pipeline on the ten repeated eclipse observations of XO-3b, finding all our

models perform equally well on these data with our fitted uncertainty on each eclipse depth only

slightly underestimating the scatter between the ten eclipse observations. We then used this pipeline
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Figure 11. Normalized phase curve amplitudes (peak-to-trough divided by eclipse depth) as a function

of the absolute value of phase curve offset for all considered planets, using the preferred model selected by

SPCA. Our new planets KELT-16b and MASCARA-1b are highlighted in purple. A teal line indicates the

fitted relationship with a slope of −0.0082 ± 0.0015 and a y-intercept of 0.976 ± 0.027. While WASP-43b

and CoRoT-2b have normalized phase curve amplitudes greater than unity, this is caused by the significant

phase offset of the systems which cause the eclipse depth to be significantly lower than the phase curve

maximum.

to perform the uniform reanalysis of 15 Spitzer phase curve observations and analyse the new phase

curves of ultra-hot Jupiters MASCARA-1b and KELT-16b. We use these analyses to test for the

reproducibility of the literature values and perform a comparison of decorrelation models across 17

different phase curves; something previously only done for individual phase curves (e.g. Wong et al.

2015; Dang et al. 2018; Bell et al. 2019; Keating et al. 2020) or the 10 repeated eclipse observations

of XO-3b (Ingalls et al. 2016).
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Figure 12. Left: An updated version of Figure 3 from Schwartz et al. (2017) showing the relationships

between Bond albedo and day–night heat recirculation. Significant differences exist between this figure and

that of Schwartz et al. (2017) as we consider only the 4.5 µm phase curves and have followed the procedure

of Pass et al. (2019) to account for underestimated uncertainties in inferring effective temperatures using

only one or a few photometric bands. Right: the same parameters shown as 1D trends with irradiation

temperature.

For our decorrelation model comparisons, we find that our BLISS model tends to perform the best

as evaluated by the BIC, where we consider each of the occupied BLISS knots a fitted parameter. For

most phase curves, our higher complexity 2D Polynomial models (Poly3–5), our PLD models, and

our BLISS model all give consistent results. However, there are cases like HD 189733b, HD 209458b,

HAT-P-7b, and MASCARA-1b where the retrieved results do strongly depend on the model used.

We find that our reanalysis of WASP-43b’s channel 2 phase curve is consistent to within ∼2σ of all

of the values published by Mendonça et al. (2018), Morello et al. (2019), and May & Stevenson (2020),

but we do find a significantly hotter nightside than was published by Stevenson et al. (2017). Using

WASP-43b as a test case, we found that our BLISS results were not affected by temporal binning;

this is consistent with the findings of May & Stevenson (2020) which showed that phase curve offsets

and nightside temperatures are not affected by temporal binning when using their BLISS algorithm

without an additional PSF-width model. We instead find that the retrieved offset for the WASP-43b
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phase curve changes significantly depending on the phase curve model used, with first order models

reproducing the phase offsets of Mendonça et al. (2018) and Morello et al. (2019) and second order

models reproducing the phase offsets of Stevenson et al. (2017) and May & Stevenson (2020); there

is inadequate statistical evidence to differentiate these two models, but the second order model’s

offset of 20.4 ± 3.6 ◦E is marginally preferred (∆BIC ∼ 3.7). We find that Qatar-1b, WASP-14b,

WASP-18b, WASP-103b, and the 2010 observations of WASP-12b the only other phase curves for

which we reproduce all literature values within ∼2σ, and we find that our retrieved phase offsets and

nightside temperatures often differ from their published values, while eclipse depths and radii are

typically consistent with the literature.

Our novel observations of MASCARA-1b and KELT-16b suggest these two ultra-hot Jupiters have

quite similar phase curves, despite their orbital period, and thus likely their rotational periods,

differing by a factor of two. KELT-16b’s and MASCARA-1b’s energy budgets are poorly constrained

but consistent with zero Bond albedo and fairly inefficient recirculation. We also find that there is

minimal diversity in the phase curves of similarly irradiated ultra-hot Jupiters WASP-18b, KELT-1b,

KELT-16b, WASP-103b, and MASCARA-1b, with all planets having similar dayside temperatures,

nightside temperatures, and phase offsets (Figures 9 and 10) despite masses ranging from to 1.5 to

27 MJup and periods ranging from 1 to 2 days. While these cooler ultra-hot Jupiters don’t show

strong evidence for the effects of H2 dissociation/recombination, the hot nightsides and large phase

offsets of WASP-33b and KELT-9b do imply heat transport far greater than would be predicted in

the absence of H2 dissociation/recombination.

Using our reanalyzed and new phase curve observations, we confirm significant trends in the 4.5 µm

brightness temperatures of the dayside and nightside hemispheres as a function of irradiation tem-

perature. However, we do not find clear evidence for previously reported trends in phase offset with

irradiation temperature. We also find evidence that normalized phase curve amplitude is correlated

with stellar effective temperature and that day–night heat recirculation is correlated with orbital

period. Finally, we find that normalized phase curve amplitude does not appear to be correlated

with phase offset but does appear to be correlated with the absolute value of phase offset
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Overall, while our different decorrelation models often retrieve similar phase curve parameters,

significant differences can arise between different models as well as between our preferred model and

the literature values. We find differences of up to ∼30◦ in the phase offset between our preferred

model and the literature value, but ultimately, our preferred models are consistent with published

phase offsets to within −8 ± 21 degrees (−1.6 ± 3.2 sigma) and normalized phase curve amplitudes

are on average reproduced to within −0.01 ± 0.24 (−0.1 ± 1.6 sigma). Additional studies on the

reproducibility of phase curve parameters (and especially offsets) with and without temporal binning

need to be performed on a large number of phase curves to ensure that any conclusions hold for the

entire collection of 4.5 µm and 3.6 µm Spitzer phase curves. Finally, we recommend that the principles

of open-source and modular code be applied in the coming era of JWST, reducing redundant labour

and increasing reproducibility and uniformity.
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DATA AVAILABILITY

The raw observations used in this work are freely accessible on the Spitzer Heritage Archive. The

fitted parameters for each considered model are available as numpy zip files in the Supplementary

Data. The data presented in each figure will be shared on reasonable request to the corresponding

author.
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APPENDIX

A. PRIORS

The priors used throughout our fitting are described in Table A1.
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Figure A1. Phase curve semi-amplitudes for all detector models using FWM centroiding, and the previously

published semi-amplitude for each phase curve. The first literature value for WASP-12b (2010) is from

Cowan et al. (2012), and the second is from Bell et al. (2019). The literature values for WASP-43b are from

Stevenson et al. (2017), Mendonça et al. (2018), Morello et al. (2019), and May & Stevenson (2020) from

left to right.
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Table A1. A summary of all the priors used in the model fitting. Uniform priors were used where there

are inequalities below, Gaussian priors were used to constrain astrophysical parameters to the most precise

published values from the NASA Exoplanet Archive (https://exoplanetarchive.ipac.caltech.edu/),

and parameters were unconstrained where Free is written. The pi,1 parameters are the first order PLD

terms, and pi,2 are the second order PLD terms

Parameter Prior

t0 (BMJD) Gaussian

Rp/R∗ 0 < Rp/R∗ < 1

a/R∗ Gaussian

i (degrees) Gaussian

P (days) Gaussian

Fp/F∗ 0 < Fp/F∗ < 1

C1 Positive Phase Curve

D1

Positive Phase Curve;

|arctan2(D1, C1)| < 90◦

C2 Positive Phase Curve (if present)

D2 Positive Phase Curve (if present)

σF (white noise) 0 < σF < 1

Limb Darkening
0 < q1 < 1;

0 < q2 < 1

e cos(ω) −1 < e cos(ω) < 1

e sin(ω) −1 < e sin(ω) < 1

Poly Instrumental Variables Free (if present)

GP Instrumental Variables

−3 < ln(Lx) < 0 (if present);

−3 < ln(Ly) < 0 (if present);

p(C) = Gam(1, 100) (if present)

PLD Instrumental Variables
−3 < pi,1 < 3 (if present);

−500 < pi,2 < 500 (if present)

BLISS Instrumental Variables None
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Figure A2. Dayside fluxes for all detector models using FWM centroiding, and the previously published

dayside fluxes for each phase curve. The first literature value for WASP-12b (2010) is from Cowan et al.

(2012), and the second is from Bell et al. (2019). The literature values for WASP-43b are from Stevenson

et al. (2017), Mendonça et al. (2018), Morello et al. (2019), and May & Stevenson (2020) from left to right.
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Figure A3. Radii for all detector models using FWM centroiding, and the previously published radii for

each phase curve. The first literature value for WASP-12b (2010) is from Cowan et al. (2012), and the

second is from Bell et al. (2019). The literature values for WASP-43b are from Stevenson et al. (2017) and

Morello et al. (2019) from left to right.
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Figure A4. Nightside temperatures for all detector models using FWM centroiding, and the previously

published nightside temperatures for each phase curve. The first literature value for WASP-12b (2010) is

from Cowan et al. (2012), and the second is from Bell et al. (2019). The literature values for WASP-43b are

from Mendonça et al. (2018), Morello et al. (2019), and May & Stevenson (2020) from left to right, while

Stevenson et al. (2017) found a 2σ upper limit of 650 K.
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SUPPLEMENTARY INFORMATION

Figure A5. Preferred model fit (Poly5 v1) for HD 189733b.

181



T. J. Bell et al.

Figure A6. Preferred model fit (BLISS v2) for WASP-43b.
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Figure A7. Preferred model fit (BLISS v2) for Qatar-1b.
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Figure A8. Preferred model fit (Poly5 v1) for HD 209458b.
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Figure A9. Preferred model fit (Poly4 v1) for CoRoT-2b.
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Figure A10. Preferred model fit (PLDAper1 3x3 v1) for WASP-14b.
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Figure A11. Preferred model fit (BLISS v1) for WASP-19b.
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Figure A12. Preferred model fit (BLISS v1) for HAT-P-7b.
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Figure A13. Preferred model fit (BLISS v1) for WASP-18b.
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Figure A14. Preferred model fit (BLISS v1 with PSF centroiding) for KELT-1b.
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Figure A15. Preferred model fit (BLISS v2) for the unbinned WASP-103b photometry.
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Figure A16. Preferred model fit (BLISS v2) for WASP-12b (2010).
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Figure A17. Preferred model fit (BLISS v2) for WASP-12b (2013).
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Figure A18. Preferred model fit (PLDAper1 3x3 v2) for WASP-33b. The high frequency residual noise is

caused by the unmodelled variability of the host star.
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Figure A19. Preferred model fit (PLDAper1 3x3 v2) for KELT-9b.
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Epilogue

The SPCA pipeline co-developed by Lisa Dang and myself was also used by Keating

et al. (2020, for which Lisa and I were both co-authors) to analyze the 3.6 and 4.5 µm

phase curves of Qatar-1b. Dylan Keating also used an earlier version of our SPCA pipeline

to test the reproducibility of the KELT-9b phase curve as was discussed by Mansfield et al.

(2020). Lisa Dang is also using the SPCA pipeline to analyze the Spitzer/IRAC phase curve

observations of the eccentric orbit hot Jupiter XO-3b; this work is currently in prep. with

myself as a co-author. I also used the same code used to generate Figure 12 of Bell et al.

(2021) to provide Figure 7 from (Fortney et al., 2021), using instead the literature values

for each phase curve. Additionally, I have reanalyzed all of the previously published 3.6 µm

phase curve observations with an older version of the SPCA pipeline, but I decided to leave

the reanalysis of those (much noisier and harder to decorrelate) observations for a future

publication. Looking forward, I have talked with Giuseppe Morello about incorporating his

pixel-ICA decorrelation technique (Morello et al., 2019) for Spitzer/IRAC observations into

our SPCA pipeline. Further, two McGill undergraduate students (Samson Mercier and Alex

Gass) under the supervision of Lisa Dang and Nicolas Cowan are currently using our SPCA

pipeline to test the reproducibility of the 55 Cancri e phase curve observations which were

omitted from Bell et al. (2021) due to the enormity of that data set and the significant

differences between that data set and the phase curve observations of other hot Jupiters.

Finally, I was a co-author on the paper which presented the current observing strategy for

ARIEL’s exoplanet phase curve program which will uniformly measure the phase curves of

∼35 exoplanets (Charnay et al., 2021).
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Discussion and Conclusion

Comprehensive Discussion

In this thesis, I have gathered together four published works presenting theoretical,

optical, and infrared characterization of ultra-hot Jupiter atmospheres. Together, these

papers formulate and test a new theory for ultra-hot Jupiter atmospheric composition and

heat transport. I summarize the main results from these works below and provide updates

from the literature since the publication of these papers.

In Bell et al. (2017), I presented the optical eclipse spectrum of WASP-12b as observed

by Hubble/STIS which showed that the ultra-hot Jupiter reflects < 6% of its incident starlight

across the instrument’s 290–570 nm bandpass. This was in stark contrast to the detection

of reflected light at blue wavelengths from the much cooler HD 189733b which is the only

other hot Jupiter with spectrally resolved reflected light observations (Evans et al., 2013).

Combined with previous eclipse observations of WASP-12b spanning 1–8 µm, our optical

eclipse observations suggested that the ∼3000 K dayside of WASP-12b was devoid of clouds

and consisted primarily of atomic hydrogen and helium. This showed that the dayside at-

mospheres of ultra-hot Jupiters are similar to those of stars, with most molecules—including

the dominant constituent H2—becoming thermally dissociated. Since the publication of Bell

et al. (2017), Hooton et al. (2019) published ground-based photometric optical eclipse depths

in the near-infrared i′-band which suggest eclipse depth variability which was also previously

seen in the z′-band (López-Morales et al., 2010; Föhring et al., 2013). von Essen et al. (2019)

also published ground-based eclipse depths of WASP-12b in the V-band which probes the
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same wavelengths as the two longest wavelength bins in Bell et al. (2017). While the second

eclipse measured by von Essen et al. (2019) was consistent with Bell et al. (2017), the first

and third eclipses measured by von Essen et al. (2019) differed significantly from Bell et al.

(2017), lending further evidence for optical eclipse depth variability on WASP-12b. However,

no eclipse depth variability was seen in the TESS-band over the ∼27 days that the system

was observed by TESS (Owens et al., 2021).

Meanwhile, hot Jupiters are far cooler on their nightsides because they rotate syn-

chronously with their orbital period (giving one permanently illuminated hemisphere; e.g.,

Guillot et al. 1996), and the radiative timescale of their atmosphere scales as T−3 which ren-

ders heat transport through advection minimally effective, especially for ultra-hot Jupiters.

Realizing that this enormous day–night temperature contrast would result in atomic hydro-

gen from the daysides of ultra-hot Jupiters recombining into molecules on their nightsides,

I sought to model the potential thermodynamic impacts of the H2 ↔ 2H process on the

atmospheres of these planets; the formation of H2 is an extremely exothermic process used

on Earth for high-temperature welding. Building on a previously published semi-analytical

energy balance model for hot Jupiters (Cowan & Agol, 2011a), I developed a theory that

accounts for the heating and cooling effects of H2 recombination and dissociation in ultra-hot

Jupiter atmospheres (Bell & Cowan, 2018). Numerically solving these equations across the

planet’s atmosphere, I found that this H2 ↔ 2H cycle acts in a manner similar to latent

heat and significantly increases the efficiency of day–night heat transport. This model qual-

itatively explained the unusually large phase offsets of WASP-12b and WASP-33b known at

the time (Cowan et al., 2012; Zhang et al., 2018) and successfully predicted the large phase

offset and extremely hot nightside temperature of KELT-9b (Mansfield et al., 2020, for which

I was a co-author). The TESS phase curve of KELT-9b may even suggest that the nightside

of the planet is so hot that it remains significantly atomic (Wong et al., 2020b). The TESS

phase curve of WASP-33b suggests that the planet also shows far greater day–night heat

recirculation than would be predicted in the absence of H2 dissociation (von Essen et al.,
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2020). The Bell EBM code was also independently used by Daylan et al. (2019) and Keating

et al. (2019), and Keating et al. (2019) found that the H2 dissociation model was best able

to fit the collection of previously published nightside temperatures. A subsequent analytical

model developed by Komacek & Tan (2018) and a full general circulation model developed

by Tan & Komacek (2019) later confirmed the importance of this H2 ↔ 2H cycle. Other

works also studied the effects of H2 dissociation and molecular dissociation in general on the

thermal structure of ultra-hot Jupiters (e.g., Parmentier et al., 2018; Lothringer et al., 2018).

Building on the expertise I developed with precise reduction and analysis of space-based

observations from my Hubble/STIS observations (Bell et al., 2017), I co-wrote SPCA which

is an open-source reduction and analysis pipeline for Spitzer/IRAC channel 1 and 2 phase

curve observations. In Bell et al. (2019), I used an early form of the SPCA pipeline to test the

reproducibility of Cowan et al.’s (2012) finding that the WASP-12 system showed enormous

ellipsoidal variations at 4.5 µm (implying the planet’s radius from the sub-solar point to

anti-solar point was nearly twice as large as the radius from the morning terminator to the

evening terminator) while no such signal was seen at 3.6 µm. In this work, I refitted Cowan

et al.’s (2012) original phase curves and analysed a new set of phase curve observations

of WASP-12b which confirmed the astrophysical nature of the signal reported by Cowan

et al. (2012). I also showed that the observations could not be explained by tidal distortion

or star spots and were instead best explained by CO emission from a stream of gas being

stripped from the planet which is consistent with earlier near-UV transit observations which

showed that the planet was rapidly losing mass (e.g., Fossati et al., 2010). I have led a

successful 2021A proposal to observe the WASP-12 system with CFHT/SPIRou to test my

hypothesis by observing the 2.4 µm emission feature of CO and to test a new hypothesis for

the observed orbital decay of the planet: rapid mass loss through the planet’s L2 Lagrange

point. I have also led a successful Cycle 28 proposal to observe the phase curve of WASP-

12b with Hubble/WFC3 which will provide further insight into the thermal structure of the

planet and will measure longitudinal variations in the relative abundances of H2O and H−.
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A partial Hubble/WFC3 phase curve of WASP-12b was previously collected in 2012

(Program 12230, PI: M. R. Swain) but was only recently published by Arcangeli et al. (2021);

these observations consist of three visits over a span of five days which collected five Hubble

orbits around eclipse, five Hubble orbits around transit, and two Hubble orbits after transit

near the time when the planet was near quadrature. Arcangeli et al. (2021) find no evidence

for an increase in flux near quadrature which is consistent with the hypothesis of CO emission

from Bell et al. (2019), but the multi-epoch nature of these observations leads to increased

uncertainties and stronger systematic effects (e.g., for a similar multi-epoch phase curve study

with Spitzer Krick et al., 2016). Comparing these multi-epoch phase curve observations

with my team’s full-orbit phase curve observations will provide an interesting test of the

reproducibility of the multi-epoch phase curve technique for Hubble/WFC3 observations.

Using TESS observations, Owens et al. (2021) also do not see an increase in flux near

quadrature. Owens et al. (2021) also find an eastward phase offset in the TESS phase

curve that was consistent with the phase offset at 3.6 µm in the 2010 observations but 3.8σ

discrepant with the westward phase offset seen in the 2013 3.6 µm phase curve (Bell et al.,

2019). While Arcangeli et al. (2021) do not report a phase offset from their multi-epoch

phase curve observations, their observations appear to prefer a marginally westward phase

offset.

Our SPCA pipeline was also used to analyse the new phase curves of the hot Jupiter

Qatar-1b (Keating et al., 2020, for which I was a co-author) and the ultra-hot Jupiters

KELT-16b and MASCARA-1b (Bell et al., 2021). This most recent work of mine (Bell

et al., 2021) also performs the first comprehensive reanalysis of 4.5 µm Spitzer phase curves

while using a wide range of detector models to test the reproducibility of 15 previously pub-

lished phase curve analyses and to test for dependencies on the decorrelation model used.

This enormous undertaking, requiring the manipulation of ∼300 GB of observations and the

fitting of 488 models requiring in excess of 2 000 CPU hours total, was only possible due to
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the highly automated and optimized nature of our SPCA pipeline. These numerous reanaly-

ses show that the retrieval of phase curve parameters is usually independent of the detector

model used, but there are rare cases when the detector systematics are far worse than typical

where strong model dependencies arise. My reanalyses are also typically consistent with the

literature, although we identify several cases where one or more of our fitted parameters

are inconsistent with those in the literature. Using our uniform reanalyses, we also measure

numerous population-level trends such as that of dayside and nightside temperatures with

irradiation temperature or normalized phase curve amplitude with stellar effective temper-

ature. Through this uniform reanalysis, we can also confirm the strong deviation in the

nightside temperatures of ultra-hot Jupiters (and especially KELT-9b) compared to their

cooler cousins which is indicative of the increased heat-transport provided by H2 dissocia-

tion/recombination (Bell & Cowan, 2018; Komacek & Tan, 2018; Tan & Komacek, 2019).

A similar reproducibility study for Spitzer’s previously published 3.6 µm phase curves (as

well as a uniform analysis of all Spitzer phase curves ever collected) is left for future work

as phase curves taken with channel 1 tend to be far noisier and harder to decorrelate due to

the worse undersampling of the star’s point-spread function.

Moving forwards, it is critical that the field of exoplanetary atmospheric characterization

moves towards increased reproducibility through open-source code. In the era of Spitzer

and Hubble, nearly all research teams chose to write their own proprietary reduction and

decorrelation pipelines which resulted in a great deal of redundant labour and potentially

unreproducible (or at least non-uniform) conclusions. Also, while some open-source pipelines

do exist, they are not always easily usable which significantly reduces the likelihood that

an independent team will use the pipeline, making it essentially proprietary. Consistent,

transparent pipelines will also be especially critical for future survey missions like ARIEL

which will characterize ∼1000 exoplanets.

In my near future, I will work to develop an SPCA-like pipeline for Hubble/WFC3 obser-

vations (in preparation for my WASP-12b phase curve). Hubble/WFC3 shows systematics
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similar to those of the Hubble/STIS instrument, although with its own unique challenges. To

date, only one open-source pipeline exists for Hubble/WFC3 observations1, and it does not

support phase curve observations; an additional, independent, and easily usable open-source

pipeline will allow for greater tests of reproducibility and a reduction in redundant labour

from each research team needing to develop their own pipeline. In addition, I will also make

an open-source reduction and decorrelation pipeline for JWST/MIRI LRS observations in

my role as a postdoctoral researcher under the supervision of Thomas Greene at NASA

Ames. While this pipeline will first be used to analyze guaranteed time observations led by

Thomas Greene, the idea is to make the pipeline open-source and easily usable from the start

to avoid repeating the same mistake of having many proprietary pipelines as was previously

done for Spitzer/IRAC and Hubble/WFC3 observations.

Conclusion

Over the past 33 years, there has been an explosion in the number of confirmed planets

thanks to survey missions like Kepler, which discovered a third of all confirmed exoplanets2.

Meanwhile, much of exoplanet atmospheric characterization has been performed through

individual studies with major observatories like Hubble and Spitzer. JWST will continue

this legacy in the coming years while providing a far larger spectral range and a significantly

reduced photon noise limit. Meanwhile, the ARIEL mission will finally bring exoplanetary

atmospheric characterization into an era of survey studies with the detailed characterization

of ∼1000 exoplanets.

Among the thousands of confirmed exoplanets, a new class called “ultra-hot Jupiters”

has recently been identified. These planets have daysides as hot as some stars and nightsides

as hot as the daysides of the more typical hot Jupiters. In my thesis, I showed that the

1 Iraclis: https://github.com/ucl-exoplanets/Iraclis
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molecular hydrogen gas that comprises the atmospheres of these planets becomes thermally

dissociated on their hot daysides which absorbs some of the incident stellar energy, and

when that gas is carried toward the cooler nightside, the atomic hydrogen recombines into

molecular hydrogen and releases the heat absorbed from the dayside. Thermal dissociation

and photodissociation will also play an important role in the vertical temperature profiles of

ultra-hot Jupiters as the dominant opacity sources change between different atomic, ionic,

and molecular sources. Given the extremely hot nature of these planets, their atmospheres

are also expected to be mostly devoid of clouds and highly coupled to the planetary magnetic

fields. As such, these planets may offer the clearest path forwards to constraining future de-

velopment of non-ideal, magnetohydrodynamic models which will have far-reaching impacts

as the still poorly understood effects of magnetic fields are expected to play an important

role in the atmospheres of all hot planets. Ultra-hot Jupiters are also among the most eas-

ily characterizable planets, and studying these planets’ atmospheres also allows us to test

and develop new technology and observing methods with the eventual goal of characterizing

smaller, more temperate worlds.
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List of Abbreviations

AOR Astronomical Observation Request
ARIEL Atmospheric Remote-sensing Infrared Exoplanet Large-survey
BCD Basic Calibrated Data (File)
BIC Bayesian Information Criterion
BLISS BiLinearly-Interpolated Subpixel Sensitivity (Mapping)
BMJD Barycentric Modified Julian Date
CoRoT COnvection, internal ROtation and Transiting planets (Telescope)
CPU Central Processing Unit
CV Cataclysmic Variable (Star)
EBM Energy Balance Model
ESA European Space Agency
FITS Flexible Image Transport System (File)
FWM Flux-Weighted Mean
GCM General Circulation Model
GO General Observer (Proposal)
GP Gaussian Process
HAT Hungarian-made Automated Telescope
HD Henry Draper (Catalogue)
HST Hubble Space Telescope
ICA Independent Component Analysis
IRAC Infrared Array Camera (Spitzer Instrument)
IRAF Image Reduction and Analysis Facility (Software)
JWST James Webb Space Telescope
KELT Kilodegree Extremely Little Telescope
LTE Local Thermal Equilibrium
MAP Maximum A Posteriori (Estimate)
MASCARA Multi-site All-Sky CAmeRA (Telescopes)
MC Monte-Carlo
MCMC Markov Chain Monte-Carlo
MHD Magnetohydrodynamics
MLE Maximum Likelihood Estimation
NASA National Aeronautics and Space Administration
NaN Not a Number
NNI Nearest-Neighbour Interpolation
NUV Near Ultra-Violet
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OLR Outgoing Longwave Radiation
PCRS Pointing Calibration and Reference Sensor (Spitzer Instrument)
PDF Probability Density Function
PI Principal Investigator (Proposal)
PID Program Identifier Number
PLD Pixel Level Decorrelation
POET Photometry for Orbits, Eclipses, and Transits (Spitzer Data Pipeline)
ppm Parts Per Million
PSF Point-Spread Function
Qatar Qatar Exoplanet Survey
RAM Random Access Memory
RMS Root Mean Square
SPCA Spitzer Phase Curve Analysis (Spitzer Data Pipeline)
STIS Space Telescope Imaging Spectrograph (Hubble Instrument)
SW Shortwave (Radiation)
TESS Transiting Exoplanet Survey Satellite
T-P Temperature-Pressure (Profile)
UHJ Ultra-hot Jupiter
UV Ultra-Violet
WASP Wide Angle Search for Planets
WFC3 Wide Field Camera 3 (Hubble Instrument)
XO XO Project (Telescope)
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