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Abstract 

This thesis explores four methods for improving quantitative diffuse 

reflectance spectroscopy in light scattering media. To begin, an 

introduction is given outlining theories of light propagation in scattering 

media, relevant instrumentation for measuring light scattering properties, 

spectral data processing methods, and spectroscopically active 

bioanalytes. Four novel contributions to science are made. Each is 

described in a chapter. The improvements consist of two novel 

instruments for practical scattering measurements, and two novel data 

processing techniques. Finally, directions for future research into diffuse 

reflectance spectroscopy are suggested. 

A novel photon time-of-flight device is first presented. This portable 

instrument is used to measure scattering coefficients in tandem with a 

portable diode spectrometer. The measured scattering coefficients are 

then used to correct the co-measured near infrared spectra for scattering 

and for improving quantification. Reduced scattering coefficients were 

measured with coefficients of variation of 11.6% at 850 nm and 14.1%   at 

905 nm. This simplified photon time-of-flight instrument allows for practical 

correction of light scattering in point-spectra. Using scattering-correction, 

estimates of dye concentration were improved by 35%. Applications 
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include integration with handheld spectrometers for development of 

handheld near-infrared medical diagnostic equipment. 

A novel device for imaging annular patterns is presented. This 

imaging instrument is used to measure reduced scattering coefficients and 

absorption coefficients. This simple imaging system measures the optical 

properties using small source-detector spacings, resulting in high spatial 

resolution. Potential applications include correction of imaging 

spectroscopy in surgery and clinical applications. Reduced scattering 

coefficients were measured with a coefficient of variation of 12.6%, and 

absorption coefficients were measured with a coefficient of variation 50% 

lower than using traditional imaging methods. 

A novel method for using parsimony in the development of data 

processing methods using genetic algorithms is presented. Genetic 

algorithms have been used to identify spectroscopic data processing 

methods for complex samples. A problem in the automated identification 

of processing models is that genetic algorithms tend to select 

unnecessarily complex models, which may fit noise. Parsimony methods 

are used to guide the selection process towards smaller models. Previous 

works have typically used custom parsimony penalty functions. Rather 

than custom penalties appropriate for particular data sets, a method using 
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penalization based on the number of incorporated wavelengths or pre-

processing options was developed. This technique has applicability in the 

development of future spectrometric hardware, particularly for the 

development of simplified multiwavelength probes. Using the 

parsimonious genetic algorithm, a data processing model was found for 

estimating lactate concentration in tissue with a 41% improvement in 

standard error as compared to the best expert developed model.  

A novel method is presented using multivariate curve resolution to 

measure myoglobin oxygen saturation from diffuse reflectance spectra of 

cardiac tissue. Multivariate curve resolution algorithms are used to 

simultaneously estimate the pure component profiles and the relative 

component weightings directly from recorded data. Changes in spectral 

shape due to scattering and the local chemical environment are modeled 

using multivariate curve resolution to estimate the hemoglobin and 

myoglobin component spectra from the recorded data. Oxygen saturation 

estimates using the multivariate curve resolution algorithm were compared 

to oxygen saturation estimates using a classical least squares approach. 

Multivariate curve resolution estimated myoglobin oxygen saturation better 

than the classical least squares method. Simulations also show that 

spectral data spanning the upper 15% oxygen saturation range should 
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allow for estimates of myoglobin oxygen saturation using multivariate 

curve resolution. The multivariate curve resolution algorithm was tested 

with spectra of guinea pig hearts perfused with blood, and showed a 100% 

improvement in accuracy as compared to the classical least squares 

approach. 

The four methods developed in this thesis each showed 

improvement in the quantification of components using diffuse reflectance 

spectra. The photon time-of-flight and genetic algorithm methods are 

particularly applicable in point-measurements, and in the development of 

simplified portable instrumentation. The annular-beam imaging and 

multivariate curve resolution methods have use in spectral imaging for 

mapping chemical properties across a surface. Further applications and 

suggestions for future work are given in the conclusions chapter. 
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Résumé 

Cette thèse explore quatre méthodes pour l'amélioration de la 

spectroscopie de réflectance diffuse quantitative dans des milieux qui 

diffusent la lumière. En introduction, une description des théories de la 

propagation de la lumière dans des médias qui diffusent celle-ci, des 

instruments pour mesurer les propriétés de diffusion, des méthodes de 

traitement des données spectrales, et des bioanalytes avec activité 

optique est donné. Quatre contributions à la science (une par chapitre) 

sont décrites. Les améliorations sont composées de deux nouveaux 

instruments facilitant la mesure de la dispersion, et de deux nouvelles 

techniques de traitement des données. Enfin, plusieurs perspectives sur la 

spectroscopie de réflectance diffuse sont suggérées. 

Un nouvel appareil à «temps de vol de photon» est présenté. Cet 

instrument portatif est utilisé pour mesurer le coefficient  de dispersion en 

tandem avec un spectromètre à diode portable. Les coefficients de 

diffusion mesurés sont ensuite utilisés pour corriger la dispersion dans les 

spectres infrarouges co-mesurée, ainsi que l'amélioration de la 

quantification. Les coefficients de dispersion ont été mesurés avec une 

variation de 11,6% à 850 nm et 14,1% à 905 nm. Cette approche 

simplifiée par un instrument à «temps de vol de photon» permet une 
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approche pratique pour la correction de la diffusion de la lumière dans les 

spectres. En prenant en compte la dispersion, les estimations de la 

concentration de teinture ont été améliorées de 35%. Les applications 

incluent l'intégration avec des spectromètres portatifs pour créer de 

nouveau équipement pour diagnostiques médicaux. 

Un nouvel appareil utilisant les modes d'imagerie annulaire est 

présenté. Cet instrument est utilisé pour mesurer les coefficients de 

dispersion et d'absorption. Ce système d'imagerie optique simple mesure 

les propriétés de dispersion et absorption de la lumière à l'aide de petits 

espacements entre la source et le détecteur, conduisant à une haute 

résolution spatiale. Les applications potentielles incluent la correction de 

l'imagerie spectroscopique dans l'application clinique. Les coefficients de 

dispersion ont été mesurés avec un coefficient de variation de 12,6%, et 

les coefficients d'absorption ont été mesurés avec un coefficient de 

variation amélioré de 50% par rapport aux méthodes d'imagerie 

traditionnelle. 

Une nouvelle méthode pour améliorer l'utilisation des mesures de 

simplicité dans le développement de méthodes de traitement des données 

via des algorithmes génétiques est présentée. Les algorithmes génétiques 

ont été utilisés pour identifier les méthodes de traitement de données 
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spectroscopiques pour des échantillons complexes. Un problème dans le 

traitement automatisé d'identification des modèles est que les algorithmes 

génétiques ont tendance à sélectionner les modèles complexe inutile, qui 

peuvent par exemple correspondre le bruit de fond. Des mesures de 

simplicité sont utilisées pour guider le processus de sélection vers des 

modèles plus petits. Les travaux précédant ont généralement utilisé des 

fonctions faite sur mesure. Plutôt que ces fonctions fait sur mesure, des 

sanctions appropriés pour différentes séries de données ont été élaboré 

en utilisant une méthode fondée sur la pénalisation du nombre d'ondes ou 

incorporés «pre-processing options» inclus. Cette technique est applicable 

dans le développement de nouvelles méthodes spectroscopiques, en 

particulier pour le développement des nouveaux appareils simplifiés. Un 

modèle de traitement des données a été déterminé par l'utilisation de 

l'algorithme génétique parcimonieuse pour l'estimation de la concentration 

de lactate avec une amélioration de 41% de la marge d'erreur standard 

par rapport au meilleur modèle d'expertise déjà développe. 

Une nouvelle méthode a été développée en utilisant la 

«multivariate curve resolution» pour mesurer la saturation en oxygène de 

la myoglobine par spectres réflexion diffuse des tissus cardiaques. Les 

algorithmes «multivariate curve resolution»  sont utilisés pour estimer 

http://dictionnaire.mediadico.com/traduction/dictionnaire.asp/francais-anglais/fait/2007
http://dictionnaire.mediadico.com/traduction/dictionnaire.asp/francais-anglais/sur/2007
http://dictionnaire.mediadico.com/traduction/dictionnaire.asp/francais-anglais/mesure/2007
http://dictionnaire.mediadico.com/traduction/dictionnaire.asp/francais-anglais/fait/2007
http://dictionnaire.mediadico.com/traduction/dictionnaire.asp/francais-anglais/sur/2007
http://dictionnaire.mediadico.com/traduction/dictionnaire.asp/francais-anglais/mesure/2007
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simultanément les profils de corps pur et de la composante relative 

directement à partir des données enregistres. Les changements de forme 

spectrale en raison de la diffraction et de l'environnement chimique local 

sont modélisés en utilisant la «multivariate curve resolution» pour estimer 

le taux d'hémoglobine et de myoglobine dans les échantillons. La 

saturation de l'oxygène mesurée en utilisant le «multivariate curve 

resolution» a été comparées aux estimations de la saturation de l'oxygène 

au moyen d'une approche classique des moindres carrés. «Multivariate 

curve resolution» a estimée la saturation d'oxygène en myoglobine 

supérieure à la méthode classique des moindres carrés. 

Les simulations montrent également que les données spectrales 

couvrant la partie supérieure de la saturation en oxygène de 15% 

devraient permettre des estimations de la myoglobine saturation de 

l'oxygène en utilisant la courbe de résolution multivariée. La algorithme 

«multivariate curve resolution» a été testé avec des spectres de cœurs 

Cochon d'Inde perfusés avec du sang, et a montré une amélioration de 

100% par rapport à la précision de la méthode classique des moindres 

carrés. 

Les quatre méthodes développées dans cette thèse ont montré 

l'amélioration de quantification avec la spectroscopie de réflectance 
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diffuse. L'appareil à «temps de vol de photon» et l'algorithme génétique 

sont notamment applicables aux mesures poindre, pour le développement 

de simples appareils portatif pour diagnostiques médicaux. Les méthodes 

d'imagerie de la lumière annulaire et la «multivariate curve resolution» ont 

recours à l'imagerie spectrale pour la cartographie des propriétés 

chimiques à travers d'une surface. D'autres demandes et des suggestions 

pour les travaux futurs sont présentées dans le chapitre consacré aux 

conclusions. 
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Chapter 1. Research Objectives and Overview 

Spectroscopy is used for the analysis of many materials because it 

is rapid, precise, and non-destructive. Applications of quantitative optical 

spectroscopy are typically limited by the assumption that the sample 

should not scatter light. In practice, many analytes of interest scatter light. 

In this thesis several practical methods for improving quantification in 

scattering media are demonstrated. The methods discussed here have 

potential for use in many applications including medical diagnostics, 

industrial analysis and basic scientific research. 

Quantitative spectroscopy in turbid media is currently limited in 

three main areas: mathematical processing models, instrumentation and 

sample complexity. In non-invasive medical applications, sample 

complexity cannot be reduced. Instead, improvements can be made in 

processing models and instrumentation. Medical applications using optical 

spectroscopy are limited by the concentration and optical response of both 

the components of interest, and of the many other components 

contributing to the background. In the high concentration range are water, 

proteins, and lipids. Hemoglobin and myoglobin are present at 

approximately one-tenth the concentration. Many additional components 

are present in lower concentrations, including lactate, glucose, 
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cytochromes, and other metabolic species. Using the best current 

methodology these species can be detected in vivo, however the detection 

limits, quantification accuracy, and robustness of the methods are not yet 

sufficient for most commercial clinical applications. 

Quantification problems necessitate many different approaches for 

overcoming methodological limitations in turbid material spectroscopy. 

Four such methods were examined in this thesis to improve the accuracy 

of quantification in turbid media. These methods included two data 

processing and two instrumentation approaches. The approaches 

demonstrated in this work are complementary. They can be used in 

combination to effect greater improvements in quantification accuracy than 

any method alone, to reduce detection limits and increase quantification 

accuracy. The ultimate goal is to allow practical clinical measurements of 

biochemical components which can currently only be quantified in 

laboratory settings. Through the reduction of detection limits, chemical 

constituents which can currently only be quantified in vitro using invasive 

methods should become viable targets for in vivo laboratory studies. 

Additional benefits of these methodological improvements abound. 

Current studies using human or animal models often require that 

specimens be sacrificed for collection at many time-points. Non-invasive 
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and non-destructive analytical methods (such as those developed in this 

work) do not require sample collection such as tissue biopsy or animal 

sacrifice at each study time-point. Additionally, improvements in 

longitudinal biological studies should arise because temporal variations in 

an individual should not suffer from the baseline variability expected 

between individuals who are inherently imperfectly matched. 

1.1 Research Objectives  

The goal of this research was to investigate and develop methods 

for improving quantitative spectroscopy in light scattering media, with 

particular applications for improving quantitative visible and near-infrared 

spectroscopy of biological tissue. Most materials encountered in daily life 

scatter light, and can be described as light scattering or turbid media. 

Common examples of turbid media include milk and orange juice, paper 

and chalk, and biological tissues such as skin. Near-infrared light 

penetrates more deeply into turbid media than visible light, because 

optical scattering decreases with increasing wavelength. Spectral 

absorption by water is lower in the near-infrared region than at longer 

wavelengths. Optical sampling depth increases with wavelength, leading 

to increased absorption by chromophores of interest because of increased 

sampling pathlength. However, chromophores tend to have broad and 
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overlapping absorption features in the visible and near-infrared. With 

applications ranging from microscope imaging to planetary observation, 

improvements in optical measurements of chemical concentrations in light 

scattering media (also called turbid media) represent important scientific 

advancements. 

1.2 Project Overview and Thesis Layout 

Biomedical spectroscopy is a burgeoning field with current clinical 

usage in pulse-oximetry, and research into other clinical uses including 

non-invasive monitoring of water content, lipids, melanin, myoglobin, 

glucose and lactate. The use of biomedical spectroscopy is limited by 

three main problems: limits with the mathematical methods used for 

processing data, limits with the instrumentation used to record the spectra 

and the massive complexity of biological samples which are in constant 

flux and contain an enormous number of different chemical components. 

While nothing can be done to simplify intact biological samples, improved 

data processing techniques and instrumentation can help overcome the 

factors limiting the use of biomedical spectroscopy. Using novel 

instrumentation and data processing methods allows improvements in the 

accuracy of component measurements, and also simultaneously lowers 
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detection limits to allow biochemical species of lower concentrations to be 

detected. 

This thesis begins in chapter 2 with a background introduction to 

near-infrared (NIR) spectroscopy, tissue optics, instrumentation and data 

processing. The introduction is written with the expectation that the reader 

has a cursory understanding of visible transmission spectroscopy. Specific 

methods for improving quantitative spectroscopic measurements in turbid 

media are described in chapters 3 through 6. Finally, conclusions of the 

present research are summarized in chapter 7, and directions for future 

research are suggested. 

In this research, two general approaches were examined for 

improving spectroscopic quantification in scattering media. The first 

approach was to develop practical instruments capable of measuring the 

scattering coefficient, because measured scattering coefficients can be 

used to improve spectroscopic quantification.1 The second approach was 

to develop data processing methods for improving constituent 

quantification from spectra without knowledge of scattering. 

In the first approach, two instruments were developed to measure 

scattering coefficients. To date, analytical instruments for measuring 

scattering have been complex and impractical for field measurements. In 
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Chapter 3 we test the hypothesis that a simplified photon time-of-flight 

instrument can measure and correct for scattering.  A hand-held photon 

time-of-flight instrument was developed for rapid measurement of the 

scattering coefficient concurrently with collection of NIR absorption 

spectra, providing a point-measure of the optical properties. This 

instrument was tested using Intralipid tissue phantoms of known optical 

scattering and absorption levels. Near infrared reflectance spectra were 

corrected using scattering coefficients measured with the pulsed laser 

system. 

Point-spectra are very useful when the sample is homogeneous or 

only a small region is of interest. Many samples are heterogeneous and 

require spectral imaging over a wider area to understand the chemical 

composition. The hypothesis tested in chapter 4 was that a simple imaging 

system could measure scattering from the reflectance of an annular laser 

beam. Advantages of this system include the potential for rapid non-

contact mapping of scattering coefficient without translating the optical 

probe over the surface. Measured maps of scattering coefficient could 

then be used to correct for scattering in spectral images for mapping 

analyte concentration. 
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In the second approach for improving spectroscopic quantification 

in scattering media, two data processing methods were developed for 

constituent quantification from spectra without knowledge of scattering. In 

chapter 5 a new method was developed for incorporating generic 

parsimony into genetic algorithms in selecting data processing models. 

Data processing models for evaluating spectra from biomedical and 

agricultural samples were developed without user intervention, using 

different parsimony functions. The optimal scientific approach to 

developing data processing models uses knowledge of the system. 

However, systems under study are often not completely understood. 

Expert-knowledge based systems can suffer from unintentional biases due 

to incomplete understanding of the system. Automated model 

development can optimize for quantification in the presence of impurities 

and ensure that models are not unintentionally biased by experimenters. 

Genetic algorithms tend to select complex models. Parsimony functions 

are used to bias the genetic algorithm to select simple models over 

complex ones. Generic parsimony functions investigated in chapter 5 are 

shown to improve quantification using the selected data processing 

models. 
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An alternate data processing approach is to determine the 

underlying components in a mixture directly from the recorded spectra. In 

light scattering systems pure component spectra are modified by 

scattering. Component spectra can be estimated from a series of 

measured spectra using multivariate curve resolution. In chapter 6 we test 

the hypothesis that multivariate curve resolution algorithms adaptively 

model for scattering in spectra and improve quantification of myoglobin 

oxygen saturation without requiring measured endpoint spectra. 

The approaches developed in the course of this dissertation are 

shown to reduce quantification errors by up to 50%. Reductions of 

quantification error lead to improved detection limits. Additionally, the 

simplified instrumentation used is amenable to practical clinical 

applications. To conclude the thesis, in chapter 7 we outline the 

improvements made to current technologies and provide suggestions for 

future research. 

Supplemental materials relating to the thesis including source code 

for computer programs, circuit diagrams and board layouts, a publication 

reprint, and outlines of some mathematical concepts are also given as 

appendices. One additional side project explored in this thesis was a 

method for preliminary exploration and representation of multi-way (n-



 

 36 

dimensional) data sets. A reprint of the n-way data exploration work is 

included in Appendix E. This manuscript is not included in the main 

section of the thesis since it is tangential. 
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Chapter 2. 

Introduction to Spectroscopy in Turbid Media 

As a background for tissue spectroscopy, an understanding of 

several subjects is required. This chapter outlines the basic principles of 

spectroscopy in turbid media and describes the terminology used 

throughout the thesis. To begin with a brief overview of light scattering, 

optical diffusion theory and Monte-Carlo simulations are described. These 

theories are used to estimate how light travels through scattering media. 

Next, to link the theory and practice, instruments used for measuring the 

optical properties (scattering and absorption) are presented. Various data 

processing methods are used to quantify component concentration from 

optical measurements, depending on the type of information recorded. 

Following the instrumentation section, recently published data processing 

methods are reviewed. Finally, tissue optical properties and the 

quantification of spectroscopically active biomarkers are presented. 

Light Scattering 

Matter can absorb, scatter, and diffract light. Spectroscopy is a 

subset of analytical chemistry in which the interactions of light with matter 

are examined to better understand matter. Spectroscopy is a powerful 
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analytical tool because it can be used for both qualitative and quantitative 

analysis in a wide variety of chemical or biological analytes. The non-

destructive nature of spectroscopy is appealing for in situ analysis of 

human tissue. Ideal samples such as translucent solids, liquids or gases 

with known dimensions can be quantified using absorption spectroscopy. 

Transmission spectroscopy is widely used for non-destructive quantitative 

analysis of many chemical species. Ideal samples are quantified based on 

the transmission of light using the Beer-Lambert relationship,2, 3 
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Where A is the absorbance measured as the logarithmic ratio of the 

intensity of the light source (I0) to the intensity of the light having passed 

through the sample of interest (I). Analyte concentration (c) is determined 

according to the combination of the molar absorptivity (ε) and path length 

(L). Although widely used for simple analytes, application of the Beer-

Lambert relationship is subject to several constraints. Constraints for use 

of the Beer-Lambert relationship include: the assumption of 

monochromatic illumination, absorbing species concentrations should be 

dilute, and scattering should be negligible so that the path length is well 

defined. This is not the case in most tissue spectroscopy. 
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Light absorption, scattering and diffraction are often observed in 

complex materials, such as biological tissue. Scattering is significant in 

many samples. As a result, estimation of analyte concentration in complex 

materials using the Beer-Lambert relationship is inaccurate.  

2.1 Overview and Theory of Light Scattering 

In turbid media, such as biological tissue, the pathlength that light 

travels is greater than the measured linear distance between the source 

and detector. Light scattering is depicted in Figure 2.1, where scattering 

and absorption determine the observed transmission and reflection of 
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Figure 2.1: Light transport in scattering media. While some photons are 

transmitted through turbid media without scattering, most will be diffusely 

reflected (or diffusely transmitted), or absorbed by the medium. 
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light. In tissue, light is scattered strongly by small particles, 

macromolecules, tissue morphology, and boundaries with mismatched 

refractive indices.4 When the light-scattering particle is much smaller than 

the wavelength (λ) of light, the scattering is best described by Rayleigh 

scattering theory in which the scattering is nearly isotropic and decreases 

as a function of λ-4. When the scattering particle is larger than λ, the 

scattering is better described by Mie theory where the scattering is 

anisotropic and generally forward directed. 

Three fundamental optical properties are used to describe turbid 

media: the scattering coefficient (μs), asymmetry parameter (g), and 

absorption coefficient (μa). Absorption coefficients can be related to 

traditional molar absorptivity through 

 ,  (2.2) 

where ε is the molar absorptivity, c is the concentration of the absorber, L 

is the pathlength, and A is the measured absorption. The absorption 

coefficient combines the molar absorptivity and concentration terms, 

having dimensions of inverse millimetres (mm-1) or centimetres (cm-1). 

Absorption coefficients are a measure of absorption events per unit 

distance. Corresponding to the absorption coefficient, the scattering 
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coefficient is the average number of scattering events per unit distance. 

Optical scattering and absorption coefficients can also be theoretically 

derived from the number density (concentration) and the molecular 

scattering cross sectional areas which are in turn determined from 

molecular volumes and scattering efficiency.5-7 The asymmetry parameter, 

g, is used to describe the average scattering direction.8 Also known as the 

anisotropy, g is calculated as the average cosine of the scattering angle. 

The amount of scattering with respect to the scattering angle can be 

plotted as a scattering diagram, also known as a phase function. The 

anisotropy varies from -1 to +1, for preferentially forward-directed 

scattering g > 0, for anisotropic scattering g = 0 (equal in all directions), 

and for preferentially backward-directed scattering g < 1. Scattering 

coefficients and anisotropy can be combined into the reduced scattering 

coefficient (μs'), based on the principle of similarity.9  

  ss g  1'      (2.3) 

Reduced scattering coefficients are used because similar fluence 

distributions may be observed between systems with different optical 

properties, provided that particular anisotropic conditions are satisfied. 

This is illustrated in Figure 2.2. Highly forward directed scattering 

decreases the effective scattering coefficient because the average 

scattering event does not change the direction of propagation as greatly 
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as for isotropic scattering. Scattering depends on wavelength. Scattering 

coefficients in tissue generally decrease with increasing wavelength, 

approximately linearly over short wavelength ranges.10 Light scattering is 

predominantly modeled using either the diffusion equation or Monte Carlo 

simulations (Monte Carlo simulations are discussed in appendix G). 

2.1.1 Radiative Transport Equation and the Diffusion Approximation 

Boltzmann's radiative transport equation described the motion of a 

system of particles in space.11 The radiative transport equation (r.t.e.) is12 

 Low Scattering, Isotropic High Scattering, Forward DirectedLow Scattering, Isotropic High Scattering, Forward Directed

 

Figure 2.2: Principle of similarity: At left is a medium with anisotropic 

scattering and a low scattering coefficient. At right is a medium with 

forward directed scattering and a high scattering coefficient. Similar 

reflectance and transmittance may be observed for media with different 

optical properties. Reduced scattering coefficients can be used to correct 

scattering coefficients for anisotropy. 
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where L(r,s) is the radiance at r travelling in the unit vector of direction s, 

and ρ(s,s') is the phase function (angular scattering profile). This states 

that changes in light intensity in a direction s are attributed to: 1) the light 

taken away from the incident beam by scattering and absorption, and 2) 

the light added to the beam from scattering of light into the direction s. 

Though difficult to do, various equations have been derived from the r.t.e. 

using different phase functions, source-detector geometries, boundary 

conditions and approximations.13-20 

The diffusion approximation to the r.t.e. is often used, which 

assumes a semi-infinite sample medium where the reduced scattering 

coefficient is much greater than the absorption coefficient, and the source-

detector spacing is at least several mean-free-paths. One transport 

scattering mean free path can be calculated as mfp' = [(1-g)μs]-1, and is the 

effective distance between scattering events. Succinct derivations of the 

diffusion approximation have been published.6, 20-24 Most importantly, for 

the approximation to the diffusion equation uses a truncated Taylor series 

expansion in order to solve the radiative transport equation. In general the 

expansion of the scattering function is truncated to two terms (see Yoon21, 

Appendix II). A first term describes the radial scattering and a second term 
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describes the forward peaked scattering. Because expansion terms have 

been truncated, quantification errors of up to 10% are observed when 

comparing theory to measurements.25  

The diffusion equation models the transfer of light in both time and 

space, though particular solutions have been derived for steady-state 

(time-integrated) and time-dependent (spatially-integrated) solutions. 

These models of photon transport are most relevant to experimental 

observations, because most methods allow the measurement of intensity 

with respect to either time or position (but usually not both). In this thesis 

both the time-dependent and steady-state approaches were examined. 

Corresponding equations from diffusion theory are included here for 

reference. Equations 2.5 & 2.6 show two approximations of the diffusion 

equation, which have been solved for the time-independent case26 
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and the time-dependent case25 
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The time-dependent equation was derived assuming a matched boundary.  

2.2 Instrumentation for Measuring Scattering 

From diffusion theory, several approaches can be taken towards 

measuring scattering. Experimental methods are loosely classified into 

two categories, steady-state methods or time-dependent methods (which 

are either time-resolved or frequency-resolved).12, 24, 27, 28 

2.2.1 Steady-State Instruments 

Steady-state methods for measuring scattering include a wide 

variety of instruments, such as goniometers, integrating spheres, and 

spatial detectors. Goniometers measure the angular scattering intensity, 

or phase function. Integrating spheres measure the total light reflected or 

transmitted by the sample. Spatial detectors can measure transmission or 

reflectance intensities at multiple positions. Different source-detector 

spacings are sampled using fiber optics or imaging systems. From the 

spatial gradient patterns in the reflected or transmitted light the scattering 

coefficient can be estimated. 
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Steady-state imaging systems typically require less complex 

electronics than time-resolved instruments. Several methods have been 

reported that measure the reflectance of laser beams directed onto the 

surface of turbid media. Point detectors (fiber optics) at multiple source-

detector spacings have been used to be sensitive to variations of μa and 

μ’s.29 Fiber optic detectors have been reported with radial,30 linear,31, 32 

and concentric circle33 arrangements of the detection fiber optics. In 

addition to point detection methods, imaging methods have been 

demonstrated for estimation of μa and μ’s.34-38 Anisotropy has been 

measured by imaging laser beams at a non-normal angle.38 Several 

theories and models for quantification of optical properties from steady-

state reflectance have also been investigated.18, 26, 39, 40 
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2.2.2 Time-Resolved Instruments 

Time-resolved methods, also called photon time-of-flight methods, 

take advantage of the finite time taken by a photon to travel through 

matter. Path length can be estimated from the time-of-flight profile.41 Light 

travels approximately 3·108 m/s in a vacuum. In biological tissue light 

travels at approximately 2.1·108 m/s, or 21 cm/ns (assuming a refractive 

index of 1.4). By measuring the time required for photons to move from 

the source to the detector, the total optical pathlength can be measured. In 

practice, rapid laser pulses are measured rather than single photons and a 

pathlength distribution is obtained. This is because unlike in geometric 
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Figure 2.3: Example of a bench scale photon time-of-flight instrument. 

Components are: Ti-Sapphire Laser, titanium-sapphire laser; BS, beam 

splitter; PD, photodiode; MCP-PMT, microchannel plate photomultiplier 

tube; TAC, time-to-amplitude converter; A/D, analog to digital converter; 

PC, personal computer. 
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optics, photons do not follow a single predictable path, but rather follow a 

distribution of paths. 

Laser pulses are delayed in time and broadened by scattering 

because individual photons travel through a distribution of optical paths. 

An example of a bench-scale photon time-of-flight instrument is presented 

in Figure 2.3. In this example, a Titanium-sapphire laser is used to 

generate a brief pulse of light. The pulse is then split by a beam splitter, 

with one half starting a clock (TAC), and the other half illuminating the 

sample. A single photon microchannel plate photomultiplier tube 

(MCP-PMT) detector stops the clock as the first photon exits the sample. 

By repeatedly recording the time required for the first photon to escape the 

sample, the distribution of residence times is measured. Time-of-flight 

profiles have been used to evaluate diffusion theory and Monte Carlo 

models.25 Monte Carlo models are described in Appendix G. Time-domain 

systems have traditionally been non-portable and costly, preventing the 

routine use of these instruments.42 

Applications of time-domain systems vary widely, and include such 

diverse topics as ultra-fast optics,43 nonlinear optics,44 continuum-pulse 

generation,44 frequency resolved systems,45, 46 as well as the spatial, 

confocal and coherent interference systems used for tomographic 
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reconstruction.47 Many additional non-chemical applications of time-

domain optical methods are widely used, such as laser range-finding and 

mapping (eg. LIDAR).48 

Ultra-fast optical laser pulses with very high peak powers generate 

nonlinear optical effects in condensed matter.44 Nonlinear optical 

interactions of light with matter can lead to spectral broadening due to a 

variety of optical phenomena, such as group velocity dispersion and multi-

photon ionization.44 A common use of nonlinear optics is for generation of 

white light "continuum" optical pulses (light with continuous wavelength 

distributions generated from a high intensity single-wavelength source).44 

Traditionally, nonlinear optical broadening required a very high optical 

power delivered over a short duration to cause broadening effects in 

condensed matter (typically liquids or glasses). Novel optical fiber 

structures have recently renewed interest in continuum light generation, 

because these structures provide stable nonlinear optical cavities. 

Applications of white-light continuum pulses have included time-resolved 

spectroscopy in turbid media and broadband optical coherence 

tomography for tissue characterization.44, 49-58 

Frequency-resolved systems are similar to time-domain systems, 

with the difference that frequency-resolved instruments use greater 
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repetition frequencies and the modulation intensities typically span a 

smaller contrast range than time-resolved systems. The phase shift and 

amplitude response of a turbid medium are measured.45, 46, 59-61 Phase 

shift, modulation depth, and the integrated intensity of the optical wave are 

then used to estimate optical properties.46, 61-63 Frequency domain 

instruments modulate intensity at megahertz frequencies, and so source 

and detector requirements have similar temporal requirements as time-of-

flight instruments. Advantages of frequency domain instruments include 

simplifications in electronics because the required sinusoidal waveforms 

can be easily generated, and because the high duty cycle leads to rapid 

signal acquisition.46, 64 Frequency domain measurements have typically 

been used to acquire scattering and absorption coefficients at multiple 

wavelengths in series, typically at a single location.63 Several studies have 

also used frequency-domain measurements at multiple positions to 

reconstruct tomographic models of tissue.45, 47, 64 

In addition to simple point measurements of temporal or frequency 

domain spectra, spatially variant measurements have been used to 

reconstruct one, two and three dimensional maps of chemical 

composition. One example of optical tomography is the use of multiple 

projections of spectra to reconstruct a three dimensional model of the 
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specimen.65 In turbid media, spatial reconstruction is complicated by 

scattering. Multiple scattering is difficult to accurately model because real 

systems are strongly heterogeneous, requiring complex simulations of 

tissue and large numbers of simulated photons to develop accurate 

predictions. Methods exist to negate scattering by temporally selecting 

photons with known transit times or spatially selecting photons scattered 

at a particular location in the sample using confocal optical geometries.66 

Time-domain spectroscopy typically takes advantage of ballistic or snake 

photons, which pass through a scattering sample without undergoing 

scattering or undergoing only a small number of scattering events. These 

photons experience minimal deviations in the optical path and so should 

follow Beer's law for quantification of analyte. Ballistic photons can be 

observed in transmission scattering experiments, and have been reported 

in highly scattering tissue phantoms composed of discrete scatterers. In 

tissue, rough boundaries with refractive index differences prevent any 

strictly ballistic photons from transiting tissue, though photons with short 

transit times (snake photons, with forward directed zig-zag paths) may still 

be observed.43 Temporal gating has been used to differentiate between 

the early-arriving photons and the late-arriving diffusely scattered light.43 

Using finite element modeling, multiple time-domain spectra can be 
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combined to reconstruct one-, two-, or three-dimensional models of 

scattering media (with several examples concerned with imaging breast 

tissue for detection of cancers).67-70 

Interference patterns of coherent light can also be used to 

discriminate between the light exiting a turbid medium, in order to select 

the light escaping from the medium with a particular temporal delay.71-76 

By appropriately positioning the reference beam the depth is selected. 

Optical Coherence Tomography (OCT) can be used with a single-

wavelength, and also been used with broadband continuum white-light 

pulses to map tissue.74 The primary advantage of OCT is the extremely 

fine depth resolution. One limitation of OCT is the sampling depth, which 

is limited by the exponential decrease of signal intensity with depth and 

scattering level. Typical sampling depths in tissue are in the hundreds of 

micrometres, while some studies have reported measurements at up to 

millimetre depths using infrared light. Confocal Spectroscopy/Microscopy 

use optical geometries to block scattered photons from being detected.57 

This method has advantages and disadvantages similar to those of OCT, 

while using spatial rather than temporal means for isolating non-scattering 

photons. Diffuse Optical Tomography (DOT) uses spectra recorded at 

various spatial locations or temporal delays to reconstruct the sample, 
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typically without rejecting the signal from diffusely scattered light.65, 77 The 

primary advantage is the dramatic increase in optical signal and 

simplification of the instrumentation, while the signal processing is more 

complex and the spatial resolution is very coarse. 

Temporal and frequency domain methods along with their 

tomographic variants have been used in a variety of medical applications. 

In biological applications the optical power becomes a limiting factor, 

because high pulse power with short duration pulses can cause damage 

in tissue.78 Pulse power must be carefully selected to avoid tissue damage 

while maximizing signal intensity. A multitude of temporal and frequency 

domain methods for analysis of biological tissues for medical applications 

have been explored.63, 70, 79-83 

2.3 Data Processing for Quantitative Spectroscopy in Scattering Media 

Many software approaches have been developed for processing 

spectral data of scattering samples. Data processing approaches are 

varied and roughly correlate to the type of available data. There are three 

main types of available data. Quantification of scattering media is based 

on data from (1) spectra, (2) optical properties measurements, or (3) a 

combination of spectra and optical properties measurements. The first 

category of data analysis is when quantification is based only from spectra 
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or images; the second category of data sets is from only from measured 

optical coefficients. The third category is when both spectral and 

scattering information are used to quantify constituents. A variety of 

processing methods have been used for each type of data. This section 

reviews recently reported data processing methods for quantification of 

components in scattering media. Relevant studies from the past decade 

have been included to illustrate the various methods. 

2.3.1 Quantification from Measured Spectra 

The first category, where only spectral information was used for 

component quantification, involves the majority of reported methods. Near 

infrared optical quantification via measured reflectance spectra without 

additional measured scattering information is a simple approach amenable 

toward clinical applications. Routine tissue analysis by diffuse reflectance 

NIR spectroscopy is feasible given the availability of high-quality 

instruments. Scattering measurements are typically not made because of 

the technological difficulties, but the effects of scattering must be 

addressed for accurate quantification. This section is further organized 

according the techniques used to record the data. Data processing for 

measurements using only a few wavelengths are first discussed, followed 

by a description of methods using NIR spectra with measurements at 
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hundreds of wavelengths. Full spectra are processed with either explicit or 

implicit scatter-correction. 

2.3.1.1 Ratiometric Probes and Simple Imaging 

The least complex instruments used are probes measuring the 

reflectance at several discrete wavelengths. Some examples of this are 

probes calculating the reflectance intensity ratio at two wavelengths to 

estimate oxygen saturation in tissue.84-86 Instead of measuring several 

discrete wavelengths at a single point, colour imaging with red-green-blue 

(RGB) cameras can be used to perform similar imaging measurements. 

Digital RGB cameras have been used to estimate tissue oxygenation, 

again using the intensity ratios of different colours to estimate oxygen 

saturation.87, 88 Processing steps for these methods generally consist of a 

background subtraction and a scaled ratio of intensities at different 

wavelengths.89 Fixed-wavelength devices have the advantage of being 

inexpensive and rugged. Potential disadvantages include a lack of 

quantification specificity. 
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2.3.1.2 Processing Full Spectra without Measured Scattering 

 The most common approach to optical quantification in scattering 

media uses reflectance spectra measured at a single source-detector 

separation. Despite the many quantification studies using only spectral 

information, there is no consensus on the optimal processing method.90 

Spectral processing methods can be split into two main groups, those 

using explicit scatter-correction, and those using implicit scatter-

correction.91 

Explicit scatter correction methods include various techniques such 

as dividing by a constant value, taking second derivatives, or fitting the 

spectra to account for scattering. An example of the first method uses 

cuvette-based calibrations with a linear-least squares estimation routine to 

estimate component concentration from spectra scaled by a constant 

factor of the source-detector separation.92 Spectral derivatives or discrete 

differences93 are often calculated as a data pre-processing step because 

the wavelength-dependence of scattering is approximately linear (over 

short wavelength ranges) and scatter-dependence should be eliminated in 

the derivative spectrum.94 Subsequent techniques for processing 

derivative data typically use in vitro calibration methods along with inverse 

least squares or partial least squares.95-97 These methods use calibrations 
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determined in vitro to estimate properties of the ex vivo or in vivo tissue, 

using derivative pre-processing to reduce the effects of scattering. Other 

methods used to classifying disease states from derivative pre-processed 

spectra include partial-least-squares logistic-regressions and hierarchal 

clustering.98, 99 Other extrinsic methods estimate and correct for scattering 

directly from the spectrum. Spectral absorption features of water100 and 

ratiometric methods based on isosbestic points90 in the recorded spectra 

have been used to derive correction measures. However, even for in vitro 

tests, isosbestic spectral points are not always consistent, and this is 

aggravated by the complicated nature of tissue. Kubelka-Munk theory, 

diffusion theory and multiplicative scatter correction are also used to 

correct for scatter prior to least squares or partial least squares 

estimations.91, 101 Kubelka-Munk theory describes a sample as a 

discontinuous set of homogeneous plane-parallel layers. Representative 

layer theory was developed more recently and is used to describe a 

sample as a continuous set of heteogeneous plane-parallel layers.102 

 Implicit scatter-correction methods model the spectral data to 

compensate for scattering rather than explicitly treating scattering. Implicit 

methods include multivariate curve resolution, principal component 

analysis,103 and genetic algorithms.104-106 
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2.3.2 Quantification from Optical Properties Measurements 

 The second category of data processing methods uses time-

domain, spatial-domain, or frequency-domain measurements of samples 

to estimate the optical properties and the component concentrations. Full 

spectra are not recorded. Because these measurements usually cover 

only a few discrete wavelengths, quantification methods are limited to 

ratios and parametric equations of the various wavelengths recorded. 

Some examples include: spatially-resolved measurements at 674, 849 

and 956 nm;107 time-domain measurements at 780 and 830 nm for 

estimating hemoglobin oxygen saturation;108 and frequency-domain 

measurements at 674, 811, 849, and 956 nm for estimating hemoglobin, 

oxyhemoglobin, and water content of cervical tissue.109 This differs from 

the spectral-only processing methods because measured absorption 

coefficients are used to estimate the component concentrations. This 

difference is important because absorption coefficients are scatter-

independent, while measured reflectance as used by spectra-only 

methods is scatter-dependant. Discrete-wavelength results can also be 

analyzed with finite-element analysis to map spatial properties of the 

tissue to subsurface locations. One such example uses a six-wavelength 

frequency-domain system to measure absorption and scattering 
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coefficients, which are then used in finite element analysis for volumetric 

mapping of lesions in breasts.47  

2.3.3 Quantification from Spectra and Optical Properties Measurements 

 The third group of processing methods use simultaneously 

recorded spectra and scattering measurements to quantify tissue 

components. Although these methods provide the most complete 

information for tissue quantification, widespread use of this approach is 

prohibited by the cost and complexity of the instrumentation. While 

temporal, spatial, and frequency domain measurements have all been 

demonstrated for spectral correction, the majority of the reported 

applications have used spatial domain measurements. Correction 

methods either correct a single spectrum using measured scattering, or 

use multiple measured spectra to deduce the optical properties at each 

wavelength. 

2.3.3.1 Using One Recorded Spectrum and Diffusion Model Estimation 

 A single measured diffuse reflectance spectrum can be scatter-

corrected using a separately measured scattering coefficient. Examples 

include use of a frequency domain system110 and imaging system111 to 

measure the scattering coefficient at a few wavelengths, and subsequently 

correct the measured point spectrum. For the frequency domain system, 
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reduced scattering coefficients were estimated using a Levenberg-

Marquardt algorithm to fit the diffusion model to the recorded frequency 

domain information. From the scattering coefficients measured at six 

wavelengths, the scattering power relationship with wavelength was 

determined. The measured point spectrum was then scatter-corrected 

using the scattering power relationship and analyzed with a least-squares 

algorithm.110 For the spatial domain system, the radial reflectance 

intensities at three wavelengths were fit to Monte Carlo models to estimate 

the reduced scattering and absorption coefficients. Absorption coefficients 

are then used for Beers-law type linear quantifications. 

2.3.3.2 Using Many Recorded Spectra 

 Multi-spectral processing methods are most often used for multiple 

spectra recorded at different source-detector spacings, though full-

spectrum time-domain measurements have also been reported.31, 112 

Spatial methods estimate the scattering and absorption coefficients by 

fitting the intensities recorded at multiple distances to the diffusion 

equation.31, 113 Variations on this method can include taking second 

differences prior to fitting. Alternately, broadband time-domain 

measurements have been demonstrated to directly measure the optical 

properties at many wavelengths simultaneously.112 These approaches are 
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elegant and precise. Unfortunately the instrumentation required is complex 

and not currently practical for routine clinical measurements. 

2.4 Tissue Properties and Spectroscopically Active Bioanalytes 

Now that light scattering theory, instrumentation, and processing 

methods have been described, we turn to the crux of the issue: what are 

the optical properties of tissue and which bioanalytes can be examined? 

To begin with, a spectral range must be selected. Section 2.4.1 outlines 

the reasons for which the near-infrared spectral region is used for tissue 

spectroscopy. Next, some reported optical properties of tissue are listed. 

Finally, an overview of optically-active metabolic processes and 

bioanalytes of interest are presented. 
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2.4.1 Window for Spectroscopic Analysis of Tissue 

Several factors limit the wavelength range for non-invasive 

quantification of constituents in biological tissue: (i) the optical penetration 

must be sufficient to allow analyses, (ii) the required optical power must 

not damage the system under study, (iii) the analyte must interact with 

light and transform the optical signal, and finally (iv) the analyte signal 

must be sufficiently different from other signals present. With these 

 

Figure 2.4: The biological window for spectroscopic analysis of tissue 

spans 600 nm-1100 nm, as marked by dashed lines and highlighted by 

the shaded area. Copyright 2003 from Biomedical Photonics Handbook by 

Tuan Vo-Dinh. Reproduced by permission of Taylor & Francis LLC, a 

division of Informa plc. 
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constraints in mind, the best region of the electromagnetic spectrum is in 

the visible to near-infrared (600-1100 nm) region. As seen in Figure 2.4, 

the spectroscopic window between 600 and 1100 nm is where absorption 

of hemoglobin, melanin and water is at a minimum, thus enabling NIR 

measurements of bioanalytes such as hemoglobin, lactate, glucose, or 

bilirubin. Toward the near-infrared region of the window, light may 

penetrate several centimetres into tissue, and several bioanalytes have 

absorption features. Moreover, optical sources and detectors are well-

developed for this region. However, absorption features are broad and 

non-specific. Use of light in the near-infrared region allows non-invasive 

biomedical measures with lower cost and complexity than other spectral 

regions.114 As a result, the near-infrared spectral region is a practical 

spectral region for the development of simplified instrumentation. 

However, because of the broad absorption features in near-infrared 

spectra and interference by light scattering, the potential of in vivo near-

infrared spectroscopy for clinical purposes has not yet been fulfilled.115  
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2.4.2 Optical Properties of Tissues 

As previously discussed, near-infrared quantification of chemical 

constituents in tissue is complicated by light absorption or scattering in 

tissue. Optical properties of a variety of biological tissues have been 

reported.9, 10, 12, 32, 116, 117 Typical near-infrared optical properties for various 

tissues are listed in Table 2.1. Most techniques for measuring optical 

scattering properties require extensive preparation of the sample, which 

are difficult and may not be reproducible. More importantly, it is unclear if 

the optical properties of treated tissues (excised, sectioned, preserved) 

 

Table 2.1:  Measured optical properties of human tissue, adapted to mm-1 

from Cheong et al.12 
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accurately reflect the optical properties of tissue in vivo. 

2.4.3 Overview of Spectrally Active Respiratory Metabolic Processes 

Living tissues consume nutrients and oxygen to generate 
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Figure 2.5: A simplified diagram of aerobic and anaerobic respiration. 

Abbreviations are as follow: RBC, red blood cell; Hb, deoxyhemoglobin; 

HbO2, oxyhemoglobin; Mb, deoxymyoglobin; Mb O2, oxymyoglobin; Cyt. 

C, cytochrome c (oxidized state is +3, reduced state is +2); Cyt. Red., 

cytochrome reductase (Complex III); Cyt. Ox., cytochrome oxidase 

(Complex IV). 
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biochemical gradients across cellular membranes. Concentration 

gradients drive the flow of energy required for many respiratory processes 

in living organisms. A broad overview of the metabolic pathways for 

spectrally active oxygen binding proteins, glucose and lactate are shown 

in Figure 2.5. Proper function of metabolic processes can be examined by 

measuring oxygen partial pressure or nutrient concentrations. 

Interruptions to the respiratory system are a prominent cause of metabolic 

failure and subsequently cellular death. Ultimately, this is summarized by 

the saying: "if you don't breathe, you die." 

Some bioanalytes have spectral features and can serve as 

indicators of oxygen partial pressure. These bioanalytes can be used to 

determine the state of oxygen consumption, oxygen delivery, and also 

metabolic activity. Spectroscopically active indicators of oxygen partial 

pressure include: hemoglobin in blood, myoglobin in muscle tissue, and 

cytochromes in mitochondria. These proteins reversibly bind oxygen in 

proportion to the local oxygen partial pressure. As a result, the ratio of 

each oxygenated species to the total concentration of that species may 

function as a localized indicator of oxygen partial pressure. Significant 

oxygen pressure gradients exist in tissue because oxygen diffuses 

through blood, tissue and cellular membranes at different rates. The 
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integrated oxygen saturation of hemoglobin, myoglobin or cytochromes is 

proportional to the rate of oxygen consumption. 

Glucose and lactate concentrations can also be optically measured 

to gauge the efficiency of metabolic energy flow in tissue. As seen in 

Figure 2.5, transport of oxygen and production of simple carbohydrates 

are key functions in aerobic and anaerobic metabolism.118 Under 

anaerobic conditions, lactate is produced and builds in tissues during 

times of high energy demand. Glucose is converted to energy in the form 

of adenosine 5’-triphosphate (ATP) through the processes of glycolysis 

and the citric acid cycle. Oxygen supplied to cells is consumed in the 

conversion of glucose to energy. 

Determination of these metabolic indicators in vivo is instrumental 

in further understanding metabolic processes in both healthy and diseased 

tissue. Respiratory pathways have been studied extensively by NIR 

spectroscopy because spectra change rapidly in response to its local 

chemical environment. In particular, NIR spectra of myoglobin and 

hemoglobin are strongly responsive to oxygenation state. Rapid 

measurement of myoglobin or hemoglobin oxygenation has important 

clinical applications of maintaining proper oxygen levels during surgery 

and monitoring the patient for respiratory failure. 
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Hemoglobin and myoglobin are metalloproteins found in red blood 

cells and muscle tissue, respectively. The absolute concentration and 

relative oxygenation of these proteins can be used to measure the relative 

‘health’ of tissues during surgery or as a response to medical treatment. 

Both proteins function as an oxygen transport and storage network which 

enhances oxygen transport into tissue in comparison to simple 

diffusion.119  

Hemoglobin and myoglobin have iron-containing heme groups, 

which reversibly bind to oxygen. Heme strongly binds oxygen in an 

'end-on bent' geometry, and a distinctly modified NIR spectrum is 

observed as compared to oxygen-free heme. As seen in Figure 2.6, the 

NIR spectrum of deoxyhemoglobin is similar to the NIR spectrum of 

deoxymyoglobin.120 The myoglobin spectrum is red-shifted by 

approximately 3 nm with respect to the spectrum of hemoglobin. In the 

region from 450 to 960 nm, principal features of oxygen-free spectra are 

maxima at approximately 555, 755 and 910 nm. The corresponding 

primary feature of the oxy spectra is an incompletely resolved pair of 

maxima at 545 and 575 nm. 
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Figure 2.6: NIR spectra of hemoglobin, myoglobin, cytochrome c, and 

cytochrome oxidase. Species are abbreviated as: dHb, deoxyhemoglobin; 

oHb, oxyhemoglobin; dMb, deoxymyoglobin; oMb, oxymyoglobin; metMb, 

metmyoglobin; rCytC, reduced cytochrome c; oCytC, oxidized cytochrome 

c; rCytOx, reduced cytochrome oxidase; oCytOx, oxidized cytochrome 

oxidase. 
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Oxygen partial pressure in tissue can be measured using NIR 

spectroscopy because the NIR spectra of hemoglobin and myoglobin are 

modified with oxygenation, and a ratio of oxygenated protein to total 

protein can be measured. Spectra of cytochrome oxidase and cytochrome 

c are also shown in Figure 2.6. Cytochrome c is a protein with a heme 

group at the center, which is bound to a methionine on one face and 

histidine on the other, which transports electrons in respiration. Spectral 

features of the cytochromes overlap with spectral features of hemoglobin 

and myoglobin, and these may interfere with hemoglobin and myoglobin 

oxygen saturation measurements. Other hemoglobin and myoglobin forms 

are also present in the body, such as carboxyhemoglobin and 

metmyoglobin, and may further complicate analysis of NIR spectra.121, 122 

In the ideal case, all spectroscopically active components would be taken 

into account to better compensate for these optical interferences. In 

practice, often only the concentrations of the most spectroscopically active 

species are estimated. 

2.4.4 Hemoglobin Oxygen Saturation Measurement 

Spectroscopic determination of hemoglobin oxygen saturation is an 

active area of research.121, 123-126 Photoplethysmography is the use of 

optical absorption to measure the cardiovascular pulse wave and 
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hemoglobin oxygen saturation. In simple implementations, an intensity 

ratio of the oxyhemoglobin signal is compared to signal at an isosbestic 

point combining hemoglobin and oxyhemoglobin at a second wavelength. 

Oxygen saturation in the blood is typically measured from signal ratios, as 

described in section 2.3.1.1 above. 

Improved reliability and imaging modalities are active research 

areas in photoplethysmography.87, 127 Pulse-oximetry, another application 

of optical absorption, was invented early in the twentieth century, and is 

used to measure blood oxygen saturation.128, 129 Pulse-oximetry is the 

most widely-used commercial application of non-invasive NIR biomedical 

spectroscopy. Pulse-oximetry measures differences in spectra at the 

maximum and the minimum pulsatile volumes. The pulsatile variation is 

observed in tissue by rapidly measuring the intensities of two wavelengths 

(usually 660 and 940 nm) corresponding to deoxy- and oxy-hemoglobin. 

As the heart beats, blood pulses through tissue capillaries and can be 

seen as a waveform in the intensities. The DC signal from the tissue 

background and non-pulsatile blood components is subtracted by taking 

the difference between the maximum and minimum values in the AC 

waveform. This process allows for experimental differentiation between 

the pulsatile component of blood and the non-pulsatile components of 
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blood and other tissues.130 The remaining AC signal is attributed to 

hemoglobin absorption, and hemoglobin oxygen saturation is calculated 

as the ratio of the two wavelengths. A clear presentation of pulse oximetry 

is given in "Design of Pulse Oximeters."131 Oxygen saturation is calculated 

as the fraction of a species bound to oxygen, and so hemoglobin oxygen 

saturation is calculated as 
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where [Hb] is the concentration of hemoglobin, [Hb·O2] is the 

concentration of oxyhemoglobin, and S is the unitless percent oxygen 

saturation of hemoglobin. Myoglobin oxygen saturation can be calculated 

by substituting myoglobin for hemoglobin in the Equation 2.7. Myoglobin 

concentration does not vary with the heartbeat because it is normally 

located entirely in muscle tissue. While both pulse-oximetry and 

photoplethysmography estimate hemoglobin oxygen saturation, neither 

method measures absolute hemoglobin concentrations.132 Absolute 

hemoglobin concentration is about 50 μM in aerobic skeletal muscle, and 

because hemoglobin contains four heme subunits, the heme 

concentration should be about 200 μM.120  Capillary density in cardiac 

muscle is higher than in skeletal muscle, and the heme concentration 

should also be higher. 120 Myoglobin concentration in skeletal muscle 
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should be about 250 μM.120 In muscle, hemoglobin heme and myoglobin 

heme should be present in nearly equal proportions. Saturation is typically 

measured as a difference in saturation compared to an arbitrary starting 

point. Single-point measures of hemoglobin oxygen saturation can be 

improved by taking into account light scattering, the presence of 

myoglobin and cytochromes, and spatial localization of the signal 

sources.127 The accuracy of hemoglobin oxygen saturation measurements 

can also change with absolute concentration.63 A better understanding of 

tissue dynamics can be realized by mapping the saturation values to 

either the surface of the skin or to the subsurface tissue volume.87, 133 

Estimations can be can be further improved by measuring entire spectral 

profiles and using more complex data analysis techniques instead of 

measuring saturation from only a few discrete wavelengths.  

2.4.5 Myoglobin Oxygen Saturation Measurement 

NIR spectroscopy has potential to assess oxygenation of myoglobin 

in cardiac tissue during surgery, prior to tissue necrosis. However, 

isolation of spectral features in tissue that can be solely attributed to 

myoglobin is difficult because of both light scattering and because spectral 

properties of myoglobin and hemoglobin share similar spectral absorption 

features. 
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Nuclear magnetic resonance spectroscopy (NMR) can be used to 

measure the 1H deoxymyoglobin signal independently from the 

hemoglobin signal, and several groups have used magnetic resonance 

imaging (MRI) to study myoglobin oxygen saturation in working muscle.134 

There are many situations where MRI instrumentation is impractical 

because of the strong ambient magnetic field and constrained working 

area, for example inside of a surgical suite. 

Most optical studies of myoglobin oxygen saturation in biological 

tissue have experimentally removed hemoglobin prior to measuring the 

spectra by perfusing the tissue with hemoglobin-free buffer solutions. 

Elimination of hemoglobin is not feasible when examining tissue in vivo. 

Instead, data reduction techniques can be applied to NIR spectra and 

estimation of myoglobin oxygen saturation can be obtained.97, 135, 136 To 

apply these partial least squares data processing techniques the optical 

properties of the in vitro calibration model must sufficiently represent the 

optical properties of the working system. Classical least squares (CLS) 

can also be used to estimate myoglobin oxygen saturation. Classical least 

squares regressions require the measurement of the 0% and 100% 

saturation endpoints. 
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2.4.6 Carbohydrate and Other Spectral Features 

Glucose and lactate are spectroscopically active bioanalytes with 

distinct NIR spectral features. Figure 2.7 shows the NIR spectra of lactate 

and glucose. Additional components of tissue that can be measured using 

NIR spectroscopy are melanin, water, adipose tissue, and calcifications. 

NIR measurements of lactate, melanin, water, and adipose have been 

shown in tissue, reflecting the applicability of NIR to help diagnose many 

medical disorders.24, 86, 95, 137-143 The near infrared spectrum of water is 

sensitive to temperature because temperature affects hydrogen bonding 

of water. Tissue temperature can be estimated from water spectra.104, 144 

Of the many spectroscopically active metabolic components, in vivo 

glucose measurements are the most commonly studied. More recently, 

near infrared measurements of lactate have been increasingly studied. 

Non-invasive glucose measurement is of significant medical 

interest because of the prevalence of diabetes. Current blood glucose 

measurements require patients to draw blood for analysis, and a 

non-invasive optical method would be preferable. Despite great interest in 

non-invasive glucose diagnostics, optical glucometers are not yet readily 

commercially available. In the near-infrared glucose has a broad spectral 

absorption band from 1550 to 1850 nm as shown in Figure 2.7b, which 
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overlaps with NIR spectral features of water and tissue. Spectral overlap 

and low tissue glucose concentration presents significant challenges in 

tissue glucose quantification. Progress in near infrared glucose 

diagnostics has been summarized in many review articles.91, 145-149 Rapid, 

non-invasive optical measurement of glucose has potential as a home-

based detection system that can be used by diabetes patients to maintain 

proper insulin levels.91, 150 

Near infrared tissue lactate measurements can be used to estimate 

anaerobic exercise thresholds, and may also facilitate monitoring of tissue 

perfusion in surgery and trauma. Lactate has three near infrared 

absorption bands at 1675, 1690, and 1730 nm, as shown in Figure 2.7a. 

These spectral features were used by Lafrance to measure lactate 

in vivo.95 To the best of our knowledge, this is currently the only study 

reporting in vivo measurement of lactate using the near infrared. Several 

other studies have reported the measurement of lactate in whole blood, 

plasma, and other media.137, 138, 151, 152 In chapter 5, processing models for 

non-invasive quantification of lactate in tissue are further discussed. 
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Figure 2.7: NIR spectra of lactate and glucose. Spectra are A) lactate, and 

B) glucose. 



 

 78 

Chapter 3. A Portable Multi-Wavelength Near-

Infrared Photon Time-of-Flight Instrument for 

Measuring Light Scattering 

To correct for light scattering, scattering coefficients can be 

measured and mathematically corrected for. One method of measuring 

scattering involves measurement of the time required for a pulse of 

photons to propagate through a medium. Such photon time-of-flight 

systems have been used to measure scattering coefficients of turbid 

media. In this chapter, a simplified photon time-of-flight system is 

described for measuring reduced scattering coefficients and improving 

chemical quantification in turbid media. Measured scattering coefficients 

are used to correct near-infrared spectra for quantification. Contemporary 

photon time-of-flight instruments are impractical for most clinical 

biomedical problems. The simplified instrument presented here is both 

cost-effective and practical for use in many fields. This system was 

developed for measuring scattering coefficients of tissue, with the initial 

intention of using this pulsed-light system to augment co-measured 

visible-near infrared spectra of heart tissue. 
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In the biomedical field, the time-of-flight instrument may be useful 

for improving measurements of tissues and molecular species such as 

hemoglobin, myoglobin, cytochrome, glucose, and lactic acid 

concentrations, water and lipid content, as well as tissue temperature.28, 47, 

91, 137, 144, 153, 154 This photon time-of-flight instrument is practical for 

correction of reflectance spectra in simple clinical biomedical applications. 

The time required for measurements, as well as the size and financial cost 

of the required instrumentation determine the practicality of biomedical 

measurements. Point-sampling instruments can be built with a minimal 

cost and complexity, leading to practical applications. Hemoglobin oxygen 

saturation and temperature are examples of biomedical properties 

currently measured by doctors using point-sampling optical 

measurements. This simple method for measuring light scattering can be 

used to enhance spectral information and improve practical 

biodiagnostics. 

Liquid samples with known optical properties were used to calibrate 

and test the time-of-flight instrument. The optical properties of biological 

tissues vary with time and can not be easily controlled. Rather than using 

biological samples for calibration and testing, dilute Intralipid/dye solutions 

were used as tissue simulating phantoms. Additional information about 
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tissue simulating phantoms is provided in Appendix F. Intralipid is a 

commercially prepared oil-in-water emulsion normally used for intravenous 

feeding. Intralipid is a practical scattering agent for phantom tissue 

because it is readily available, has a comparable refractive index to tissue 

membranes, and can easily be formed into various optical geometries.  

3.1 Manuscript 

A Portable Multi-Wavelength Near-Infrared Photon Time-of-Flight 

Instrument for Measuring Light Scattering 

Authors: 

Francis W.L. Esmonde-White and David H. Burns 

3.2 Abstract 

Measured light scattering properties can be used to improve 

quantitative spectroscopic analyses of turbid samples.155 Instruments 

currently used to measure scattering coefficients are not optimized for 

portability. A hand-held, dual-wavelength instrument was developed and 

validated for rapid measurement of reduced scattering coefficients in 

tandem with near-infrared spectra. Intralipid/dye tissue simulating 

phantoms were used to model clinically relevant optical properties. 

Time-dependent intensity profiles of diffusely reflected near-infrared 

pulsed laser light were collected from phantoms and processed to 
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estimate scattering coefficients. In turbid solutions, optical scattering was 

measured at 850 and 905 nm with coefficients of variation of 14.1% and 

11.6% over a clinically-relevant reduced scattering coefficient range from 

1 to 6 mm-1. This dual-wavelength scattering measurement provides a 

practical method for measuring optical scattering. A 35% improvement in 

quantification of an absorbing dye is shown by incorporating the measured 

reduced scattering coefficients when processing NIR spectra. We discuss 

the new instrument, methods for estimating the scattering coefficient from 

the measured temporal profiles, and finally how the reduced scattering 

coefficient is used to correct NIR measurements. Correction of near-

infrared spectra using optical scattering measurements offers one 

direction for improving practical non-invasive biomedical quantification 

techniques. 

3.3 Keywords 

diffuse reflectance, near-infrared spectroscopy, photon 

time-of-flight, pulsed laser diode, scattering coefficient, optical transport 

coefficient, turbid media, biomedical spectroscopy 

3.4 Introduction 

Near-infrared (NIR) spectroscopy is an established analytical tool in 

the analysis of goods, such as foods and pharmaceuticals.155-157 Diffuse 
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reflectance NIR spectroscopy, in the window from 600 to 1100 nm, has 

also gained attention as a biomedical diagnostic tool.28 NIR spectroscopy 

is attractive because measurements are rapid, non-invasive, low-cost, and 

the diffuse reflectance sampling geometry is simple to implement. In the 

biomedical field, NIR spectroscopy has been used to investigate tissues 

and molecular species such as hemoglobin, myoglobin, cytochrome, 

glucose, and lactic acid concentrations, water and lipid content, as well as 

tissue temperature.28, 47, 91, 137, 144, 153, 154 In some diseases, such as 

osteoarthritis, treatments are available but there is a lack of simple, rapid 

and accurate diagnostic tests, in particular for early disease stages. Subtle 

chemical changes in the cellular matrix or blood provide indications of 

disease. NIR spectra are sensitive to the local chemical environment, 

which is modified by disease. Changes in NIR spectra have been shown 

to accurately diagnose disease in a variety of tissues and biofluids. 

Identification of cancer in breast and pancreatic tissue using NIR has been 

demonstrated. Additional applications of NIR spectroscopy include 

identification of skin-alterations in diabetes and artherosclerotic plaques, 

examination of dental caries, and detection of burns.69, 98, 99, 158-161 

Despite promising studies using NIR spectroscopy to examine 

normal and diseased tissue, widespread use for in vivo measurements 
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has been limited by response variability due to light scattering. In systems 

with scattering, such as tissue, there is a nonlinear relationship of 

absorbance to concentration, absorption coefficient, and pathlength. Light 

scattering adds significant complexity to NIR measurements. Optical 

scattering properties of tissue are sensitive to variations of the chemical 

and structural composition of the tissue.162 Complex structures and 

dynamics of tissue lead to variations in the optical pathlength even 

between replicate measurements in a single sampling zone. These 

pathlength variations alter the reflectance efficiency and result in a wide 

distribution of observed absorbances.27 Moreover, light scattering and 

attenuation is nonlinearly dependent on wavelength. Accurate quantitative 

measurements are not possible without correction for variations of 

scattering. Thus, light scattering presents a significant hurdle to robust 

clinical NIR measurements. 

Variation of optical pathlength due to scattering presents a two-fold 

problem in diffuse reflectance NIR spectroscopy. First, the collection 

efficiency changes independently of absorption and adds a significant 

background that is not corrected by traditional reference measurements. 

Attenuation has different background offsets at different scattering levels. 

Second, the mean path of light through an absorbing medium will be 
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changed nonlinearly with scattering, leading to nonlinear attenuation 

changes. 

Approaches have been developed to correct for scattering in 

attenuation spectra.155, 163 Scatter correction methods include data-

processing (or software techniques) and experimental (or hardware 

techniques). Data processing methods include using internal standards 

(e.g. solvent absorption bands), derivative spectroscopy, and multiplicative 

signal correction. Experimental correction methods measure the reduced 

scattering coefficient and correct the attenuation spectra for pathlength 

variations. Scattering varies with wavelength, approximately linearly over 

short wavelength ranges. Dual-wavelength scattering measurements can 

be used to improve spectral corrections through a linear interpolation of 

the scattering background. 

Measurements of the reduced scattering coefficient are used to 

improve estimation of chemical concentrations from NIR spectroscopic 

measurements. Mean pathlength in the sample is related to the reduced 

scattering coefficient. Time-resolved instrumentation allows precise 

measurement of scattering.41 Typical time-resolved instruments include a 

picosecond laser source, single photon detectors, and high-speed 

electronics.112, 164 Though instrumentation capable of precisely measuring 
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scattering coefficients is common in academic research institutions, 

practical instruments are necessary to correct for scattering in clinical NIR 

spectroscopic applications. We report development of a portable 

instrument for measuring scattering and absorption coefficients at two 

wavelengths. 

3.5 Method 

An instrument was developed to measure reduced scattering 

coefficients and reflectance spectra. Measuring scattering coefficients in 

addition to reflectance spectra enables correction for the scattering 

pathlength. A photon time-of-flight system was developed to measure 

reduced scattering coefficients. A commercial diode array spectrometer 

was used to simultaneously measure visible-NIR reflectance spectra. A 

fiber optic probe was developed for measuring scattering coefficients and 

spectra over a small tissue region. Finally, software for the processing of 

the recorded time-of-flight and spectral data was developed. 
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3.5.1 Temporal Measurements 

Generally, time-of-flight systems measure the time required for light 

to propagate through a medium. Sub-nanosecond pulses of light are used 

to measure the time shift in the peak optical output, with the shift indicating 

Sample
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L1 & L2

Laptop

D1

Oscilloscope LCC

D2

NIR Source

Sample
Sample

Probe Head

L1 L2D1

Probe Head
L1 & L2

Laptop

D1

Oscilloscope LCC

D2

NIR Source

Sample

Probe Head
L1 & L2

Laptop

D1

Oscilloscope LCC

D2

NIR Source

Sample

 

Figure 3.1: Instrument configuration schematic with inset probe diagram. 

LCC is the laser controller circuit, which is expanded in Figure 3.2. L1 and 

L2 are the 850 and 905 nm sources, D1 and D2 are fiber optics leading to 

the fast silicon photodiode (DET210) and the NIR spectrophotometer, NIR 

Source is the fiber optic leading to the NIR source. The inset at the upper 

right is a scaled diagram showing the position of elements on the bottom 

face of the probe. The inset at lower right indicated the orientation of the 

lasers and collection fibers in contact with the sample. Lasers and fibers 

face down into the sample and dashed lines indicate the approximate 

optical collection path. 
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the distance light has traveled in the medium. With longer pulses, changes 

in the optical waveform shape are used to estimate the reduced scattering 

coefficient. Rising and falling edges change shape with scattering, even 

when the total time shift is small relative to the duration of the pulse. 

In the current system two laser diodes, SPL-LL85 and SPL-LL90 

(OSRAM Opto Semiconductors GmbH, Regensburg, Germany), are used 

to generate nanosecond optical pulses. An oscilloscope (SDS-200, 

SoftDSP, Seoul, Korea) is then used to record the signal of reflected light 

as detected with a high speed photodiode. The optical system is shown in 

Figure 3.1, with details of the optical probe shown inset in the upper right 

corner. A collection fiber optic spaced 2 mm from the laser diode was 

used to channel diffusely reflected light to the photodiode. An electronic 

control system was developed to control the pulse repetition frequency, 

pulse duration and to choose the output laser wavelength. The electronic 

control system was integrated onto a printed circuit board measuring 

8.3 x 8.3 cm. 

Figure 3.2 shows a diagrammatic representation of the control 

circuit board. This system allowed computer control of a microcontroller 

through the universal serial bus. The microcontroller produced a trigger 

signal used to activate a pulse generator (DS1040, Dallas Semiconductor 



 

 88 

Corp., Dallas, Texas, USA) and to synchronize the oscilloscope 

recordings. Pulse repetition frequency was dynamically set in the 

microcontroller and pulse repetition frequency was configured as 1 kHz. 

Pulse duration was set to 20 ns using the pulse generator. A high-speed 

amplifier (EL7104, Intersil, Milpitas, California, USA) was used to amplify 

the trigger pulse for switching the laser diodes on and off. Laser frequency 

was selected using transistor switches (2N7002, Digikey) to enable power 

to only one laser diode at a time. 

Characterizing the laser system required measurement of the laser 

output intensity and pulse shapes. Average power of the 850 nm laser 

was 182.0 μW +/- 2%. Average power of the 905 nm laser was 

187.1 μW +/- 2%. To verify the temporal profile of the laser output, 

reflectance from a roughened metal surface was recorded as shown in 

Figure 3.4. Reflectance from the metal surface measures the temporal 

response profile of the system without diffusion. Optical pulse widths were 

measured as 24 ns FWHM for both lasers. Temporal response is limited 

primarily by the oscilloscope, having an analog bandwidth of 200 MHz, a 

real-time sampling rate of 100 million samples per second and an 

equivalent sampling rate of 5 billion samples per second through over-

sampling with a 200 ps time-to-digital converter. 
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Pulsed laser signals were detected using a high-speed silicon 

photodiode (DET210, Thorlabs, Newton, New Jersey, USA), and recorded 

using the oscilloscope. Each measurement comprised an average optical 

response from approximately 60 thousand pulses over one minute. Data 

was recorded using the oscilloscope software. For each sample three 

measurements were recorded: a dark signal with no laser enabled, a 

Laser Controller Circuit
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L1 PWR L1 PWR

L2 PWR L2 PWR

L1
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PA PAPG
Microcontroller

(MSP430)
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Microcontroller

(MSP430)

Oscilloscope Trigger
 

Figure 3.2: Laser controller circuit schematic. USB denotes the USB-to-

serial converter (DLP-USB232M), Microcontroller indicates the host 

microcontroller used to control and trigger the electronic components on 

the circuit, L1 PWR and L2 PWR indicate the field effect transistors 

(2N7002) used to enable the laser diode power supplies, PG is the pulse 

generator (DS1040), PA is the pulse amplifier chip (EL7104), L1 and L2 

indicate the 850 and 905 nm laser diodes (SPL-LL85 and SPL-LL90). 
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response with the 850 nm laser enabled and a response with the 905 nm 

laser enabled. Ringing signals from inductive coupling of the trigger signal 

was corrected by subtracting the dark measure from the two laser 

measures. Time points missing in the individual response profiles were 

replaced with interpolated values from surrounding data. Data was offset 

to positive intensity values and a base-10 logarithmic transform was used 

to linearize the response with respect to scattering and attenuation. These 

pre-processing steps are consistent with previous work.23 

3.5.2 Software Processing 

Time-series data from pulsed-light measurements was condensed 

into simple pulse descriptors, which were used to estimate scattering. 

Programs for processing the spectral and temporal data were written in 

Matlab (The Mathworks Inc., South Natick, MA). Descriptor properties 

were calculated from the pre-processed time-of-flight data. Selected 

descriptors were: the total area, the maximum intensity, the mean slope of 

the rising edge, the mean slope of the falling edge and the first through 

fourth statistical moments. Statistical moments describe shape properties 

of time-series data as numeric values, thus extracting a physical meaning 

from the data. The use of statistical moments has been previously 

demonstrated by Leonardi.165 Details about the calculation of moments 
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have been described elsewhere.166 The peak maximum is the maximum 

value observed from each entire response profile. 

3.5.3 Spectroscopic Measurements 

Simultaneous visible-NIR spectral measurements were made using 

a miniature Tungsten-halogen light source (LS-1-LL, Ocean Optics, 

Dunedin, Florida, USA) and a portable near-infrared spectrometer (BTC 

111E, BWTek, Newark, Delaware, USA). A short source-detector 

separation of 2 mm was selected to ensure adequate reflectance signal 

intensity from samples with high attenuation. Attenuation spectra were 

calculated using the spectrum from a dilute 4% solution of Intralipid with 

no added dye as a reference spectrum. Example diffuse reflectance 

attenuation spectra are shown in Figure 3.4, along with the spectrum of 

the Ph. Martin black dye used in the measurements. 

3.5.4 Optical Probe 

An optical probe was constructed to integrate the photon time-of-

flight and spectrometer. Laser diodes and sampling optics for the other 

system elements were arranged as illustrated in Figure 3.1. For the 

pulsed-light system, the two laser diodes were fixed in the probe along 

with an optical fiber. Light was channelled to the high speed photodiode 

using this first optical fiber. Laser diodes were positioned at 2 mm 
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distances from high speed detector fiber. Spectroscopic source and 

detector fibers were positioned at 2 mm increments perpendicular to the 

high-speed detector fiber. All fiber optics consisted of 600 μm diameter 

multimodal optical fibers. The fibers were epoxied into the probe head and 

polished. Transparent epoxy was also used to seal the probe face. 

3.6 Materials 

To determine the scattering response of the instrument and 

calibrate for scattering in the presence of absorption, two sets of tissue 

phantoms were prepared. Aqueous mixtures of Intralipid and black dye 

were used to model a range of reduced scattering and absorption 

coefficients corresponding to tissue. Dilution of Intralipid in water has been 

demonstrated as a practical method for the calibration of scattering in 

tissue phantoms.167 Incorporation of a water-soluble dye to the scattering 

samples results in a known absorption coefficient.168 Phantoms were 

prepared by measuring out a mass of dye stock solution, adding a known 

mass of Intralipid, and diluting to a total solution mass of 100 g. Samples 

were prepared gravimetrically to avoid error from Intralipid coating of 

glassware. Optical properties of these solutions were determined from the 

known concentrations of Intralipid and dye. The first phantom set was a 

series of 25 dilutions of Intralipid (Intralipid-20%, Fresenius-KABI, 
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Uppsala, Sweden), with no added absorber. The scattering coefficients 

and anisotropy were estimated from the measured Intralipid 

concentrations.169 Reduced scattering coefficient varied from 0 - 9 mm-1. 

The second phantom set consisted of 35 samples including 7 dilutions of 

Intralipid and 5 different concentrations of a black dye (Ph. Martin Black 

33, Salis, Florida, USA). Reduced scattering coefficients varied from 

0.9 - 6.5 mm-1 at 850 nm, and from 0.8 - 6.0 mm-1 at 905 nm. Absorption 

coefficients were determined from the measured dye concentrations and 

absorptivity. Absorption coefficient varied from 0.003 to 0.013 mm-1 at 

850 nm, and from 0.002 to 0.010 mm-1 at 905 nm. This second phantom 

tissue set spans the expected range of optical properties in tissue. To 

avoid correlation with drift, spectral and temporal measures of two 

separate sets of samples (calibration and validation) were acquired in a 

random order. 
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Figure 3.3: Scattering intensity is a non-monotonic function of the reduced 

scattering coefficient (shown for 905 nm). The dashed line indicates where 

the intensity relationship inverts from a positive correlation of optical 

intensity with scattering to a negative correlation. 
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3.7 Results & Discussion 

Time-of-flight profiles were recorded for many scattering levels to 

determine the functional scattering range over which the simplified 

instrument could measure scattering. Reflectance intensity changes 

nonlinearly with scattering, as shown in Figure 3.3. While μs' was less than 

1 mm-1 reflectance intensity increased with increasing scattering. When μs' 

was greater than 1 mm-1, reflectance intensity decreased with increasing 

scattering. In the high scattering domain photons are progressively 

constrained to smaller volumes as scattering increases, resulting in 

decreasing reflectance intensity at the sampled point. The high scattering 

domain was selected for further work. In practice, the reduced scattering 

coefficient of human dermis is in the high scattering range. 
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Figure 3.4: Trends in the recorded laser pulse profiles. In a), profiles from 

the 850 and 905 nm lasers are shown (850 nm is the upper curve). In b), 

optical intensity decreases with increasing scattering. In c), groups of 

profiles at low and high scattering levels are shown, intensity decreases 

with increasing absorption. Attenuation scales nonlinearly to absorption at 

high scattering. 
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The instrument was calibrated to measure the reduced scattering 

coefficient in the presence of varying absorption. Example temporal data 

is shown in Figure 3.4. Both lasers showed similar pulse shapes. As 

scattering increased, magnitude of the temporal profiles decreased. As 

absorption increased, maximum intensity of the profiles decreased. 

Linear regressions were used to estimate the reduced scattering 

coefficients using descriptors of the profile calibration data. Time-of-flight 

data is determined by simplified descriptors which are less sensitive to 

temporal jitter. Descriptors were calculated as described in the methods 

section. Linear regressions were used to estimate μs' from each 

descriptor. Results of these regressions are listed in Table 3.1. Overall, 

using the second moment resulted in the best μs' estimates. This agrees 

with previous results.165 Both slope of the falling edge and first moment did 

not estimate μs' well. Error in measurement of the mean pulse time 

becomes pronounced in wide pulses with a flat maximum intensity. As the 

first moment is a measure of mean pulse time, and does not estimate 

scattering in the present system. Estimates of μs' were derived from the 

second moment. Calibration and validation results for the 850 and 905 nm 

lasers using the second moment are shown in Figure 3.5. Coefficients of 
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variation (CV) for scattering coefficient estimation were 14% at 850 nm 

and 12% at 905 nm, for μs' from 1- 6 mm-1 and μa from 0.002-0.013 mm-1. 

850 nm laser

Descriptor R
2
 value % CV (calibration) % CV (validation)

first moment 0.67 29% 31%

second moment 0.91 15% 14%

third moment 0.86 18% 17%

fourth moment 0.91 15% 14%

total area 0.85 19% 18%

peak maximum 0.89 17% 15%

rising edge slope 0.88 17% 12%

falling edge slope 0.55 33% 40%

905 nm laser

Descriptor R
2
 value % CV (calibration) % CV (validation)

first moment 0.59 32% 32%

second moment 0.95 12% 12%

third moment 0.85 19% 17%

fourth moment 0.94 12% 11%

total area 0.88 17% 14%

peak maximum 0.92 14% 13%

rising edge slope 0.90 16% 16%

falling edge slope 0.47 36% 40%

Scattering coefficient

Scattering coefficient estimation

 

Table 3.1: Performance of regression estimation for reduced scattering 

coefficients using each of the time-of-flight descriptors. 
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Dye concentration in the phantom tissues was quantified using 

visible-NIR spectra from 750 - 910 nm. Quantification of the selected dye 

presented a challenge, as the NIR dye spectra lack sharp spectral 

features. Pre-processed dye spectra and quantifications using three 

methods for estimating dye concentration are shown in Figure 3.6. Dye 

was quantified using only the spectra, and subsequently using two 

methods of correcting for scattering. In all cases, dye concentration was 

estimated from partial-least-squares (PLS)170 analysis of the spectra. In 

the first case, spectra were processed using only PLS. In the second 
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Figure 3.5: Regression plots showing μs' estimation using the second 

moment of the time-of-flight pulses. The results for calibration are shown 

in a) using the 850 nm laser, and in b) using the 905 nm laser. In both 

cases, calibration results are plotted as squares, while validation results 

are plotted as diamonds. 
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case, spectra were corrected for scattering using a single scattering 

coefficient measure. In the third case, spectra were corrected using 

scattering coefficients estimated for all wavelengths. 

Dye concentration was first estimated using the NIR spectra with no 

additional corrections applied. To select the number of regression factors 

the predicted residual error sum of squares (PRESS) was used. A 4 PLS 

regression was selected. Validation regression estimates degraded after 

more than 4 PLS terms were included in the model. Using the PLS model 

with uncorrected spectra, the percent coefficient of variation for the 

validation was 23%. 

In the second method an additional pre-processing step was used 

where spectra were divided by the square-root of the average measured 

scattering coefficients. Dividing by the square root of the measured 

scattering coefficient has previously been demonstrated to reduce error in 

estimation of analyte concentration where μs' >> μa.1 This correction 

approach is based on diffusion theory. Over a small wavelength range of 

less than 100 nm, μs' variation is approximately linear with wavelength. 

Averaging measured μs' values at 850 and 905 nm reduced the influence 

of errors in the measured μs' values. Concentration estimates from the 

single-point scattering corrected spectra improved with respect to the 
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Figure 3.6: Dye concentration estimates with scattering correction. In a), 

attenuation spectra of the tissue phantoms are shown plotted to the 

attenuation scale (left axis), with the bolded dye spectrum is plotted to the 

absorbance scale (right axis).  In b), dye concentration was estimated 

from uncorrected spectral data with a 4-component PLS model. In c), dye 

concentration was estimated from data corrected by measured μs' values 

using a 4-component PLS model. In d), dye concentration was estimated 

from data corrected by known μs' values using a 3-component PLS model. 

Calibration results are plotted as squares, while validation results are 

plotted as diamonds. 
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uncorrected spectra. Spectral correction using wavelength-dependent 

scattering estimates further improves concentration estimates. From the 

PRESS, a 4-term PLS model was again selected. Scatter correction using 

a single scattering value correction resulted in a CV of 21%. Using the 

measured reduced scattering coefficient improved the CV of dye 

concentration estimation in comparison to uncorrected spectra. 

In the third method, a multi-wavelength scattering correction was 

used. To correct each spectral wavelength, measured attenuation was 

divided by the square root of a linear estimate of the μs' at each 

wavelength. Known μs' values at 850 and 905 nm were used to generate a 

linear estimate of μs' values from 750 to 910 nm. In the ideal case, a linear 

trend of scattering with wavelength can be derived from the 2 measured 

μs' values using our simplified instrument. Linear scattering estimates are 

then applied to spectra over a short wavelength range to correct for 

scattering. We show this correction based on known μs' values rather than 

directly from the linear estimate of two measured μs'. Extrapolating μs' 

values at other wavelengths from a line fitted to two measured points 

amplifies measurement error. Future improvements to the instrument 

presented here will allow determination of μs' with enough precision to 

reliably estimate this linear correction factor from measured μs' values. 
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Dividing measured attenuation spectra by the square root of extrapolated 

μs' values improved the validation results. From the PRESS, a 3-term PLS 

model was selected. Multiwavelength correction resulted in CV of 17%, a 

35% improvement over the uncorrected spectral estimate. In addition to 

the improvement in CV, the selected model used fewer terms. A reduction 

in the calibration model complexity was possible because scattering had 

been corrected. 

3.8 Conclusions 

Improvements to this time-of-flight system will allow more precise 

quantification of μs'. To improve the system, several methods are 

suggested. Without modifying the current electronics, a shorter pulse can 

be used without decreasing peak optical-power. Detector rise time can be 

decreased by increasing the reverse bias applied to the diode. Simplified 

electronics can be incorporated to replace the oscilloscope. Unpublished 

results illustrate the utility of decimation of the temporal profiles by 

electronically windowing the electrical signal from the detector with a 

delayed trigger pulse using digital delay lines and a high-speed mixer. 

Future improvements in this portable system will allow for quick, robust 

multi-wavelength measurement of the reduced scattering coefficients in 

highly turbid media such as tissue.  
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It has been shown that the reduced scattering coefficient (μs') in the 

range from 1 – 6 mm-1 can be measured at both 850 and 905 nm using a 

handheld photon time-of-flight instrument. Analytical descriptors were 

used to compress time-of-flight profiles recorded with the portable 

instrument. Scattering was then predicted using the descriptors. An 

inverse least squares linear regression was used to predict the reduced 

scattering coefficient from the second moment. The coefficients of 

variation for the measured μs' were shown to be 14.1% at 850 nm, and 

11.6% at 905 nm. Furthermore, multiwavelength near-infrared estimates 

of dye concentration were improved by 35% using the scattering 

correction method. Construction of a miniature device for the 

measurement of μs' represents an important step towards quantitative NIR 

clinical measurements in turbid media such as tissue. A portable photon 

time-of-flight device may prove a convenient alternative to costly 

instrumentation for measuring scattering in tissue and other turbid media.  
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Chapter 4. Steady-State Diffuse Reflectance 

Imaging of an Annular Source Illumination 

Pattern for Quantifying Scattering and Absorption 

Coefficients of Turbid Media 

 To correct for scattering using instrumentation, scattering 

coefficients can be measured and mathematically corrected for. In 

Chapter 3, a photon time-of-flight system for measuring and correcting for 

scattering was described. The multi-wavelength scattering coefficient 

estimates using the time-of-flight system were shown to improve 

quantification by 35%. The time-of-flight method is particularly applicable 

for point-measurements.  

In this chapter, a novel reflectance imaging system is described, 

providing a second method for measuring and correcting scattering in 

turbid media. A method is presented here for measuring optical scattering 

and absorption properties using steady-state diffuse reflectance imaging 

of a ring-shaped laser illumination pattern. By measuring the scattering at 

the center of an annular illumination pattern, the scattering coefficient is 

measured at the center of the location of interest. Furthermore, this 
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method is amenable to measuring scattering even at scattering levels 

much higher than typically present in tissue. 

While the photon time-of-flight instrument presented in the previous 

chapter is a practical method for measuring and correcting for scattering in 

a point-measurement, situations arise where it is preferable to measure 

the scattering coefficients at many locations simultaneously. Though 

scattering coefficients can be mapped by translating the probe over a 

sample, this is not practical in dynamic systems. One example is in 

minimally invasive heart surgery (also known as beating-heart surgery)171, 

where operations are performed on the beating heart. Assessment and 

visualization of tissue oxygen perfusion can help surgeons to monitor 

tissue viability. Because the heart is beating it is difficult to mechanically 

align the probe and synchronize the measurements to the beating without 

introducing errors. Other examples include burn assessment and tumor 

removal. In burn assessment it is important to quickly determine which 

burns require grafting.98 During the excision of tumors, real-time tissue 

classification helps to guide surgeons in removing only cancerous 

tissue.106 This is particularly important in brain surgery, where 

unnecessarily removing healthy brain matter can have terrible 

consequences for the patient. In both of these examples, non-contact 



 

 108 

imaging can be used to guide medical interventions while avoiding 

exacerbation of tissue damage. In this chapter a reflectance imaging 

system is described for measuring scattering properties. The imaging 

system described here is applicable for measuring scattering in visible and 

near-infrared imaging spectroscopy. 

4.1 Manuscript 

Steady-State Diffuse Reflectance Imaging of an Annular Source 

Illumination Pattern for Quantifying Scattering and Absorption Coefficients 

of Turbid Media 

Authors: 

Francis W.L. Esmonde-White and David H. Burns 

4.2 Abstract 

A novel approach for measuring reduced scattering and absorption 

coefficients using imaging of lasers was examined. Rather than detecting 

radial reflectance intensity around an incident point source, intensity can 

be measured within a small annular pattern projected onto the sample 

surface. Reversal of the common source-detector geometry arrangement 

allows measurement of absorption and reduced scattering coefficients 

from a small surface area. Reduced scattering coefficients were measured 

over the range μs' = 0.1 - 40 mm-1, with a coefficient of variation of 12.6% 
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using a ring source & imaging detector optical arrangement. Absorption 

coefficients were measured over the range μa = 0 - 0.2 mm-1, with a 

coefficient of variation of 11.5%, a 50% reduction of error in comparison 

with non-scatter corrected estimates. This method has the potential to 

measure scattering coefficients from an array of rings for rapid mapping of 

reduced scattering coefficients in spectral reflectance imaging. Ultimately, 

the ring source method has the potential to map optical properties for 

scatter-correction in spectral imaging. 

4.3 Keywords 

Scattering, Diffuse Reflectance, Reduced Scattering Coefficient, 

Spectral Imaging, Absorption, Turbid Media, Phantom Tissue, Computer 

Generated Holograph, Annular Pattern, Ring Pattern, Orbital Angular 

Momentum Light, Vortex Light 

4.4 Introduction 

Diffuse reflectance imaging is a practical modality for recording 

spectral information in living systems. Recent examples include imaging of 

hemoglobin oxygen saturation,87, 133 assessment of burns,98 and 

identification of tumors.106 Tissue is identified or components are 

quantified based on the light attenuation, typically, as the logarithmic ratio 

of the light remitted without absorbance (reference) to the light remitted 
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with the added molecular species (signal). Using transmission geometries 

the reference intensity can be measured directly. However, in diffuse 

reflectance imaging spectroscopy the reference intensity can usually not 

be measured directly, because it is not possible to measure a blank 

(absorption-free sample) with the appropriate scattering level. The 

common approach is to instead use reflectance standards or feedback 

systems, which correct for variations in the intensity of the light source.27, 

172 However, an ideal reference would indicate the reflectance without 

added absorption so that attenuation could be directly calculated. When 

scattering is not known, it is difficult to determine the appropriate reference 

intensity.40 One solution is to measure the scattering so that reference 

reflectance intensities can be estimated. Scattering is measured as the 

reduced scattering coefficient (μs'), which measures the effective distance 

between scattering events and includes the directional dependence of 

scattering anisotropy. The absorption coefficient (μa) is the corresponding 

measure for describing the absorption of light in terms of inverse 

propagation distance rather than absolute pathlength. 

Continuous intensity methods have been demonstrated for 

measuring optical properties.27 Optical properties are estimated from the 

radial intensity pattern of the reflectance around the point source. In 
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particular, diffuse reflectance images of point sources such as from a laser 

has been shown for measuring scattering and absorption coefficients.26, 33-

35, 37, 38  Unfortunately, the point source scattering measurements using 

imaging techniques require a source detector spacing of many millimetres, 

and have poor spatial resolution. Reflectance imaging systems collect 

images from a relatively large scale, and range from a half centimetre to 

several centimetres. In heterogeneous systems like biological tissue, 

scattering and absorption coefficients can vary over a few millimetres. 

Spatial resolution and sampling depths are a function of the source-

detector spacing. By reducing the source-detector separation the 

scattering coefficient is measured with better spatial resolution. 

Scattering coefficients have been measured using fiber-optic 

probes with small source-detector spacings. Examples include probes 

using a point source and concentric rings of detector fibers,33 as well as 

source and detector fibers linearly arranged with total spacings of less 

than 2 mm.107 Fiber probes, while having better spatial resolution, are not 

ideal for use with spectroscopic imaging because they apply pressure to 

the sample surface. Probe pressure can induce temporary physical 

deformations, cause changes in the local humidity and optical clearing,142 

and disrupt local circulation by pushing blood out of the tissue of interest.  
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Similar problems are observed in fluorescence and Raman 

spectroscopy. The ring/disk geometry has been recently reported for 

collection of subsurface Raman spectra.173, 174 In particular, 

transcutaneous Raman using a similar optical geometry with a ring-

shaped source and centrally-positioned detector bundle has been 

reported.173, 174 In spatially-offset Raman spectroscopy, larger source ring 

diameters (greater source-detector separation) have been shown to 

reduce fluorescence background signal, and improve signal-to-noise ratio 

of Raman bands.  

Several methods have been reported for the generation of annular 

laser patterns.175-183 A single ring can be generated using axicon (axial 

conic) lenses or stepped phase-plates.173, 178, 184-186 Arrays of ring patterns 

are also possible using holographic interference filters, either as printed 

films or using spatial light modulators.187 Printed films have the advantage 

of being permanent and inexpensive, while spatial light modulators can be 

used to dynamically generate arrays of rings.176, 182, 188, 189 By using arrays 

of rings rather than a single ring, concurrent measurement of scattering at 

multiple locations should be possible.  

We investigated the feasibility of an annular illumination source to 

measure scattering at small source-detector separations suitable for an 
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imaging system. A ring patterned laser source and imaging detector were 

used to measure reduced scattering and absorption coefficients of tissue 

phantoms with known optical properties. Using an annular source pattern 

the spatial location over which the scattering coefficient is measured is 

small and well-defined, allowing a non-invasive measure of the local 

properties with fine spatial resolution. We demonstrate use of annular 

patterns with diffuse reflectance imaging to measure the absorption and 

reduced scattering coefficients in highly scattering and absorbing tissue 

phantoms at a single point, with potential applicability for in-vivo tissue 

diagnostics.  

4.5 Material and Methods 

 A diffuse reflectance system for imaging ring-patterned laser was 

developed and tested. Image processing methods were developed to 

estimate reduced scattering and absorption coefficients of Intralipid/dye 

optical tissue phantoms. Details of the optical system, software, and tissue 

phantoms are presented in this section. 

4.5.1 Instrument Configuration 

An annular illumination pattern was generated using a laser, spatial 

filter and holographic filter. The experimental configuration is illustrated in 

Figure 4.1. A 5 mW Helium-Neon laser beam (Melles-Griot, Carlsbad, 
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California, USA) was directed through a spatial filter to improve the 

symmetry of the Gaussian laser profile and reduce high frequency spatial 

variations. The spatial filter consisted of two 30 mm lenses and a 12.5 μm 

pinhole. After the spatial filter, the intensity was 165 μW. 

Annular illumination patterns were created using computer 

generated holographic filters as optical elements to diffract Gaussian laser 

beams into TEM11 beams. Annular profiles are best known for their use in 

holographic optical trapping, optical tweezers and optical spanners for 

manipulating particles under a microscope using light.185, 189-193 

Holographic diffraction filters were generated from the theoretical 

interference pattern between a plane-wave incident and an annular 

spirally-phased wavefront, and then printed to micrographic film.194 A 

holographic interference filter for generating an annular profile is shown in 

Sample

Camera

L1 P L2 F A

Laser

SF

Sample

Camera

L1 P L2 F A

Laser

SF
 

Figure 4.1: Instrumental configuration for imaging reflectance of annular 

illumination patterns on turbid media. Components are SF, spatial filter; F, 

vortex filter; A, aperture. The spatial filter consists of L1, lens 1; P, a 

pinhole; L2, lens 2. 
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Figure 4.2. The holographic pattern was printed onto a micrographic film 

negative (Micromatt Inc., Montreal, Quebec, Canada) and positioned 

along the optical axis using an X-Y translation stage (HPT1, Thorlabs, 

Newton, New Jersey, USA). Once the filter was positioned properly in the 

center of the laser, multiple symmetric diffraction orders were observed as 

a pattern of multiple rings. Intensity of the zeroth order pattern was 

160 μW, and intensity of the first order pattern was 5 μW. 

A rectangular plexiglass cuvette used for all measurements was 

constructed in-house. The cuvette was 20 x 40 x 50 mm (length, width, 

height). To reduce Fresnel reflections in the recorded image, the front face 

of the cuvette was replaced by a microscope glass cover slip 

(45 x 50 x 0.2 mm, Fisher Scientific Co., Ottawa, Ontario, Canada), which 

 

Figure 4.2: Computer generated holographic interference filter. 
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was trimmed to 40 x 50 mm using a ceramic glass cleaving stone. The 

cuvette was positioned 60 cm from the diffraction filter with annular 

laser patterns incident at a 90 angle on the surface of the glass cover 

slip. Sequentially each ring-shaped diffraction order was selected 

individually using a 35 mm linear translation stage and a variable iris with 

the diameter adjusted to 1.4 mm. A single diffracted order was permitted 

to pass through the aperture. Aperture diameter was held constant over 

the experiment while the aperture was linearly translated to select 

the proper diffraction order. Results from the second order diffraction 

beam are presented. 

Diffuse reflectance images were recorded using a 14-bit grayscale 

Sony XCD-V50 digital camera (Sony Corporation, Tokyo, Japan) equipped 

with a macro lens (Computar M0814-MP, CBC America Corp., Commack, 

NY, USA). The camera was positioned with the minimum offset required to 

avoid blocking the incident illumination, and was oriented at an angle of 

23 to the front surface of the cuvette. 

Images were composite exposures created from 25 captured 

frames, with each frame having a 10 millisecond exposure time. Resulting 

images comprised the average of frames acquired over a 0.8 second time 

interval. Reference dark images were subtracted from the averaged 
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sample images to remove structured background resulting from the 

camera digitization electronics. 

4.5.2 Software 

Images were recorded in Matlab (MATLAB, The MathWorks, Inc., 

Natick, MA, USA) using the image acquisition toolbox and the Carnegie 

Mellon University DCAM driver. Radial intensity profiles and integrated 

annular intensities were measured from each recorded image. Absorption 

and reduced scattering coefficients were estimated from integrated 

intensities of rings in the reflectance images. Models for estimating the 

optical properties of the intralipid phantoms were tested using measured 

images of replicate samples to estimate the known optical coefficients. 

4.5.3 Phantom Tissue Samples 

Tissue phantoms were prepared using Intralipid-20 (Fresenius-

KABI, Uppsala, Sweden) and green dye (Ph. Martin's Juniper Green 12A, 

Salis, Florida, USA). Samples were prepared gravimetrically and diluted 

with deionised water to a final mass of 100g. A gravimetric sample 

preparation method was used since Intralipid adheres to glassware and 

can result in inconsistent volume measurements. For each of the 136 

phantom tissue samples prepared, scattering and absorption coefficients 

were calculated from the known Intralipid and dye concentrations.169 
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Samples were prepared so that solutions had optical properties in a 

biologically relevant range with reduced scattering coefficient between 

0.1 and 44 mm-1 and absorption coefficient between 0 and 0.34 mm-1. 

Samples were prepared in batches of ten to reduce the likelihood of false 

correlation due to systematic error. In each batch, sample concentrations 

were chosen at random from the predetermined experimental matrix.  

Duplicate measurements were made on each Intralipid/dye sample 

in random order to minimize the effects of cross contamination. Each 

measurement comprised of first rinsing the cuvette three times with the 

sample, and then filling the cuvette with the sample. Duplicate 

measurements were separated into distinct calibration and validation data 

sets, where the first measurement was used in the calibration set, and the 

second measurement was used in the validation set. 

4.6 Results and Discussion 

Diffuse reflectance imaging of annular laser patterns was used to 

estimate optical properties. Capacity of the imaging system to measure 

optical properties was tested by imaging a series of tissue simulating 

phantoms. Diffusion theory suggests an inverse relationship between μs' 

and mean photon propagation distance in scattering materials. This 

relationship was observed in the measured radial profiles. Different 
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regions of the radial profiles show different trends with increasing 

scattering and absorption. Overall the light intensity increases with 

increasing scattering for all regions except those far away from the source 

where there is a maximum. This corresponds to estimation by light 

diffusion theory for point-sources.18, 26 

When scattering is constant, increased absorption attenuates the 

ring intensity and also decreases light intensity outside the ring. The 

effects of scattering and absorption on ring intensity are shown by 

representative images in Figure 4.3. Ring intensity in Figures 4.3b and 

4.3d are diminished, relative to Figures 4.3a and 4.3c. In Figure 4.3d the 

image shows a sharper intensity decrease around the ring than in Figure 

4.3c due to the increased attenuation of diffusely scattered light. 

Radial intensity patterns at several scattering and absorption levels 

are shown in Figure 4.4, along with the areas used for further analysis. 

Three regions were examined: region A was 0 - 0.30 mm, region B was 

0.30 - 0.91 mm and region C was 1.52 - 2.13 mm. The radial profiles 

demonstrate that with increased absorption the intensity decreased. The 

intensity decrease was in proportion to the distance from the illuminating 

ring. Intensity at the center of the illumination ring is strongly affected by 

the scattering, but not as much by absorption. This is probably due to the 
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very close source-detector separation used in the measurement resulting 

in a short path length for the light. At distances further from the source, 

absorption has a pronounced effect on the intensity. 

a b

c d

a b

c d

 

Figure 4.3: Images of the diffuse reflectance patterns for four of the 

annular patterns show the effect of scattering and absorption on ring 

intensity. Scattering coefficients increase from the top row to the bottom 

row (a, b: μ s' = 5.2 mm-1; c, d: μ s' = 20.1 mm-1). From left to right, 

absorption coefficients increase (a, c: μa = 0 mm-1; b, d: μa = 0.21 mm-1). If 

all four images were displayed on a common intensity scale, the upper 

row would be very dark. Instead, the intensities of the upper row have 

been displayed at double the true intensity for clarity. 
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Figure 4.4: Radial reflectance intensity profiles of ring illumination with 

different reduced scattering and absorption coefficients. Shaded areas 

indicate the radial areas integrated for estimation of scattering and 

absorption coefficients. Region A was 0 - 0.30 mm, region B was 

0.30 - 0.91 mm, and region C was 1.52 - 2.13 mm. 
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4.6.1 Estimation of Reduced Scattering Coefficient 

Reflectance intensities within radial regions A, B, and C were 

integrated to estimate absorption and reduced scattering coefficients of 

the turbid media. As shown in Figure 4.5, reduced scattering coefficients 

were estimated from the integrated intensities of regions A and B using an 

inverse least squares calibration of 131 samples. The weighting of the 

signal for region A was negative in the final calibration and approximately 
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Figure 4.5: Scattering calibration and validation, as estimated from 

intensity at the disc A and the ring B. In a) calibration estimates are 

shown, and in b) validation estimates are shown. No differences were 

observed between calibration and validation estimates. 

Validation CV = 12.6% and r2 = 0.97 where μ s' < 40 mm-1, and 

μa < 0.3 mm-1 for 131 samples. 
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5.8 times greater than the weighting for region B. The magnitudes of the 

coefficients are approximately equivalent to the ratio of the number of 

pixels in the respective regions, suggesting a derivative relationship 

between the regions is linearly proportional to the scattering coefficient. 

Using the linear model with two terms, reduced scattering coefficients 

were then estimated for the calibration and validation data sets. Scattering 

coefficients in the validation data set (n=131) were estimated with a 

coefficient of variation (CV) of 12.6% and a coefficient of determination (r2) 

of 0.97. The results are very encouraging. No direct comparisons can be 

made with results from other studies because none have been 

demonstrated over such a large range of scattering and absorption 

coefficients. Two similar works have been published involving imaging 

measurements of scattering over short distances. In the first, Kienle et al. 

reported calibrations of optical properties by imaging radial reflectance 

patterns 2 to 12 mm from the source.35 Optical properties of 13 tissue-

simulating phantoms were determined over an absorption range of 

0.002 < μa < 0.1 mm-1 with a root-mean-square error of ±13.6%, and over 

a scattering range of 0.5 < μs' < 2.5 mm-1 with a root-mean-square error of 

2.6%. Pham et al. reported calibrations of optical properties from 

hyperspectral images of radial reflectance patterns 0.5 to 2.5 mm from the 
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source.37 Optical properties of 15 tissue-simulating phantoms were 

determined over an absorption range of 0.001 < μa < 0.2 mm-1 with a root-

mean-square error of ± 12%, and over a scattering range of  

0.3 < μs' < 2.5 mm-1 with a root-mean-square error of 4%. In the present 

work, scattering coefficients were determined over a much wider range of 

reduced scattering coefficients, and shorter source-detector separation 

distances. 

 Even with short source-detector separations the absorption 

becomes significant with very high scattering levels. We found that the 

scattering calibration deviates from linearity when μs' > 30 mm-1, and may 

be a consequence of using only two terms in the calibration model. 

Estimations at higher scattering levels may be improved by taking into 

account additional radial regions or by using a nonlinear calibration model. 
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4.6.2 Estimation of Absorption Coefficient 

Several methods were tested to compare the estimation of 

absorption coefficient using conventional diffuse reflectance imaging and 

three scattering-correction methods. In diffuse reflectance imaging 

attenuation (A) is measured according to 









0

10log
R

RA     (4.1) 

where R is the reflectance intensity and R0 is the absorption-free 

reference reflectance. In conventional diffuse reflectance imaging, 

attenuation is calculated by referencing the diffuse reflectance to a 

constant value. 

Attenuation was first estimated according to the common method 

using Eq. 4.1 by referencing the integrated reflectance intensity at region 

C to a constant value. Inverse least squares calibration was used to relate 

the attenuation to the absorption coefficient, and absorption coefficients 

were estimated for the validation samples. Best possible μa estimates 

using the conventional method resulted in a CV of 22.8% and r2 of 0.89 for 

45 samples where μa = 0 - 0.2 mm-1 and μs' = 2.7 - 30 mm-1. 
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To improve μ a estimates, absorption-free scattering-dependent 

reference intensities were estimated. Reference reflectance intensities 

were a non-monotonic function of the reduced scattering coefficient, as 

shown in Figure 4.6. Based on the prediction error sum of squares, a 

seventh-degree polynomial was selected for estimation of the reference 

reflectance intensity from the reduced scattering coefficient. The 

polynomial relationship was determined for a series of tissue phantoms 

with μa = 0 mm-1 and 0.2 < μs' < 30 mm-1. Absorption-free reference 

0 5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

3

Reduced Scattering Coefficient (mm-1)

R
e

g
io

n
 C

 I
n

te
g

ra
te

d
 I

n
te

n
s

it
y

Calibration
Polynomial
Validation

0 5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

3

Reduced Scattering Coefficient (mm-1)

R
e

g
io

n
 C

 I
n

te
g

ra
te

d
 I

n
te

n
s

it
y

Calibration
Polynomial
Validation

Calibration
Polynomial
Validation

 

Figure 4.6: Polynomial curve approximation of the reflectance intensity 

trend in the annular area C for scattering (with μa = 0). The solid curve 

shows the seventh order polynomial between 0.2 and 30 mm-1 determined 

from a polynomial least-squares best fit of the data. From PRESS plots, a 

seventh order polynomial was selected to best fit the data. 



 

 127 

reflectance (R0) was then estimated using the polynomial function and the 

reduced scattering coefficient measured for each sample as described 

above. Corrected attenuation was then calculated from Eq. 4.1. Inverse 

least squares calibration was used to relate the attenuation to the 

absorption coefficient, results are shown in Figure 4.7a. Using this method 

and an independent set of validation samples were estimated with a CV of 

15.6% and r2 of 0.95 for 45 samples where 0 < μa < 0.2 mm-1 and  

2.7 < μs' < 30 mm-1. 

Integrated reflectance intensity can be estimated using the diffusion 

equation where:26 

 (4.2)  

and    2/1'3 saaeff  ,  '' /' sasa  , and    1

0 1


 sgz . By 

simplifying and substituting Eq. 4.2 into Eq. 4.1, the relationship between 

attenuation and absorption coefficient can be simplified to: 

    (4.3) 
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Inverse least squares calibrations were next tested to relate the 

squared reference-corrected attenuation to the absorption coefficients, 

and tested on the separate validation data. Absorption coefficients were 

estimated from the relationship in Eq. 4.3 for 45 samples where 0 < μa < 

0.2 mm-1 and 2.7 < μs' < 30 mm-1, with a validation CV of 17.7% and r2 of 

0.94. Using the squared attenuation method, the relationship of estimated 
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Figure 4.7: Absorption coefficient estimation from integrated reflectance 

intensities. Absorption coefficient calibration and validation estimates 

using the intensity in the annular area C are shown. Absorption 

coefficients are estimated from absorbance (A). In a) μa is estimated from 

A, and in b) μa is estimated from A(1.4). Absorption coefficients between  

0 < μa < 0.2 mm-1 were estimated in phantoms with 2.7 < μs' < 30 mm-1. 

Calibration estimates are shown as squares, and validation estimates are 

shown as diamonds. 
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absorption to reference absorption remained nonlinear. The nonlinearity 

may be due to the approximations made in the derivation of Equations 4.2 

and 4.3, or due to the non-zero absorption of light by Intralipid. The 

diffusion approximation uses a truncation of terms representing anisotropy 

in a Taylor series expansion. Equations 4.2 and 4.3 are based on the 

diffusion approximation, and so the relationships are not exact for highly 

forward scattering media. 

To correct the nonlinearity in the attenuation-absorption coefficient 

relationship, non-integer exponents were tested. From the non-negative 

experimental attenuation values, the optimal exponent relating attenuation 

to absorption coefficient was calculated to be 1.4, at which r2 was 

maximized and CV minimized. Using this experimentally determined 

exponent, inverse least squares calibrations were used to relate A1.4 to μa. 

Validation results are shown in Figure 4.7b, in which absorption 

coefficients were estimated for 45 independent validation samples with a 

CV of 11.5% and an r2 of 0.96 where 0 < μa < 0.2 mm-1 and 2.7 < μ

s' < 30 mm-1. Using scattering correction with the scattering coefficients 

measured by ring illumination improves both the precision and linearity of 

estimated absorption coefficients as compared to conventional 

approaches. Using the scattering-estimated reference when determining 
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the absorption coefficient, we observed a 30% reduction in CV and an 

increase in linearity from an r2 of 0.89 to 0.95. Using the theoretically-

derived squared attenuation, validation performance was slightly lower, 

however with the experimentally determined exponential relationship of 

A1.4∝μa, the CV was decreased by 50% and the r2 further increased to 

0.96. 

4.7 Conclusion 

Results show that annular illumination is a viable approach to 

measuring tissue optical properties. Light diffusion theories, developed for 

point-sources, can be applied to ring sources. Light intensities of the ring-

shaped laser and at distances from the ring were measured using a 

steady-state diffuse reflectance imaging system. Absorption and reduced 

scattering coefficients were quantified over short distances, and the 

quantification results indicate good agreement with previous studies. 

Optical properties of Intralipid/dye phantom tissue samples with  

0 < μa < 0.3 mm-1 and 0 < μ s' < 40 mm-1 were quantified. Reduced 

scattering coefficients were estimated with a CV of 12.6% and r2 of 0.97 

using intensities measured over a disc 0.30 mm in radius, and a ring from 

0.30 - 0.91 mm. Absorption coefficients were estimated with a CV of 
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11.5% and r2 of 0.96 using intensities measured over a ring from  

1.52 - 2.12 mm. 

Several features of this method are useful for non-invasive 

spectroscopic tissue imaging. First, the measurements are made without 

applying pressure to the sample. When pressure is applied to tissue 

optical properties can change due to regional blood distribution and tissue 

compression.142 Non-contact measurements reduce these sources of 

pressure-induced variance. Second, the ring-shaped incident pattern 

spreads light over a ring instead of focusing the laser to a single point. 

Risk of tissue damage is reduced because incident laser power is spread 

over a larger area than for a focused point-source of equivalent intensity. 

For surgical applications, a ceiling mounted imaging device may be 

practical. With increased collection distances, the f-number of the 

collection optics becomes very large, and an increase of the source 

intensity would be required. Higher laser intensities can be safely used 

with annular patterns as compared to a focused Gaussian laser for 

imaging scattering coefficients with an equivalent spatial resolution. 

Increased source power also translates to shorter acquisition times or 

increased signal-to-noise levels. Third, optical scattering properties are 
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measured within a small illumination ring, leading to high spatial resolution 

of the measured properties. 

Grier has previously reported using arrays of optical rings for optical 

trapping of small particles.189 A potential extension of this method is to 

generate an array of rings using an active optical element such as a 

spatial light modulator. Dynamic generation of annular illumination 

patterns could allow simultaneous mapping of scattering coefficients over 

a large surface. 
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Chapter 5. Generic Parsimony in Genetic 

Algorithms for Selecting Spectral Processing 

Models in Regression and Classification 

Quantification in turbid media can be augmented by measuring 

scattering coefficients in addition to spectra. The practical point-source 

and imaging methods for measuring scattering shown in Chapters 3 and 4 

allow for quantification improvements of 35% and 50% over typical 

methods. Instead of using novel instruments, it is possible to improve 

quantification using improved data processing methods with conventional 

instrumentation. 

In this chapter a novel method for finding parsimonious 

spectroscopic data processing models is presented. Spectroscopic 

measurements of turbid media are often difficult to interpret. Furthermore, 

spectral properties of samples may change over time, requiring that 

models be periodically revised. Genetic algorithms have been used to 

simplify the process of selecting data processing models, with particular 

applications for processing spectra measured from turbid media. 

Development of parsimonious models has previously required operator 

intervention in the crafting of custom penalty weightings. Generic 
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parsimony penalty functions are presented here for the automated 

selection of optimal models using genetic algorithms. Matlab source code 

for the genetic algorithm described in this chapter is provided in Appendix 

C. To understand the use of parsimony in genetic algorithms, an 

introduction is given prior to the main body of this chapter. 

5.1 Genetic Algorithms 

One approach to building optimal processing models uses genetic 

algorithms to automatically select regression and classification models. 

Genetic algorithms are nonlinear search algorithms based loosely on 

simulated evolution.195 Pre-processing options and wavelengths of interest 

are coded as a string of binary digits analogous to a genetic code, and 

optimal models are selected by the GA using a simulated-evolution 

method akin to 'survival of the fittest'. Model selection is a highly nonlinear 

process, where selecting slightly different options may result in vastly 

different model fitness outcomes. Pre-processing options and useful 

wavelengths can be automatically suggested by genetic algorithms, and 

expert knowledge is only required in the final selection and application of 

the models. This allows the expert to reduce time spent in developing 

processing methods by trial and error. One disadvantage of using genetic 

algorithms is that the selected processing models can be difficult to 
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interpret, because no justification is provided by the algorithm as to why 

particular pre-processing options and wavelengths are selected. In genetic 

algorithms the choice of an optimal fitness function is crucial, and should 

include some form of parsimony. 

Parsimony is a term meaning to spare complexity. Most commonly 

parsimony is used to describe the application of Occam's razor. This 

principle plays an important role in building data processing models. One 

danger in automated method development is the adoption of complex 

models which are adapted to noise in the calibration sample, and perform 

poorly with independent validation and test samples. Model complexity 

can also have a secondary cost, because complex methods also require 

unnecessarily complex instrumentation. While the cost of analytical 

instrumentation is not often prohibitive in research, methods should be 

oriented towards maximum simplicity to reduce time and cost of routine 

testing in anticipation of usage under non-laboratory conditions. 

Development of simplified methods and simplified instrumentation can be 

guided by automated methods which take into account parsimony. 

Genetic algorithms which do not penalize for model complexity will evolve 

very complex models to fit the data as closely as possible. To avoid this, 

various penalties or constraints are typically applied to model fitness to 
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emphasize the utility of smaller models. Because the success of genetic 

algorithms are based on evaluations of processing model fitness, the 

selection of appropriate fitness functions and associated parsimony 

penalties are very important. 

Fitness functions for regression and classification genetic 

algorithms vary widely. Standard error104 and root mean square error196-200 

are often used to evaluate regression model fitness. Regression error is 

continuous and suitable for genetic algorithm optimizations. Classification 

fitness functions used in genetic algorithms based on classification 

accuracy have been reported.201-204 In this chapter, generic parsimony 

penalties based on root mean square regression error and Bayesian 

classification error are examined. 

5.2 Manuscript 

Generic Parsimony in Genetic Algorithms for Selecting Spectral 

Processing Models in Regression and Classification 

Authors: 

Francis W.L. Esmonde-White and David H. Burns 

5.3 Abstract 

Genetic algorithms have been used to develop models for 

processing spectroscopic data. Genetic algorithms are able to search a 
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very large number of possible model types and identify models for closer 

examination. Unfortunately, very complex models are often developed and 

techniques for limiting model complexity must be optimized for each 

particular application in regression and classification. A generalized 

approach for implementing parsimony was explored by comparing results 

from a series of regression and classification genetic algorithms 

incorporating different penalization criteria. Regression models were 

selected using mean square error and parsimony penalties. Classification 

models were selected using log-likelihood of correct classification and 

parsimony penalties. Penalties were based on the number of degrees of 

freedom, by taking into consideration the number of selected wavelengths 

and enabled pre-processing steps. Parsimony penalties were found to 

improve the regression and classification models selected by the genetic 

algorithm. In particular, the genetic algorithm incorporating parsimony 

located a simple regression processing method with a lower cross 

validation error than the optimal expert-developed processing method.  

5.4 Keywords 

genetic algorithm, regression, quantification, classification, 

wavelength selection, pre-processing option selection 
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5.5 Introduction 

Spectroscopic measurements are used for non-destructive 

quantification and classification. However, development of robust spectral 

processing models can be extremely complex. Spectral data acquired 

from industrial processes, biological fluids, and biological tissues include 

significant variability from spectral backgrounds and interference from 

chemical species other than the analyte of interest. Physical analytical 

methods such as enzymatic digestion and chromatographic purification 

can sometimes be used to prepare samples for analysis. However, extra 

sample preparation steps are costly, require time, and may increase the 

uncertainty in the spectroscopic measurement by virtue of increased 

sample handling. Methods for processing spectral data are often a 

practical alternative, where analytes are measured without pre-treatment 

steps. Moreover, computational costs are low, even for very complex 

spectral data analysis. Processing models are composed of 

pre-processing steps, such as background correction or smoothing, in 

conjunction with selection of wavelength regions that will best quantify or 

classify samples. Despite advances in computer hardware, method 

development for regression or classification based on spectroscopic data 

is still limited by the selection of pre-processing steps and optimal 
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wavelength for analysis. Optimization of data processing models is an 

iterative process and relies partly on chance. Additionally, the 

spectroscopic background and sample chemical compositions may 

change over time, requiring experts to periodically revise processing 

models. 

Instead of developing processing methods manually through trial 

and error, search algorithms are used to select data processing models. 

Algorithms for optimizing processing methods must search a large, 

irregular set of solutions. Over the past decade genetic algorithms have 

been increasingly used to automate selection of regression and 

classification models for analysis of spectroscopic data.105, 200-202, 205-212 

Genetic algorithms are used to automatically identify processing models, 

requiring expert knowledge only for selection and application of the final 

model. A major challenge in using genetic algorithms is the 

implementation of an appropriate parsimony function. 

Complex models generally fit calibration data more closely than do 

simple models. Because of this, unconstrained automatic model selection 

algorithms will preferentially select complex models over simple models. 

However, complex models also adapt to fit noise in calibration data and 

perform poorly when validated against independent test data. It is 
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important to use fitness evaluation functions that incorporate penalties to 

balance data fitting against model complexity.213 Parsimony is usually 

implemented as a penalty based on model size. Either system-specific or 

general parsimony penalties can be implemented. System-specific penalty 

weights require significant effort to develop and small changes in the 

assigned weightings can have a dramatic effect on model selection.212 

Alternately, generalized penalties can be implemented using the number 

of degrees of freedom in the model.214-216 Degrees of freedom are one 

method for the representation of model complexity, and are calculated by 

subtracting the number of coefficients used for processing data from the 

total number of observations within the data. 

In this manuscript, several generalized penalties are examined for 

parsimonious model selection for regression and classification. Parsimony 

is implemented based on the model evaluation functions for regression 

and classification. To evaluate regression model fitness, standard error 

and root mean square error are commonly used.196-200 Regression error is 

continuous and suitable for genetic algorithm optimizations. Different 

penalty functions based on regression error were examined using in-vivo 

diffuse reflectance NIR spectra of human fingernails to estimate lactate 

concentration.95 To evaluate classification model fitness, classification 
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success rate (also known as accuracy) is commonly used.201-204 Success 

rates are determined as a ratio of the number of samples correctly 

identified to the number of samples incorrectly classified.217 Precision of 

the success rate is dependent on the number of samples in the data. In 

small data sets the success rate is imprecise and cannot be used to 

discriminate between processing models with small performance 

differences. This drawback is problematic when developing methods for 

classification of biomedical samples, where the number of samples is 

limited by cost or availability of patients. An alternate approach was 

developed using Bayesian probabilities to classify samples and a Gibbs 

entropy measure to evaluate processing model fitness.218-220 Parsimony 

criteria from information-theory based on penalization of log-likelihood 

values were then applied to guide model development.216 Development of 

models using entropy-based classification fitness parsimony was tested 

with attenuated total reflectance mid-infrared spectra of starches.221 

5.6 Methodology 

To test the influence of parsimony on model selection, a genetic 

algorithm was developed and tested with various parsimony functions. 

The genetic algorithm consists of two portions: a pseudo-evolution based 

optimization algorithm and a function for evaluation of the fitness of 
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processing models. Fitness functions were developed for regression and 

classification of samples using spectral data. Effects of parsimony were 

tested by examining the performance of the genetic algorithm when using 

different parsimony criteria as applied to spectral data. 

5.6.1 Software 

A non-generational genetic algorithm was developed in Matlab (The 

Mathworks, Inc., Natick, MA) using genetic algorithm techniques as 

outlined by Luke.222 Non-generational genetic algorithms are useful 

because they immediately incorporate optimal solutions into the 

development of new population members as they are discovered, rather 

than waiting until an entire generation has been processed. Different 

fitness functions were implemented in order to evaluate regression models 

and classification models, where in all cases the underlying genetic 

algorithm was identical. Effects of parsimony on model selection were 

examined by comparing several parsimony implementations for regression 

and classification fitness functions. All fitness functions used a cross-

validation approach to measuring model fitness, where data from k 

samples was divided into n groups of spectra. Each of the n groups was in 

turn used as validation data while the remaining n-1 groups were used as 
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calibration data. Results from the n evaluation steps were combined in 

order to approximate the model fitness. 

Steps used in the genetic algorithm were:  

1. Randomly initialize the initial population 

2. Evaluate the fitness of all population members 

3. Generate a new population member using crossover and mutation 

4. Evaluate the new population member 

5. Selectively replace one population member 

6. Repeat steps 3 - 5 for the specified number of evolution steps 

To evaluate the fitness of each genetic algorithm population 

member, each model was tested using a fitness function. Data was first 

pre-processed according to selected options. Next, coefficients for a linear 

regression calibration were determined using the wavelengths selected 

from the calibration data. Properties of the validation data were estimated 

using the coefficients calculated from the calibration data. For 

classification, an extra step was included, using the score calculated from 

the regression to estimate the sample class using a Bayesian probability 

measure for classification. 
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5.6.2 Pre-processing Options and Score Calculation 

Each solution vector developed by the GA coded a series of steps 

for pre-processing the spectral data. A maximum of six pre-processing 

steps were permitted in any processing model. Common pre-processing 

options were explored, including: removing linear trends in data (using the 

Matlab function 'detrend'), boxcar smoothing, taking the discrete first 

difference93, discrete second difference93, Haar wavelet transform211, 

mean centering, autoscaling, unit scaling, range scale, intensity scaling, 

area normalizing, and vector normalization. Processing models also 

included extra parameters for each pre-processing option. Two 

parameters were generated for each pre-processing option (though used 

only with certain pre-processing steps): smoothing window, and gap for 

computation of differences. Smoothing windows were required by the 

boxcar smoothing and discrete difference methods. Noise in 

measurements may be reduced by smoothing the data, and a smoothing 

window parameter specifies the number of spectral values to be used in 

calculating averages. Derivatives were calculated by taking the difference 

between data points separated by a number of values specified by the gap 

parameter. Calibration and validation data were separately pre-processed 
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for each cross-validation permutation step according to the sequence and 

options specified in the processing model. 

From the vector of selected wavelengths in the pre-processing 

spectral data, an inverse least squares regression model was developed 

from the calibration set. Score values estimating the known property 

(either the concentration or sample class) were calculated for each sample 

in the calibration and validation sets using the inverse least squares 

regression model. 

5.6.3 Binary Representation of Processing Models 

Spectral processing models, pre-processing options and 

wavelengths of interest were encoded in a string of binary digits. In the 

first portion six pre-processing steps were encoded. Each pre-processing 

step was encoded in a sequence of 14 binary digits, using a Gray coding 

scheme to encode the various required parameters. The bitstring 

encoding scheme is shown in Figure 5.1. In each pre-processing string: 

4 bits were used to select the type of pre-processing function to be 

applied, 1 bit was used to select the dimension along which the step 

should be performed (when applicable), 5 bits to encode the width of the 

smoothing window as an integer number between 1 and 32, and the next 

4 bits to encode the derivative gap as an odd integer between 3 and 33. In 
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the next portion of the genetic vector, a bitstring mask was used to select 

spectral wavelengths for score calculation. The wavelength selection 

string included one element for each wavelength in the original spectrum, 

where bits set to 1 indicated that the corresponding wavelength was to be 

selected. In the final portion of each genetic vector was an alternate 

bitstring mask to be used for calculating the score value in the place of the 

spectral bitstring mask when Haar wavelets were enabled in the pre-

processing options. 

5.6.4 Regression Fitness Function 

Regression model fitness was evaluated based on mean square 

error (MSE), using several penalty functions based on differences in 

model size.214 Spectral calibration data with known chemical 

concentrations were used to build an inverse least squares model for 

estimation of validation sample concentrations in each cross-validation 

set. Mean square error was calculated from the difference between known 

PP1 Selected Wavelengths Selected Haar waveletsPP2 PP3 PP4 PP5 PP6

14 bits

Preprocessing type, 4 bits

Processing dimension, 1 bit

Smoothing window width, 5 bits

Derivative gap, 4 bits

Each preprocessing step

PP1 Selected Wavelengths Selected Haar waveletsPP2 PP3 PP4 PP5 PP6PP1 Selected Wavelengths Selected Haar waveletsPP2 PP3 PP4 PP5 PP6

14 bits

Preprocessing type, 4 bits

Processing dimension, 1 bit

Smoothing window width, 5 bits

Derivative gap, 4 bits

Each preprocessing step

Preprocessing type, 4 bits

Processing dimension, 1 bit

Smoothing window width, 5 bits

Derivative gap, 4 bits

Each preprocessing step

 

Figure 5.1: Bitstring representation diagram 
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and estimated validation sample concentrations. Fitness penalty functions 

incorporated combinations of the number of pre-processing steps and 

number of wavelengths selected to reduce the number of degrees of 

freedom when computing MSE. For reference, an initial series of model 

selection runs applied no model-size penalties. Next, degrees of freedom 

were decreased by the number of wavelengths included in the model. 

Finally, both the count of pre-processing options and number of 

wavelengths were used to penalize the MSE. Statistical distributions of 

model complexity based on the number of selected wavelengths have 

previously been examined in this way. However, assignment of penalties 

based on pre-processing options is not as well developed. For example, 

consider the use of a smoothing function. Using a smoothing function with 

a window of 3 effectively triples the number of wavelengths having 

influence on the regression model estimates. However, model complexity 

using smoothing does not increase by the same amount as it would with 

inclusion of three times the number of wavelengths for regression because 

of spectral collinearity. The statistical distribution and degrees of freedom 

are not well defined for use with various pre-processing options. Each 

selected pre-processing option constrains the model, and we opted to 
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treat each selected pre-processing option as reducing the number of 

degrees of freedom by one. Equations for the three cases are as follow:214 

    (5.1) 

   (5.2) 

  (5.3) 

where MSE is the mean square error, SSE is the validation sum of 

squared errors, n is the number of validation samples, Nwl is the count of 

wavelengths included in the regression model, and Npp is the number of 

spectral pre-processing steps employed. 

The best models were compiled from the multiple GA runs. In this 

way, a comparison of best fit results for each parsimony implementation 

provides a reliable comparison of optimization properties. 

5.6.5 Classification Fitness Function 

Classification models were based on a Bayesian class assignment 

using score values (S) determined using an inverse least squares linear 

regression with pre-processed data at the selected wavelengths the 

spectral wavelengths selected. Score values were calculated in the same 
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way that regression models estimated component concentration, except 

the inverse least squares regression was used to estimate known 

classification categories (0 or 1) instead of known concentrations. 

Gaussian functions were fit to the score estimates of the calibration 

samples in each known class. The fitted functions were used to 

approximate the regression score distributions of each class as follows 

(shown in Figure 5.7): 
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i eASp   (5.4) 

where p(S|Ai) is the probability of the score given membership in class i, 

based on the calibration data (S regression score distributions are 

determined for each class from the calibration data set). Bayesian 

classification models were constructed from these score distributions. 

Validation sample classes were independently estimated from the 

regression scores using Bayes theorem. Bayes theorem states:218 

  (5.5) 

The classification regression scores were used to estimate the class (Ai, 

either 0 or 1). From the calibration data, the prior probability is determined 

from the number of samples in each calibration class, p(Ai). The evidence 

is the sum of all the weighted probabilities in the data, ∑ ( p(Ai)·p(S|Ai) ). 
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Score distributions for each class were estimated using the fitted 

Gaussian functions. Validation samples were assigned to the class with 

the highest posterior probability, p(Ai|S), as calculated from Equation 5.5. 

This approach can was applied for 2-classes, and can be extended to n-

classes. Posterior probabilities were further used to compute a likelihood 

measure, according to: 

   
i

ii SApAL |ln    (5.6) 

where L is the log-likelihood, Ai is the known class number (eg. 1 or 0), 

p(Ai|S) is the probability of membership in class i based on the measured 

score value. Log-likelihood provides a measure of classification error 

where likelihood is a positive real number. Smaller likelihood values 

indicate better model fitness. 

To penalize classification models for complexity, three methods 

were used. Penalties were based on the integrated log-likelihood 

probability of correct assignment with a general form:216 

fitness = 2·L + a(n)·m    (5.7) 

where L is the log-likelihood of the model, n is the number of samples 

under test, a(n) is a penalty function dependant on the number of 

samples. The number of model parameters, m, was either set to account 

for the number of selected wavelengths, or to incorporate both the number 
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of wavelengths and pre-processing steps selected. In Table 5.1, the three 

classification parsimony functions examined are listed. 

First, classification models were developed using Likelihood without 

a parsimony penalty by setting a(n) to 0. Second, Akaike's Information 

Criterion (AIC) was tested where a(n) was set to 2. Using AIC fitness is 

penalized by 2 with each additional parameter. Third, Schwarz's 

Information Criterion (SIC) was examined, where a(n) was set equal to 

log(n). In this final case, the penalty for each selected parameter was 

scaled to account for changes in the number of test samples. Scaling the 

penalty value can be used to compensate for the increase in log-likelihood 

error with increasing numbers of samples. 

Name a(n) Formula

Likelihood 0 2·L

AIC 2 2·L + 2·m

SIC log(n) 2·L + log(n)·m
 

Table 5.1: Classification parsimony functions 
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5.6.6 Selection of Models 

As a quasi-random search process, no single execution of a 

genetic algorithm is guaranteed to select the best possible model. Instead 

the genetic algorithm was run several times, and best results for each 

model size were selected from the aggregated results. To allow direct 

comparisons, parsimony-free fitness values were calculated and stored in 

addition to the parsimony-penalized fitness. Statistical methods were 

applied to select a model for each number of pre-processing steps. Least 

complex models showing statistically significant improvement over all 

simpler models were selected. Statistical comparisons for regression 

models were based on the f-test to compare between MSE values, while 

classification models were compared using the chi-squared test to 

evaluate differences between log-likelihood values. Best fit models for 

each pre-processing scheme were then compared. Among the several 

models selected for comparison, some use many more or many fewer 

regression parameters than required and can be rejected. A final 

processing model is selected from the remaining models based on results 

of the validation data. Remaining models should also be examined 

graphically, to ensure that selected wavelengths map to spectral features, 

and to ensure that cross-validation iterations show consistent results. 
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Examples of graphical results are shown in Figures 5.3, 5.4, 5.6, 5.7, and 

5.8. Figures 5.3 and 5.6 both show the selected regression parameters 

and calibration weightings along with the pre-processed spectra. Because 

of shift and transformation in the spectral axis as a result of the various 

pre-processing options, selected wavelengths may not correspond 

perfectly to expected spectral features. However, selected wavelengths 

must correspond to portions of the pre-processed spectrum that contain 

information about the property under study. Some selected features may 

represent background offset corrections, and others should map to 

regions with spectral features. Calibration coefficients weighted 

inconsistently between cross-validation steps indicate that a model is too 

large, and may be adapted to noise rather than analyte signal. Figure 5.4 

shows results from the optimal processing model for estimating blood 

lactate content from in vivo NIR spectra measured through the fingernail. 

Figure 5.7 shows the distributions of classes in the calibration and the 

associated Gaussian probability distributions. Figure 5.8 shows results 

from the optimal model for assignment of starch class membership from 

infrared spectra. Models displaying inconsistency were rejected. 
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5.7 Test Data 

Two sets of data were examined to test the use of the regression 

and classification genetic algorithm. 

5.7.1 Regression Data Set 

Near-infrared reflectance spectra for in-vivo measurement of lactate 

were examined.95 Spectra were recorded from 1000 to 2500 nm with a 

16 cm-1 resolution, using an FT-NIR spectrometer to sample light diffusely 

reflected from the fingernails of ten adult subjects.95 Spectra and reference 

blood samples were acquired at four intervals before, during and after a 

30-second sprint on a modified isokinetic cycle. Reference blood lactate 

concentrations were measured from the reference blood samples. From 

partial least squares regression analysis, using the region of the spectrum 

from 1500 to 1750 nm, lactate concentration was determined with a 

standard error of cross validation of 2.21 mmol•l-1 and a correlation 

coefficient of 0.74. 
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5.7.2 Classification Data Set 

Mid-infrared spectral data for classification of starches were 

provided by Dr. Pierre Dardenne and Dr. Juan Antonio Fernández Pierna 

from the Walloon Agricultural Research Centre in Gembloux (Belgium).217, 

221 Spectra from 215 starch samples were recorded from 4000 to 600 cm-1 

at a 3.51 cm-1 (967 points) resolution using a FTIR spectrometer equipped 

with an ATR probe. This data was the subject of the 'Chimiometrie 2005' 

contest. Starches were grouped into 2 classes, with 107 and 108 

members in each respective class. As a result, the two classification 

groups were approximately equal in size. 
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5.8 Results and Discussion 

Multiple linear regression and Bayesian classification models were 

selected for processing two datasets using the genetic algorithm 
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Figure 5.2: Models for determining lactate concentration from NIR spectra 

were selected by a genetic algorithm. Results are presented as model 

error (grayscale intensity) for each model size and complexity (position). 

Dark regions indicate low model error, or good models. Bright regions 

show high model error and indicate poor models. In the Figures 

optimization results are shown: (a) without parsimony, (b) using parsimony 

for the number of wavelengths selected, and (c) using parsimony for both 

the number wavelengths and pre-processing steps selected. 
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described above. Different methods of generating parsimonious models 

were tested to examine effects of parsimony functions on model selection. 

In each case the genetic algorithm used identical optimization code, with 

different fitness functions for development of regression and classification 

models. Classification and regression genetic algorithms sorted and 

searched based solely on model fitness. Figures 5.2 and 5.5 present 

results from the genetic algorithm using different parsimony functions with 

results sorted by model size and complexity. Parsimony methods cause 

the genetic algorithm to indirectly take into consideration model size. A 

direct comparison of non-penalized performance measures between 

different parsimony schemes was used to illustrate differences in 

optimization.  

5.8.1 Regression Model Development 

Best-fit models were identified from each parsimony function after 

the genetic algorithm was run 40 times using each regression parsimony 

criterion. A parsimony penalty was applied to the mean square error. 

Figure 5.2 displays the effect of regression variable and pre-processing 

steps parsimony on model fitness. Results were first obtained (a) without 

inclusion of parsimony, then (b) parsimony was taken into account through 

the number of selected regression variables, and finally (c) the number of 



 

 158 

selected regression variables was combined with the number of pre-

processing steps. As seen in Figure 5.2a, when parsimony penalties were 

not included the genetic algorithm selected models with many regression 

variable and pre-processing steps. The parsimony-free search resulted in 

large models, which also have the lowest error of all the methods 

explored. However, when the large models were examined, they were 

observed to fit noise in the data. Examining the cross-validation plots of 

selected regression parameters, similar to those shown in Figure 5.4, 

demonstrated that for large models selected parameters did not 

correspond to regions containing signal or differences in signal. 

Parsimonious models were developed using a penalty for the number of 

regression parameters based on traditional multivariate linear regression 

statistical analysis.214 When parsimony was added to constrain the 

number of regression variables, as seen in Figure 5.2b, models with fewer 

regression variables were selected but the model retained many pre-

processing steps. There was a slight increase in the global model error but 

a decrease in error for models with few regression parameters. Finally, 

parsimony for both the number of regression parameters and the number 

of pre-processing steps was used. Figure 5.2c shows the optimal model 

size was further reduced when the parsimony accounted for the number of 
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both regression variables and pre-processing steps.  In this final case, 

models with fewer pre-processing steps were preferentially explored by 

the genetic algorithm because of the parsimony penalties. Larger models 

were also examined; however, parsimony penalties emphasized the 

development of small models. Use of both parsimony criteria constrained 

the algorithm to small models. As a result, the genetic algorithm did not 

search for solutions with large numbers of regression variables and pre-

processing steps. Large models selected when using both parsimony 

criteria had higher error than models of corresponding size selected in the 

parsimony-free algorithm. In contrast, small models selected when using 

both parsimony criteria had lower error than models of corresponding size 

selected in the parsimony-free algorithm. The large models selected 

without parsimony had the lowest total error of all the models developed. 

However, these models were unnecessarily complicated. One potential 

disadvantage of using parsimony is a decrease in the selection of complex 

models with low error. This can be a problem because complex models 

can serve as intermediate steps in the evolution of simple models. 

Nonetheless, the most efficient model with fewest pre-processing steps, 

regression parameters, and lowest error was located using the parsimony 
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method taking into account both model size and pre-processing 

complexity. 

Selected wavelengths and relative coefficient magnitudes are 

shown in Figure 5.3, overlaid on the pre-processed spectrum. We 

examined the best fit solutions at all combinations of wavelength and pre-

processing step parsimony constraints on model error. There were 7 

1500 1550 1600 1650 1700 1750

Wavelength (nm)

1500 1550 1600 1650 1700 1750

Wavelength (nm)  

Figure 5.3: Pre-processed NIR spectra for lactate estimation from in-vivo 

fingernail reflectance spectra. Dashed lines mark wavelengths selected for 

regression and corresponding regression coefficient magnitudes. Four 

pre-processing options were selected: (1) derivatives were taken with 

smoothing window 10 and derivative gap 5, (2) spectra were normalized to 

area 1, (3) a linear detrend, and (4) spectra were scaled to a maximum 

value of one. 
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possible combinations of pre-processing step complexity (no steps to all 

six steps enabled), and 25 possible regression model sizes (inclusion of 

1-25 wavelengths). Use of more than 25 wavelengths resulted in fitting of 

noise. A matrix of 7 by 25 models was compared. For each combination of 

pre-processing steps, a single model was selected. A statistical f-test was 

used to determine a statistical difference in regression error at a 95% 

confidence level, between models with increasing number of wavelengths. 

For each of the seven pre-processing step categories, one model was 

selected as significant Comparison of the absolute regression error, 

linearity, model size and consistency of regression coefficients was used 

to manually select the optimum model from among the 7 final models. A 

processing model using 7 wavelengths and 4 pre-processing options was 

selected. Results of the selected model are shown in Figures 5.3 and 5.4. 

Pre-processing steps were: (1) second derivative operation on each 

spectrum with a smoothing window of 10 and derivative gap of 5, (2) a 

normalization of each spectrum to a unit area, (3) a linear detrend of each 

spectrum, and (4) scaling to a maximum intensity of one of each 

spectrum. Wavelengths selected for analysis correspond to the primary 

lactate spectral features near 1670 and 1720 nm and regions of 

background intensity between 1550 and 1650 nm.  
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Results using the linear calibration model selected by the genetic 

algorithm for estimation of lactate concentration are shown in Figure 5.4. 

Lafrance showed a 5-component partial least squares model to best 

estimate lactate concentration.95 In comparison, the model selected by the 

genetic algorithm performed better, the standard error of cross validation 

decreased and coefficient of regression increased. Standard error 

decreased from 2.21 to 1.76 mmol · l-1 and the correlation coefficient 

SECV = 1.76

r = 0.83
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Figure 5.4: Lactate was estimated for 10 subjects using in-vivo NIR 

spectra versus a reference measure of lactate. Cross-validation using a 7-

component multilinear regression model was used to estimate the lactate 

concentrations from spectral data between 1500 and 1750 nm; n = 40,  

r = 0.83, SECV = 1.76 mmol•l-1. Regression estimates were determined 

from data at 1519, 1604, 1645, 1669, 1724, 1733 and 1734 nm. 
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increased from 0.74 to 0.83. Sagacious use of parsimony constraints 

enabled selection of an improved model using a genetic algorithm. As 

shown in the estimation of lactate concentration from NIR spectra, a 

generic parsimony penalty incorporating both number of wavelengths and 

pre-processing complexity resulted in an improved model. 

5.8.2 Development of Classification Models 

The effect of using different parsimony measures on the selection 

of classification models is presented in Figure 5.5. Results for each 

parsimony method were determined by selecting the best models 

identified from fifteen executions of the genetic algorithm. Parsimony 

criteria were based on penalization of log-likelihood for the model size 

using either the Akaike Information Criteria (AIC) or Schwarz' information 

criteria (SIC), as previously explained in the methods section. Maps of log-

likelihood for models with different numbers of included regression 

parameters and pre-processing options are shown in Figure 5.5, where 

non-penalized log-likelihood values are displayed for comparison.  
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Figure 5.5: Regions with different model properties were optimized by the 

genetic algorithm based on the implementation of parsimony. Dark regions 

indicate low log-likelihood, or good models. Bright regions show high log-

likelihood and indicate poor models. Genetic algorithms with no penalties 

on model size develop complex models to find models with the lowest 

possible error. In the Figures optimization results are shown (a) without 

parsimony, (b) using AIC parsimony for the number of wavelengths 

selected, (c) using AIC parsimony for both the number wavelengths and 

pre-processing steps selected, (d) using SIC parsimony for the number of 

wavelengths selected, (e) using SIC parsimony for both the number 

wavelengths and pre-processing steps selected. 
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Figure 5.6: Pre-processed starch spectral data, with the normalized 

regression coefficients shown as dashed lines to indicate the portions of 

the spectrum selected for analysis. No pre-processing options were 

selected in the optimal model. Data at 1133, 1329, 1352, 1369 and 

2185 cm-1 were selected for developing the classification score. 
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Similar to the comparisons for the regression model penalties, 

classification models were initially developed without penalization for 

model size (as measured by the number of wavelengths) and complexity 

(as measured by the number of pre-processing steps). Classification 

models were also developed using AIC to penalize fitness based on only 

the model size or a combination of the model size and complexity, as 

shown in Figures 5.5b and 5.5c respectively. Finally, classification models 

were developed using SIC, using either the model size or a combination of 

the model size and complexity, as shown in Figures 5.5d and 5.5e. 

Schwartz's information criterion uses a penalty scaled by the 

number of samples used for testing the model. This penalty biased the 

search towards the selection of small models and prevented models with 

moderate complexity from being fully exploited. Using the Akaike 

information criteria small models were emphasized over very large 

models, while still exploring intermediate models. In the fitness maps in 

Figure 5.5, shifts in model exploration result in shifts in the dark basin 

representing the best models located. Without parsimony, large complex 

models are selected. When parsimony measures based on model size are 

included in the genetic algorithm, optimal models requiring fewer 

wavelengths are found. When constrained with both model size and 
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complexity, the genetic algorithm finds optimal solutions requiring fewer 

pre-processing steps. 

Models selected by the genetic algorithm under different parsimony 

constraints were examined. As was done for the regression model, a 

matrix of 7 by 30 models was compared. An optimal model was found for 

each number of enabled pre-processing steps by comparing models using 

different numbers of wavelengths. Chi-squared statistical comparison was 

used to select the most complex model with a significantly lower log-

-2 -1 0 1 2
Score

-2 -1 0 1 2
Score  

Figure 5.7: Gaussian functions fitted to the score values in the calibration 

data. Score values developed from spectra of two classes of modified 

starches are shown. Score estimates from the multilinear regression are 

plotted along the x-axis, with the first class plotted as a solid line, and the 

second class plotted as a dashed line. Points are offset vertically to 

indicate known classifications. 
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likelihood than all the less complex models. Using AIC parsimony less 

complex processing models were selected than without parsimony. The 

best fit model was determined using AIC to implement parsimony 

penalizing for both the number of selected wavelengths and pre-

processing options. Pre-processing steps were not required for sample 

classification. A subset of the raw spectra is shown in Figure 5.6, along 

with the wavelengths selected for evaluation of score values and the 

relative coefficient weightings of the wavelengths. Spectral intensities and 

coefficient weightings have been scaled for display purposes.  From the 

score values associated with the calibration data, Bayesian classification 

probabilities were developed. 

Figure 5.7 shows Gaussian functions fitted to the score values for 

data in each known class. From the two Gaussian functions and the 

number of data points in each class, the class membership probability 

distribution was developed. Figure 5.8 shows the classification assignment 

using the score value to determine the probability. From the 215 samples 

examined by cross-validation, three were incorrectly classified, as 

indicated by arrows. Samples were classified with an accuracy of 98.6%. 

Selection of a simple model using the genetic algorithm was improved by 
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the application of the AIC parsimony method taking into account both the 

number of selected wavelengths and pre-processing steps. 

5.9 Conclusions 

Incorporation of generalized parsimony constraints in a non-

generational genetic algorithm was demonstrated for spectroscopic data in 

quantification and classification modeling. Generalized parsimony for 

selection of regression models was implemented using an adjusted 
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Figure 5.8: Bayesian class estimates, showing the estimated likelihood 

that a given test sample belongs to class 2. Two samples are incorrectly 

estimated as belonging to class 1, and one sample is incorrectly estimated 

as belonging to class 2. Incorrectly classified cross-validation samples are 

indicated with arrows. In the plot classifications class assignments for the 

215 samples are shown as calculated using cross-validation with 5 groups 

of 43 samples. 
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RMSE, while parsimony for selection of classification models was 

implemented using penalized log-likelihood. Model size was measured by 

the number of wavelengths, and model complexity was measured by the 

number of pre-processing steps. When unconstrained, the genetic 

algorithm was shown to search for large, complex models. Single 

parsimony using only the number of wavelengths was effective in directing 

the search algorithm towards exploration of smaller models. Likewise, dual 

parsimony using both the number of wavelengths and pre-processing 

steps resulted in optimization of models with fewer wavelengths and also 

fewer pre-processing steps. The constrained algorithm returned solutions 

with slightly more error, but successfully located smaller models not 

identified without parsimony constraints. The quality of small models is 

very important for practical reasons, while much larger models are less 

useful. Other than as intermediate solutions, very complex models will not 

likely find practical application. We found that dataset independent 

parsimony functions affected these two data sets in a similar manner, 

resulting in the selection of simple processing models. 
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Chapter 6. Estimation of Myoglobin Oxygen 

Saturation from Spectra of Cardiac Tissue using 

Multivariate Curve Resolution  

Improvements to spectroscopic quantification in turbid media have 

been demonstrated using novel instrumentation and data processing 

methods. In the previous chapter, a novel method for applying parsimony 

in the selection of processing models using a genetic algorithm was 

demonstrated. In particular, a regression-based data processing model 

was identified with a 41% reduction in regression error as compared to the 

best user-developed model. Genetic algorithm based development of data 

processing models are most useful where calibration conditions are 

consistent with validation and usage conditions. 

In systems where the chemical environment is expected to vary 

from the initial calibration conditions, self-adapting methods can be used 

to compensate for changes. Multivariate curve resolution techniques are 

one such example of self-adapting methods. In multivariate curve 

resolution the measured data is used to directly estimate the signal 

response and sample composition. 
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In this chapter a method for adaptively modelling tissue spectra is 

presented. Spectral features in biological systems are not identical to 

spectral features of the isolated components. Reasons for this include the 

pH of the chemical environment, the multitude of interactions, and the 

spectral transformations caused by light scattering. To improve 

quantification in biological systems, multivariate curve resolution can 

recover the analyte concentrations and pure component spectral profiles.  

In this chapter we describe a novel application of multivariate curve 

resolution for estimating myoglobin oxygen saturation in cardiac tissue. 

Matlab code for the MCR routine described here is provided in appendix 

D. A brief introduction to multivariate curve resolution is presented prior to 

the main manuscript.  

6.1 Multivariate Curve Resolution 

Multivariate curve resolution (MCR) refers to a family of data 

processing techniques used for simultaneous determination of 

concentrations and pure spectra of mixtures based on perturbations in the 

data.223 One member of the MCR family is alternating least-squares 

multivariate curve resolution (MCR-ALS), based on an alternating series of 

least squares concentration and spectral profile estimates.224 Central to 

the alternating least squares algorithm are constraints for bounding 
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solutions within physically relevant limits. Constraints are used to 

mathematically resolve the chemical components.225, 226 MCR algorithms 

typically use constraints such as closure, non-negativity, selectivity, 

normalization, and equality.227, 228 Selections and implementations of 

constraints are the primary differences between MCR-ALS algorithms.224 

Spectral data is normally assumed to be non-negative, as are chemical 

concentrations. However, in tissue spectroscopy second derivatives are 

commonly taken as a data pre-treatment step. When derivatives are 

taken, spectral intensities can assume negative values. Non-negativity 

cannot be used as a constraint when processing derivative spectra. 

Likewise concentration closure is no longer applicable when spectral 

backgrounds are subtracted because some spectral contribution from 

each species may be lost. Pre-processing steps must be carefully 

selected to ensure that constraints chosen for the MCR remain applicable. 

An initial starting point must be supplied to MCR algorithms. The 

similarity of the starting guess to the true component is important, and 

influences the results of the MCR algorithm. Suitable starting points can 

include principal component spectra as derived from singular value 

decompositions, or better yet, measured spectra of the isolated 

components. In addition to estimated spectra, the total number of 
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components present in the mixture must be supplied to the MCR 

algorithm. Methods suggested in the literature include use of prediction 

error sum of squares plots (scree plots) examining the residual error from 

fitting varying numbers of principal components to the experimental data. 

MCR algorithms use systematic variations in the data to isolate signal 

contributions from different species, and so data should include 

independent variations between components. If components have spectra 

or concentration profiles that are too similar, a lack of selectivity can lead 

to significant ambiguity in the MCR solutions.229 

Multivariate curve resolution techniques allow for the determination 

of both the concentrations and the spectral profiles for each component in 

a mixture, given a suitable starting point. By allowing an MCR routine to 

determine the optimal spectra directly from measured data, pure 

component spectra are estimated for the relevant chemical environment. 

Absolute chemical concentrations are not determined from the MCR 

algorithm because of scaling constraints. Instead, relative composition is 

determined and can be related to absolute concentration using known 

system properties. 
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6.2 Manuscript 

Estimation of Myoglobin Oxygen Saturation from Spectra of Cardiac 

Tissue using Multivariate Curve Resolution 

Authors: 

Francis W.L. Esmonde-White, Lorilee S.L. Arakaki, 

Kenneth A. Schenkman, Wayne A. Ciesielski, David H. Burns 

6.3 Abstract 

A method for adaptive modeling of spectra from tissue for 

myoglobin oxygen saturation was developed. The multivariate curve 

resolution (MCR) technique was compared with a classical least squares 

method for estimation of myoglobin oxygen saturation in simulated and 

biological cardiac tissue. Tissue simulations with fixed and variable 

hemoglobin concentrations were examined to compare the performance of 

the techniques under different conditions. Myoglobin saturation estimates 

using MCR with variable hemoglobin composition were shown to decrease 

estimation error by 75% compared to least squares estimates. The range 

of myoglobin saturation required for MCR to function was examined. 

Results show that the spectral data set must include myoglobin saturation 

values that vary from at least 85% to 100% for myoglobin oxygen 

saturation calibration using MCR. Myoglobin oxygen saturation endpoints 
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in 9 guinea pig hearts were estimated from spectra using MCR and 

classical least squares. Results showed saturation estimates using MCR 

to be better than estimates using classical least squares. Endpoints at the 

100% level were estimated to be 89 +/- 4% using MCR as compared to 

199 +/- 54 % using classical least squares. MCR provides a means for 

practical measurements in clinical settings.  

6.4 Keywords 

Multivariate curve resolution, MCR, self-modeling curve resolution, 

SMCR, myoglobin oxygen saturation  

6.5 Introduction 

Visible and near-infrared spectroscopic measurements in living 

tissue are routinely used to measure blood oxygenation.128-130 Pulse 

oximetry uses distinctions between the absorption spectra of 

deoxyhemoglobin (Hb) and oxyhemoglobin (HbO2) to rapidly measure 

blood oxygen saturation. Spectroscopic difference measurements 

between the systolic and diastolic moments, while the heart is beating and 

at rest, enable a hemoglobin-selective oxygen saturation measurement. 

However, pulse oximetry measurements cannot be used to measure 

oxygen saturation within cells, where oxygen is ultimately consumed. 



 

 178 

Myoglobin is present in skeletal muscle and the heart. 

Measurement of myoglobin oxygen saturation in cardiac tissue has the 

potential to provide information about intracellular oxygenation during 

surgical procedures. Standard imaging modalities, such as magnetic 

resonance imaging, that are widely used to measure oxygen content in 

blood or tissue may not be compatible with the small spaces in a surgical 

suite or may not adequately discriminate tissue from blood. Visible-near-

infrared (VIS-NIR) spectroscopy is currently explored as a measurement 

of myoglobin oxygen saturation. Spectroscopic systems are relatively 

small and resulting spectra can be used to quantify oxygen content in 

blood, tissue or both. The high spatial resolution and specificity of VIS-NIR 

spectra can be used to distinguish normal arterial perfusion from regional 

ischemia and show areas of low, medium, and high deoxygenation during 

reperfusion of cardiac tissue.88 

Spectroscopic methods for measuring hemoglobin oxygen 

saturation noninvasively have widely been reported.125, 134, 230 Hemoglobin 

oxygen saturation in arterial blood can be measured by taking the spectral 

difference between points of maximum and minimum blood volume during 

the cardiac pulse to isolate the spectral contribution of red blood cells from 

surrounding tissue. However, the same method cannot be applied to 
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spectral measurements of myoglobin oxygen saturation in cardiac and 

skeletal muscle because myoglobin concentration does not change rapidly 

within muscle cells. The similarity of myoglobin and hemoglobin NIR 

spectra further complicates measurements of myoglobin oxygen 

saturation (SMb). More complex processing methods than used in pulse 

oximetry are utilized for determination of relative deoxymyoglobin (Mb) 

and oxymyoglobin (MbO2) concentrations. Myoglobin oxygen saturation 

within tissue can be calculated from the relative deoxymyoglobin and 

oxymyoglobin concentrations, indicating the intracellular oxygen partial 

pressure.  

Methods have been reported for spectroscopic measurement of SMb 

in the presence of hemoglobin in vitro both without scattering,120 and also 

in the presence of scattering.153, 231 In addition to in vitro studies, 

myoglobin oxygen saturation has been measured spectroscopically under 

ex vivo and in vivo conditions by perfusing tissue with a buffer solution to 

remove hemoglobin interference.101, 232, 233 Calibration spectra are required 

with classical least squares (CLS) and partial least squares (PLS) to 

determine SMb for samples at intermediate oxygen saturations. 

Unfortunately, calibration spectra cannot be measured in tissue. Instead, 

in vitro calibrations developed with PLS can be transferred and used for ex 
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vivo and in vivo measurements with scattering and hemoglobin 

interference.97, 234 Using PLS, calibrations require spectra to be collected 

at 0% and 100% O2 saturation for scaling the data to account for 

differences between samples.97 Physical manipulations such as occlusion 

of blood flow to tissue and manipulations of the inspired air oxygen 

content have been performed to reach 0% and 100% O2 saturations. 

Manipulations for calibration such as these are impractical for 

measurements in a surgical setting because myoglobin oxygen saturation 

should not reach the limit values under normal physiological conditions.  

Spectroscopic measurement of SMb is further complicated because 

spectra of individual components are imperfectly known, because 

reference SMb calibration values are not available, and because light 

scattering causes nonlinear transformations between spectra measured 

with and without scattering.235 Reference spectra are measured from 

purified samples and can include a scatterer. Differences in scattering 

between spectra of reference and test samples lead to fitting errors in the 

data processing. Light scattering varies between individuals, and over time 

also varies within each individual.236 Because of these variations, 

scattering is problematic even when calibrations are obtained directly from 
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tissue. Spectra for each individual subject may be acquired over short time 

periods to minimize temporal variations in light scattering. 

Multivariate curve resolution (MCR) is used to isolate pure 

component spectra and pure component compositions from a series of 

spectra.237, 238 MCR allows scattering-transformed spectra to be estimated 

directly from ex vivo or in vivo tissue spectra. Estimation of component 

concentrations using scattering-transformed spectra, instead of using 

reference spectra measured in vitro as in CLS and PLS, should improve 

least squares estimates of component concentrations. MCR has been 

demonstrated to mathematically isolate pure component spectra from 

mixtures of multiple components with varying sample composition in 

recorded spectral data.223, 239, 240 Components are isolated by MCR using 

constraints such as closure, non-negativity and normalization to limit the 

range of valid solutions.239, 241 MCR is particularly useful in systems where 

physical limitations prohibit measurement of isolated pure component 

spectra. Examples include species present in equilibria which can never 

be completely isolated and living tissue where reference spectra may be 

inaccurate if recorded outside the scattering environment.237, 238, 242 

In this paper, we report the application of MCR to measurement of 

myoglobin oxygen saturation using VIS-NIR spectra of cardiac tissue 
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perfused with red blood cells. Pure spectra and relative concentrations of 

Mb and MbO2 were estimated by the MCR algorithm, using in vitro spectra 

of myoglobin and hemoglobin measured at 0 % and 100 % oxygen 

saturations for initial estimates of pure component spectra. Estimated 

myoglobin concentrations were then used to calculate SMb. Analysis using 

the MCR method was compared to a classical least-squares (CLS) 

analysis method by examining simulated tissue spectral data and spectra 

acquired from cardiac tissue. Simulated tissue data were also used to 

examine effects of the sampled oxygen saturation span on MCR analysis 

accuracy.  

6.6 Theory 

Multivariate curve resolution refers to a family of data processing 

techniques used for simultaneous determination of concentrations and 

pure spectra of mixtures based on perturbations in the data.223 One 

member of the MCR family is alternating least-squares multivariate curve 

resolution (MCR-ALS), based on a series of alternating least squares   

estimates of composition and spectral components.224 Constraints are 

used to mathematically isolate the chemical components by providing 

boundaries to limit the possible solutions.225, 226 Constraints typically used 

in MCR algorithms include closure, non-negativity, selectivity, 
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normalization, and equality.227, 228 Selections and implementations of 

constraints are the primary differences between MCR-ALS algorithms.224 

Spectral data are normally assumed to be non-negative, as are chemical 

concentrations. However, in tissue spectroscopy, second derivatives are 

commonly taken as a data pre-treatment step. When derivatives are 

taken, spectral intensities can assume negative values and non-negativity 

cannot be used as a constraint. Likewise, concentration closure is no 

longer applicable when spectral backgrounds are subtracted because 

some spectral contribution from each species may be lost. Pre-processing 

steps must be carefully selected to ensure that constraints chosen for the 

MCR remain applicable. 

We have adapted MCR for analysis of myoglobin oxygen saturation 

from visible spectral data. Three general algorithm components are 

required. A core alternating least squares algorithm is necessary for 

repeatedly estimating concentrations and spectral profiles. This algorithm 

must maintain component ordering and determine when to terminate the 

optimization. A non-negativity constraint for limiting solutions to chemically 

relevant values is also necessary. Non-negativity is not applicable to 

spectral component estimates because second derivatives were taken as 

a data pre-processing step. Last, closure is used to relate the final 
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chemical composition estimates to relative concentration values. SMb is 

then calculated from the relative concentrations. 

Relative myoglobin and oxymyoglobin concentrations were first 

estimated using an MCR-ALS routine, based in part on the algorithm by 

Tauler et al.227, 243 Spectral profiles and concentrations were repeatedly 

estimated through a series of alternating least-squares computations with 

constraints applied at each iteration. Classical least squares estimations 

based on Eq. 6.1 are central to MCR-ALS algorithms:224 

X = CS +E     (6.1)  

Concentration (C) and spectral (S) estimates in MCR-ALS are 

repeatedly estimated from recorded spectral data (X), while minimizing the 

error matrix (E). In order to determine concentrations from spectral 

estimates and the measured data, Eq. 6.1 can be rearranged as: 

C = XS(SST)-1    (6.2)  

Equation 6.1 can also be rearranged to solve for spectral estimates 

using concentration estimates and the measured data: 

S = XTC(CTC)-1    (6.3)  

To begin the ALS routine, initial pure component spectral estimates 

must be provided. Convergence of MCR is dependent on both the 

selection of an appropriate number of components and similarity of initial 
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spectral estimates to the true spectra. Random guesses, principal 

components, or measured pure spectra may be used to initialize MCR 

routines. When random guesses are used, spectral ordering is 

undetermined and MCR is more likely to become trapped in local minima. 

Principal component analysis will yield orthogonal component estimates, 

and is not suitable for estimating spectra of highly collinear components 

such as hemoglobin and myoglobin. Throughout the present work, pure 

component spectra measured in the presence of scattering were taken as 

initial spectral estimates. 

Spectral profiles from each component, as estimated from Eq. 6.3 

during iterations of the ALS routine, were normalized to unit vector length 

to avoid intensity ambiguities. To ensure that the ordering of pure spectral 

components did not change, estimated spectra were compared to the 

initial spectra using a similarity measure.227, 242 If necessary, spectra were 

reordered to preserve the relationship between chemical component and 

position in the initial spectral estimates. If component ordering was not 

maintained, components in the final algorithm solution would not have a 

defined correspondence to the pure chemical components. 

While chemical concentrations are always positive, mathematical 

least squares estimates of concentration (Eq. 6.2) are not necessarily 
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positive. To constrain estimated concentrations to positive values, a soft 

non-negativity constraint was implemented. Several methods are 

commonly used to implement non-negativity, including non-negative least 

squares (NNLS), hard constraints, and soft constraints. We implemented a 

novel hard non-negativity boundary constraint, where concentrations 

approaching negative values were constrained to positive numbers. A 

transformation threshold (t) was calculated as the maximum magnitude of 

the concentration vector divided by the total number of values. All regions 

in the concentration profile with magnitudes below the threshold were 

exponentially transformed, thereby constraining all concentrations to 

positive numbers: 

C' = t x 10(C-t)     (6.4) 

Sequentially, all rows of the concentration matrix C were 

constrained to positive values by selecting each row (chemical species) as 

a concentration vector C. This transformation retained a shape similar to 

the original concentration profile, where t indicates the lower bound, and C 

is the concentration vector to be constrained to positive values (C'). 

Residual errors were calculated after each iteration of the MCR 

routine to determine when the MCR algorithm was to be terminated. 

Residual error was calculated as the difference between the original data 
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and data reconstructed from spectral and concentration estimates. Using 

singular value decomposition (SVD), a reference error was determined for 

the selected number of components to establish the minimum error 

attainable. Residual error of the least-squares estimates was normalized 

to the SVD-derived minimum error to provide a measure of convergence 

independent of the particular data used. As the algorithm converged, the 

residuals no longer changed appreciably between steps. The algorithm 

was stopped when the change in normalized residual error was less than 

10-5. Optimizing the four component myoglobin/hemoglobin system, the 

MCR algorithm typically terminated in less than 40 iterations, requiring a 

few seconds of computational time on a portable computer equipped with 

a dual-core 2.0 GHz processor and 2 GB of random access memory. 

After the ALS optimization terminated, a closure constraint was 

used to scale the concentration estimates determined by the MCR to 

relative concentrations. Scaling is necessary for closure because of 

spectral normalization, which results in spectral magnitudes having 

undetermined concentration scaling. As a result, concentration estimates 

from different chemical species are seldom equally weighted. Closure 

constraints are used to determine relative concentrations between the 

chemical species using known relationships. Myoglobin concentration is 
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assumed to be constant over each experiment because myoglobin is 

contained within muscle cells and the total concentration should not 

change. Cytochromes might be treated similarly, but closure cannot be 

used for hemoglobin as blood flow varies in response to physiological 

events. A single positive non-zero closure constant (k) was calculated for 

each data set for which sum of the oxymyoglobin and deoxymyoglobin 

concentrations varied the least. The closure constraint, k, which minimized 

E(k) was selected: 

E(k) = std( k·[Mb] + [MbO2])   (6.5) 

E(k) is a measure of the variation in total myoglobin concentration. 

Myoglobin oxygen saturation (SMb) was calculated using: 

SMb = [MbO2] / ( k·[Mb] + [MbO2] ),  (6.6)  

Where k is the closure constant, [MbO2] is the estimated 

oxymyoglobin concentration, and [Mb] is the estimated deoxymyoglobin 

concentration. Because scattering transformed spectra are determined 

directly by MCR and because concentration is related using closure, 

tissue-specific endpoint spectra are not required for calibration or 

normalization. 
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6.7 Experimental 

To evaluate the use of the MCR method for measurement of 

myoglobin oxygen saturation, both simulated and cardiac tissue spectra 

were examined. Tissue simulations, where oxygen saturation could be 

controlled, were developed to compare MCR and CLS estimates of SMb. 

The oxygen saturation range required for accurate MCR estimates of SMb 

was determined using tissue simulations. To demonstrate applicability in 

cardiac tissue, SMb was evaluated from spectra of guinea pig hearts 

measured ex vivo using the MCR method. 

6.7.1 Simulated Data 

Simulated data sets were created to investigate the performance of 

algorithms for estimation of myoglobin oxygen saturation under conditions 

applicable in tissue. Simulated tissue spectra were developed by summing 

second derivative diffuse reflectance spectra of Hb, HbO2, Mb, and MbO2 

solutions recorded in scattering conditions.135, 153, 231 Spectra from 450 to 

950 nm with 1 nm resolution were recorded with addition of 2% Intralipid 

to simulate scattering.135 The wavelength range from 450-650 nm was 

used in the analyses. Simulated tissue spectra comprised linear additions 

of oxygenated and deoxygenated myoglobin and hemoglobin spectra to 

obtain spectra with known intermediate saturations, with 1% added noise. 
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One hundred simulated tissue spectra with randomized and known 

myoglobin and hemoglobin saturations were generated for the cases listed 

in Table 6.1. Hemoglobin concentration was first kept fixed and then 

varied randomly. Random changes in sampled blood volume were 

simulated by allowing total hemoglobin concentration to vary from 1 

according to a normal distribution with a standard deviation of 0.1. 

Myoglobin concentration was constant in all simulated data sets. 

Hemoglobin concentration was approximately equal to the myoglobin 

concentration. Where hemoglobin concentration varied, the mean 

concentration of hemoglobin was approximately equal to the myoglobin 

concentration. Hemoglobin concentration is expressed as heme 

concentration, four times the concentration of molecular hemoglobin. 

RMSEP r
2 RMSEP r

2

MCR 0.15 0.95 0.13 0.88

CLS 0.15 0.95 0.33 0.93

MCR 0.13 0.96 0.08 0.97

CLS 0.13 0.96 0.32 0.93

Constant

+/- 10%

Hemoglobin 

Concentration

Processing 

Technique

SHb SMb

 

Table 6.1: Residual error (RMSEP) and linearity (r2) for estimations of 

hemoglobin (SHb) and myoglobin (SMb) oxygen saturations determined 

using Multivariate Curve Resolution (MCR) and Classical Least Squares 

(CLS) from simulated spectra. Hemoglobin concentration was held 

constant and was varied in two separate tests. 
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A third series of tissue simulation spectra were developed to 

determine the minimum oxygen saturation range required for accurate 

estimation of myoglobin oxygen saturation. The data set must contain 

some perturbation in order for MCR to successfully separate the spectral 

components. Simulated spectral data included fixed total myoglobin 

concentration, and allowed total hemoglobin concentration to vary by 10%. 

Since it is expected that normal SMb values in the heart are close to 

100%,97 each set of simulated tissue spectra spanned a range from 100 % 

to a lower bound which varied from 99% to 60% in increments of 1%. 

Hemoglobin saturation was varied over the same saturation range as 

myoglobin. Results for each saturation range were evaluated from the 

average performance over 10 tissue simulation data sets, each containing 

100 spectra. 

6.7.2 Cardiac Tissue Data 

All animal protocols were approved by the Institutional Animal Care 

and Use Committee at the University of Washington. Optical 

spectroscopic measurements of guinea pig hearts (n = 9) were recorded 

between 450 and 950 nm. Excised hearts were perfused with red blood 

cells at 5% hematocrit under conditions of varying oxygen saturation 

according to the Langendorff method. Diffuse reflectance spectra were 
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recorded from the left ventricular wall using a custom bifurcated fiber optic 

probe having a 1.75 mm separation between source and detector fibers. 

Spectra of cardiac tissue were collected as previously described in 

detail.232, 244 Spectra were recorded for each excised heart while oxygen 

saturation of the blood was controlled using a gas-exchange perfusion 

system to control the oxygen, nitrogen and carbon dioxide concentrations. 

Each heart was exposed to a hypoxic ramp over 20 minutes, a linear 

reduction in perfusate oxygen content. Maximum myoglobin oxygen 

saturation was produced experimentally by perfusion with oxygenated 

buffer, infusion of adenosine to maximally vasodilate the coronary arteries, 

and infusion of potassium chloride to arrest the heart and thus lower 

myocardial oxygen consumption. Maximal deoxygenation was produced 

by infusion of sodium dithionite (Na2SO4) at the end of each experiment.244 

Guinea pig heart spectra were pre-processed by taking second derivatives 

with the same settings as used for tissue simulation spectra. All spectral 

analyses were done in the range from 450 to 650 nm. 

6.8 Results & Discussion 

To evaluate the use of the MCR method for measuring myoglobin 

oxygen saturation, both simulated and cardiac tissue spectra were 

examined. Estimates of oxygen saturation using MCR and CLS were 
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compared with and without variation in hemoglobin concentration. 

Simulated tissue spectra were also used to estimate the required oxygen 

saturation range for accurate in vivo SMb estimates. Cardiac tissue was 

examined using MCR and CLS to demonstrate applicability of the MCR 

technique to biological tissue. 

6.8.1 Simulated Tissue Measurements 

To compare MCR and CLS, simulations with constant hemoglobin 

concentration were examined. Prediction error was measured as the root 

mean square error (RMSE) between estimated and known values of SHb 

and SMb. Calibration linearity was measured using correlation coefficients 

(r2) between estimated and known values of SHb and SMb. Corresponding 

experimental results are shown in Table 6.1. When hemoglobin 

concentration was held constant, estimates of hemoglobin oxygen 

saturation were equivalent for both CLS and MCR. However, estimates of 

myoglobin oxygen saturation using MCR were better than the 

corresponding CLS estimates. Prediction error for SMb using MCR was half 

that using CLS because constraints used in the MCR algorithm limit 

myoglobin concentration to chemically relevant values. Collinearity 

between hemoglobin and myoglobin spectral profiles leads to negative 

myoglobin concentration estimates using CLS.  
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In addition, spectra of the pure components as estimated by MCR 

better conform to spectral components present in the data than the in vitro 

reference spectra used in CLS. Output spectral profiles correspond closely 

to the known spectral profiles, as illustrated in Figure 6.1. Using MCR, 

pure component spectral profiles are determined in situ from measured 
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Figure 6.1: Spectral components estimated from MCR processing of 

simulated tissue spectra. Spectra are displayed as: a) deoxyhemoglobin, 

Hb, b) oxyhemoglobin, HbO2, c) deoxymyoglobin, Mb, and d) 

oxymyoglobin, MbO2.  Solid lines indicate MCR spectral estimates, dotted 

lines indicate known component spectra and dashed lines indicate initial 

guesses. Simulated tissue spectra were composed from component 

spectra at one scattering level (known), while the MCR was initiated with 

component spectra measured at a different scattering level (initial). 
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spectra during an experiment rather than from purified external calibration 

solutions. Optical scattering leads to a transformation of measured 

spectra, but spectral shifts arising from light scattering are corrected by 

the MCR. By determining spectra in situ, concentration estimates can be 

improved. 

 Calibration and validation results are shown in Figure 6.2. As 

shown in Figure 6.2a, hemoglobin oxygen saturation is consistently 
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Figure 6.2: Calibration plots comparing tissue oxygen saturation estimated 

using MCR and CLS to known values.  Calibrations of: a) hemoglobin 

oxygen saturation, and b) myoglobin oxygen saturation. Hemoglobin 

estimates are nearly identical using both MCR and CLS, and as such the 

plot symbols overlap. Myoglobin estimates are improved using MCR as 

compared to CLS estimates. Hemoglobin and myoglobin concentrations 

were the same in all spectra. 
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estimated by both CLS and MCR. However, as shown in Figure 6.2b, the 

CLS method overestimates myoglobin oxygen saturation. Using the 

closure constraint, MCR corrects the overestimates. Hemoglobin spectral 

intensity in the measured pure components is about 30% greater than the 

myoglobin spectral intensity. Noise added to the simulation degrades 

myoglobin concentration estimates more than the hemoglobin 

concentration estimates because of the difference in the spectral 

weightings. In cases where the total spectral intensity from myoglobin is 

much greater than from hemoglobin, hemoglobin concentration estimates 

become worse than the myoglobin concentration estimates. Regardless of 

the relative component magnitudes, oxygen saturation estimates are 

improved when using the MCR routine. 

When hemoglobin concentration was varied in the simulated 

spectra, the error in MCR estimates of SMb was less than when 

hemoglobin concentration was fixed, and linearity increased slightly. In 

contrast, when using CLS for estimation of SMb, error and linearity were 

constant regardless of hemoglobin variation. These results indicate that 

variation of hemoglobin perfusion improves the capacity for the MCR 

algorithm to adapt pure spectra to data. This is fortuitous, as hemoglobin 

perfusion varies naturally with both time and oxygenation. It appears that 
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the natural variation in hemoglobin concentration improves MCR 

resolution of nearly collinear spectra. 

Saturation must vary in the data set in order for MCR to 

successfully determine the underlying spectral components. However, 

acquiring spectral data at extreme variations such as at 0% and 100% 

oxygen saturation endpoints in vivo is challenging.  To determine the 

range required to accurately estimate SMb, a series of simulated tissue 

spectra were examined with progressively increasing oxygen saturation 

spans. Each span had a maximum of 100% oxygen saturation and a 

minimum saturation of (100-x) %, where x is the range of saturation values 

included. Values for x varied from 1-40%. Simulation data was developed 

allowing total hemoglobin concentration to vary by 10%. Correlation 

coefficients and root mean square error for each calibration over the span 

were compared. Linearity and error trends from this experiment are shown 

in Figure 6.3. Values along the abscissa of the plot correspond to oxygen 

saturation ranges used in simulations. Linearity increased until the 

calibration range spanned the upper 15% of saturation values (100% - 

85% SMb), after which point linearity did not improve appreciably with 

increasing calibration range. Validation error as indicated by the root mean 

square error of prediction (RMSEP) decreased as the calibration range 
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increased. Saturation ranges greater than 15% did not show appreciable 

improvement of RMSEP. These results suggest that a minimum 

calibration range spanning from 85% to 100% SMb should be sampled for 

calibration of SMb by MCR in cardiac tissue. This range of oxygen content 

is feasible, and SMb values such as these should be attainable by variation 

of the oxygen content of inspired air.134 
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Figure 6.3: Simulated tissue processing validation results for the 

determination of an adequate calibration range. Abscissa values indicate 

the range of oxygen saturation range used in the calibration, varying from 

a maximum of 100% to a lower bound of (100 – range). Correlation 

coefficient values (r2) are drawn as points, and root mean squared error of 

prediction (RMSEP) values are drawn as 'x's. Each point represents the 

averaged results from 10 simulations, each comprised of 100 spectra. 
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6.8.2 Measurements of Guinea Pig Hearts 

Myoglobin oxygen saturation was estimated in isolated perfused 

guinea pig hearts. Spectral data from each guinea pig heart was 

processed using the MCR method in the range 450-650 nm. Myoglobin 

oxygen saturation was estimated for all of the data, including the hypoxic 

ramp and fully oxygenated and deoxygenated endpoints. Since there was 

no reference measurement of SMb during the hypoxic ramp, estimation of 

accuracy is undefined over intermediate saturations. However, as a test of 

accuracy, we assume that myoglobin was fully oxygenated and fully 

deoxygenated at the experimental endpoints and that SMb is 100% and 

Heart 100(%) 0(%) 100(%) 0(%)

1 97 11 165 17

2 91 11 157 17

3 89 13 327 40

4 88 10 198 17

5 96 15 200 24

6 87 15 206 30

7 85 8 139 14

8 86 23 183 24
9 85 8 217 14

Mean 89.4 12.6 199.2 21.8

Std.Dev. 4.4 4.7 54.3 8.8

MCR CLS

 

Table 6.2: Myoglobin oxygen saturation (SMb) measured in guinea pig 

myocardium at the experimental 100% and 0% oxygen saturation 

endpoints using multivariate curve resolution (MCR) and classical least 

squares (CLS). 
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0%, respectively, during these periods. Saturation estimates for nine 

hearts using MCR and CLS are displayed in Table 6.2. CLS values at the 

100% SMb endpoint were physically impossible because they exceeded 

100% saturation. This artifact was caused by negative deoxymyoglobin 

concentration estimates. Using MCR, concentration estimates were 

constrained to a physically possible range using non-negativity 

constraints. Concentrations were related using closure (Eq. 6.5) to 

compute SMb (Eq. 6.6). Typical values of the closure constraint, k, ranged 

from 1 to 4 when processing guinea pig heart spectra. Composition of 

deoxymyoglobin and oxymyoglobin components after scaling for closure is 

shown in Figure 6.4 for one heart. In a typical hypoxic ramp, MCR 

estimates showed decreases in oxymyoglobin concentration and 

increases in deoxymyoglobin concentration. Values measured at the 0% 

and 100% saturation values are plotted as the two final points. Endpoint 

saturations estimated by MCR are nearer to the ideal saturations than 

CLS estimates (Table 2).  
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Selected spectral components for the first heart listed in Table 6.2 

are shown in Figure 6.5. Pure spectra estimated using the MCR differ from 

the input spectra, having adapted to the data to compensate for scattering 

and the presence of other constituents. Adaptation of the spectra to the 

data can be observed by examining the residual between the recorded 

data and data reconstructed using the estimated spectra and 
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Figure 6.4: Myoglobin composition estimate from MCR using the closure 

constraint. Composition estimates are plotted for the first heart listed in 

Table 6.2. Samples labelled 1-53 were recorded during the hypoxic ramp, 

where oxygen content of the perfusate was gradually decreased. Oxygen 

saturation was maximized at sample 54 and minimized at sample 55. 
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concentrations. Using MCR, residuals are less than 1% of the magnitude 

of residuals observed using CLS. Periodic oscillations observed in 

estimated spectra may arise from several sources. Thin layers within 

cardiac tissue may lead to interference pattern effects in recorded tissue 

spectra or from adaptation of the spectra to additional components 

present in tissue (such as cytochromes) which vary in relation to the 

oxygen saturation. In tissue, many chemical constituents are present in 

addition to hemoglobin and myoglobin. Spectral features of other chemical 

constituents having some collinearity, such as cytochromes, may be 

incorporated into pure component spectra of hemoglobin and myoglobin. 

While spectral profiles corresponding to the data were approximated by 

MCR, ideal pure component spectra for the hearts are not known. No 

tissue endpoint measurements are required for use of the MCR method, 

as compared to using partial least squares. Results indicate that MCR 

estimates of SMb are more accurate than using similar CLS methods. 
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6.9 Conclusions 

Myoglobin oxygen saturation (SMb) is more accurately measured 

from visible spectra using multivariate curve resolution (MCR) than by 

classical least squares (CLS). Pure spectral profiles were estimated using 

the MCR algorithm, and quantification was improved through application 

of constraints tailored to the system under study. Incorporation of 

pre-processing steps may yield constraints that are invalid, and 
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Figure 6.5: Spectral profiles estimated for the first guinea pig heart listed in 

Table 2 using the MCR algorithm. Estimated spectral profiles are shown 

as solid curves, while the initial spectra input to the MCR are shown as 

dotted curves. Spectra are displayed as: a) deoxyhemoglobin, Hb, b) 

oxyhemoglobin, HbO2, c) deoxymyoglobin, Mb, and d) oxymyoglobin, 

MbO2.  
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pre-processing steps should be optimized against physical constraints. In 

particular, MCR is useful when known pure spectral profiles are modified 

by scattering or when they cannot be measured in isolation. Myoglobin 

oxygen saturation in tissue can be estimated without recording endpoint 

spectra for calibration and normalization in each data set. Instead, a 

closure constraint is automatically determined from recorded data to 

determine the proper scaling of component concentrations for SMb 

estimates. Simulations indicate that in order to use the MCR technique, 

the spectral data set must include myoglobin saturation values that vary 

from at least 85% to 100%. Suitable oxygen saturation ranges should be 

possible under normal physiological conditions through manipulations of 

inspired oxygen content. Finally, results showed that variations in 

hemoglobin concentration seem to improve myoglobin oxygen saturation 

measurements.
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Chapter 7. Conclusions and Future Work 

Spectroscopy is a powerful method for analyzing a variety of 

materials, through which chemically specific information can be obtained 

non-invasively. Despite the large body of research into non-invasive tissue 

measurements using diffuse-reflectance NIR spectroscopy, it is not yet 

commonly used. One of the main limitations is the lack of optimal 

correction for light scattering. This dissertation has described four practical 

methods for correcting light scattering in order to better quantify analyte 

concentrations in turbid media. 

As explained throughout this thesis, light scattering is deleterious to 

accurate in situ diffuse-reflectance measurements. The theory and 

practice of diffuse-reflectance is difficult because the most commonly used 

spectroscopic model of light absorbance, the Lambert-Beer law, does not 

account for light scattering. More complex models of photon transport, 

such as the radiative transport equation and its diffusion approximation 

treat multiple scattering. These models serve as a theoretical basis to 

correct for scattering effects. Experimental approaches have been 

developed to measure optical properties, such as the absorption 

coefficient, and to use measured reduced scattering coefficients for 

improving spectroscopic quantification in turbid media. 
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7.1 Conclusions 

This thesis has focused on four methods for improving 

spectroscopy in scattering media. These practical methods are applicable 

to biomedical spectroscopy for point and imaging measurements. 

Depending on the particular application, either point measurements or 

imaging measurements are used. 

Point measurements are appropriate for the evaluation of chemical 

composition at a single location of interest or in cases where 

concentrations change relatively slowly. Applications which use point 

measurements include studies for identifying lesions or tissue damage, 

and studies for quantifying lactate, glucose, or oxygen saturation. An 

advantage of point measurements is that relatively simple instruments can 

be built to fulfil these applications. Single-point spectroscopic measures 

can be improved using photon time-of-flight instruments. For example, the 

photon time-of-flight instrument described in chapter 3 is appropriate for 

point measurements of the reduced scattering coefficient. 

In chapter 3, a rapid handheld time-of-flight spectrometer was 

demonstrated for measuring the scattering coefficient. A spectrum 

recorded with a commercially available handheld spectrometer was 

corrected using the scattering coefficient measured with the photon time-
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of-flight instrument. This was shown to improve quantification of dye in a 

turbid sample using a single-point optical measure by 35%. This 

instrument is practical for improving point-spectroscopy measures in 

tissue.  

In chapter 5, a method was described for incorporating generic 

parsimony or simplicity measures into genetic algorithms for automated 

data processing method development. This approach is useful for 

developing simplified spectroscopic systems, and might be incorporated 

with the photon time-of-flight instrument to develop optimal point-

measurement devices. Potential applications for handheld medical 

devices include measurement of hemoglobin and myoglobin oxygen 

saturation, lactate and glucose concentration, and evaluation of burns, 

edema and other disease states. Parsimonious genetic algorithms are 

useful for identifying important wavelength regions and for guiding the 

development of optimal devices. By combining a readily available portable 

spectrometer and the portable photon time-of-flight instrument, the 

parsimonious genetic algorithm can be used to efficiently develop new 

analytical spectroscopy methods. The genetic algorithm was shown to 

improve quantification of lactate in vivo by 20% as compared to the best 

method developed by an expert. 
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Imaging spectral measurements are appropriate for measurements 

of heterogeneous systems such as: to identify regions of interest, for 

measuring rapidly varying concentrations, and for measuring the 

properties of tissues in motion (in cardiac tissue for example). 

To improve spectroscopic imaging, a novel instrument was 

demonstrated using images of an annular illumination pattern projected 

onto a sample surface to estimate the reduced scattering coefficient. 

Imaging annular laser patterns to estimate scattering holds several 

advantages with respect to imaging Gaussian beams. Most important is 

the short source-detector separation distance (ρ) used in this method. 

Illumination intensity is distributed over a larger area as compared to 

Gaussian beam imaging methods, decreasing the flux while maintaining 

the same illumination power. In order to measure the optical absorbance 

of components within the scattering medium, reference reflectance 

intensity must be determined. Reflectance is a function of the scattering 

coefficient, and the reference reflectance can be estimated from the 

measured scattering coefficient. Chapter 4 describes how reflectance at 

the center and edges of the annular laser pattern can be used to first 

measure the scattering coefficient, and also how to use the scattering 

coefficient to estimate the reference reflectance intensity. Finally, the 
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absorption coefficient can be estimated using the measured reflectance 

(with absorbance) and the estimated reference reflectance (absorbance-

free). Using the annular beam imaging method, error in the estimation of 

absorption coefficients was reduced by 50% as compared to conventional 

imaging. 

In chapter 6, multivariate curve resolution method is used to 

estimate constituent concentrations and spectra directly from the spectra 

of a series of mixtures. This approach is applicable towards modelling of 

imaging data, and might be incorporated into the annular imaging system 

to develop improved spectroscopic imaging systems. Multivariate curve 

resolution leverages the variance within a data set to estimate underlying 

spectral components. In imaging spectroscopy the composition may vary 

with position in the image. The rapid multivariate curve resolution 

algorithm shows promise for real-time spectral processing and adaptive 

modelling. In chapter 6 we demonstrated that over the clinically relevant 

oxygen saturation range of 85-100% the multivariate curve resolution 

approach estimated myoglobin oxygen saturation more accurately than 

the classical least squares approach.  
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7.2 Future Work 

Potential avenues of future research are proposed in this section, 

where improvements can be made to each technique individually. 

Moreover, the various techniques can be combined to achieve further 

improvements. Improvements in efficiency, accuracy, and ease-of-use 

would advance the use of clinical non-invasive reflectance spectroscopy. 

7.2.1 Future Work using the Photon Time-of-Flight Instrument 

 With improvements to this portable time-of-flight system, more 

accurate estimations of μs' will enable more precise quantification of 

components in highly scattering media. Several methods are proposed 

here for improving upon the current system, these include improvements 

using the current system, and improvements through modification of the 

current electronics. 

Without any modification of the current electronics, a shorter pulse 

can be used. The current system can be reconfigured in software to output 

a 5 or 10 nanosecond pulse. Using a 10 nanosecond pulse should not 

decrease the peak intensity. With a 5 nanosecond pulse, optical intensity 

would decrease, though the temporal shift would be even more 

pronounced, likewise, skew and kurtosis would be more prominent. An 

increase in the pulse rate should also permit faster measurements by 
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allowing for decreased signal-averaging times. A second set of 

improvements requiring changes to the electronics of the device would be 

to use higher charge and gate voltages to the laser diodes. The optical 

output of the laser diodes may be increased three- or four-fold by 

optimizing the charge and gate voltages. A third method would involve 

improvement of the detection system. The rise time of the detector could 

be decreased by increasing the reverse bias applied to the diode. 

Likewise, the use of a high-speed amplifier could increase the absolute 

magnitude of the detected electrical signal and thus improve the signal-to-

noise ratio of the time-of-flight profiles. The bandwidth of the oscilloscope 

was only 200 MHz, and coupling between the channels was observed to 

cause ringing. Simplified electronics could be incorporated to replace the 

oscilloscope. Previously unpublished results illustrate the utility of 

decimation of the temporal profiles by electronically windowing the 

electrical signal from the detector with a delayed trigger pulse using digital 

delay lines and a high-speed mixer. Likewise the oscilloscope used an 8-

bit analog-to-digital converter, whereas a 12- or 16-bit analog-to-digital 

converter would improve the precision of the digitization. Finally, it should 

be noted that voltages for the laser control circuitry were chosen for 

convenience of design and construction. This system was designed to run 
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for several hours from two 9 V batteries. Using an increased source 

voltage or some voltage-boost circuitry, performance of the lasers and 

detector could be improved. Future improvements in this portable system 

will allow for quick, robust multi-wavelength measurement of the reduced 

scattering coefficients for the correction of spectra in highly turbid media 

such as tissue. 

 In particular, preliminary tests have shown the simplified detector 

system should improve results. A simplified detection scheme was tested 
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Figure 7.1: Improvements to the photon time-of-flight: preliminary results. 
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using a variable delay line (DS1040, Maxim Integrated Products, Inc., CA, 

USA) and a signal mixer (ZAD-1, Mini-Circuits, New York, USA) to 

transform the optical signal output from the high speed silicon photodiode. 

A diagram of the simplified detector system is shown in Figure 7.1. For 

testing purposes, the output was recorded using the high speed 

oscilloscope. The digital delay line was fed with the laser trigger pulse, 

and the delayed trigger selected a temporal window from the optical 

signal. The mixer transforms (inverts) the detected optical pulse using the 

delayed trigger. Signal from the mixer was recorded for each of the 256 

time-steps of the delay line, as shown in Figure 7.1. The detected signal 

includes a background ringing signal caused by the laser module. By 

taking the sum of intensity in each trace, the integrated signal was 

estimated for each time delay. Integrated signal was plotted against delay 

time and reconstructed of the directly measured optical pulse. Preliminary 

results are shown in Figure 7.1, where the reconstructed pulse is shown 

along with the directly measured pulse. While distortion is present, major 

features of the time-of-flight profile are present. Initial tests were 

laboriously carried out by manually selecting the delay-time and recording 

the oscilloscope trace. In the next iteration of the simplified photon time-of-

flight instrument, the delay-time will be digitally selected using a 
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microcontroller that will also record the signal magnitude as averaged 

across a capacitor. The automated system should allow a complete 

measurement of the photon time-of-flight profile in a quarter of a second 

with a temporal resolution of 150 picoseconds. Furthermore, the 

intensities would be recorded using 12- or 16-bit analog to digital 

converters rather than an 8-bit analog to digital converter. As a result, the 

next iteration of the time-of-flight instrument should have a two order of 

magnitude improvement in signal resolution. With these improvements, a 

portable biomedical instrument should be feasible. 

7.2.2 Future Work using the Ring-Light System 

A natural extension of the ring imaging technique is to examine the 

effects of a variable ring diameter. Source-detector separation distance is 

known to change the optical sampling depth.245, 246 Variation of ring 

diameter may allow depth-resolved non-invasive measurement of 

scattering properties. In the current work, reduced scattering coefficients 

were measured within the ring source pattern. In future experiments, ring 

diameter can be dynamically controlled using a spatial light modulator or 

adjustable conical lenses to measure scattering at different sampling 

depths. In the recently reported subsurface Raman ring/disk spectroscopy, 

ring patterns were formed using conical lenses to transform the incident 
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Gaussian laser beam into a ring-shape.173, 174 Illumination ring diameter 

was varied by adjusting the position of the conic lens, or using adjustable 

telescopic lenses.173, 174 This combination has shown sensitivity to 

depth.247, 248 Combinations of ring arrays and dynamic diameter selection 

have the potential to map subsurface scattering properties. Depth 

penetration increases as ρ increases, as does the sampling volume, which 

scales approximately as the cube of the source-detector separation. Using 

computer-generated holograms arrays of annular patterns can be 

produced. Arrays of rings might be used to measure the optical properties 

at many positions over a surface. Imaging annular arrays would allow 

scattering properties to be measured at many spatial positions 

concurrently. This imaging technique should ultimately allow non-invasive 

tomographic imaging spectroscopy of highly turbid media. 

Aspects to examine for improving the annular measurements 

should include verification of the effects of changing anisotropy, testing the 

accuracy when mapping scattering coefficients using an array of rings, 

and testing whether variations of the ring diameter can be used to 

measure depth-resolved scattering coefficients. One experimental method 

for controlling anisotropy is to vary the refractive index of the solution, 

while using a constant scattering particle size and concentration. By using 
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polystyrene/latex microspheres and different solvents the anisotropy can 

be controlled, while keeping the scattering coefficient constant. 

Experimental methods for testing imaging with multiple rings and depth-

dependence could use scattering spheres embedded in thin slices of 

polymer. Additionally, the system should be tested with the camera at 

greater distances, particularly for any future medical applications. 

7.2.3 Future Work using the Genetic Algorithm 

 Genetic algorithms are well suited for the selection of data 

processing methods which can be used to guide the design of portable 

instruments. Future directions for improving genetic algorithms in 

processing method selection should consider better ways of incorporating 

preprocessing step complexity into parsimony penalties, better ways of 

determining optimal cross-validation group sizes, and improved methods 

for selecting between the final solutions presented by the GA.  Metrics for 

improving the assessment of model complexity include the time or 

memory required for processing, algorithm complexity using 'O-notation', 

or a financial cost for building a simplified instrument using the specified 

model (by including instrument costs for component such as specialized 

optical filters and the number of detectors). Ideally, non-parametric 

statistical methods should be used for comparing model size and 
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preprocessing step complexity, along with different complexity metrics. 

Cross-validation group sizes need to be better studied so that the 

accuracy of cross-validated model performance metrics is better 

understood. Statistical properties of cross-validated results are difficult to 

prove. Similarly, improved statistical methods for comparing the results of 

models with different sizes should be developed. 

Incorporation of scatter-correction directly into the GA should allow 

improved quantification. Such methods can be implemented either by 

scatter-correcting spectra before the GA is run, or by supplying the 

scattering coefficient to the GA and allowing an automatic scatter-

correction method to be selected. The second method would allow for 

more flexibility and should be more easily generalized to new systems, 

however, measurements of scattering would be necessary in all such 

systems. Simplified instruments, such as the scattering coefficient 

measurements demonstrated in this thesis would be appropriate for 

supplementing commonly measured absorption or reflectance spectra. 

7.2.3 Future Work using Multivariate Curve Resolution 

 Multivariate curve resolution algorithms are well suited for diffuse 

reflectance spectroscopy because they adaptively model the system 

based on recorded data. Several methods might be explored as 
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extensions for improving MCR processing of reflectance spectroscopy 

data. Potential areas for improvement include the integration of an 

inverse-scattering-transform to use estimated or measured scattering 

coefficients to inversely transform the measured spectra to compensate 

for scattering. By combining the MCR with the scattering measurements 

from annular patterns, the scattering coefficients could be measured 

throughout an imaging system, with regional scattering corrections applied 

to different portions of the spectral image. This could be implemented in 

two ways, by either transforming the initial guesses for the underlying pure 

component spectra of each sub region, or by transforming the data set. 

Because of the structure of the MCR algorithm, transformation of the data 

set would be less complicated to implement. However, transformation of 

the initial guesses would allow the MCR to correct for imperfections in the 

inverse scattering correction. 

 A second way to improve multivariate curve resolution is to develop 

constraints which can be applied more easily to imaging data. One 

example is in real-time imaging of hemoglobin and myoglobin in cardiac 

tissue. Real-time video imaging has three dimensions: spectral band, 

position, and time. By constructing the appropriate dimensional collapsing 



 

 220 

scheme, and appropriate constraints, variability within each of these 

dimensions can be used to improve MCR solutions. 

7.3 Conclusion 

In summary, the techniques demonstrated in this thesis have been 

demonstrated to improve quantitative diffuse reflectance spectroscopy. 

Results of this thesis show promise for practical non-invasive 

measurements in turbid media. Several future directions have been 

suggested to improve quantification so that a wider variety of problems 

can be approached. Non-invasive biomedical measurements have a 

potential to greatly improve current clinical practice by providing 

physicians precise and timely diagnostic information. 



 

221 

Appendix A: TOF Device 

The photon Time-of-Flight instrument consisted of both electronic 

hardware and software. Details of the electronics developed are listed, 

including: electronic schematics, the list of required electronic 

components, Printed Circuit Board layout, and C code for programming 

the control board. Finally, a brief explanation is given of the mathematics 

used for estimating statistical moments from time-of-flight profiles. 
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A.1 Time-of-Flight Control Electronics Schematic 

 

Figure A.1: Schematic for the Time-of-Flight electronic control board. 
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A.2 Time-of-Flight Control Electronics Part List 

Component [Package Type] 

Voltage Regulators: 

 1xTLV1117-3.3 3.3 volt regulator [SOT223] 

 1xTLV1117-5 5 volt regulator [SOT223] 

 1xLM7808 8 volt regulator [SOT223] 

 1xUA7812 12 volt regulator [PFM-KTE] 

Capacitors: 

 4x0.01 μF [C0603K] 

 7x0.1 μF [C0603K] 

 2x0.33 μF [C0603K] 

 7x1 μF [C0805K] 

 5x10 μF [cylindrical] 

Resistors: 

 3x10 ohm 1206 

 2x47 ohm, M1206 

 1x1K ohm, R0603 

 1x1k ohm, M1206 

 5x10k ohm 0805 

 3x47K ohm, M1206 

 1x1k ohm variable resistor (potentiometer) 

Inductor: 

 270 nH inductor, M0603 package 

Diodes: 

 4 Schottky diodes [SOD-123] 

Transistors: 

 2x2N7002 FET transistor [SOT23] 

Microcontroller: 

 MSP430 F1611 microcontroller [PQFP64](Texas Instruments) 
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 8MHz crystal oscillator [HCM49] 

Integrated Circuits: 

 USB-to-serial converter (DLP-USB232M) (DLP Design) 

 DS1020 Delay line [SO16W] (Dallas Semiconductor) 

 DS1023 Timing element [SO16W] (Dallas Semiconductor) 

 DS1040 Pulse generator [SOIC8] (Dallas Semiconductor) 

 EL7104 Power MOSFET driver [SOIC8]  (Elantec/Intersil) 

 MCA-12G mixer (Minicircuits) 

Laser Diodes: 

 SPL-LL85, 850 nm pulsed laser diode 

 SPL-LL90, 905 nm pulsed laser diode 

(OSRAM Opto Semiconductors) 

Detector: 

 FDS010 silicon photodiode [TO5] 

Mechanical Pieces and Connectors: 

 JTAG programming port (Digi-Key# MHB14K-ND) 

 0.1" spacing 2-wire screw terminal 

 push-button reset switch 

 2 bush-button switches (4 pin) 
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Figure A.2: Printed circuit board layout for the Time-of-Flight electronic 

control board. Not to scale. Both top and bottom layers are shown 

overlapped. 
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Figure A.3: Printed circuit board traces, with the top surface in the upper 

pane and the bottom surface in the lower pane. The boxes should be 

3.36 inches wide and 3.48 inches tall. Units are presented in inches 

corresponding to the original Eagle PCB software. 
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A.3 Photon Time-of-Flight Electronic Control System C Code 

////////////// 
// main.c 
#include "msp430.h" 
#include "IO_ports.h" 
#include "USART1_lib.h" 
#include "ADC12_lib.h" 
 
#include "IO_ports.c" 
#include "USART1_lib.c" 
#include "ADC12_lib.c" 
 
#define IRQ_DELAY 1000 
// 1 millisecond handing period. 
 
int wakeup_for_pulsing = 0; 
int current_laser = 0; 
int startup_delay = 0; 
 
void main( void ) 
{ 
  int i; 
  char j; 
  // Stop watchdog timer to prevent time out reset 
  WDTCTL = WDTPW + WDTHOLD; 
   
  BCSCTL1 &= ~XT2OFF;                       // XT2on 
  // Wait for the 8MHz clock to start. 
  do 
  { 
    IFG1 &= ~OFIFG;                         // Clear OSCFault flag 
    for (i = 0xFF; i > 0; i--);             // Time for flag to set 
  } 
  while ((IFG1 & OFIFG));                   // OSCFault flag still set? 
  BCSCTL2 |= SELM_2 + SELS;                 // MCLK = SMCLK = XT2 (safe) 
   
  // Initialize Timer B for the polling loops. 
  TBCCTL0 = CCIE;                           // CCR0 interrupt enabled 
  TBCCR0 = IRQ_DELAY; 
  TBCTL = TBSSEL_2 + BIT6 + BIT7 + MC_2;    // SMCLK / 8, contmode 
 
 while(startup_delay < 500) 
 { 
  _BIS_SR(LPM0_bits + GIE);                 // Enter LPM0 w/ interrupt 
 } 
   
  init_IOports(); 
  initUART1(); 
   
   
  // laser_select('0'); 
  // set_DS1040(4); 
//  P3OUT &= ~(DS1040_PB1); // zero the masked pins 
//  P3OUT |= (DS1040_PB0&DS1040_PB2); 
   
  while(1) 
  { 
    // Do the important stuff, while there is stuff to be done. 
     
        put_message("Settings:\n\r"); 
        put_message("Both lasers selected.\n\r"); 
        put_message("Pulse width 15nS.\n\r"); 
        put_message("Offset delay 0nS selected (DS1023).\n\r"); 
        IntDegC = ADC12_read_temp(); 
        put_message(tempstr); 
        putchar('0'+((IntDegC/10)%10)); // tens 
        putchar('0'+(IntDegC%10));      // ones 
        putchar('.'); 
        putchar('0'+((IntDegC*10)%10)); // decimal 
        put_message("\n\r"); 
         
        j=47; 
        wakeup_for_pulsing=1; 
        // while (++j<58) 
        while (1) 
        { 
            //putchar(j); 
            //put_message("\n\r"); 
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            Laser_Pulse(); 
            ADCVal_to_ADC_resultHEX(); 
            put_message(ADC_result); 
            put_message("\n\r"); 
             
            _BIS_SR(LPM0_bits + GIE);  
        } 
        wakeup_for_pulsing=0; 
     
    // Enter LPM0 while waiting for stuff to do. 
    _BIS_SR(LPM0_bits + GIE);               // Enter LPM0 w/ interrupt 
  } 
   
  _BIS_SR(LPM0_bits + GIE);                 // Enter LPM0 w/ interrupt 
} 
 
// Timer B0 interrupt service routine 
#pragma vector=TIMERB0_VECTOR 
__interrupt void Timer_B (void) 
{ 
  TBCCR0 += IRQ_DELAY; // Add Offset to CCR0 to maintain interrupt timing. 
   
  // Periodic output check 
  if (TXCount>0) 
    // if there is any data to be transmitted, transmit will be started. 
    if (!(IFG2 & UTXIFG1)) //(TXBusy==0) 
    { 
      // Disable TX interrupt 
      // _BIC_SR( GIE); // bit clear 
      TXBUF1=TXBUF[TXRead++]; 
      TXCount--; 
      // enable TX interrupt 
      // _BIS_SR( GIE); // bit set. 
    } 
   
  if ((~P5IN) & BUTTON_1) // check if BUTTON_1 is low. 
    Debounce_Count_1++; 
  else if(Debounce_Count_1>0) 
  { 
    if (Debounce_Count_1>=40) // was the button low for at least 40mS? 
    { 
      //_NOP(); // if it was, then perform the button actiond. 
      // _BIC_SR_IRQ(LPM0_bits); // wake the uC 
      current_laser = ( (current_laser==2)?1:2 ); 
      // toggle between laser2 and laser1 
      if ( current_laser==1) 
        laser_select('1'); 
      else 
        laser_select('2'); 
    } 
    // clear the Debounce_Count 
    Debounce_Count_1=0; 
  } 
 
  if (startup_delay<=500) 
    startup_delay++; 
  else 
    wakeup_for_pulsing=1; 
   
   if (wakeup_for_pulsing) 
    _BIC_SR_IRQ(LPM0_bits); // wake the uC 
 
  // otherwise go back to sleep 
} 
 
////////////// 
// ADC12_lib.c 
 
void ADC12init(void) 
{ 
  // Initialize the ADC12. 
    
  P6SEL |= 0x10;    // Enable A/D channel A4, pin 6.4 
   
  ADC12CTL0 &=  !ENC; // DISABLE ADC12 
  ADC12CTL1 = SHS_0 + SHP + CONSEQ_0 + ADC12SSEL_2 + ADC12DIV_1; 
  // Trigger Source is ADC12SC bit 
  // SAMPCON is sourced from the sampling timer 
  // Single-Channel, Single-Conversion 
  // The ADC12 clock is sourced from MCLK, and divided by 2 (4MHz clock) 
  ADC12MCTL0 = SREF_1 + INCH_4;                // Channel A4, Vref+/AVss 
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  ADC12CTL0 = SHT0_1 + SHT1_1 + REFON + ADC12ON; // Config ADC12 
  // 8 clocks for sampling, reference on at 1.5V, ADC on, ADC enabled 
  // 2 us sampling period based on 4MHz ADC12CLK 
  // I'm not sure about the interrupt usage 
  ADC12IE = 0xFF;                              // Enable ADC12IFG.0 
  // I'm not triggering on Timer_A, so ignore the following 2 lines. 
  // TACCTL1 = OUTMOD_4;                       // Toggle on EQU1 (TAR = 0) 
  // TACTL = TASSEL_2 + MC_2;                  // SMCLK, cont-mode 
  ADC12CTL0 |=  ENC ;   // Enable the ADC 
   
  ADC_result[3]=0; 
   
} 
 
void ADCVal_to_ADC_resultHEX(void) 
{ 
  for (int i=2; i>=0; i--) 
  { 
    // convert from ADCval (uint, 12 bit digit) to hex (signed char[3]) 
    ADC_result[2-i]= hextable[((ADCVal >> i*4) & 0xF)]; 
    // ADC_result[i]= "0123456789ABCDEF"[((ADCVal >> i*4) & 0xF)]; 
    // if hextable is unused elsewhere, then we don't use the lookup table. 
  } 
} 
 
// Pulse Laser 
// ADC value read is stored in ADCVal, and can be extracted to hex using 
//    ADCVal_to_ADC_resultHEX(); 
void Laser_Pulse(void) 
{ 
    // Disable Interrupts 
  _BIC_SR( GIE); 
    // bit clear, clear the register bits according to the bit mask. 
   
   
  // Start the ADC12 (2uS sampling time),  
  //Turn on and then turn off the laser line. 
//  ADC12CTL0 &=  !ENC; // DISABLE ADC12 
//  ADC12CTL1 = SHS_0 + SHP + CONSEQ_0 + ADC12SSEL_2 + ADC12DIV_1;  
// Setup ADC12 
//  ADC12CTL0 |=  ENC ;                // Enable the ADC 
  ADC12CTL0 |= ADC12SC;                // Sampling and conversion start 
  // Turn on the Laser line            // rising edge triggers the laser 
  P3OUT = P3OUT|DS1023_PTRIG; 
   
  while (!(0x01 & ADC12IFG));          // ((ADC12IFG & BIT0)==0); 
  _NOP();                              // SET BREAKPOINT HERE 
   
  //    while (!(0x01 & ADC12IFG));    // Conversion done? 
  ADCVal = ADC12MEM0;                  // Read out 1st ADC value 
   
   // Enable Interrupts 
  _BIS_SR( GIE); 
   // bit set, set the register bits according to the bit mask. 
   //  Turn off the laser line. This prepares for the next pulse. 
  P3OUT = P3OUT&(~DS1023_PTRIG); 
  return; 
} 
 
// read Temperature 
int long ADC12_read_temp(void) 
{ 
  _BIC_SR( GIE);  
  ADC12CTL0 &=  !ENC; // DISABLE ADC12 
  ADC12CTL1 = SHS_0 + SHP + CONSEQ_0 + ADC12SSEL_2 + ADC12DIV_1; 
  // Trigger Source is ADC12SC bit,  
  // SAMPCON is sourced from the sampling timer 
  // Single-Channel, Single-Conversion 
  // The ADC12 clock is sourced from MCLK, and divided by 2 (4MHz clock) 
  ADC12MCTL0 = SREF_1 + INCH_10;    // Channel A10 (temp sens), Vref+/AVss 
  ADC12CTL0 = SHT0_7 + SHT1_7 + REFON + ADC12ON; // Config ADC12 
  // 128 clocks for sampling, reference on at 1.5V, ADC on, ADC enabled 
  // 30 us sampling period based on 4MHz ADC12CLK 
  ADC12IE = 0xFF;                           // Enable ADC12IFG.0 
  ADC12CTL0 |=  ENC ;   // Enable the ADC 
  // Start the ADC12 (30uS sampling time) 
  // Enable the ADC 
  ADC12CTL0 |= ADC12SC;                   // Sampling and conversion start 
  while (!(0x01 & ADC12IFG));        // Conversion done? (wait until done) 
  temp = ADC12MEM0;                  // Read out 1st ADC value 
  _BIS_SR( GIE);  
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  IntDegC = (temp - 2692) * 423; // Calibration is probably necessary 
  IntDegC = IntDegC / 4096; 
  _NOP();                       // << SET BREAKPOINT HERE for calibration 
  /* 
  while (cout_busy); // wait until cout is ready. 
  strcopy(tempstr, str_out); // copy temp string 
  sz_str_out = strlen(str_out); // measure string length 
  num2str(IntDegC, tmpstr1); // convert a number to a decimal string 
  strcopy(tmpstr1,&str_out[sz_str_out]); 

// add the decimal string onto the str_out 
  sz_str_out = strlen(str_out); // measure string length 
  while (cout_uart0()); // wait until cout has taken the transmission 
string. 
  */ 
   
  // cout the temperature + ,10,13 (nl,cr) 
   
  ADC12init(); // reset the ADC12 for Pulse Sampling 
  /* 
  ADC12CTL0 &=  !ENC; // DISABLE ADC12 
  ADC12CTL0 = SHT0_1 + SHT1_1 + REFON + ADC12ON; // Config ADC12 
  // 8 clocks for sampling, reference on at 1.5V, ADC on, ADC enabled 
  // 2 us sampling period based on 4MHz ADC12CLK 
  ADC12MCTL0 = SREF_1 + INCH_5;            // Channel A5, Vref+/AVss 
   
  ADC12CTL0 |=  ENC ;   // Enable the ADC 
 */  
  return IntDegC; 
} 
 
////////////// 
// ADC12_lib.h 
 
unsigned int ADCVal; 
int long temp; 
int long IntDegC; 
 
char ADC_result[4]; 
 
void ADC12init(void); 
void ADCVal_to_ADC_resultHEX(void); 
void Laser_Pulse(void); 
int long ADC12_read_temp(void); 
 
 
///////////// 
// IO_ports.c 

 
void init_IOports(void) 
{ 
  volatile unsigned int i; 
  volatile double j; 
  // Set the ports for output 
  P1DIR = 0xFF; // enable all bits in P1 as outputs 
  P1SEL = 0x00; // set all pins as I/O 
  P1OUT = 0x00; 
  P2DIR = 0xFF; // enable all bits in P2 as outputs 
  P2SEL = 0x00; // set pins as I/O 
  P2OUT = 0x00; 
  P3DIR |= 0x3F; // enable all non-USART bits in P3 as outputs 
  // P3SEL = 0x00; // set pins as I/O 
  P3OUT = 0x38; // set all pins to ground except lasers... 
   
  P4DIR = 0x00; 
  P5DIR = 0x00; 
   
 // P5DIR = 0x20; // enable the P5.5 as an input 
 // P5SEL = 0x00; // set pins as I/O 
 // P5OUT = 0x00; // Set all pins to gnd 
   
  // Set the delay to 00 
  set_DS1020('0','0'); 
   
  // Set the delay to 00 
  set_DS1023('0','0'); 
   
  // Ensure both lasers are on to begin. 
  laser_select('0'); 
   
  P3OUT = P3OUT&(~DS1023_PTRIG); 

// set the pulse pin low so that it's ready to pulse 
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  // Set DS1040 to the desired pulse (15nS) 
  set_DS1040(4); 
   
} 
 
void set_DS1040(int i) 
  // P5OUT = P5OUT^((P5OUT^pulse_table[4])&DS1040Mask); 
  // Abbreviated command to swap mask-selected bits into the P5OUT pins 
  // 100 ms power-up time. 
  // 5 ns programming time 
  // 0-10 ns delay 
{ 
  // signed int i; 
//  volatile unsigned int tmp1, tmp2; 
  // unsigned int setoutp=0; 
  // i=a-'0'; 
  if ((i<=4)&&(i>=0)) 
  { 
    P3OUT &= ~(0x0E); // zero the masked pins 
    P3OUT |= pulse_table[i]; // set the proper pins on. 
    // the pulse_table index chooses pulse length 
 
 //   tmp2 = P3OUT; 
 //   tmp1 = (tmp2 ^ (pulse_table[i]));  
 //   tmp1 = tmp1 & DS1040Mask; 
 //   P3OUT = ((tmp2) ^ (tmp1)); 
     
 /*   setoutp=~(DS1040_PB0+DS1040_PB1+DS1040_PB2); 
    P3OUT &= setoutp; // set laser pins to 0. 
     
    setoutp |= (i1&0x01)?DS1040_PB0:0x00; 
    setoutp |= (i1&0x02)?DS1040_PB1:0x00; 
    setoutp |= (i1&0x04)?DS1040_PB2:0x00; 
    P3OUT |= setoutp; 
    P3OUT &= ~setoutp; 
    */ 
     
  } 
} 
 
void set_DS1023_int(signed int i1) 
{ 
  unsigned int setoutp=0; 
  if ((i1>=0)&&(i1<=255)) 
  { 
    setoutp |= (i1&0x01)?DS1023_PA0:0x00; 
    setoutp |= (i1&0x02)?DS1023_PA1:0x00; 
    setoutp |= (i1&0x04)?DS1023_PA2:0x00; 
    setoutp |= (i1&0x08)?DS1023_PA3:0x00; 
    setoutp |= (i1&0x10)?DS1023_PA4:0x00; 
    setoutp |= (i1&0x20)?DS1023_PA5:0x00; 
    setoutp |= (i1&0x40)?DS1023_PA6:0x00; 
    setoutp |= (i1&0x80)?DS1023_PA7:0x00; 
    P2OUT = setoutp; 
  } 
} 
 
void set_DS1023(signed char a1, signed char a2) 
{ 
  signed int i1=0, i2=0; 
  unsigned int setoutp=0; 
  // a1 is the Low byte 
  // a2 is the High byte 
   
  if (a1!=32) // if it's a space, ignore it. 
  { 
    if (a1<58) 
      i1=a1-48; 
    else 
      i1=a1-55; 
  } 
  if (a2!=32) // if it's a space, ignore it. 
  { 
    if (a2<58) 
      i2=a2-48; 
    else 
      i2=a2-55; 
  } 
  i1=i1+16*i2; 
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  if ((i1>=0)&&(i1<=255)) 
  { 
    setoutp |= (i1&0x01)?DS1023_PA0:0x00; 
    setoutp |= (i1&0x02)?DS1023_PA1:0x00; 
    setoutp |= (i1&0x04)?DS1023_PA2:0x00; 
    setoutp |= (i1&0x08)?DS1023_PA3:0x00; 
    setoutp |= (i1&0x10)?DS1023_PA4:0x00; 
    setoutp |= (i1&0x20)?DS1023_PA5:0x00; 
    setoutp |= (i1&0x40)?DS1023_PA6:0x00; 
    setoutp |= (i1&0x80)?DS1023_PA7:0x00; 
    P2OUT = setoutp; 
  } 
} 
 
void set_DS1020_int(signed int i1) 
{ 
  unsigned int setoutp=0; 
  if ((i1>=0)&&(i1<=255)) 
  { 
    setoutp |= (i1&0x01)?DS1020_P0:0x00; 
    setoutp |= (i1&0x02)?DS1020_P1:0x00; 
    setoutp |= (i1&0x04)?DS1020_P2:0x00; 
    setoutp |= (i1&0x08)?DS1020_P3:0x00; 
    setoutp |= (i1&0x10)?DS1020_P4:0x00; 
    setoutp |= (i1&0x20)?DS1020_P5:0x00; 
    setoutp |= (i1&0x40)?DS1020_P6:0x00; 
    setoutp |= (i1&0x80)?DS1020_P7:0x00; 
    P1OUT = setoutp; 
  } 
} 
 
void set_DS1020(signed char a1, signed char a2) 
{ 
  signed int i1=0, i2=0; 
  unsigned int setoutp=0; 
  // a1 is the Low byte 
  // a2 is the High byte 
   
  if (a1!=32) // if it's a space, ignore it. 
  { 
    if (a1<58) 
      i1=a1-48; 
    else 
      i1=a1-55; 
  } 
  if (a2!=32) // if it's a space, ignore it. 
  { 
    if (a2<58) 
      i2=a2-48; 
    else 
      i2=a2-55; 
  } 
  i1=i1+16*i2; 
   
  if ((i1>=0)&&(i1<=255)) 
  { 
    setoutp |= (i1&0x01)?DS1020_P0:0x00; 
    setoutp |= (i1&0x02)?DS1020_P1:0x00; 
    setoutp |= (i1&0x04)?DS1020_P2:0x00; 
    setoutp |= (i1&0x08)?DS1020_P3:0x00; 
    setoutp |= (i1&0x10)?DS1020_P4:0x00; 
    setoutp |= (i1&0x20)?DS1020_P5:0x00; 
    setoutp |= (i1&0x40)?DS1020_P6:0x00; 
    setoutp |= (i1&0x80)?DS1020_P7:0x00; 
    P1OUT = setoutp; 
  } 
   
  //    P1OUT = i1; 
   
   
} 
 
  /* 
  // Set DS1020 
  delay_time=0x00; // specify a delay time 
  P4OUT = delay_time; // set the DS1020 delay time. 
  // 100 ms power-up time 
  // 50 us programming time 
  // 10-48.25 ns propagation delay 
  //// NOTE: It may be necessary to use the Enable (E) pin of the DS1020, 
  //   though it seems that it is only truly necessary to latch a data bus. 
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  */ 
//} 
 
void laser_select(unsigned char a) 
{ 
  // Valid commands: 
  // Value in a:      Laser 1 Status:   Laser 2 Status: 
  // '0'              OFF               OFF 
  // '1'              ON                OFF 
  // '2'              OFF               ON 
  // '3'              ON                ON 
   
  // 20ns delay in turning on/off 
   
  switch (a) 
  { 
  case '0': 
    // Clear Laser 1 
    P3OUT = P3OUT|LASER_D0; 
    // Clear Laser 2 
    P3OUT = P3OUT|LASER_D1; 
    break; 
  case '1': 
    // Set Laser 1 
    P3OUT = P3OUT&(~LASER_D0); 
    // Clear Laser 2 
    P3OUT = P3OUT|LASER_D1; 
    break; 
  case '2': 
    // Clear Laser 1 
    P3OUT = P3OUT|LASER_D0; 
    // Set Laser 2 
    P3OUT = P3OUT&(~LASER_D1); 
    break; 
  case '3': 
    // Set Laser 1 
    P3OUT = P3OUT&(~LASER_D0); 
    // Set Laser 2 
    P3OUT = P3OUT&(~LASER_D1); 
    break; 
  default: 
    _NOP(); 
  } 
  return; 
} 
 
void full_scan(void) 
{ 
  unsigned int setoutp=0; 
  unsigned int pause_counter=0; 
  unsigned char Delay1023=0; 

// We will use this when scanning the delay times 
  unsigned char Delay1020=0; 

// We will use this when scanning the delay times. 
  char outstr[7]; 
//  char outval[6]; // the output value string is stored in ADC_result 
   
  // let the user know that the scan has begun: 
  put_message("/n/rBegin scan./n/r"); 
   
  Delay1023=0; 
  Delay1020=0; 
  outstr[2]=','; 
  outstr[5]=','; 
  outstr[6]=0; 
  /* 
  outval[3]='\n'; 
  outval[4]='\r'; 
  outval[5]=0; 
  */ 
  do 
  { 
    // set DS1023 delay. 
    setoutp=0; 
    setoutp |= (Delay1023&0x01)?DS1023_PA0:0x00; 
    setoutp |= (Delay1023&0x02)?DS1023_PA1:0x00; 
    setoutp |= (Delay1023&0x04)?DS1023_PA2:0x00; 
    setoutp |= (Delay1023&0x08)?DS1023_PA3:0x00; 
    setoutp |= (Delay1023&0x10)?DS1023_PA4:0x00; 
    setoutp |= (Delay1023&0x20)?DS1023_PA5:0x00; 
    setoutp |= (Delay1023&0x40)?DS1023_PA6:0x00; 
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    setoutp |= (Delay1023&0x80)?DS1023_PA7:0x00; 
    P2OUT = setoutp; 
     
    do 
    { 
      // set DS1020 delay. 
      setoutp=0; 
      setoutp |= (Delay1020&0x01)?DS1020_P0:0x00; 
      setoutp |= (Delay1020&0x02)?DS1020_P1:0x00; 
      setoutp |= (Delay1020&0x04)?DS1020_P2:0x00; 
      setoutp |= (Delay1020&0x08)?DS1020_P3:0x00; 
      setoutp |= (Delay1020&0x10)?DS1020_P4:0x00; 
      setoutp |= (Delay1020&0x20)?DS1020_P5:0x00; 
      setoutp |= (Delay1020&0x40)?DS1020_P6:0x00; 
      setoutp |= (Delay1020&0x80)?DS1020_P7:0x00; 
      P1OUT = setoutp; 
       
      // pause 
      for (pause_counter=0; pause_counter<1000; pause_counter++) {_NOP();}; 
       
      // pulse the laser 
      Laser_Pulse(); 
       
      // convert the recorded value to a string 
      ADCVal_to_ADC_resultHEX(); 
      // display current delay combination 
      outstr[0]= hextable[Delay1020>>4]; // upper byte of 1020 delay 
      outstr[1]= hextable[Delay1020&0x0F]; // lower byte of 1020 delay 
      // comma separated, comma statically added as byte 2 
      outstr[3]= hextable[Delay1023>>4]; // upper byte of 1023 delay 
      outstr[4]= hextable[Delay1023&0x0F]; // lower byte of 1023 delay 
      // comma separated, comma statically added as byte 5 
      put_message(outstr); 
      // Output ADC_result 
      put_subs(ADC_result,3); // output 3 hex digits. 
       
      put_message("\n\r"); // line terminators 
    } 
    while ((Delay1020++)<255); 
    // CAUTION: I'm using the uchar 255 rollover to terminate both while 
loops here. 
  } 
  while ((Delay1023++)<255); 
} 
 
///////////// 
// IO_ports.h 
 
// DEFINE DEVICE PINS 
 
#define DS1020_P5 0x01 
#define DS1020_P6 0x02 
#define DS1020_P7 0x04 
#define DS1020_P4 0x08 
#define DS1020_P3 0x10 
#define DS1020_P2 0x20 
#define DS1020_P1 0x40 
#define DS1020_P0 0x80 
 
#define DS1023_PA5 0x01 
#define DS1023_PA6 0x02 
#define DS1023_PA7 0x04 
#define DS1023_PA4 0x08 
#define DS1023_PA3 0x10 
#define DS1023_PA2 0x20 
#define DS1023_PA1 0x40 
#define DS1023_PA0 0x80 
#define DS1023_PTRIG 0x01 
 
#define DS1040_PB0 0x02 
#define DS1040_PB1 0x04 
#define DS1040_PB2 0x08 
 
#define LASER_D0 0x10 
#define LASER_D1 0x20 
 
#define USART_PWREN 0x20 
 
#define BUTTON_1 BIT4 
 
int Debounce_Count_1; // Used for debouncing the button. 
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unsigned int delay_time; // delay time is set using the DS1020 
// Hex   Binary     Time (nS) 
// 0x00  0000 0000  10 
// 0x01  0000 0001  10.15 
// 0x02  0000 0010  10.30 
// 0x03  0000 0011  10.45 
//  //    //   //    // 
// 0xFE  1111 1110  48.10 
// 0xFF  1111 1111  48.25 
 
unsigned int pulse_width; // Pulse width is set using the DS1040 
 
// DS1040-A15, ToF2 rev 2 
// Hex   Binary     Time (nS) 
// 0x00  0000 0000  15 
// 0x20  0010 0000  5 
// 0x40  0100 0000  7.5 
// 0x60  0110 0000  10 
// 0x80  1000 0000  12.5 
// 0xA0  1010 0000  15 
 
const unsigned char pulse_table[5] = { DS1040_PB0, DS1040_PB1, 
(DS1040_PB0+DS1040_PB1), DS1040_PB2, (DS1040_PB0+DS1040_PB2) }; 
// this is a lookup table for setting the pulse width 
 
// DS1040-A20: 
//  pulse_table[0]->10nS, [1]->12.5nS, [2]->15nS, [3]->17.5nS, [4]->20nS 
 
// for DS1040-A15 
// using this, pulse_table[0] gives 5nS, pulse_table[1] gives 7.5nS... 
 
// const unsigned int DS1020Mask=0xFF; 
// No DS1020 Mask is needed, since it uses the whole port 
/* 
const unsigned int DS1040Mask = 0xE0; 
const unsigned int Laser1Mask = 0x02; 
const unsigned int Laser2Mask = 0x08; 
*/ 
//  DS1020Mask=0xFF; // all 8 bits used 
//  Laser1Mask=0x01; // bit 0 used 
//  Laser2Mask=0x02; // bit 1 used 
//  DS1040Mask=0xE0; // bits 5-7 used 
 
// const unsigned int PulsePin = 0x01; 
// the pin to toggle to pulse the laser 
 
void init_IOports(void); 
 
void laser_select(unsigned char); 
void set_DS1040(int); 
void set_DS1023_int(signed int); 
void set_DS1023(signed char, signed char); 
void set_DS1020_int(signed int); 
void set_DS1020(signed char, signed char); 
 
// Francis USART0 Cyclic Buffer Module 
 
#define IOBufferLen 256 
// I'm using a character buffer of 256, with char position counters 
// 0xFF overflows to 0x00, and 0x00 underflows to 0xFF automatically. 
 
char TXBUF[IOBufferLen]; 
char TXCount, TXWrite, TXRead, TXBusy; 
// Program always writes to the XXWrite, and reads from XXRead. 
// XXCount is always >=0 and < (IOBufferLen-1) 
 
void initUART1(void) 
{ 
  int i=0; 
  // Enable 115kbps communication 
 
  P3SEL |= BIT6;                         // P3.6,7 = USART1 TXD/RXD select 
  P3DIR |= BIT6; // UTXD1 as output 
 
  U0CTL |= CHAR + SWRST; 
  U1CTL |= CHAR + SWRST;                 // 8-bit character 
  ME2 |= UTXE1;                     // Enable USART1 TXD/RXD 
  U1TCTL |= SSEL1;                          // UCLK = SMCLK 
 // U1RCTL |= URXWIE; // URX Wake up enable 
  U1BR0 = 0x45;                             // 8Mhz/115200 - 69.44 
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  U1BR1 = 0x00;                             // 
  U1MCTL = 0xAA;                            // modulation 
  U1CTL &= ~SWRST;                        // Initialize USART state machine 
  IE2 |= UTXIE1;                            // Enable USART1 RX interrupt 
  // Setup Communication Library 
  for (i=0; i<IOBufferLen; i++) 
  { 
    TXBUF[i]=0; 
  } 
  TXCount=0; 
  TXWrite=0; 
  TXRead=0; 
  TXBusy=0; 
  
  /* 
  while ( USART_PWREN & P5IN ) // Wait for DLP-USB232M windows enumeration 
    _NOP(); 
  */ 
   
  _BIS_SR(GIE); 
} 
 
signed char putchar(char a) 
{ 
  if (TXCount<255) 
  { 
    // disable TX interrupt 
    _BIC_SR( GIE); // bit clear 
    TXBUF[TXWrite++]=a; 
    TXCount++; 
    // enable TX interrupt 
    _BIS_SR( GIE); // bit set. 
    return a; 
  } 
  else 
    return -1; 
} 
 
static void put_subs(char *s, int sz_s) 
{ 
  int i=sz_s; 
  while (i--) 
    putchar(*s++); 
} 
 
static void put_message(char *s) 
{ 
  while (*s) 
    putchar(*s++); 
} 
 
#pragma vector=USART1TX_VECTOR 
__interrupt void usart1_tx(void) 
{ 
  if (TXCount>0) { 
// do this if there is still data in the buffer and the TX buffer is ready. 
    U1TXBUF=TXBUF[TXRead++]; 
    TXCount--; 
  } 
} 
 
////////////// 
// USART_lib.h 
 
unsigned const char 
hextable[]={'0','1','2','3','4','5','6','7','8','9','A','B','C','D','E','F'
}; 
 
char hellostr[]="\n\rToF 3 rev.1 Bootup Complete.\n\r\n\r\n\r"; 
 
char tempstr[]="Temp (C): "; 
 
char StrProc[80]; 
 
void initUART1(void); 
signed char putchar(char); 
static void put_subs(char*, int); 
static void put_message(char*); 
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A.4 Mellin Transform for Estimating Statistical Moments 

To estimate scattering from pulsed-light measurements, analytical 

descriptors may be used to distil the data into terms which can be 

measured using simplified electronics in the future. The use of statistical 

moments has been previously demonstrated by Leonardi.166, 249, 250 

Moments may be mapped to properties of the response profile curvature. 

The moments of the temporal distribution are calculated in several steps. 

First, the Mellin transform, Γ*(s), is calculated from the optical pulse 

intensities, Γ(t): 

 (A.1) 

Next, the moments are calculated using the Mellin transformed data 

from the following functions, where the nth moment is represented as σn 

(with n from 1 to 4). 

    (A.2) 

   (A.3) 

The zeroth moment of the Mellin transform is the integrated 

intensity. Mean time of a pulse is calculated from the first moment. 
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Standard deviation is calculated as the square root of the second moment. 

Skew is calculated as the third moment divided by the second moment to 

the power 3/2. Finally, kurtosis is calculated from the fourth moment 

divided by the square of the second moment minus 3. The moments were 

taken as defined by Arridge.166 
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Appendix B: Ring-Light Device 

Source code for three different Matlab functions have been 

included here for generating amplitude filters for making the ring patterned 

lasers. Ring-patterned light is used in mathematics, physics, engineering 

and chemistry. Each field uses different terminology, including: vortex 

light, orbital angular momentum light, spirally phased light, and phase 

singularities. Several methods for generating the ring patterns were 

examined. Three such approaches are included here. In the first, 

OAMmask.m, a real-valued plane phase mask is generated to emphasize 

a single phase-spiral order. In the second, squareOAMmask.m, a 

binarized plane phase mask is generated to produce multiple phase-spiral 

orders. In the third, rotOAMmask.m, a real-valued plane phase mask is 

generated in which the planar wave is incident at an angle in order to 

produce a spiral phase wave normal to the filter. 

 

 
function [mask]=squareOAMmask( angle, orders, masksize) 
  
% function squareOAMmask, used to make a thresholded  
%  spiral phase function image pattern (vortex light). 
% 
% Usage: [mask]=squareOAMmask( angle, orders, masksize) where angle is 

the 
% angle of incidence of the reference beam relative to the main planar 
% beam. (also the angle at which the generated OAM beam propagates) 

orders 
% determines the number of passes used to create the square-wave pattern. 
% Make this a number such as 20 or 30 to see a very well thresholded 
% pattern. Masksize is the number of pixels for both the x and y axes. 
%(final mask is of size 2*masksize+1, over both x & y directions) 
% 
% Example call: 
%   [mask]=squareOAMmask( 5, 5, [500,500]); 
%       To generate a large binary mask. 
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%   [mask]=squareOAMmask( 5, 1, [50,50]); 
%       To generate a small fuzzy mask. 
% 
% This squareOAMmask function is derived from the following paper: 

Optical 
% and Quantum Electronics, 24 (1992) S951-S962 Laser beams with phase 
% singularities, N.H. Heckenberg, R. McDuff, C.P. Smith, H. 
% Rubinsztein-Dunlop, and M.J. Wegener Department of Physics, the 
% University of Queensland, Brisbane, Australia see page S954, equation 

(8) 
  
% calculate the kx for the incident reference beam, from the angle of 
% interference.  
kx=sin(pi*angle/180); 
  
% % generate a matrix of x-positions and y-positions for each pixel. 
xpositions=[-masksize(1):masksize(1)]'*ones(1,1+2*masksize(2)); 
ypositions=[[-masksize(2):masksize(2)]'*ones(1,1+2*masksize(1))]'; 
  
% determine the phase angles for each pixel relative to the center of the 
% Gaussian beam. 
[theta,r]=cart2pol(xpositions,ypositions);  
  
% % plot the phase angles figure; imagesc(theta); 
  
% % generate the OAM filter as a 2d array of intensities 
mask=0.5*ones(size(theta)); 
% % the triple-commented code is to show the mask being built, as each 

new 
% % layer is added % % figure; % % mesh(mask) % % pause 
for i=1:orders; 
    mask = mask - (sin(i*pi/2)/(i*pi/2))*cos( i*(kx*ypositions-theta) ); 
% If xpositions is used in the mask instead of ypositions, then the mask 

is 
% completely different. % %     mesh(mask) % %     pause 
end 
  
% % display the OAM filter. 
figure; 
imshow(mask) 

 

 
function [mask]=OAMmask( angle, masksize) 
  
% function OAMmask, generate a non-binarized vortex light holograph. 
% 
% Usage: [mask]=OAMmask( angle, masksize) 
% with angle being the angle of incidence for the reference beam 
%   (and the angle at which the generated OAM beam propagates) 
% and masksize being used to determine the number of pixels for both the 
x 
% and y axes. 
%   (the final mask size will be of size 2*masksize+1, over both 
directions) 
% 
% Example call: 
%   [mask]=OAMmask( 5, [500,500]); 
% 
% This OAMmask function is derived from the following paper: 
% Optical and Quantum Electronics, 24 (1992) S951-S962 
% Laser beams with phase singularities, N.H. Heckenberg, R. McDuff,  
% C.P. Smith, H. Rubinsztein-Dunlop, and M.J. Wegener 
% Department of Physics, the University of Queensland, Brisbane, 
Australia 
% see page S954, equation (5) 
  
% % calculate the kx for the incident reference beam, based on the angle 
of interference.  
kx=sin(pi*angle/180); 
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% % generate a matrix of x-positions and y-positions for each pixel. 
xpositions=[-masksize(1):masksize(1)]'*ones(1,1+2*masksize(2)); 
ypositions=[[-masksize(2):masksize(2)]'*ones(1,1+2*masksize(1))]'; 
  
% % determine the phase angles for each pixel relative to the center of 
the 
% % Gaussian beam. 
[theta,r]=cart2pol(xpositions,ypositions);  
  
% % plot the phase angles 
% figure; imagesc(theta); 
  
% % generate the OAM filter as a 2d array of intensities 
mask = 0.5*(1-cos(kx*xpositions-theta)); 
% % If xpositions is used in the mask instead of ypositions, then the 
mask is 
% % completely different. 
  
% % display the OAM filter. 
figure; 
imshow(mask) 
 

 

 
function [mask]=rotOAMmask( omega, masksize, wavenum) 
  
% function rotOAMmask, to generate OAM beams from a plane wave incident 
at 
% an angle omega from the filter normal, such that the final 
annular/vortex 
% beam propagates normal to the filter rather than at an angle. 
% 
% Usage: [mask]=rotOAMmask( angle, masksize, wavelength) with angle being 
% the angle of incidence for the reference beam 
%   (and the angle at which the generated OAM beam propagates) 
% and masksize being used to determine the number of pixels for both the 
x 
% and y axes. 
%   (the final mask size will be of size 2*masksize+1, over both 
%   directions) 
% 
% Example usage: 
%   [mask]=rotOAMmask( 30, [1000, 1000], 650); 
% 
% This OAMmask function is derived from the following paper: Optical and 
% Quantum Electronics, 24 (1992) S951-S962 Laser beams with phase 
% singularities, N.H. Heckenberg, R. McDuff, C.P. Smith, H. 
% Rubinsztein-Dunlop, and M.J. Wegener Department of Physics, the 
% University of Queensland, Brisbane, Australia see page S954, equation 
(5) 
% Additional modifications by Francis Esmonde-White to rotate the 
computed 
% filter plane. 
  
% % calculate the kx for the incident reference beam, based on the angle 
of 
% interference.  
kx=sin(pi*omega/180); 
  
% % generate a matrix of x-positions and y-positions for each pixel. 
xpositions=[-masksize(1):masksize(1)]'*ones(1,1+2*masksize(2)); 
ypositions=[[-masksize(2):masksize(2)]'*ones(1,1+2*masksize(1))]'; 
  
  
% the interference plane 
zpositions=xpositions*kx; 
xpositions=xpositions*cos(pi*omega/180); 
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% % determine the phase angles for each pixel relative to the center of 
the 
% % Gaussian beam. 
[theta,r]=cart2pol(xpositions,ypositions);  
% figure; imagesc(theta) 
  
% the plane wave has intensity 1 everywhere 
mask=0.5*(1-cos(3/2*pi-theta+2*pi*zpositions/wavenum)); 
  
% for each theta, we need to add the change due to the difference in the 
z 
% plane position (which z=0 has become z*cos(theta)+x*sin(theta)=0) 
  
% % plot the phase angles figure; imagesc(theta); 
  
% % generate the OAM filter as a 2d array of intensities mask = 
% 0.5*(1-cos(kx*xpositions-theta)); % If xpositions is used in the mask 
% instead of ypositions, then the mask is % completely different. 
  
% display the OAM filter. 
figure; 
imshow(mask) 
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Appendix C: Genetic Algorithm Code 

function thesis_GA(savefile) 
warning off 
  
% Thesis GA 
  
% load lactate data 
% wlrange=find((wave>=1500)&(wave<=1750)); 
load lactate 
  
numtot=10; % ten samples total 
numval=1; % choose 4 validation samples 
numspec=4; % 4 spectra per sample 
numwl=size(data,2); % 987 wavelengths 
sampleset=1:numspec:numtot*numspec; 
comb=nchoosek(sampleset,numval); % permutation combinations 
pop_sz=200; % 200 population members 
N=6; % maximum possible number of pre-processing steps. 
  
% Size information for the genetic bitstring representation of models 
numbits_preproc=N*14; % number of bits required for the pre-processing 

option 
numbits_HT=2^ceil(log2(numwl)); % number of bits required for Haar 

transform selection 
numbits=numbits_preproc+numwl+numbits_HT; % total number of bits required 
  
GA_iter_max=pop_sz*50; % number of evolution iterations 
saveinterval=50; % interval (in evolution steps) at which to save the 

results 
  
maxmodelsz=numtot*numspec; % choose a maximum number of wavelengths to 

allow in a solution 
  
% initialize matrix sizes 
bestmodels=false(maxmodelsz,N+1,numbits); % store the best population 

members 
bestmodelsres=NaN(maxmodelsz,N+1); % store indeces to results for the 

best members 
bestmodelfit=NaN(maxmodelsz,N+1); % fitness values of the best members 
modelcount=zeros(maxmodelsz,N+1); % number of models built in each 

category 
popfitness=zeros(1,pop_sz); % vector of population fitnesses 
popres=zeros(1,pop_sz); % indeces pointing to results for each of the 

current population members 
  
% randomly generate an initial GA population 
% total number of bits: 
% pre-processing options + wavelength selection + FWT component selection 
% N*14+numwl+ (1:(2^ceil(log2(numwl)))) 
pop=[(rand(pop_sz,numbits_preproc)<0.5), 

(rand(pop_sz,numwl)<((numtot*numspec)/(5*numwl))), 
(rand(pop_sz,numbits_HT)<((numtot*numspec)/(5*numbits_HT)))]; 

  
init_mut_rate=0.10; % initial mutation rate 
mut_rate=0.10; % 10% mutation rate 
  
% big matrix in which to store results for all evaluate strings 
%       (indexed by popres and bestmodelsres) 
result=zeros(GA_iter_max,10); 
  
% begin the GA 
for GA_iter=1:GA_iter_max 
     
    disp(['Iteration: ',num2str(GA_iter)]) % let the user know how things 

are progressing 
  
    if mod(GA_iter,saveinterval)==0 % periodically save based on the 

selected interval 
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        save(savefile) % the savefile is selected in the GA function 
call. 

        mut_rate=mut_rate+0.004; % increase the mutation rate as the 
evolution progresses 

    end 
     
    % select the genetic vector to evaluate for fitness (by copying to 

"bitstring") 
    if GA_iter<=pop_sz  % Fitnesses of the randomly initialized 

population are first 
        % evaluated. By taking the vector from the population at the 

current index. 
        bitstring=pop(GA_iter,:); 
         
    else % Make a new vector from the existing population and process it. 
        [popfitness,popind]=sort(popfitness,'ascend'); % sort the 

population according to fitness 
        % This depends on the type of fitness value used. (examples in 

brackets) 
        % Ascending fitness sorting will leave small values at the top. 

(residual, cost) 
        % Descending fitness sorting will leave big values at the top. 

(linearity, probability) 
  
        % popfitness=popfitness(1:ev_pop_size); % Already sorted 
        pop=pop(popind,:); % sort the population members according to the 

fitness 
        popres=popres(popind); % keep the results vector correctly 

indexed 
         
        % FITNESS ORDERING/SCALING 
        scaled_fitnesses = cumsum(1./popfitness); 
  
        % scale the fitnesses between zero and one 
%         minfit = min(scaled_fitnesses); 
        maxfit = max(scaled_fitnesses); 
%         scaled_fitnesses = (scaled_fitnesses-minfit)/(maxfit-

minfit+eps); 
        scaled_fitnesses = (scaled_fitnesses)/(maxfit+eps); 
         
        % find the first parent based on the scaled fitness 
        parent1 = find(scaled_fitnesses<=rand(1),1,'last'); 
        if isempty(parent1)  % if no first parent is selected yet 
            parent1=1; 
        end 
         
        % crossover & mutation 
        mut = rand(1)<mut_rate; % mutation? 
         
        if (mut) % if performing a mutation evolution step 
            mut_count=ceil(5*abs(randn(1)).^1.5); % number of mutations 
            % distribution of mutation counts so there are some rare 
            % mutations of many bits and many mut's with few bits 
             
            bits_to_mutate=1+ceil(rand(1,mut_count)*(numbits-1));% bit 

positions to mutate 
             
            % perform the mutation 
            bitstring = pop(parent1,:); % copy the original vector 
            bitstring(bits_to_mutate)=~bitstring(bits_to_mutate); % 

invert the selected bits 
             
        else % if performing a crossover evolution step 
            n_cx=ceil((rand(1)^3)*4); % initial number of crossover 

points 
             
            cx_ind=unique(1+ceil(rand(1,n_cx)*(numbits-1))); % choose the 

crossover points 
            n_cx=numel(cx_ind); % count of unique crossover steps 
             
            % find the second parent based on the scaled fitness 
            parent2 = find(scaled_fitnesses<=rand(1),1,'last'); 
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            % index of the second parent selected (the first is selected 
above) 

             
            % Error checking 
            if isempty(parent2) % if no second parent is selected yet 
                parent2=2; % default second parent. 
            end 
            % if the same parent is selected for both parents 
            if parent1==parent2; 
                parent2=mod(parent1+1,pop_sz-1)+1; % select a different 

second parent 
            end 
             
            % Perform the crossover 
            % at least one crossover point must be present 
            bitstring = 

[pop(parent1,1:cx_ind(1)),pop(parent2,(cx_ind(1)+1):end)]; 
            if (n_cx>=2) % if two cx points, then add next segment. 
                bitstring((cx_ind(2)+1):end) = 

pop(parent1,(cx_ind(2)+1):end); 
                if (n_cx>=3) % if 3 cx points, then add next segment. 
                    bitstring((cx_ind(3)+1):end) = 

pop(parent2,(cx_ind(3)+1):end); 
                    if (n_cx==4) % if 4 cx points, then add next segment. 
                        bitstring((cx_ind(4)+1):end) = 

pop(parent1,(cx_ind(4)+1):end); 
                    end 
                end 
            end 
        end 
    end 
  
  
    % initialize result vectors for the permutation fitness evaluation 
        ctrue=[]; % known calibration concentrations 
        cest=[]; % estimated calibration concentrations 
        vtrue=[]; % known validation concentrations 
        vest=[]; % estimated validation concentrations 
        sens=[]; % sensitivity from each calibration 
        tic; % start the timer 
  
    for permut=1:size(comb,1); % choose the permutation iteration 
        % process all permutations of the data using the model bitstring. 
  
        % initialize the temporary calibration and validation data 
        cal=zeros((numtot-numval)*numspec,987); % calibration spectra 
        cal_known=zeros(1,(numtot-numval)*numspec); % calibration 

reference values 
        val=zeros(numval*numspec,987); % validation spectra 
        val_known=zeros(1,numval*numspec); % validation reference values 
  
        % select data for calibration (not already selected for 

validation) 
        comb_compl=setdiff(sampleset,comb(permut,:)); 
        % comb is initialized at the beginning of the function, and 
        % contains the nchoosek() permutation orderings 
        for i=1:(numtot-numval); 
            % r and r2 just get the correct indeces 
            r=(1:numspec)+numspec*(i-1); 
            r2=(1:numspec)+comb_compl(i)-1; 
            cal(r,:)=data(r2,:); % select the calibration data 
            cal_known(r)=known(r2); % select the calibration reference 

values 
        end 
         
        % copy the validation data into the temporary matrices 
        for i=1:numval; 
            r=(1:4)+4*(i-1); 
            r2=(1:4)+comb(permut,i)-1; 
            val(r,:)=data(r2,:); % select the validation data 
            val_known(r)=known(r2); % select the validation reference 

values 
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        end 
  
        % Evaluate the fitness of the current bitstring 
        

[tmp,ce,ck,ve,vk]=GA_processing(cal,cal_known,val,val_known,bitstring
,numwl,N); 

         
        % store the temporary results 
        ctrue=[ctrue,ck]; 
        cest=[cest,ce]; 
        vtrue=[vtrue,vk]; 
        vest=[vest,ve]; 
        sens=[sens,tmp(5)]; 
  
    end 
  
    % check that the fitness function returned the right number of total 
    % values (when the model fails, it will not return consistent 

numbers) 
    if (numel(ctrue)==numel(cest))&(tmp(6)<numel(vtrue)) 
         
        % MSE(Mean Square Error) 
        % from: 
        %   Probability and Statistics for engineering and the sciences, 
        %   Jay L. Devore, Sixth Edition. Brooks/Cole - Thomson learning. 

2004 
        %   Chapter 13 (13.4 in particular) 
        % n is the number of y-values or equations. 
        n(1)=numel(ctrue); % n for calibration 
        n(2)=numel(vtrue); % n for validation 
         
        % This is where PARSIMONY is applied. Either define MSE as: 
        % 
        % No parsimony 
        % SSE/(n) for no parsimony 
        % 
        % Parsimony with # wavelengths 
        % SSE/(n-(k+1)) where k is # of wavelengths for parsimony by WL 
        % 
        % Parsimony with # wavelengths & # pre-processing options 
        % SSE/(n-(k+1)) where k is # of wl & # of pre-processing options 
         
        k=tmp(6); % k is the number of wavelengths used in the model 
         
        % Use the following line for WL & PP option penalty 
        k=k+tmp(7); % k is now additionally penalized for the number of 

pp options used in the model 
         
        SST(1)=sum(ctrue.^2)-(sum(ctrue)^2)/n(1); 
        SSE(1)=sum((cest-ctrue).^2); 
        SST(2)=sum(vtrue.^2)-(sum(vtrue)^2)/n(2); 
        SSE(2)=sum((vest-vtrue).^2); 
  
        MSE(1)=SSE(1)/(n(1)-(k+1)); % p. 594 of Devore's book 
        MSE(2)=SSE(2)/(n(2)-(k+1)); 
  
        result(1)=MSE(1); 
        result(2)=MSE(2); 
  
        R2(1)=1-SSE(1)/SST(1); 
        R2(2)=1-SSE(2)/SST(2); 
  
        R2adj(1)=((n(1)-1)*R2(1)-k)/(n(1)-(k+1)); 
        R2adj(2)=((n(2)-1)*R2(2)-k)/(n(2)-(k+1)); 
  
        result(GA_iter,1)=MSE(1); 
        result(GA_iter,2)=MSE(2); 
        result(GA_iter,3)=R2adj(1); 
        result(GA_iter,4)=R2adj(2); 
         
        % Non-parsimony penalized results for storage & later comparison. 
        result(GA_iter,9)=sqrt(sum((ctrue-cest).^2)/numel(ctrue)); % RMSE 
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        result(GA_iter,10)=sqrt(sum((vtrue-vest).^2)/numel(vtrue)); 
% RMSE 

  
        % Alternate measure (RMSE, MSE, or SDEP are equivalent) 
        %   result(GA_iter,1)=sqrt(sum((ctrue-cest).^2)/numel(ctrue)); 
        %   result(GA_iter,2)=sqrt(sum((vtrue-vest).^2)/numel(vtrue)); 
        %   % Corresponds to SDEP of R. Todescini et al., p. 160, Nature 
        %   % inspired methods in chemometrics:... (2003 Leardi book) 
    else 
        % if invalid model, result is set to not-a-number 
        result(GA_iter,1:4)=NaN; 
    end 
  
    % store model details in the results matrix 
    result(GA_iter,5)=mean(sens); % mean sensitivity 
    result(GA_iter,6)=tmp(6); % store # wavelengths selected 
    result(GA_iter,7)=tmp(7); % store # pre-processing options selected 
    result(GA_iter,8)=toc; % store total processing time 
  
    % Display model processing time (allows a rough estimate of the 
    % required time for a complete algorithm run. 
    disp(['     Mean/total model processing time: ', 

num2str([result(GA_iter,8)/permut,result(GA_iter,8)])]); 
  
    % determine the statistical properties of the model. 
    if (result(GA_iter,6)>0)&~sum(isnan(result(GA_iter,:))); 

% if the model is properly evaluated 
        % select the fitness property to use: this allows different 

results to be chosen. 
        str_fitness=result(GA_iter,2); % MSE adjusted for model size 
         
    else % otherwise the model fitness is set to not-a-number 
        str_fitness=NaN; 
    end 
     
    % if the new model is succesfully evaluated and has suitably good 

fitness, 
    % and there is no current best model or the model is better than the 

current best model... then 
    % store it for later comparison in the 'bestmodels' arrays. 
    tmp_wlcount=result(GA_iter,6); 
    tmp_ppcount=result(GA_iter,7); 
    if ~isnan(str_fitness)&(tmp_wlcount<=maxmodelsz) 
        

modelcount(tmp_wlcount,tmp_ppcount+1)=modelcount(tmp_wlcount,tmp_ppco
unt+1)+1; 

        if 
isnan(bestmodelfit(tmp_wlcount,tmp_ppcount+1))|(str_fitness<bestmodel
fit(tmp_wlcount,tmp_ppcount+1)) 

           bestmodels(tmp_wlcount,tmp_ppcount+1,:)=bitstring; 
           bestmodelsres(tmp_wlcount,tmp_ppcount+1)=GA_iter; 
           bestmodelfit(tmp_wlcount,tmp_ppcount+1)=str_fitness; 
        end 
    end 
     
    if GA_iter<=pop_sz % if evaluating the population for the first time, 

then store all the results 
        popfitness(GA_iter)=str_fitness; 
        popres(GA_iter)=GA_iter; 
    else % if evaluating evolution members, then compare & replace a 

suitable member. 
         
        % either replace the first parent, or the last bitstring in the 
        % population, depending if the new bitstring is better than the 
        % parent1 or the pop(end) members. 
        if ~isnan(str_fitness) 
            if 

isnan(popfitness(parent1))|(str_fitness<=popfitness(parent1)) 
                % Replace the first parent 
                popfitness(parent1)=str_fitness; 
                pop(parent1,:)=bitstring; 
                popres(parent1)=GA_iter; 
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            else 
                % replace the first unsuccesful member of the population 
                % (where fitness is 'NaN') 
                ind=find(isnan(popfitness),1,'first'); 
                if (~isempty(ind)) % if there is a NaN member, replace 

it. 
                    popfitness(ind)=str_fitness; 
                    pop(ind,:)=bitstring; 
                    popres(ind)=GA_iter; 
                else % otherwise find the last member with lower fitness 
                    ind=find(popfitness>=str_fitness,1,'last'); 
                    if (~isempty(ind)) % if there is a lower member, 

replace it. 
                        popfitness(ind)=str_fitness; 
                        pop(ind,:)=bitstring; 
                        popres(ind)=GA_iter; 
                    else % if none of these is replaced, then keep the 

member anyways 
                        % replace one of the 20% worst members anyways 
                        % (serves to keep some randomized members & 

maintain genetic diversity)  
                        ind=ceil((.8+rand(1)/5)*pop_sz); 
                        popfitness(ind)=str_fitness; 
                        pop(ind,:)=bitstring; 
                        popres(ind)=GA_iter; 
                    end 
                end 
            end 
        end 
    end 
     
end 
warning on 
  
  
  
%%%%%% Support Functions %%%%%%  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%%%%% Function graytoreal 
function realval=graytoreal(bitstring) 
% convert the gray coded bitstring into a real value and return as 

realval 
  
binstr = bitstring; 
% convert gray code to binary 
for k=2:numel(bitstring) 
    if (binstr(k-1)) 
        binstr(k)= ~binstr(k); 
    end 
end 
% convert the binary string to a real value 
realval = polyval(binstr, 2); 
  
%%%%% Function second_deriv 
function [modeldata, testdata] = second_deriv(modeldata, testdata, 

window, gap, v) 
% Second derivative function 
  
window=2*round((window-0.1)/2)+1; % an odd integer 
gap=2*round((gap-0.1)/2)+1; % an odd integer 
  
gapderiv=zeros(1,gap); 
gapderiv((gap-1)/2)=-2; 
gapderiv([1,end])=1; 
filter=conv(conv(ones(1,window),ones(1,window)),gapderiv/gap); 
ends = (numel(filter)-1)/2; 
  
modeldata=conv2(modeldata,filter); 
cutoff1 = round((size(modeldata,2)-v)/2); 
cutoff2 = size(modeldata,2)-v-cutoff1; 
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modeldata(:,[1:cutoff1, (end-cutoff2+1):end])=[]; 
modeldata(:,1:ends)=repmat(modeldata(:,ends+1),[1,ends]); 
modeldata(:,(end-ends+1):end)=repmat(modeldata(:,end-ends),[1,ends]); 
  
testdata=conv2(testdata,filter); 
testdata(:,[1:cutoff1, (end-cutoff2+1):end])=[]; 
testdata(:,1:ends)=repmat(testdata(:,ends+1),[1,ends]); 
testdata(:,(end-ends+1):end)=repmat(testdata(:,end-ends),[1,ends]); 
  
%%%%% Function first_deriv 
function [modeldata, testdata] = first_deriv(modeldata, testdata, window, 

gap, v) 
% First Derivative function 
  
window=2*round((window-0.1)/2)+1; % an odd integer 
gap=2*round((gap-0.1)/2)+1; % an odd integer 
  
% double smooth 
  
gapderiv=zeros(1,gap); 
gapderiv(1)=1; 
gapderiv(end)=-1; 
filter=conv(conv(ones(1,window),ones(1,window)),gapderiv/gap); 
ends = (numel(filter)-1)/2; 
  
modeldata=conv2(modeldata,filter); 
cutoff1 = round((size(modeldata,2)-v)/2); 
cutoff2 = size(modeldata,2)-v-cutoff1; 
modeldata(:,[1:cutoff1, (end-cutoff2+1):end])=[]; 
  
modeldata(:,1:ends)=repmat(modeldata(:,ends+1),[1,ends]); 
modeldata(:,(end-ends+1):end)=repmat(modeldata(:,end-ends),[1,ends]); 
  
testdata=conv2(testdata,filter); 
testdata(:,[1:cutoff1, (end-cutoff2+1):end])=[]; 
testdata(:,1:ends)=repmat(testdata(:,ends+1),[1,ends]); 
testdata(:,(end-ends+1):end)=repmat(testdata(:,end-ends),[1,ends]); 
  
%%%%% Function haar1d 
function Dout=haar1d(Din) 
% Take the 1D Haar Transform along the second dimension: 
%  based on http://www.cs.ucf.edu/~mali/haar/ 
%  
% The algorithm pads the data with the last datapoint in each vector to a 
% length of 2^ceil(log2(size(data,2))). 
% 
% Usage: Dout=haar1d(Din); 
% 
% Francis Esmonde-White, July 2007 
  
n=2^ceil(log2(size(Din,2))); 
w=n; 
[sz1,sz2]=size(Din); 
  
Dout=zeros(sz1,n); 
% D=zeros(1,n); 
D=repmat(Din(:,end),[1,n]); 
D(:,1:sz2)=Din; 
sqrt2=sqrt(2); 
while (w>1); 
    w=w/2; 
    for i=0:(w-1); 
        Dout(:,i+1)=(D(:,2*i+1)+D(:,2*i+2))/sqrt2; 
        Dout(:,i+w+1)=(D(:,2*i+1)-D(:,2*i+2))/sqrt2; 
    end 
    for i=1:(w*2) 
        D(:,i)=Dout(:,i); 
    end 
end 
  
%%%%% Function GA_processing (regression fitness function) 
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function [result,cal_est,cal_known,val_est,val_known] = 
GA_processing(cal,cal_known,val,val_known,bitstring,numwl,N) 

% GA_processing function 
% 
% Takes the calibration and validation data, along with the known 
% assignments, and estimates the fitness of the model specified by 
% bitstring. 
%  
% numwl is the number of wavelengths. 
% N is the number of pre-processing options. 
%  
% The output is a vector 'result' that contains the desired model 
% performance information. 
  
is_HWT = false; % by default we assume that we do not use the HWT 
is_badmodel = false; % by default we assume that the model is good 
result=zeros(1,5); % initialize the result array 
  
opt_count=0; % initialize the count of pre-processing options to use 
  
% initialize the calibration and validation estimate vectors 
cal_est=NaN; 
val_est=NaN; 
  
% First we check to ensure that the current model has some wavelengths 

selected! 
for preproc_N=1:N; % iterate through the pre-processing options 
    Pbits=bitstring((1:14)+(preproc_N-1)*14); % select the relevant pre-

processing option string 
    Pvals(1)=graytoreal(Pbits(1:4)); % convert the pre-processing string 

to a real value 
    if (Pvals(1)>=1)&(Pvals(1)<=12) % Does the selected option value 

specify a pre-processing step? 
        opt_count=opt_count+1; 
    end 
     
    % is the haar transform option selected? 
    if (Pvals(1)==12) 
        % FWT 
        is_HWT=true; 
    end 
end 
  
% we need to check to ensure that some parameters are used in the 

regression. 
if is_HWT 
    % ensure that at least one HWT parameter is selected for regression 
    if (sum(bitstring(N*14+(1:numwl)))==0) 
        % model has no selected wavelengths 
        is_badmodel=true; 
    end 
else 
    if sum(bitstring(N*14+numwl+ (1:(2^ceil(log2(numwl))))))==0 
        % model has no selected wavelengths 
        is_badmodel=true; 
    end 
end 
  
% if the model doesn't use any wavelengths, it's a bad model and should 

be skipped. 
if is_badmodel 
    result(1:7)=NaN; 
    return; 
end 
     
for preproc_N=1:N; % For each pre-processing option 
  
    % First chop the bitstring into a series of Pbits, for each allowed 

option 
    Pbits=bitstring((1:14)+(preproc_N-1)*14); % preproc_N specifies the 

index of the current pre-processing option 
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    % Next decode Pbits into Pvals 
    % Pbits is stored as Grey code, and must be decoded to real values. 
  
    % Pvals(1) is the selected technique, between 0 and 15 
    % 4 bits 
    Pvals(1)=graytoreal(Pbits(1:4)); 
    % Pvals(2) selects wavelength axis (0) or sample axis (1) 
    % 1 bit 
    Pvals(2)=Pbits(5); 
    % Pvals(3) specifies smoothing window, an integer between 1 and 32. 
    % 5 bits 
    Pvals(3)=graytoreal(Pbits(6:10))+1; 
    % Pvals(4) specifies derivative gap, an odd integer between 3 and 34. 
    % 4 bits 
    Pvals(4)=2*graytoreal(Pbits(11:14))+3; 
  
    % Allow N spaces for pre-processing to enable that many options and 

allow 
    % them to self-order. 
    switch Pvals(1) 
        case 0 
            % do nothing, the option is disabled. 
        case 1 
            % mean centering 
            % Pvals(2)==0 by wavelength 
            if (Pvals(2)==0) 
                val=val-repmat(mean(cal),[size(val,1),1]); 
                cal=cal-repmat(mean(cal),[size(cal,1),1]); 
            % Pvals(2)==1 by sample 
            elseif (Pvals(2)==1) 
                val=val-repmat(mean(val,2),[1,size(val,2)]); 
                cal=cal-repmat(mean(cal,2),[1,size(cal,2)]); 
            end 
        case 2 
            % autoscaling 
            % Pvals(2)==0 by wavelength 
            %   mean center by wavelength and scale by wavelength 

variance 
            if (Pvals(2)==0) 
                val=val-repmat(mean(cal),[size(val,1),1]); 
                cal=cal-repmat(mean(cal),[size(cal,1),1]); 
                 
                val=val./repmat(std(cal),[size(val,1),1]); 
                cal=cal./repmat(std(cal),[size(cal,1),1]); 
            % Pvals(2)==1 by sample 
            %   mean center by sample and scale by sample variance 
            elseif (Pvals(2)==1) 
                val=val-repmat(mean(val,2),[1,size(val,2)]); 
                cal=cal-repmat(mean(cal,2),[1,size(cal,2)]); 
                 
                val=val./repmat(std(val,0,2),[1,size(val,2)]); 
                cal=cal./repmat(std(cal,0,2),[1,size(cal,2)]); 
            end 
        case 3 
            % scale to variance 
            % Pvals(2)==0 per wavelength 
            if (Pvals(2)==0) 
                val=val./repmat(std(cal),[size(val,1),1]); 
                cal=cal./repmat(std(cal),[size(cal,1),1]); 
                % Pvals(2)==1 per sample 
            elseif (Pvals(2)==1) 
                val=val./repmat(std(val,0,2),[1,size(val,2)]); 
                cal=cal./repmat(std(cal,0,2),[1,size(cal,2)]); 
            end 
        case 4 
            % scale range to 0-1 
            % Pvals(2)==0 per wavelength 
            if (Pvals(2)==0) 
                minc=min(cal); 
                rangec=max(cal)-minc; 
                val=(val-

repmat(minc,[size(val,1),1]))./repmat(rangec,[size(val,1),1]); 
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                cal=(cal-
repmat(minc,[size(cal,1),1]))./repmat(rangec,[size(cal,1),1]); 

  
                % Pvals(2)==1 per sample 
            elseif (Pvals(2)==1) 
                 
                minc=min(val,[],2); 
                rangec=max(val,[],2)-minc; 
                val=(val-

repmat(minc,[1,size(val,2)]))./repmat(rangec,[1,size(val,2)]); 
                minc=min(cal,[],2); 
                rangec=max(cal,[],2)-minc; 
                cal=(cal-

repmat(minc,[1,size(cal,2)]))./repmat(rangec,[1,size(cal,2)]); 
  
            end 
        case 5 
            % scale to max 1 
            % Pvals(2)==0 per wavelength 
            if (Pvals(2)==0) 
                rangec=max(cal); 
                val=val./repmat(rangec,[size(val,1),1]); 
                cal=cal./repmat(rangec,[size(cal,1),1]); 
  
                % Pvals(2)==1 per sample 
            elseif (Pvals(2)==1) 
                rangec=max(val,[],2); 
                val=val./repmat(rangec,[1,size(val,2)]); 
                rangec=max(cal,[],2); 
                cal=cal./repmat(rangec,[1,size(cal,2)]); 
  
            end 
        case 6 
            % normalize to area 1 
            % Pvals(2)==0 per wavelength 
            if (Pvals(2)==0) 
                rangec=sum(cal); 
                val=val./repmat(rangec,[size(val,1),1]); 
                cal=cal./repmat(rangec,[size(cal,1),1]); 
  
                % Pvals(2)==1 per sample 
            elseif (Pvals(2)==1) 
                rangec=sum(val,2); 
                val=val./repmat(rangec,[1,size(val,2)]); 
                rangec=sum(cal,2); 
                cal=cal./repmat(rangec,[1,size(cal,2)]); 
  
            end 
        case 7 
            % normalize to norm 1 
            % Pvals(2)==0 per wavelength 
            if (Pvals(2)==0) 
                normc=zeros(1,size(cal,2)); 
                for i=1:size(cal,2); 
                    normc(i)=norm(cal(:,i)); 
                end 
                val=val./repmat(normc,[size(val,1),1]); 
                cal=cal./repmat(normc,[size(cal,1),1]); 
  
                % Pvals(2)==1 per sample 
            elseif (Pvals(2)==1) 
                normc=zeros(size(val,1),1); 
                for i=1:size(val,1); 
                    normc(i)=norm(val(i,:)); 
                end 
                val=val./repmat(normc,[1,size(val,2)]); 
                normc=zeros(size(cal,1),1); 
                for i=1:size(cal,1); 
                    normc(i)=norm(cal(i,:)); 
                end 
                cal=cal./repmat(normc,[1,size(cal,2)]); 
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            end 
        case 8 
            % linear detrend by sample 
            val=detrend(val')'; 
            cal=detrend(cal')'; 
        case 9 
            % smoothing along sample 
            % Pvals(3) specifies smoothing window 
  
            sm=2*Pvals(3)+1; % calculate the smoothing window 
            tmp=conv2(val,ones(1,sm)); % smooth the data 
            val=tmp(:,(1+Pvals(3)):(end-Pvals(3))); % chop the ends off 
            val(:,1:Pvals(3))=repmat(val(:,Pvals(3)+1),[1,Pvals(3)]); % 

adjust the first end 
            val(:,(end-Pvals(3)+1):end)=repmat(val(:,end-

Pvals(3)),[1,Pvals(3)]); % adjust the second end 
             
            tmp=conv2(cal,ones(1,sm)); 
            cal=tmp(:,(1+Pvals(3)):(end-Pvals(3))); 
            cal(:,1:Pvals(3))=repmat(cal(:,Pvals(3)+1),[1,Pvals(3)]); 
            cal(:,(end-Pvals(3)+1):end)=repmat(cal(:,end-

Pvals(3)),[1,Pvals(3)]); 
             
            % intrinsic smoothing function sometimes stalls in infinite 

loops 
%             for i=1:size(val,1); 
%                 val(i,:)=smooth(val(i,:),Pvals(3)); 
%             end 
%             for i=1:size(cal,1); 
%                 cal(i,:)=smooth(cal(i,:),Pvals(3)); 
%             end 
             
        case 10 
            % first deriv along sample 
            % Pvals(3) specifies smoothing window 
            % Pvals(4) specifies derivative gap 
            sm=2*(Pvals(3)-1)+1; 
            [cal, val] = first_deriv(cal, val, sm, Pvals(4), 

size(cal,2)); 
            % v is the original number of wavelengths 
        case 11 
            % second deriv along sample 
            % Pvals(3) specifies smoothing window 
            % Pvals(4) specifies derivative gap 
            sm=2*(Pvals(3)-1)+1; 
            [cal, val] = second_deriv(cal, val, sm, Pvals(4), 

size(cal,2)); 
        case 12 
            % FWT 
            is_HWT=true; 
            cal=haar1d(cal); 
            val=haar1d(val); 
             
%         case 13 % NO SVD IMPLEMENTED YET 
%             % SVD 
        otherwise 
            % do nothing 
    end 
end 
  
if (is_HWT) 
  
    wlstring=bitstring(N*14+numwl+ (1:(2^ceil(log2(numwl))))); 
    % determine the activated FWT components from the selected 
    % wavelengths. 
     
    selwl=find(wlstring); 
     
    beta=cal_known/[ones(size(cal,1),1),cal(:,selwl)]'; 
    cal_est=beta*[ones(size(cal,1),1),cal(:,selwl)]'; 
    val_est=beta*[ones(size(val,1),1),val(:,selwl)]'; 
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else 
  
    wlstring=bitstring(N*14+(1:numwl)); 
    selwl=find(wlstring); 
     
    beta=cal_known/[ones(size(cal,1),1),cal(:,selwl)]'; 
    cal_est=beta*[ones(size(cal,1),1),cal(:,selwl)]'; 
    val_est=beta*[ones(size(val,1),1),val(:,selwl)]'; 
  
end 
  
% % Plot cal/val results 
% figure 
% plot(cal_known,cal_est,'b.') 
% hold on; 
% plot(val_known,val_est,'r.') 
% pause; 
  
% RMSE (error) 
result(1)=sqrt(sum((cal_known-cal_est).^2)/numel(cal_known)); 
result(2)=sqrt(sum((val_known-val_est).^2)/numel(val_known)); 
  
% linearity 
% r value (correlation coefficient) 
mcal_known=cal_known-mean(cal_known); 
mcal_est=cal_est-mean(cal_est); 
result(3)=sum(mcal_est.*mcal_known)/sqrt(sum(mcal_known.^2)*sum(mcal_est.

^2)); 
  
mval_known=val_known-mean(val_known); 
mval_est=val_est-mean(val_est); 
result(4)=sum(mval_est.*mval_known)/sqrt(sum(mval_known.^2)*sum(mval_est.

^2)); 
  
% sensitivity 
%   Olivieri, p.648 
%   1.  Olivieri, A. C. Uncertainty estimation and figures of merit for 

multivariate calibration (IUPAC Technical Report). Pure and Applied 
Chemistry 78, no. 3 2006. 

result(5)=1/norm(beta); 
  
% wavelength count complexity  
result(6)=numel(selwl); 
  
% number of pre-processing options enabled 
result(7)=opt_count; 
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Appendix D: MCR Code 

function [conc, spec, resid, bestconc, bestspec, bestresid] = 
als_mcr_deriv_clos( data, ncomp, guess, niter); 

  
% als_mcr 
% 
% Alternating least squares multivariate curve resolution 
% 
% inputs: 
%   data is of size [m,n] 
%   ncomp is the number of components to work with 
%   guess is of size [m,p] or [p,n] 
% (if [m,p] it's a spectral guess, otherwise a concenctration guess) 
%   niter is the number of iterations to use 
% 
% outputs: 
%   conc is of size [p,n] - The estimated concentrations 
%   spec is of size [m,p] - The estimated spectra 
%   resid stores the residual of the estimated data 
% 
% Francis Esmonde-White, updated June 2007 
% 
  
% enable/disable plotting during optimization. 
ploten=false; %true; 
plotpause=0.5; % pause length in seconds for each plot step. 
  
[m,n]=size(data); 
  
if(~exist('ncomp')) 
    error('Please specify the number of components required.'); 
end 
  
if (exist('guess')) 
    [j,k]=size(guess); 
else 
    j=0; 
    k=0; 
end 
  
if (~exist('niter')) 
    niter=400; 
end 
  
[u,s,v] = svd(data,0); 
% the SVD finds the minimum error solution for the n-component linear estimate 
best_err =  
    sqrt(sum(sum( [data-u(:,1:ncomp)*s(1:ncomp,1:ncomp)*v(:,1:ncomp)'] .^2 ))); 
  
% set up the initial inputs 
if (j==m) % guess is spectra 
    sest=guess; 
    p=k; 
    c_iter=1; 
elseif (k==n) % guess is concentration 
    cest=guess; 
    p=j; 
    c_iter=0; 
elseif (k==m) % guess is spectra 
    sest=guess'; 
    p=j; 
    c_iter=1; 
elseif (j==n) % guess is concentration 
    cest=guess'; 
    p=k; 
    c_iter=0; 
else % no valid guess 
    % Use an SVD estimate 
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    sest=u(:,1:ncomp); 
    p=ncomp; 
    c_iter=1; 
    clear u s v; 
end 
  
zz1=1:10;zz2=11-zz1; % used in determining the slope 
  
% c_iter determines if the next iteration is to be concentration estimation 
% step (c_iter == 1) or a spectral estimation step (c_iter == 0) 
  
% check that everything is a reasonable size 
if ncomp>p 
    error('maximum number of components allowed is limited by the guess') 
elseif p>ncomp 
    if (c_iter==1) 
        sest=sest(:,1:ncomp); 
        p=ncomp; 
    elseif (c_iter==0) 
        cest=cest(1:ncomp,:); 
        p=ncomp; 
    end 
end 
  
% Make a copy of initial (original) spectral estimate for the reordering of 
% the spectral components during the ALS routine. 
if (exist('sest')) 
    [sest]=sest./repmat(diag(sest'*sest)',[m,1]); % normalize spectrum length 
    sorig=sest; 
else 
    sorig=data/cest'; 
    [sorig]=sorig./repmat(diag(sorig'*sorig)',[m,1]); % normalize spectrum len. 
end 
  
resid=zeros(1,niter-1); 
improving=true; 
  
% Begin the ALS routine 
itercount=0; 
while ((itercount<niter)&&improving) 
    if (~c_iter); % if citer == 0 
        %         disp('spec est') 
        sest=data/cest'; % estimate spectral component 
  
        limit=max(sest(:))/prod(size(sest)); 
%         [sest]=nn(sest,limit); % force non-negativity  
% we don't constrain the derivative spectra to non-negative values. 
  
        [sest] = sest./repmat(sqrt(diag(sest'*sest)'),[m,1]); 

% normalize the spectrum length 
  
        similarity=-1*ones(p); 
  
        % check that the ordering of the components has not changed. 
        for i=1:p; 
            for j=i:p; 
               similarity(i,j) =  
                ( sorig(:,i)'*sest(:,j)) / (norm(sorig(:,i))*norm(sest(:,j)) ); 
            end 
        end 
  
        % reorder the components using similarity 
        for i=1:p-1; 
            % check that the ordering of the components has not changed. 
            [y,j]=max(similarity(:)); 
               % find the most similar spectrum to the ith original spectrum 
            rowindex=mod(j-1,p)+1; % find the row index 
            colindex=floor((j-1)/p)+1; % find the column index 
            similarity(rowindex,:)=-1; 
            similarity(:,colindex)=-1; 
            if (colindex==rowindex) 
                % do nothing (the spectrum is in the correct position) 
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            else 
                sest(:,[rowindex,colindex])=sest(:,[colindex,rowindex]); 
            end 
        end 
         
        % check that none of the components has inverted to negative 
        % spectra 
        for i=1:p; 
            sim_a=(sorig(:,i)'*sest(:,i))/(norm(sorig(:,i))*norm(sest(:,i))); 
            sim_b=(sorig(:,i)'*(-sest(:,i)))/(norm(sorig(:,i))*norm(-

sest(:,i))); 
            if (sim_b>sim_a); 
                sest(:,i)=-sest(:,i); 
            end 
        end 
  
        if (ploten) 
            %             pause(plotpause); 
            subplot(2,2,1); 
            cla; 
            plot(sest); 
            title('Spectral Estimate'); 
        end 
  
        itercount=itercount+0.5; 
        c_iter=~c_iter; 
  
    elseif (c_iter); % if citer == 1 
        %         disp('conc est') 
        cest=data'/sest'; % estimate concentration component 
  
        limit=max(cest(:))/prod(size(cest)); 
        [cest]=nn(cest,limit); % force non-negativity 
         
        % try to force a closure between (1 & 2) and (3 & 4) 
        [cest(:,[1,2])]=clos(cest(:,[1,2])); 
        [cest(:,[3,4])]=clos(cest(:,[3,4])); 
  
        if (ploten) 
            subplot(2,2,2); 
            cla; 
            plot(cest); 
            title('Concentration Estimate'); 
            pause(plotpause); 
        end 
  
        itercount=itercount+0.5; 
        c_iter=~c_iter; 
        current=ceil(itercount); 
  
        % we always compute the residual after estimating the 
        % concentrations 
        tmp=data-sest*cest'; 
        resid(current)=sqrt(sum(tmp(:).^2))/best_err; 
         
        if (current==1) 
            bestresid=resid(1); 
        end 
  
        if (resid(current)<bestresid) 
            bestspec=sest; 
            bestconc=cest; 
            bestresid=resid(current); 
            if (ploten) 
                subplot(2,2,3); 
                cla; 
                plot(sest); 
                title('Best Spectral Estimate'); 
                subplot(2,2,4); 
                cla; 
                plot(cest); 
                title('Best Concentration Estimate'); 
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            end 
        end 
  
        if (current>12) 
          slope = abs( [resid(current) - ([zz1]*resid(current-(zz2))')/55] ); 

     % weighted average of the last 10 iterations 
          if (slope<0.00001); 
            disp( ['MCR terminated, the slope change was ', num2str(slope)] ) 
             % we have reached a period of little change... end the routine 
             % things are neither getting much worse nor getting much better 
            improving=false; 
             % disp('stopped improving') 
          end 
        end 
  
    end 
end 
  
conc=cest; 
spec=sest; 
% resid=resid/best_err; 
% return the residual ratioed with respect to the minimal possible error for a 

n-component estimate 
  
resid=resid(find(resid)); % get rid of any non-allocated residual values 
  
if ~exist('bestconc') 
    bestspec=sest; 
    bestconc=cest; 
    bestresid=resid(current); 
end 
  
 
function [data]=nn(data,limit) 
% apply an exponential non-negativity constraint to all data points with a 
% magnitude <= limit. 
% (this forces all negative values to a constrained positive domain) 
  
i=find(data<=limit); 
data(i)=limit*10.^(data(i)-limit); 
 
  
function [data]=clos(data); 
% try to find a coefficient so that the 
% std(coef*data(:,1)+data(:,2)) is minimized. 
e=zeros(100,1); 
for i=1:100; 
    e(i)=std((i/2)*data(:,1)+data(:,2)); 
end 
[y,t]=min(e); 
t1=(t-1)/2; 
% t2=(t+1)/2; 
for i=1:100; 
    e(i)=std( (t1+ (i/100))*data(:,1)+data(:,2)); 
end 
[y,t2]=min(e); 
t2=t1+((t2)/100); 
  
if ((t2>0) & (t2<50)) 
    data(:,1)=t2*data(:,1); 
end 
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Appendix E: N-Way Visualization Manuscript Reprint 

As part of the course of study exploring spectroscopy in turbid 

media, methods for visualizing complex multidimensional data were 

developed. One such visualization method was published, and a reprint of 

the manuscript as published has been included here with permission from 

Elsevier. This reprint has been included partly because this is an efficient 

way of exploring n-way data sets, and partly because the work was 

completed as part of the course of study described in this thesis. The 

n-way visualization method is complementary to the work presented, 

because prior to the application of any data processing method, the 

unprocessed data should be examined to confirm that chemically 

significant changes can be observed. Whether 2-D (images, spectra) or 

N-D data is recorded, n-way visualization of correlation is a straightforward 

way to observe trends in complex datasets. The n-way visualization 

method is not used to correct for light-scattering, and so it is included as 

an appendix rather than in the main body of the thesis. 
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Appendix F: Tissue Simulating Phantoms 

Because of the difficulties inherent in measuring optical properties 

of tissues, calibration materials made from synthetic or natural component 

can be used to develop or validate spectroscopic methods used to 

analyze scattering media. Optical properties of these calibration materials, 

also called tissue phantoms, optical properties can be changed to suit the 

requirements of the application. Tissue phantoms can be prepared as 

either a liquid or a solid. Properties of tissue phantoms were reviewed by 

Pogue and Patterson.251 Several materials are suitable for scattering 

calibration method development. Briefly, scattering agents include lipid 

emulsions, polymer microspheres, and small particles. Various absorbing 

species can be added to the scattering agent, including dyes, inks, 

molecular probes, or biological constituents like hemoglobin. One 

difference between solid and liquid phantoms is the absence of laser 

speckle in the liquid phantoms. Scattering from biological tissue yields 

speckle, and some instrumentation uses speckle, while with other 

instrumentation speckle may deleteriously influence results. 

Lipid emulsions, such as oil-in-water emulsions, milks, and 

creams,252 are commonly used as light scattering standards because lipid 

bilayers are a primary source of light scattering. Lipid emulsions are 
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popular because the chemical and optical properties of lipid droplets are 

similar to lipid bilayers. Moreover, the optical scattering properties of 

Intralipid under storage conditions is stable over a long time period 

because the polydispersity does not appreciably change.253 However, 

once removed from packaging, lipid solutions degrade via oxidation over a 

period of hours to days.254 As a result, mixtures containing emulsions must 

be prepared immediately before each experiment. Optical properties of 

Intralipid are difficult to characterize because particle sizes and 

distributions are difficult to measure and widely vary among .255 Due to 

pharmaceutical applications and risks of lung embolism from large 

droplets, pharmaceutical preparations have well regulated droplet size 

distributions. Instruments used for characterizing particle size distributions 

of complex mixtures such as oil in water emulsions show variations 

between instrument manufacturers and methods.256  

Intralipid™ is a commercially available lipid emulsion used for 

intravenous feeding. Optical properties of Intralipid have been reported for 

a variety of concentrations,113, 167, 169, 257-259 and they demonstrate that 

tissue simulating phantoms can be prepared from Intralipid solutions to 

accurately describe the optical properties of tissue.  
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The main advantages of using Intralipid as a scattering standard 

are the low cost, widespread availability, and the ease of preparing liquid 

scattering phantoms into which water-soluble dyes can be incorporated. 

The main disadvantages are potential batch-to-batch variations of optical 

coefficients, and the limited stability of samples in ambient conditions.  

Several other tissue phantoms have been developed, including 

solid polyurethane TiO2 phantoms,260 solid glass spheres in polyester 

resin,261 aqueous suspensions of polystyrene spheres,262 and Intralipid in 

an agar matrix.263 Plastic resin samples can be machined to particular 

shapes, and may be particularly suitable for preparing standards that last 

for a long time. 
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Appendix G: Numerical Models of Light Scattering 

 Aside from the purely theoretical approaches used in radiative 

transfer theory, diffusion theory, and the 2-flux theories, numerical models 

are commonly used to give approximate solutions for scattered light 

intensity. The two common methods, finite element analysis and Monte 

Carlo simulations are described here. 

G.1 Finite Element Analysis 

Finite-element analysis is a theoretical approach for modelling light 

transport according to a mesh-based diffusion system with nodes through 

which photon transport can be calculated.166 Finite-element analysis 

systems are used to solve both the forward and inverse problems.166, 264 

The forward problem is to calculate how light will propagate through a 

system of known properties. The inverse problem is to estimate the 

properties of a system using the measured optical response. Results have 

shown that this type of analysis can be used to estimate the optical 

properties of systems.166 For optimal results, a priori spatial information 

(i.e. spatial priors, or estimates of the sample geometry) are incorporated 

into the calculations, and require extra information not typically available, 

such as geometric mesh-models of the physical system.265, 266 Geometric 

models of tissue can be obtained, using optical computed tomography for 
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very shallow tissues, or x-ray computed tomography for deep tissues 

Finite element analysis is also computationally expensive. 

G.2 Monte Carlo Simulations 

Monte Carlo simulations are another approach to estimating the 

propagation of light in turbid media using numerical simulation methods.41, 

267-270 Photon migration is modeled stochastically in Monte Carlo 

simulations by simulating large numbers of photons travelling through the 

medium and integrating the results. This is a tractable method for 

simulating the motion of light in situations which are too complex to be 

solved mathematically. Trajectories for each photon are simulated 

according to the transmission and absorption properties of the medium. 

Simulations consist of a series of events where individual photons can be: 

consumed by absorption, transmitted at a new angle by scattering events, 

or escape the simulation boundaries. 



 

 271 

Results of a Monte Carlo simulation are shown in Figure G.1. In this 

example, photon trajectories were simulated, recorded, and finally plotted 

as curves. Photons were injected into the simulation at (x=0, y=0, z=0), 

facing in the positive x direction. The photon injection point is where the 

highest density was observed. While most photons were constrained to 

regions near the source, some traveled much further and exited through 

the simulation boundaries. Points plotted at the end of the traces indicate 

the location at which a photon was absorbed or escaped from the 

simulation boundaries (at the planes where x = -0.05, x = 5, y = -5, y = 5, 

z = -5, and z = 5, measured in millimetres). This example simulation 

 

Figure G.1: Example results from a Monte Carlo simulation. 
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shows the results of only 50 photons, while complete simulations might 

average the results of 104 or 106 simulated photons. 

Accuracy of Monte-Carlo simulations depends greatly on the quality 

of the underlying statistical model and the number of photons used in the 

simulation. Flux densities, temporal and spatial reflectance profiles, and 

sample heating can be also modeled using this type of simulation. Despite 

the accuracy of Monte Carlo simulations for estimating how light 

propagates, they cannot easily be used to estimate optical properties from 

a set of measured experimental results. This “inversion problem” has been 

approached by fitting measured distributions to libraries of pre-determined 

fluence distributions.271 Libraries consist of a large number of Monte Carlo 

models generated with various optical properties for a particular geometry. 
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