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Abstract

The main objective of this thesis was to explore, characterize and evaluate different
CeO,-based electrolyte materials that could be employed to replace the existing yttria-
stabilized zirconia oxide used as the electrolyte component of intermediate temperature solid
oxide fuel cells (SOFCs). The electrolyte materials were synthesized using a radio frequency
inductively coupled plasma reactor. CeO,-based fine powders doped with different
compositions of Gd, Sm or Y were synthesized from nitrate salts dissolved in water. The
powders were analyzed using X-ray diffraction, inductively coupled plasma (ICP), SEM and
EDS (energy dispersive spectroscopy). It was demonstrated that the concentrations of Ce
and dopants fed in the solutions were retained in the synthesized powders. The products
were all crystalline and had multimodal size distributions. The effect of plasma synthesis
parameters, i.e. plasma power, reactor pressute, and plasma flow rate on particle size
distribution was studied. This analysis provides fundamental understanding of the

mechantsm of particle formation and collection in thermal plasma environments.



Résumé

L objectif principal de cette these a été d’explorer, caractériser et analyser différentes
céramiques a base de CeO, , qui peuvent étre utilisées pour substituer le zircone stabilisé par
Pytitia existant comme matériau électrolytique de base pour le SOFC (solid oxide fuel cell ou
pile & combustible a électrolyte solide) de température intermédiaire. Les matériaux
électrolytiques ont été synthétisés en utilisant un réacteur de plasma de solution RF-couplé
inductivement. Les poudses céramique a base de CeQO, dopées avec différentes compositions
de Gd, Sm et Y ont été€ synthétisées a partir des sels de nitrate dissous dans de Peau. Les
poudres ont été analysées par diffraction a rayons-X, ICP, microscopie électronique 2
balayage (MEB), et EDS (spectroscopie d’énezgie dispersive). Il a ét¢ démontré que les
concentrations de Ce et de dopant dans les poudres synthétisées restent égales a celles dans
la solution infectée. Les produits étaient tous cristallins et avatent une distribution de taille
multimodal. L’effet des parameétres de synthese de plasma, par exemple la puissance du
plasma, la pression du réacteur et le débit de gaz de plasma sur la distribution de tatlle de
particule a été étudié. Cette analyse fournit une compréhension fondamentale du mécanisme

de formation de particules dans le plasma.
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Chapter 1 Introduction

“... We learn more about power when we lose it... ” (Time 2003)

The generation of electrical energy by clean, efficient and environmental-friendly
means is now one of the major challenges for engineers and scientists (Stambonl; ¢t al, 2002).
One of the best ways to generate that energy is by the use of solid oxide fuel cells (SOFCs).
These cells convert chemical energy of a fuel gas directly mnto electrical work without the
need of combustion. Therefore much lower emissions of hydrocarbon pollutants, sulfur and
nitrogen oxides and carbon dioxide are achieved. Fuel cells have been applied successfully in
Japan, U.S.A. and Europe. Electrical-generation efficiencies of 70% are possible nowadays,
along with the recovery of residual heat, mostly in the form of steam (Sibeira et al, 1999).

SOFC research has extended worldwide. It has been noted, recently, that about 40
companies are working on SOFC. These companies include Global Thermoelectric’s Fuel
Cell Division, Cermatec-Advanced Ionic Technologies, and Siemens Westinghouse. The fuel
cell built by Stemens Westinghouse combined with the microturbine supplied by Northen
Research and Engineering Corporation is a case of particular importance, because the 220
kW SOFC running on natural gas achieved an efficiency of 60% in a year of operation.
Further, other prototype cells have operated for 8 years demonstrating the ability to
withstand more than 100 thermal cycles with a voltage degradation of less than 0.1% per
thousand hours (Stembout; et af, 2002).

It s only in the last two decades that fuel cells have offered a realistic prospect of
being commercially viable, despite being first demonstrated over 160 years ago (Ormerod,
2003). The major factor impeding the progress of fuel cell technology has been its cost.
However, significant advances in the development of both materials with improved
properties and different manufacturing processes in the last 20 years have made fuel cells a

realistic proposition to compete with conventional power generation technologies.



1. A Problem definition

The main concemn regarding SOFCs is that there are severe demands on the
materials that are used for the principal cell components, ie. the electrolyte, anode, cathode
and interconnect. All components must possess chemical and physical stability in the
approprniate chemical environment (oxidizing and/or reducing), be chemically compatible
with the other components and have proper conductivity (either tonic or electronic)
(Ormerod, 2003). 1n addition, these components must have similar coefficients of thermal
expansion to avoid separation or cracking during fabrication and operation. Each
component serves a particular function and must be tailored to achieve this function without
mnterfering with the entire cell operation. For instance, the electrolyte and the interconnect
must be dense to prevent gas mixing, whereas the anode and the cathode must be porous to
allow gas transport to the reaction sites (Minh, 1993). As a consequence of the severe
restrictions in the materials of construction, the choice of materials employed to build SOFC

has been very hmited and only relatively weak and brittle components have been used.

Almost all SOFCs currently being developed employ an yttria-stabilized zirconia
(YSZ) electrolyte with a strontium-doped lanthanum manganite (La, St MnO,) cathode and
a mixed nickel/yttria-stabilized zirconia (YSZ) cermet anode, and use doped lanthanum
chromite (LaCrQ,) as the interconnect. Conventional zirconia based SOFCs have an
optimum performance when operated at temperatures above 850 °C. These relatively high
operating temperatures place further demands on the materials used as interconnects, for
manifolds and sealing. Further, high cell temperatures affect cell components by: 1)
promoting the sintering of the nickel particles present in the anode which affects its
mechanical stability and electronic conductivity, 2) favoring the reaction of cathode materials
such as manganese and/or cobalt with the electrolyte, and 3) increasing the thermal
mismatch between the electrolyte and the electrodes. Moreover, the long time that is
required to heat up and cool down the system could also be decreased if the SOFC 1s
operated at lower temperatures. It is also of great interest to replace the LaCrO,-based
mnterconnects with mexpensive metallic interconnects (in particular by ferritic stainless steel
composites), which can only be implemented at temperatures lower than 700 °C (Ormered,

2003).



There are also inconveniences associated with the production of the cells, mainly the
great number of steps required to manufacture SOFC components. This increases both the
cell production cost and the time to manufacture its components. Currently, SOFCs are
produced using conventional ceramic processes such as tape casting, screen printing, wet
powder spraying, and sintering. All these processes are time-consuming and some occur at
high temperatures, far above cell operating temperatures, 1.e. 1,000 °C (Schiller et al, 2003).
Hence, not only the cell components but also the SOFC manufacturing routes must be

improved.

The heart of the SOFC is the electrolyte and the operating temperature of the cell is
governed by its nature, Le. its oxygen ionic conductivity and thickness. Therefore, there are
two possible approaches to decrease the cell operating temperature. The first is to reduce the
electrolyte thickness while the second is to seatch for alternative materials with higher
oxygen ion conductivities at lower temperatures. Fine spherical particles with a narrow size
distribution and uniform microstructure are desired as precursors to reduce electrolyte
thickness. This type of powders provides high reactivity and high packing density (Mink
1993).

The development of ultra-thin, dense and non porous electrolyte films composed of
doped ceria or of lanthanum gallate are the most promising alternatives. Gadolinia-doped
ceria (CGO or Ce, Gd,0O,,,,) offers excellent promise as a potential electrolyte for lower
temperature SOFCs (Ormerod, 2003; Steele, 2000); mainly due to its higher ionic conductivity
than YSZ at lower temperatures, and to its inertness towards the cathode and anode
materials. Unfortunately, at sufficiently high temperatures (above 700 °C) and under
reducing conditions, such as those present in the anode, ceria undergoes partial reduction to
Ce®, which leads to electronic conductivity. This significantly lowers the efficiency of the
SOFC, and leads to an undesired structural change. If the operating temperature of the
CGO s lowered to 500 °C, then any electronic conductivity can be neglected, but at such
low electrolyte temperatures the main problem lies with the development of sufficiently

active cathode materials (Ormzerod, 2003). Nonetheless, gadolia-doped ceria along with



samarium-doped cetia and ytttﬁa—db@ed certa remain the most promising electroﬁyte materials

and have been used in the present study.

In terms of the SOFC manufacturing routes, the use of thermal plasma synthesis and
thermal plasma spraying from liquid precursors has demonstrated vety good results in the
production of SOFC components (Gitzhofer et al, 2000). This is because thermal plasma
synthesis allows the production of homogeneous and dense spherical particles of different
materials and compositions. These synthesized particles are used to produce low porosity
oxygen ion conducting electrolyte layers of reduced thickness with low cell resistance.
Further, thermal plasma spraying permits rapid particle deposition at rates that are higher
than those obtained with other approaches such as physical or chemical vapor deposition
Finally, no further thermal post-treatment is required after the SOFC layers are deposited
(Schiller et al, 2003).

1. B Scope of the project and objectives

It has been stated that the production of SOFC must consist of an improvement of
their individual components as well as an improvement of the cell manufacturing techniques.
In 1999, researchers at the CRTP (Centre de Recherche en Technolgie des Plasmas) began a
project to investigate the combinatorial chemistry production of the different cell
components (cathode, anode, electrolyte and intemnal reformer) using thermal plasma
technology (CFI, 1999). The project also encompasses the diagnosis and evaluation of the
individual components of the cell and of the overall cell performance; ultimately, the
project’s aim 1s an automated, quick and reliable in-line manufacturing of SOFCs for
industrial applications. Thermal plasma technology was proposed as a novel alternative to
manufacture each cell component due to the short time required to produce the components

in a plasma environment.

This interdisciplinary project was subdivided and each subdivision will carty out
research on the four major cell components, ie. cathode, anode, electrolyte and mternal
reformer. The current thesis is concerned with the elecirolyte subdivision.

The main objective of this thesis was to obtain electrolyte powders of different
compositions with suitable dopants using appropriate starting materials. The powders were

to be of the most promising electrolyte compositions based on the known SOFC electrolyte



requitementé, ie. maximum ionic coﬁduéﬁﬁty and dense anets’of‘ tighdy packed particles.
The powders will be the starting material for the production of electrolyte layers by either

other plasma treatment or by conventional sintering methods.

The different electrolyte powders were synthesized from liquid precutsors using a
radio frequency inductively coupled plasma (RF-ICP). In addition, the investigation of the
synthesis mechanism for oxide formation from liquid precursors was studied. Most of this
analysis was based on the characterization of particle size and how particle size could be
correlated to plasma processing parameters.

Thereby, the objectives of this tesearch can be stated as follows:

The production of doped CeO,-based powders from liquid precursors using RF-ICP.

2. The characterization and evaluation of the produced particles as possible raw matersals
for SOFC electrolyte production.

3. The stlidy of the formation mechanism of CeO,-based powders from liquid precutsors
in an oxidizing plasma environment.

4. The evaluation of the effect of plasma operating parameters on particle size and

morphology.

1. C Thesis outline

This thesis 1s divided into 6 different chapters and 3 appendices. The appendices
mnclude equipment calibration, some physical data of the materials used, and the
mathematical formulae employed to calculate relevant experimental data. The source code of
the in-house software developed is also included. A brief description of each chapter 1s now

given.

Chapter 1: Introduction.
This chapter includes an introduction, a definition of the scope of the thesis and a statement

of objectives.

Chapter 2: Literature review.
The literature review 1s divided into four major parts. First, solid oxide fuel cells (SOFC) ate

described, i.e. their components and cell operation. Second, the nature and composition of



. electrolyte materials is discussed. Md, an expianaﬁon of how the radio frequency
inductively coupled plasma operates is enunciated as well as how it can be applied to the
production of ceramics. Finally, the application of thermal plasmas in SOFC research is

reviewed.

Chapter 3: Experimental techniques and methodology.
The different experimental techniques used to charactenize the materials produced in this

work are described. Also, the experimental setup used and its operation is discussed.

Chapter 4: Experimental results. Part 1.
The results obtained from the characterization of the different CeO, based powders
synthesized using thermal plasma are presented, 1.e. X-ray diffraction, inductively coupled

plasma (ICP), SEM, and energy dispersive spectroscopy (EDS).

Chapter 5: Experimental results. Part 2.

‘ The analysts of the size distribution of the synthesized powders is presented in this chapter.
A detailed particle formation mechanism starting from kquid droplets and ending with solid
powders is described. Finally, particle collection mechanisms related to the synthesized

powders are discussed.

Chapter 6: Conclusions, future work and recommendations.
This chapter summarizes the major contributions enumerated i this study and provides

recommendations for future research endeavors.




Chapter 2 Literature review

The literature review consists of four sections. The first is a concise description of
the solid oxide fuels cells, their operation and main components. The second is an analysis
of the chemical composition of SOFC electrolyte materials as well as of the suitable
precursors for plasma synthesis. The third describes radio frequency inductively coupled
thermal plasmas (RF-ICP), and their applications towards the production of oxides and
oxide coatings. Finally, the last section discusses applications of radio frequency thermal

plasmas to the production of SOFC components.

2. A Solid oxide fuel cells (SOFCs)
2.A.1 History

Despite therr modem high-tech allure, fuel cells have been known for more than 160
years. The solid oxide fuel cell was first conceived following the discovery of solid oxide
electrolytes in 1899 by Nerst. He reported that the conductivity of pure metal oxides rose
only very slowly with temperature and remained relatively low, whereas mixtures of metal
oxides can possess dramatically higher conductivities. Many mixed oxides which exhibit high
conducttvity at elevated temperatures were quickly identified, including the particularly
favorable composition of 85% zirconium oxide and 15% yttrium oxide patented by Nerst in
1899. In 1905 Haber filed the first patent on fuel cells with 2 solid electrolyte, using glass and
porcelain as the electrolyte material, and platinum and gold as the electrode materials.
Despite a very significant search by Baur and other researchers for suitable materials for
SOFC operation, the development of SOFC was hindered until the 1960s. In the eatly 1960s
a rapidly increasing number of patents was filed associated to SOFC technology. Advances
in preparation and production methods through the 1970s led to the development of
considerably thinner electrolytes, which significantly increased cell performance (Ormervd,
2002). In the last two decades, a major effort has been devoted to develop commercial

SOFCs in research centers and industrial power generation facilities.

2.A.2 Types of fuel cells and environmental impact




Fuel cells are generally classified by the chemical characteristics of the electrolyte
used as the ionic conductor in the cell, as summarized in Table 2.1. The first five types ate
characterized by their low to medium temperature of operation (50 to 210 °C), their
relatively low electrical generation efficiencies (40 to 50 % when operated on readily avaiable
fuels such as methanol and hydrocarbons, 50 % when pure hydrogen fuel is used). The latter
three types are characterized by their high temperature of operation (600 to 1000 °C), their
ability to utilize methane directly in the fuel cell and their higher efficiencies (45 to 60 % for
common fuels such as natural gas or methanol and 70 % with heat recovery) (Stambons;,
2002).

Table 2.1 Technical characteristics of selected fuel cells
Technical characieristics of different fuel cells

Tynes of fuel cell Electrolyte Operating T Fuel Oxidant Efficiency
Alkaline (AFC) potassium hydroxide (KOH) ~ 50-200°C puse hydrogen, or hydrazine OyAir 50-55%
Direct methanol (DMFC)  pelymer 60-200°C liquid methanol Q,/Air 40-55%
Phosphoric acid (PAFC) phasphoric acid 160-210°C. bydrogen from hydrocarbons  Ou/Air 40-50%
and alcohol
Sulfinic acid (SAFO) suifuric acid 80-90°C alcohol or impure hydrogen  Ou/Air 40-50%
Prown-exchange membrane  polymer, proton exchange 50-80°C less pure hydrogea from Q/Air 40-50%
(PEMFC) membrane hydrocarbons or methanol
Molten carbonate(MCFC)  molten salf such as nitrate, 636-650°C fydrogen, carbon monoxide, CO0,/Air 50-60%
sulphate, carbonates. .. nstural gas, propane, marine
diesel
Solid oxide (SOFC) ceramic as stabilised zirconia  600-1000°C natural gas or propane Oy /Air 45-60%
and doped perovskite
Protonic ceramic (PCFC) thin membrane of barium 600-700°C hydrocarbons OyfAln 45-60%
cerium oxide

Among these cells, SOFCs are the most promising alternative because they have a
wide range of operation and can run on natural gas. SOFCs are also resistant to carbon
monoxide, which is electrochemically oxidized to CO, at the anode. In contrast, PEM fuel
cells are highly susceptible to poisoning by CO, and thus require complex and expensive
external processing of hydrocarbon feeds to convert all the CO to CO, (Ormered, 2003).
Additionally, SOFCs are liquid free which eliminates potential problems such as corrosion

and loss of electrolyte.

The environmental impact of SOFC implementation depends upon the source of
fuel used. If pure hydrogen is used, fuel cells have virtually no emissions except water and
heat. However, hydrogen is rarely used due to problems with storage and transportation.
The most common fuel, especially for stationary applications, 1s natural gas, which is cheap,

abundant and readily available. Hydrogen must be extracted from natural gas through a



series of reforming reactions and it is during this stage that most of the pollutant emissions

associated with SOFCs operation are generated.

Compared to other fuel cells or power generation units, SOFC have a much lower
fuel consumption to produce a given amount of electricity, even if they run on natural gas, as
a result of their higher energy efficiency. Also, emissions of NO_, SO, and particulates are
very low which greatly decreases the formation of acid rain and the emission of smog-
causing pollutants. Further, if pure hydrogen is used as fuel, less CO, is produced, and near-
zero levels of CO, could be achieved (Table 2.2).

Table 2.2 Typical SOFC air emissions from one year of eperation (Stambouli et al, 2002)

Air emissions® SOy NOy o Particles Organic compounds CO,
Fossil fuelled plant 12,740 18850 12,797 228 213 1,840,020
SOFC system 0 0 32 0 ¢ 846,300

* kgs of enussions per 1650 MWh from one year full operation
2.A.3 Operation, configuration and applications

A fuel cell consist of two electrodes (the anode and the cathode) separated by an
electrolyte (Fig. 2.1). Fuel (e.g. hydrogen or natural gas) is fed to the anode where it is
oxidized and electrons are released to the external circuit. The electron flow (from the anode
to the cathode) through the external circuit produces direct-current electricity. The
electrolyte conducts ions between the two electrodes. SOFCs are connected in electrical
series to build voltage and a seties of cells 1s referred to as 2 stack. Stacks are connected
through components called bipolar separators or interconnects, which have the dual
function of distributing the fuel and air to the anode and cathode respectively, as well as of
providing the electrical contact between adjacent cells (Minh, 1993).



Natural gas (CH “}
L3
sleam or oxygen

Figure 2.1 Schematic diagram showing the operating principles of 2 SOFC running on natural gas
{Ormerod, 2003)

To minimize sealing requirements, many intermediate temperature solid oxide fuel
cells ('T-SOFCs) stacks have adopted a circular design in which the fuel and air are
mtroduced by means of an appropriate manifold at the centre of cathode-electrolyte-anode
structures. Arrangements are made to distribute the air and fuel gases over the cathode and
anode, and the flow rates are adjusted to ensure almost complete conversion of the fuel by
the time it reaches the stack periphery. Unreacted fuel and air are then combusted without
large temperature changes. This design features minimum sealing problems and allows
limited thermal cycling for start-up and maintenance. One particular example is the Sulzer
Hexis micro-CHP (combined heat and powet) configuration designed for residential

accommodation Fig. 2.2,

Stack repeat elemenmt () A intet
Exhaust (2) internai heat exchanger (5) Primary heat exchanger Exhaust
Ceramic PEN element  (§) After burner

{3)
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Figure 2.2 Schematic view of the Sulzer Hexis micro-CHP (combined heat and power) stack for
residential applications (Steele ef al, 2001)
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The potential applications of fuel cells in society are ever increasing and range from
very small-scale ones requiring only a few Watts to a large-scale distrtbuted power generation
of hundreds of MWatts. SOFCs are especially suited for highly-populated urban areas where
localized pollution is a major issue as 2 result of their better utdization of fossil and
renewable fuels, such as biomass and landfill gas. Further, SOFCs can provide both all the
power and hot water from a single system to individual households, larger residential units
and business and ndustnal factlities. This offers a greater efficiency than the cutrent
situation where electricity is distributed from a small number of centralized power stations,
while heating is supplied by decentralized boiler units. In the short term, SOFCs can cope
with the developing market where there 1s a real need for high quality, uninterrupted power
supply. Such applications mclude information technology companies, airports and hospitals

(Ormerod, 2003).

Two flowsheets showing how SOFCs could meet the present needs for electricity
and heat for both mdustnal and commercial applications are provided in Fig. 2.3 and 2.4.
The first depicts the decentralized power and heat supply in the 1 MW range. The second is
to be used to generate power for a central power station. In this case 2 gas and steam turbine

combined cycle 1s added so that an electrical efficiency of about 70 % could be achieved.

Forward Flow,

MNatural
Gas ,

Exthaust

Figure 2.3 Flowsheet of SOFC for electricity and heat supply to an administration building (Silveire
et al, 1999)
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Figure 2.4 Flowsheet of SOFC for industrial applications (mazimum electricity generation) (Sifveira
et al, 1999)

2.A.4 Components
2.A.4.1 Electrolyte

For a better understanding of the ensuing discusston a brief review of the
conductivity of an fonic materal is presented here. An electric current results from the
motion of electrically charged particles in response to forces that act on them from an
externally applied electric field. Within most solid materials a current arises from the flow of
electrons, which is termed electronic conduction. In addition, for ionic materials 1t is
possible that a net motion of charged ions (both cations and anions) produces a current; this
is called ionic conduction. Thus an electric current will result from the net movement of
charged jons and from any clectron motion. Of course, anion and cation migrations will be
in opposite directions. The total conductivity (or electrical conductivity) of an jonic material
is thus equal to the sum of both electronic and ionic contributions (Calgister, 1997). A
complete description of the phenomena affecting ionic materials was compiled by Sorensen

(Sorensen, 1981)

Stabilized zirconia (ZrO,), especially yttria-stabilized zirconia (YSZ), is the most
common electrolyte in SOFCs because it possesses an adequate level of oxygen-ion
conductivity and exhibits desirable stability in both oxidizing and reducing atmospheres. It is

also unreactive towards other components used in the SOFC. Pure ZrO, is monoclinic at

room temperature and undergoes phase transition to a tetragonal structure above 1,170 °C
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and to the cubic structure above 2,370 °C (see appendix A for structures). Yttria, along with
some other aliovalent oxides commonly referred to as dopants (e.g Ca0, MgO, Gd,O,,
Sc,Os, Sm,O,, and other rare earth oxides) shows a high solubility in ZrQ,. Yttria also allows
the stabilization of the zirconia i the cubic fluorite structure from room temperature to its
melting point (2,680 °C). Further, dopant addition increases the concentration of oxygen ion
vacancies in the ZrO, solid structure, which in turm increases its ionic conductivity. Despite
the success of YSZ, many studies have been performed with other materials looking for
alternative oxides. This is a result of the high operating temperatures (>800 °C) required to
obtain the desired ionic conductivity of YSZ for SOFC operation. The fonic conductivities

of selected solid oxide electrolytes ate shown in Fig. 2.5.
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Figure 2.5 lonic conductivity of fluerite oxides (Inabg ¢f i, 1996)

It can be seen that B1,0O, and yttria-stabilized B1,0, are the most ionically conductive
oxides. However, these oxides are not structurally stable and are easily reduced under
reducing atmospheres and therefore they are not suitable as SOFC electrolyte materials.

Second after Bi,O, materials are CeO,-based electrolytes. The difficulty is now to decide
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. which dopants and concentrations should be added to best increase the ionic conductivity of
the electrolyte. The addition of too little dopant will not significanty increase the tonic
conductivity and too much will mduce 2 “hole ordering” phenomenon, which lowers the
conductivity (Bonnean, 2007). Hole ordering results when the oxygen ions have only few
paths to “jump” or “hop” within the electrolyte lattice as opposed to several paths when the

holes or vacancies are randomly distributed, in which case, the oxygen ion mobility increases.

It has been almost unanimously accepted that the dopant cation radius which most
closely approaches the critical lattice radius is the best dopant. This critical radius
corresponds to the onic radius of the dopant whose substitution for the host cation causes
neither expansion nor contraction of the solid lattice (Inaba et af, 1996) (see appendix A for
CeO, lattice structure with Ca acting as dopant). Fig. 2.6 shows that Gd** and Sm®" are
cations whose radii are very similar to the critical radius of M** metals (i.e. between 0.10 and
0.11 nm) and therefore Ce-based electrolytes doped with Sm or Gd present the highest

conductivities, as shown below (Note that Fig 2.6 shows a mistake in the radius of dopant

. cation, i.e. the radius must be in nm)
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Figure 2.6 Jon conductivity of doped ceria at 1073K against the radius of dopant catien, r. shown the
horizontal axis is the critical of the divalent or trivalent cation. ({raba ef al, 71996)

. Upon addition of either Gd or Sm, it is thought that the conduction paths within the

crystal lattice become less distorted. It has also been suggested that two factors are
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influenced by the size of the dopant cation, which directly affect ionic conductivity, i.e. the
mobility of the oxygen ions “hopping” from site to site and the bonding strength of the
dopant-vacancy associates or traps typically formed at low to intermediate temperatures
(Kimpton et al, 2002). Furthermore, it is elucidated that the substitution of larger dopants, (ie.
larger than the critical radius), into the lattice blocks the path of the migrating oxygen ions
morte effectively, thus increasing the ion-migration enthalpy and decreasing the ionic
conductivity. For a complete description of the theoty of ionic conductivity in fluorite oxides

see appendix A.

Recent thermodynamic and electrical conductivity data showed that the CeQO,-SmO, 5
and CeO,-GdO, ; systems are superior ionic conductors at intermediate temperatures (~500-
800 °C) than almost all of the binary zirconia-based systems (Badwal ef al, 2000). In addition,
Steele has shown that Gd*” is the preferred dopant when compared to Sm®* and Y at 500
°C, in particular Ce;yGd, O, 45 and Cey5Gdy,0, 4 ate mentioned to be the best options Table
2.3 (Steele, 2000) (Note that o, is independent of temperature and is cénstant AmEq 4m
Appendix A)

Table 2.3 Ionic conductivity data for selected electrolyte compesitions

Composition Dopmt (&) r-r. r-r, AEEV) o a. 500C o, 60C 2 70T
Sem’ ) (Sem)  Sem’)
Ce,.Gdy 0, 5« cf 105% 0015 008 064 109x10° 008 0028} 60544
Ce,,Sm, 0, s Sm' O™ 004l 0109 066 SOBx10° 0003 0.009 60200
O W 4 1010 -0019 0040 087 316x10° 00087 00344 0.0IS

Ceys60,.,0, 5 ad” 105 005 008 078 soxiet 0002 00180 0.0470

It is worth noting that by co-doping with appropriate ratios of Gd>* /Y or
Sm’*/Y*" it is possible to match the critical dopant radius exactly. Reported results for a
series of co-doped compositions provided evidence that for compositions such as
Ceg ety 0, Y 000197 3t 500 °C the double doping did not appear to confer any advantage
(Steele, 2000). A recent publication by van Herle also confirms that compositions such as
CeyasGdg 0e5my 0, Y 4,040 o4 have comparable conductivity at 500 °C to the values reported m
Table 2.3 for the simpler Ce, ,Gdy, 0, 5 (Steek, 2000). Therefore, double doping of the CeO,

seemed unnecessary.
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A major disadvantage associated with ceria-based éystems should be mentioned. At
low oxygen partial pressures the presence of significant levels of electronic conductivity due
to the Ce*" to Ce’” reduction reaction are observed. It was demonstrated that the volume
expansion associated with the Ce*" to Ce®" reduction teaction caused microcrack formation,
which significantly decreased the ionic conductivity within the Ce;Gd,,O, ; electrolyte
(Badwal, 1999). This may be prevented by a thin layer of fully stabilized yttria-doped zirconia
added to the electrolyte on the anode side (Kimpron, 2002).

Another significant difficulty that has restricted exploitation of Ce-Gd oxide systems
at 500 °C has been the need to develop alternative cathode compositions that function
effectively at lower temperatures. However, recent developments have shown that
appropriate materials for composite cathodes can be fabricated with good performance
(Raph et af, 2007). Composite anodes such as Ni-CGO also provide adequate performance at
500 °C for simulated syngas fuels, indicating that IT-SOFC (i.e. intermediate temperature
SOFC) stacks at 500 °C are now a viable option (Szeele et af, 2007).

Another electrolyte, doped LaGaO, (LSGM), ss also attracting much attention for
IT-SOFC applications. Although its conductivity is slightly smaller than CGO at 500 °C, its
ionic domain is wider and it could be more appropriate to use this electrolyte at temperatures
around 600 °C, where the reduction of Ce*" to Ce®" becomes significant in CGO cells.
However, it has been difficult to fabricate pure single-phase ceramic electrolytes, and second
phases such as StL.aGa, O, and La,Ga,0, are often detected at the grain boundaries (Szek er
al 2007). Further research s needed m this field.

In the following sections, only 2 brief account of the most significant work carried
out in the anode, cathode and interconnect materials is reported, as these materials were not
investigated in the present work. For a complete survey of cathode and anode matenials for

ceramic fuel cells, see the work by Steele (Steele, 7996).

2.4.4.2 Anode

In SOFCs, the fuel arniving at the anode is reducing in nature and thus metals can be

used as anode materials. However, the chosen metal must not be oxidized under the
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operating conditions of the SOFC, in paﬁicular at the fuel outlet where the gas composition
is more oxidizing. At the elevated temperatures of the SOFCs, this effectively limits the
choice to nickel, cobalt and noble metals. Nickel anodes are preferred based on cost

considerations.

The anode must have a porous structure, which must be maintained at the high
operating temperatures. This is achieved by dispersing the nickel within the solid electrolyte
matetial to form a cermet (usually Ni/YSZ cermet). This maintains the anode porosity by
preventing the sintering of the nickel particles during operation and also gives the anode a
thermal expansion coefficient comparable to that of the solid electrolyte. The anode must be
electrically conductive to function as an electrode. The conductivity of the nickel/solid
electrolyte cermet depends on the nickel content. The threshold for electrical conductivity is
about 30 % in volume of nickel; below this level, the conductivity of the cermet is effectively
that of the solid electrolyte (ie. ionic in nature). The conductivity of the anode depends on
its microstructure, in the particle size distribution of the nickel particles, and the connectivity
of the nickel particles in the cetmet. The thermal expansion coefficient of a nickel/yttria
stabilized zirconia cermet increases linearly with the nickel content, and thus the higher the
nickel content of the anode, the greater the thermal mismatch with the electrolyte. Thermal
mismatch favors electrolyte cracking and anode delamination. Various means have been
developed to tolerate and minimize the thermal mismatch. These include improving the
fracture toughness of the electrolyte, varying the thickness and the thickness ratio of the cell
components and adding minor constituents to the anode formulation. Another reason for
wishing to lower the operating temperature of SOFCs is that at the higher operating

temperatures sintering of the nickel particles over time is potentially a problem.

A number of researchers have studied nickel/ceria cermet anodes for ceria-gadolinia
based SOFCs. These anodes have been shown to still give sufficiently good performance at
temperatures as low as 500 °C (Ormmerad, 2003). It is now believed that it will be necessary to
develop a composite anode for IT-SOFC applications consisting of CGO and an electronic
conducting oxide as current collector to replace the nickel. One of these anodes was coppet-
based and incorporated significant quantities of ceria in addition to YSZ. The development

of such anodes is very active area of current research (Omwerod, 2003).
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2.A.4.3 Cathode

The cathode must be stable in an oxidizing atmosphere and it must be electronically
conductive and have 2 porous structure like the anode. These must be mamtained at the high
cell operating temperatures. Additionally, cathodes must possess a thermal expansion
coefficient comparable with that of the solid electrolyte and not show any tendency to react

with the electrolyte.

In the early 1970s the porous composite La, St MnO,-yttria stabilized zirconia
(LSM-YSZ) electrode became established as the most appropriate to use with zirconia
electrolyte fuel cells. LaMnO, s generally produced with a lanthanum deficiency to prevent
formation of La,0, which can cause the cathode layer to disintegrate through hydration to
La(OH),. The conductivity of La, St MnO; varies with strontium content, with an apparent
optimum strontium level. Strontium doping of LaMnO, progressively increases the thermal
expansion coefficient compared to undoped LaMnQO,, and therefore increases the mismatch
with the zirconia electrolyte. In practice, two cathode layers are often employed, with the
first layer being a mixture of LSM and yttria-stabilized zirconia. This improves the thermal
match of the cathode with the zirconia electrolyte, and results in improved porosity and
resistance to sintering. The second cathode, often called the electrical collect layer, is then

pure LSM.

The development of cathodes for ceria based electrolytes was not seriously addressed
until the early 1990s with the development of La, St,Co, Fe O, (LSCF) materials by
Anderson (Szeeke, 2000). Lanthanum ferrite cathodes are very promising alternatives that are
under current mvestigation (Simner et af, 2003). Doped-LaCoQO, has a superior electrical
conductivity to LaMnO, under equivalent conditions as it exhibits high oxygen diffustvity,
but it shows much greater reactivity towards zirconia at high temperatures (Gadickemeser et al,

1996). Therefore, LSC 1s the preferred cathode material for both cenia based electrolytes or

lanthanum gallate electrolytes, operating at low temperatures (500-600 °C).

2.A4.4.4 Interconnect

The interconnect is a very important component, which has two functions: first to

provide the electrical contact between adjacent cells, and second to distribute the fuel to the
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anode and the air to the cathode. Therefore, the interconnect must posses a high electronic

conductivity, be stable and impermeable in both oxidizing and reducing atmospheres and

must not react with any of the other cell components.

Most groups decided to use doped LaCrO, mnterconnects for high temperature
SOFC stacks, although the optimal composition for this component remains controversial.
Unresolved 1ssues include finding the best composition to minimize the lattice expansion
associated with the loss of oxygen under anodic conditions and increasing thermodynamic
stability of SrO and CaO doped LaCrO;. Thermodynamic stability becomes an issue at the
CO, partial pressures generated in the anode at large fuel conversion levels. Westinghouse
inttially overcame many of these problems by using an electrochemical vapor deposited
(EVD) MgO doped LaCrO; interconnect. Recently, this interconnect has been changed to

CaO doped LaCrO,; to facilitate a cheaper processing route.

For SOFCs operating in the intermediate temperature range, 500 to 700 °C, it
becomes feasible to use certain fernitic stainless steel composites which fulfill the necessary
criteria as SOFC interconnects. The use of metallic interconnects offers very substantial cost
benefits compared to LaCrO,, but their use is presently precluded in SOFCs operating at
higher temperatures. For a complete review of the current interconnect materials used in

SOFC see the wotk by Quadakkers (Quadakkers et al, 2003)

2. B Nature and composition of electrolyte powders and their
material precursors

2.B.1 Nature and composition of electrolyte powders

Doped-CeO, based powders emerged as the most promising alternatives as
electrolyte materials according to the literature review (see previous section). Three dopants
were chosen: samarium (Sm), gadolinium (Gd) and yttrrum (Y). The amount of dopant
added to the CeO, was selected to maximize the jonic conductivity of the doped electrolyte

powders.

Fig. 2.7 shows that the amount of Sm dopant added to CeO, that maximized the

conductivity had a range that was dependent on temperature. It appeared that the higher the
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‘tempémtute, the broader the &ange and the flatter the maximum. At lower femperamres, Le.
at 500 °C, the maximum ionic conductivity of Sm-doped-CeO, occurred in the range of
x=0.1-0.2 and was comparable with that of doped CaO-ZrO,, a conventionally used
electrolyte material. The ionic conductivity of the Ce, [Gd,0, , mixture was also examined
at 500 °C by Steele (Steele, 2000) and it is shown in Fig. 2.8. He found that the ionic, bulk ot
lattice conductivity of the Ce, Gd, O, , mixture presented a maximum in the 10% mol
vicinity (ie. x = 0.1) and that maxmmizing the total material conductivity would lead to an
erroneous result. This was because the total material conductivity was dominated by the
grain boundary conductivity of the oxide and the bulk (not the total conductivity) has to be
maximized for an optimum SOFC electrolyte operation This is why a composition of

dopant of 10 % mol is preferred over 25 % mol GdO,

Ytrium was also included as a possible dopant mainly as a result of its wide use as an
electrolyte component. It has been known for many years that the dopant concentration that
maximizes the bulk ionic conductivity lies in the 4 to 8 % mol range of Y,0O; oxide (1e.
Cepo,Y 080106 10 Ceg Y 160192)- In particular a 6 % mol of yitrium oxide has been reported
to give maximum lattice conductivity (T7ax ef @/, 2000). This is further illustrated in Fig. 2.9 in

which the lattice and grain conductivities are shown at two different temperatures.

*This difference in conductivities between grain boundaries and bulk is a result of grain boundary defects and
Si0O; impurities that significantly decrease the total material conductivity. The distinction between the lattice
and grain boundary conductivities is possible thanks to both a technique called impedance spectroscopy
(MacDonald, 1987), and the use of a model that represents the lattice, grain boundary and electrode
contributions as equivalent electrical circuits (Bawerk, 1969)
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Figure 2.9 Lattice 2nd grain boundary cenductivities at 500 °C and 700 °C for Y-doped CeO, samples
{Tian ef al, 2000}

2.B.2 Nature and behavior of electrolyte material precursors

2.B.2.1 Type of feeding

To introduce the dopants (Sm, Gd and Y) and the cerium three possibiities were

considered, i.e. solid, solution or suspension feeding. A suspension is defined as a mixture in
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which small solid orriiqs;lid particles are suspended in Equid ot gas (Dﬁctionary of Physics).

The term suspension in this work refers to a mixture of small solid particles in liquid media.

There are several advantages in using liquid precursors. First, the rate and the
composition of material introduced to the plasma can be more easily and accurately
controlled with solutions than with solids or suspensions. The composition of the solutions
can be accurately adjusted by propetly weighing the solid materials prior to dissolution.
Suspensions tend to clog the tubing through which they are fed into the plasma torch due to
particle accumulation brought about by liquid evaporation and poor flowability. Thus
controlling their compositions becomes problematic. Second, homogeneity is better
achieved in solutions than in suspensions even if dispersant agents are used to stabilize the
suspension. This is because homogeneity is an inherent property of solutions. Further, in the
case of suspensions, apart from the initial mixing required to suspend the solids, mixing
must be maintained while the suspension is being fed further complicating the feeding
process. Solid particles have different size, shape and density, thus it is difficult to have a
“uniform” and/or a “constant” solid feeding, If solid metals or metal oxides wete to be
introduced, particle fusion rather than particle reaction would govern the mechanism of

doped oxide formation (Bonnean et al, 2007).

The only drawback of solution njection is the undesired amount of solvent (water
being the most common) mtroduced to the plasma. This reduces the amount of energy
available for reaction and melting of the synthesized particles. Despite this drawback,

solutions were preferred, chiefly to their homogeneity, ease of preparation and handle.

2.B.2.2 Evaluation of different liquid precursors

Chlorides, nitrates, hydroxides, oxalates and organic salts have all been employed in
the production of oxides from liquid precursors. Chlorides (Boanean, 2001; Jurewicys ¢t af,
2003; Lemoine et al, 2003) and nitrates (Schiller ef af, 2003) have yielded acceptable results. In
her work, Bonneau reported very similar reaction mechanisms for the formation of Z10,
from both hydroxides and chlorides. She also used nitrate salts of Ce, Y and La to prepare
Ceyslag, ¥y, O, but no reaction mechanism was reported. The main drawback of employing

either chlorides or hydroxides was the formation of hydrochloric acid, which 1s highly toxic
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and very corrosive. Conversely, nitrates promote the formation of NO, which is

comparatively less harmful than HCL

Ogxalates due to their carbon content contaminate oxides and favor undesired side
reactions (Mosse et al, 1995). Organic salts could be used but they are considerably more
expensive than nitrates and chlorides. Further, nitrates are readily soluble in water, reducing

the time required to prepare a solution. They ate also the cheapest salts.

2.B.2.3 Description of calcinations mechanisms of precursors

The decomposition of different rare-earth salts was first investigated by Wendlandt.
He analyzed the pyrolisis of a wide spectrum of rare-earth chloride and nitrate salts in air,
including Ce, Gd, Sm and Y salts (Wedlandt et al, 1956, 1957, 1959 and 1960). It was found
that the thermal decomposition of the lighter rare earth metal chlorides and nitrates followed
a general and very similar pattern with the notable exception of Ce and Sc. The general

decomposition pattetns are given below (M=Y, Sm, Gd).

MCl, -6H ,0 — MCI, - nH ,0 — MCI, — MOCI — M,,0, ®

M(NO,), -6H ,0 — M(NO,), -nH,0 — M(NO,), = MONO, — M,0, ©

In the case of Ce, neither a basic nitrate intermediate (CeONQ,), nor a basic oxy-
chloride intermediate (CeOCI) was found, and CeO, was obtained mstead. This is of
patticular interest because the electrolyte powders produced were composed mainly of CeO,,
and this oxide can be formed at temperatures starting at 450 °C from nitrates {curve 2 in Fig
2.10a) and beginning at 550 °C (curve D in Fig. 2.10b) from chlorides. This finding is of
particular importance as CeO, can be produced in a plasma environment at a temperature of
100 °C lower than that required for chlorides, and thus more energy could be available for
particle melting after calcination. This confirmed that nitrates were more favorable than

chlorides as starting materials
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Figure 2.10 a) Thermeolysis curves of selected rare earth nitrates, 1) La(NO;).6H,0, 2)
Ce(NO;).6H,0, 3) Pr(NOG;).6H,0, 4) Nd(NO;).6H,0, 5) Sm(NO;).6H,0, (Wendlandt, 1956) ; b)
Thermolysis curves of selected rare earth chlorides A) YCL.6H;0, B) LaClL.6H,0, C) PrCLSH,0, D)
CeCh.6H,0, (Wendlandt, 1957)

550

Temperature =— °c

Since nitrate salts for all the rare-earth metals were employed, 2 summary of the

thermal decomposition of the dopant salts is now given.

Table 2.4 Summary of the thermal decomposition of the dopants used (M=Y, Sm, Gd) (Wendiand,
1956 & 1957)

Metal M(NO;); = M(NOsz);. = M(NOs); = MONO; =  M,0;

.6H20 lleO
Y (°C) 25 30 Not stable 440 - 475 660 (begin)
Sm (°C) 25 50 Not stable 450 - 490 750 (begin)
Gd (°C) 25 Not stable 75 455 - 480 730 (begin)

A detailed study of the thermolysis of Ce(INO;),.6H,O confirmed the findings
described by Wendlandt and proposed a new mechanism for the loss of waters of hydration
(ELAdbanm et al, 1977). The abnormal calcination mechanism of cerium nitrate has also been
observed by other authors (Kasppinen et 2/, 1989), but its mechanism remained obscured.
Recent findings have suggested that the thermal decomposition of nitrate salts may be
initiated through dissociation of the N-O bond. It was reported that the nitrate
decomposition temperature was inversely proportional to the charge density of the metal
ions. High density metal ions can polarize nitrate ions and induce a sort of covalence bond

between M and O and, as a result, favor the nitrate decomposition. Ce(NO;), has a chatge
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density of 0.66 x 10° (e/ mﬁi) compared to GAINO,), that has 0.57 x 10” (e/nm). Therefore,
cerium nitrate has a starting decomposition temperature of ~300 °C and gadolinium nitrate

shows decomposition beginning at ~370 °C. Data for samarium and yttrium were not
reported but since those dopants had showed thermolysis curves similar to that of
gadolinium, it was expected that they would also decompose at higher temperatures than the

decomposition temperature of cerium nitrate.

2. C Plasma processing of materials

2.C.1 Thermal plasmas

Thermal plasma technology has evolved over the past decade mto an advanced
interdisciplinary science. Its principal applications are in materials processing, including
extractive metallurgy, melting and refining or metals and alloys, plasma chemical synthests,
plasma chemical vapor deposition, plasma and arc spraying, plasma waste destruction, and
plasma synthesis of advanced ceramics. Plasma synthesis of fine particles down to the
nanometer size range is one of the recent plasma applications, and it is still in its eady stage

of development (Boxlss et al, 1994).

The high energy-density combined with the high temperature of thermal plasmas
leads to high reactivity and to material heating and quenching rates in the order of 10°-10
K/s. Moteover, the fact that the energy is generated through electrical coupling mto the
plasma and not through a combustion process also provides the additional means for the
independent control of the chemistry of the reaction mixtures and ts specific energy level
These are unique and imporstant features of thermal plasma processing which allow the rapid

synthesis of materials with unique and enhanced properties at high temperatures (Boa/los,
19971).

2.C.2 RF (radio frequency) inductively coupled discharges

An RF-inductively coupled discharge was used mn this project, among the different
ways to generate plasmas. In RF-induction plasma torches, energy coupling to the plasma 1s

accomplished through the electromagnetic field of the induction coil. The plasma gas does
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not come into contact with electrodes, thus eliminating possible sourées of con%arrﬁnation
and allowing for the operation of such plasma torches with 2 wide range of gases, including
inert, reducing, oxidizing and other corrosive atmospheres. Pure argon or #ts mixture with
other gases 1s still the usual choice as the plasma gas largely because of its ease of jonization.
The excitation frequency is typically between 200 kHz and 20 MHz. Laboratory units run at
power levels of the order of 30-50 kW. In addition, imduction plasmas are characterized by
their large volume, low velocity and high energy density, and by their ability to offer injected
particles a relatively long in-flight heating time of the order of 10 to 35 ms (compared to 0.5
to 1.0 ms in the DC plasma spraying units) (Borlos, 1992). The relatively low radial thermal
and velocity gradients in the plasma core (in comparison to the steep axial gradients) ensure
a relative homogeneous treatment of a high reactant throughput mjected in the central

region of the plasma (Bozyer et aj 2007).

The plasma torch is composed, as shown in Fig. 2.11, of a water cooled confinement

tube, typically, 35 to 70 mm in internal diameter and 150 to 200 mm long, for plasma torches

‘ with 2 nominal power rating in the range of 30 to 150 kW, respectively.
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. Figure 2.11 Schematic diagram of the induction plasma torch (Tekna PL-35 torch) (Merkhouf et al,

2000)
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The confinement tube is surrounded by a three to five turn induction coil connected
to the RF power supply. The coil is water-cooled with a ngid configuration to maintain a
constant impedance matching to the power supply and to ensure optimum energy transfer.
The upstream part of the torch is the gas distributor head, which is responsible for the
mtroduction of the different gases. Three different gas streams are introduced into the torch.
The sheath gas (Q;) serves to protect the wall of the plasma confinement tube from the high
temperature of the discharge and sometimes to favor the oxidation or reduction of the
chemical species injected into the plasma (using either oxygen or hydrogen). The central gas
(Qy), which has a switl velocity component, setves to stabilize the plasma. The powder or
atomizing gas (QQ,) serves as a carrier for the axial injection of the powder or as an atomizing
gas. A water-cooled stainless steel probe, which penetrates through the torch head, 1s used to
introduce the powder, suspension or solution axially into the center of the discharge. Due to
the complexity of the flow pattern in the dischasge region, the position of the tip of the
powder injection probe is of critical importance. If located above the first turn of the cotl, it
could result m the excessive deposition of the powder on the wall of the plasma
confinement tube in the case of powder injection. In the case of suspension or solutions
injection, it could result as possible recirculation and/or backflow of the atomized droplets.
A low probe position will result in excessive cooling of the plasma and a reduction of the
patticle residence time in the discharge. This will give rise to a reduction of the ability of the
plasma to completely melt the particles in-flight. A more detailed and technical description
of the plasma system is provided in chapter 3, in which the experimental apparatus is

described

2.C.3 Thermal plasma synthesis of ceramics

Thermal plasma methods applied to ceramics began with the expenments conducted
by Gilman (Gilman ¢t af, 1968). He teported that stoichiometric CeO, particles were
spheroidized by an mductively coupled plasma torch. However, the use of thermal plasma to
synthesized oxide particles from liquid precursors was first developed in the eardy 90s. Fine
powders of YBa,Cu,O, , were synthesized by injecting mixed nitrate solutions of yttrium,
barium and copper mto an argon RF thermal plasma (Zbx ef af 1990). The use of thermal
plasma to produce powders of different compositions was also successfully demonstrated

for nanosized zinc ferrite spinel powders. Various compositions were recently produced mn a
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RF thermal plasma from co-precipated ﬁydtoxides (Mobhai et af, 2007). The plasma chemical
treatment of salts and their aqueous solutions was reported as a very promising alternative to
synthesized rare-earth oxides by Mosse (Masse ¢f 2/, 1995). He studied, numerically and
experimentally, the production of oxides of rare-earth elements from dispersed aqueous salt
solutions in an electric arc plasma reactor. The use of a suspension instead of a solution to
produce oxide particles was first applied to the production of hydroxyapatite (Boxyer et a/,
1997). This technique has also been employed to prepate yttria-stabilized zirconia and ALO,
coatings (Delbos et al, 2003) and to produce LaMnQO, perovskite coatings (Monterrubio et al,
2003) using DC thermal plasma.

2. D Conventional and plasma applications for the production of
SOFC components

The real disadvantage in the production of SOFC components using conventional
methods is the great number of steps involved, and thus the overall process becomes
expensive, time consuming and prone to contamination. This has promoted the mvestigation
of alternative processes. The aim of these processes is to allow the synthesis and deposition
of SOFC components starting from suitable precursors (mostly liquid due to their ease of
mnjection and facility to control their composition) in one step. These alternatives are
chemical vapor deposition (CVD), electrochemical vapor deposition (EVD), and aerosol
assisted metal-organic CVD (MOCVD) (Song e a/ 2003). Both radio frequency and direct
current thermal plasmas have been successfully applied to synthesize oxides and deposit
ceramic coatings. The first attempts to produce SOFC components using thermal plasmas
emerged as a consequence of this success. In recent years, it has been demonstrated that
both RF-inductively coupled and DC thermal plasma could be implemented to prepare
SOFC components. The conventional methods for the production of SOFC components
are reviewed before describing the advances of RF thermal plasma in the production of

these components.

2.D.1 Conventional methods for the production of SOFC components

In general, the production of cell components using conventional methods is divided
mto three stages. The first one involves the production of cathode, anode and electrolyte

materials of adequate compositions usually in the form of powders. The second stage is the
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formation of the solid Iayérs of each of the components, and finally the third stage is the

assembly of all the components in a single cell unit.

Several methods have been employed in the production of the powder materials to
be converted in SOFC components. The Pechini method has been extensively used to
manufacture ceramic oxide powders for SOFCs (Ciineyt et af, 2000). It involves the formation
of a polymeric resin, using citric acid and ethylene glycol at ~150 °C, from solutions (usually
nitrates) of the desired metals. This resin upon constant heating forms a char. As the
temperature is increased, the char undergoes calcination and the oxide powders are formed.
The process mvolves a minimum of 10 hours. Despite its length, gadolinium doped certum
electrolyte and perovskite-type cathode powders have been synthesized using the Pechini
method with good results (Doshi er al, 1999). Tsoga investigated several techniques to
synthesize pure crystalline gadolinium doped cerum (GDC) powders, ie. urea-nitrate
combustion, spray-drying, and two strike co-precipitation methods using ammonia or oxalic
acid, among these, the strike co-precipitation with oxalic acid was reported as the best
alternative (Tsogz et af, 1999). The common denominator in the Tsoga study was the long
timne involved to produce the powders as a result of the sintering and calcinations processes.
Recently, two ceramic powders were synthesized at several dopant compositions by the
oxalate coprecipitation route using cerium nitrate and gadolinium or samarium nitrate as
starting matenials with good results (Z4a ef @, 20003). Solid state reactions with solid powders
have also been tried. CeO, and Y,0, powders were mixed and ballmilled with methanol as
solvent to produce (YO, ), (CeQO,),, powders (Xiong et al, 2007). Ziy,5Ceq05Mg 17045,
(M=Nd, Sm, Gd, Dy, Ho, Y, Yb, Sc) powders were also prepared by solid state techniques.
Miling of the solid materials in propan-2-ol was reported (Kimgpton ef af, 2002).

Regarding the second stage of SOFC production (te. the formation of sold
electrolyte layers), conventional ceramic processing methods are usually mvolved, such as
tape casting, screen printing and slurry coating. A typical case is the production of the anode
supported electrolytes, which is manufactured using tape casting followed by sintering to
improve the anode-electrolyte contact. Cathodes are usually applied to the anode-supported
electrolyte by either slurry painting ot screen printing followed by another heat treatment to
ensure a proper contact between the electrolyte and the cathode. Other alternative methods

commonly nvolved in the production of SOFCs are conventional ceramic techmiques such
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as warm piessing, vacuum slip casting, wet powder épraymg, and screen pnnting (W,
2003). These tedious processes for SOFC production provide a cheap alternative to
manufacture SOFC components but have certain difficulties in obtaining fully dense thin

films during the removal of undesired compounds and during sintering.

2.D.2 Plasma methods for the production of SOFC components

Thermal spray methods have been applied to the production of SOFC components
for more than 10 years: to make SOFC cathodes by the plasma spraying of perovskite
powders (Schiller et al, 1999); to produce dense zirconia electrolyte layers with the aid of
Laval-type nozzles to accelerate the plasma flow (Méller er al, 2002), and to fabricate porosity-
controlled Ni/YSZ cermet thick anode layers (Lemoine et al, 2003). Thermal-plasma
technology, especially, plasma spraying, offers several advantages, the most important of
which 1s the ability to achieve considerably higher deposition rates than those that can be
obtained with such approaches as physical or chemical vapor deposition (PVD or CVD).
The other advantages are the reduction of the production cost for the present technology
used in the manufacture of SOFCs (Le. series of sintering processes) and the possibility for
decreasing the thickness of the electrolyte oxygen-ion conducting layer, which in turn
reduces the internal electrical resistance of the cell (Girzhofer e al, 2000). Further, the plasma
produced SOFC layers require no further thermal post-treatment after deposition (Schiller er
al, 2003).

Thermal plasma chemical vapor deposition (ITPCVD) has been employed to deposit
St-doped La-(Mn, Fe, Co) perovskite cathodes with better results than suspension plasma
spraying (SPS). This was because the thermal plasma chemical vapor deposited layers had the
open porosity required for gas migration in SOFC electrodes, whereas the suspension
plasma sprayed layers had a very low potrosity. The difference in porosity was a consequence
of the different microstructure provided by the two different methods. SPS favored a layered
microstructure and TPCVD favored a columnar microstructure (Midler ef al, 2002).
Deposition tates of up to 25 pim/min were achieved with TPCVD which are orders of
magnitude higher than most of the comparable values found in the litesature for TPCVD of
oxide layers (Schitler, 2003).
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Suspension plasma §pra§rﬁng has been applied to the production of the YSZ and
CeO, electrolytes (Bonnean, 2001; Gutierrez et af, 2007) with excellent results. Bonneau
surveyed several liquid precussors and found that nitrate and chloride solutions weze
promising alternatives. It was also noticed that the suspension stability depended on the
particle size, viscosity, homogeneity, mass-liquid ratic and type of solvent. The final
suspension must contain as many solid particles as possible and yet it must have a
sufficiently low viscosity to avoid particle clogging. Yttria stabilized zirconia layers of 12%
mass Y,0, have been deposited at rates in excess of 100 pm/min. This was as efficient as
most of the traditional thermal spraying methods, and dense coatings with only 3% porosity
could be achieved (Miiller et al, 2002). Finally, there has been a wotldwide effort devoted to
the production of SOFC components using different thermal plasma techniques to prepare
the gas-tight, solid electrolyte yttria stabilized zirconia layer, the porosity controlled Ni/YSZ
cermet thick anode layer and also the porosity controlled perovskite cathode. The techniques
investigated were DC/RF-hybrid plasma spraying, RF-induction plasma spraying with and
without supersonic nozzle, triple torch plasma spraying, and high-velocity-low-pressure DC
plasma spraying. The results obtamned clearly showed that SOFC components produced
using thermal plasma technology performed among the highest SOFCs performance values
reported for SOFC components manufactured employing conventional ceramic methods

(Gitzhafer, 2000),
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Chapter 3 Experimental techniques and methodology

3. A Experimental setup

The experimental setup used in this project has been successfully employed in the
production of several materials; notable cases are the production of hydtoxyapatite (Bouyer et
al, 1997), and MoSi, (Gutierreg et al, 2007) and SiC nanopowders (Gro et al, 1997).

3.A.1 Description

The complete experimental setup consists of an induction plasma torch (PL-50
Tekna Inc.), a 50 kW radio frequency power supply (Lepel generator with an oscillator
frequency 3-5 MHz), two cylindrical stainless steel hermetically sealed water-cooled reactors,
re. primary and secondary, three parallel 5 pm porous metallic filters (Inconel 600), and an
atomizing probe (Tekna Inc. SA-792 x 0.8/1.0 mm. in internal diameter x 260 mm long).
The tip of the atomizing probe was located just below the first induction coil of the torch.

The experimental setup is shown schematically in Fig. 3.1.

3.A.2 Operation

The procedure followed to synthesize all samples was the following. The primary
and secondary reactors were water-washed before running any experiment. The system was
mounted as shown in Fig. 3.1 and the vacuum started. To ignite the plasma, a pressure
reading of ~10 torr (vacuum) should be obtained, but on occasion the vacuum desired was
not achieved and the plasma was started at pressures below 30 torr but higher than 10 torr.
The plasma must never be ignited if the pressure reading is higher than 50 torr which
indicates major leaks in the system. The central gas (10 slpm Ar) and the sheath gas (45 slpm
Ar) were used to ignite the plasma once the radio frequency power was turned on. The
atomizing gas was then allowed to flow into the torch. The pressure was slowly increased to
200 torr and then the oxygen sheath gas was fed to the torch at the same time that the argon
sheath gas flow was stopped. The reactor pressure and the atomizing, central and sheath gas
flow rates were finely adjusted to the desired experimental conditions. Finally, the peristaltic
pump was turned on and the precursor solution was fed to the plasma torch. The gas flow

rates were stopped ~20 seconds after the feeding solution was depleted. This was done with
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the intention of completely reacting left over solution m the feeding line. The particles were
collected from different places, i.e. the reactors walls, the collector at the bottom of the
primary reactor and at the metallic filters. A brush was used to remove the particles from the

filters and the reactors walls.

Figure 3.1 Experimental setup
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3.A.3 Recompilation of experimental conditions
The experimental conditions ate shown in Tables 3.1 and 3.2. The atomization gas flow rate showed slight fluctuations (& 0.5 slpmy)

during operation but they did not significantly affect the expesiments. These fluctuations resulted from small leaks along the atomizing gas
line as a result of constant disassembly of the equipment for cleaning purposes. Also, different atomizing gas flow rates resulted in different
droplet distributions with minor variations of the order of 3 microns between the lowest and the highest flow rate, 5.0 and 6.5 sipm

respectively. The central and sheath gas used were argon and oxygen respectively.

Table 3.1 Summary of experimental conditions

No Synthesized DC  Current Plate Central Sheath Atomizing Liquid Probe Reactor
product voltage power gas gas gas flow rate aperture pressure

1134 [A] [EW] [slpm] [slpm] [sipm] [mlmin] [degrees] [torr]

1 CeosGdos0is 63 55 35.0 95 39.0 6.560.5 6.0  270°( open) 300610
2 Ceo85Gdo.1501.925 62 4.2 26.0 31.0 390 5.060.5 6.0  270°( open) 300610
3 Cep9Gdp 10195 6.0 5.0 30.0 95 39.0 6.560.5 6.0  270°( open) 300610
4 CepsSmy 20 5.0 3.0 15.0 9.5 39.0 5.060.5 60  270°( open) 300610
5 CepgsSmy 150925 6.0 4.0 240 95 39.0 5.060.5 60  270°( open) 300610
6  CegoSmy 05 62 55 34.1 9.5 39.0 6.560.5 60  270°( open) 300610
7 Ceo85Y0,1501.925 6.0 4.0 240 9.5 39.0 5.060.5 6.0 270° ( open) 100610
8  CessY0120194 6.0 5.0 30.0 9.5 39.0 6.560.5 60  270°( open) 300610
9 CeQO, 6.2 42 260 95 39.0 5.560.5 6.0 270°( open) 300610

Table 3.2 Summary of solution preparation

Ne Synthesized product Precursors Precursors Water added  Density of the solution
g/ gl (g] [e/ml] @25°C
1 Cep3Gdy 2010 Ce(NO;)3.6HO - 41.84  Gd(NOs):.6H,0 1087 3049 1.583
2 Ceo35Gdy 1501 925 Ce(NO;);.6H,0 2092  Gd(NOs);.6H,0 3.84 14.18 1.657
3 Cep.9Gdy 10195 Ce(NQO;);.6H,0 41.84  GA(NOs);.6H,0O 483 23,46 1.603
4 Ceo.gsmo,zol_g Ce(N03)36H20 2092 Sm(N O3)36H20 535 1519 1.637
5 Ceo,gssmojsol.%s CS(NO3)3.6H20 41.84 Sm(NO3)3.6H20 7.56 28.28 1.616
6 Ceo_gsm()‘l 01.95 CC(NO3)3 6H20 41.84 Sm(N03)36H20 4,76 2642 1.616
7 CeossY0.1501 .90 Ce(NO3);.6H,0 2092 Y(NGOs);.6H,0 3.21 13.76 1.624
8 Ceo,ggYo_uOl,% CG(NO3)3.6H20 4184 Y(NO3)3.6H20 4,70 2638 1.600
9 CGOg Ce(N03)3 6H20 20.92 - - 11.62 1.666

Ce(NO3)3.6H20, Y(NO;3)3.6H20, GA(NO3)3.6H20, and Sm(NO3):.6H;O (from Alfa Aesar, stock No. 11330, 12898, 12917 and 12906, respectively)
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Electrolyte powder production and characterization

The different techniques and methodologies that were employed for the particle

production and analysis were the following.

3.B.1 Atomized droplet size distribution

The atomized droplet size distribution (DSD) was measured using a
Malvern/INSITEC In-Line EPCS (Ensemble Particle Concentration and Size) system. This
system is designed to continuously measure and display particle size distribution information
from a pneumatically conveyed stream of powders or aerosols. The EPCS uses the laser
diffraction technique to measure the particle or droplet size distribution. A general system

layout is shown mn Fig. 3.2.

Figure 3.2 Malvern atomized droplet size analyzer setup showing a different probe than the one used
ir this werk (Courtesy of Linda Qukacine)

The gas flow rate was controlled using a calibrated rotameter (see appendix B). A
petistaltic pump (Peristaltic Pump Easy Load II. Masterflex) was used (not shown m Fig.
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3.2) to mject the hiquid into the atomizing ptobé ‘(see appendix B for calibration curve). The
optimum distance between the probe nozzle and the laser beam was 3.0 cm. The atomized
spray was located 4-5 cm away from the detector mitror. These parameters were chosen
based on the real time droplet size distribution displayed by the computer. The spray must
intercept the laser beam in such a way that bimodal DSD were not recorded by the
computer. Bimodal distributions arose because the laser detector mirror was unclean or
because the spray intercepted the laser beam either too close or too far away from the
optimum position. Great care must be taken to prevent atomized droplets from contacting
the detector mirror as this could easily change the DSD curve. If this happens, the data

acquisition must be stopped, the mirror cleaned and the system re-started.

3.B.2 X-Ray diffraction

The X-Ray diffraction analysis was done using a PHILIPS PW1710 Powder X-ray
diffraction system. The Philips PC APD and Philips PC Identify software were used with
this system. The system is equipped with a fine focus copper x-ray source, operated at 800
Watts.

Prior to analysis, all samples were air dried. Each sample 1s then tightly packed into the
sample holder (a sample volume of about 5 ml is required) and exposed to X-ray radiation.
A detector attached to the system measures the intensity of diffracted rays at different
angles. The information is reported in a graph of diffracted angles (20) versus intensities and
it is then compare to a reference database build-in in the software in order to identify all

phases or compounds present in the sample.

3.B.3 Inductively coupled plasma (ICP)

An ultramicro balance (Sartorius S4 model 1990) with a precision of 0.0001mg was
used to measure 10.0 mg of sample. Weighing wax paper (Fisher 09-898-12B) was used as
sample holder to facilitate the weighing process. The sample was then dissolved in 10.0 ml of
a mixture of mitiric acid (Fisher A200-500ml, ~15M) and distilled water in a 3:1 volume ratio.
Gentle heat and moderate stirring was applied for 10 minutes to help in the dissolution. The
solution was then transferred into a 100 ml volumetric flask and distilled water was poured
up to the 100 ml mark. The resulting solution concentration was 100 ppm (1 mg per liter of

solution). The same procedure was followed for all the samples. Simultaneously, solutions of
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100 ppm and 50 ppm were prepared from Y, Gd, Sm and Ce standard soiutioné (Fisher ICP
standards, 1, 000 pg/ml) to generate a calibration curve. The ICP optical emission
measurements were done using 2 Thermo Jarrel Ash Trace Scan ICP spectrometer. The
liquid injection rate was 1.5 ml/min, the radio frequency power of the axial torch running at
30 pst was 13.5 W and the torch gas flow and the auxiliary flow were 18 and 1 slpm,
respectively. The wavelengths used for elemental identification were 335.0 nm for Gd, 442.4
nm for Sm, 418.6 nm for Ce and 488.3 nm for Y. The elemental analysis at these
wavelengths is highly recommended as it was found that using other wavelengths caused
interference among the Gd, Ce and Sm signals. The interference was especially significant at
342.2 nm for (Gd, 413.7 nm for Ce and 359.2 and 330.6 nm for Sm. Four independent scans
were run for each sample. Each scan was programmed to identify all four elements The
results wete reported with their respective standard deviations. The calibration curved was
based on three points, 0, 50 and 100 ppm. The linear correlation coefficient was 0.999
(R*=0.999) for the four elements. Another calibration was done at the end of the runs to
prevent de-calibration, the R? dropped from 0.999 to 0.997 for yttrium and for the rest of
the samples dropped to 0.998.

3.B.4 Powder preparation for SEM

Each sample was mounted on a silicon wafer that was taped using a double sided
carbon tape to an SEM alumimum stub. The Sartorius ultramicro balance (used also for the
ICP measurements) was employed to weight 5.0 mg of powder per sample. The powder was
transferred to a 4-dram vial. Then, 2 ml of DMF (N,N-Dimethyl formamide, Fisher D131-1)
were added to the vial and the vial was capped and submerged in an ultrasonic bath (1510
Branson ultrasonic bath) with water for 5 minutes to break up particle agglomerates. Several
solvents wete tried: ethanol, distilled water, acetone, DMF, hexane/water and toluene. DMF
gave the best particle dispersion, as the particles dispersed with DMF took the longest time
to settle down. A Pasteur pipette was used to deposit a droplet of the dispersed suspension
onto the silicon wafer and then the sample was exposed to light (Tungsten desk lamp) for 30
min. to dry. The same procedure was followed for all the samples. Finally, the samples were
analyzed using 2 Hitachi 4700 Field Emission Scanning Electron Microscope (FE-SEM) in
ultrahigh resolution mode. Energy dispetsive spectrometry (EDS) was done using an X-ray
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detector (Oxford Instruments X-ray detectot. Model 7200) interfaced to an INCA 3.04

software for data display and analysis.

3.B.5 Laser diffraction for particle size distribution

The measurements were carried out using the Mastesizer 2000 (Malvern
Instruments) with the Hydro 2000 S as the liquid injector. Each sample was dispersed in
distilled water and subjected to 5 minutes of ultrasound. It was observed that none of the
samples re-agglomerated after sonication. A dispersant agent (Sodmum hexamethaphosphate.
CAS 10124-56-8) was used to help stabilizing the de-agglomerated suspension. The
concentration of the dispersant in the suspension was 0.1% per weight. Finally, the
suspensions were injected to the analyzer and the results collected and displayed in the

Mastersizer software.

3. C Image analysis for particle size determination

The particle size distribution (PSD) analysis of the synthesized particles was based on
SEM tmages of the various synthesized particles. This analysis involved two steps. First, the
commercial software Scion Image for Windows © 2000 was employed to provide the values
of the different grey levels along parallel lines drawn on the SEM images. This information
was stored in several files. In the second step, the grey level data was retrieved and processed
to generate number and volume PSD curves using a computational program written in
MATLAB 6.0.0.88 Release 12 developed by the author of this thesis (for simplicity, this
program will be referred as the in-house PSD software). Five different images were analyzed
per synthesized powder sample with the intention of having sufficient particles to measure
and thus provide statistically valid results for each sample. A detailed description of how to
mantpulate the SEM images and of how to navigate through the Scion and MATLAB
softwares is presented in appendix C. A general overview of the assumptions and steps taken

to obtain particle size distributions from SEM images is now descabed.

3.C.1 Commercial software

The Scion software was used to extract from SEM images all grey scale values along
selected parallel lines superimposed on SEM images. First, the image was filtered once to

remove some noise. Then, a predetermined number of parallel lines were superimposed on
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the SEM tmage evety )certain number of pixels, which was‘déetermined by an estimated size
of the latgest particle(s) visible on the SEM micrographs, i.e. if the largest particle was 20
nm, then the distance between two parallel lines was the equivalent of 20 nanometers in
pixels. This conversion was based on the SEM micrograph scale; for most images a 1:1 ratio
was taken. It was not always straightforward to determine the largest particle on the SEM
micrographs but the main idea was to avoid double counting of particles. Therefore,
overestimating the largest(s) particle size and thus the line interspacing (i.e. the distance
between two parallel lines) did not significandy affect the results since more than 1,000
particles were sampled in all cases. The Scion software was then used to extract the grey
scale values of each pixel along these lines and the information of each line was stored in a
text file. The same procedure was followed for all the images. Fig. 3.3 shows a typical line

across an image and 1ts respective grey scale values as a function of position (in pixels).

Three different regions are identified in the image as A, B and C. Regions A and C
showed typical grey values of particles visible in the image whereas region B illustrates typical
grey values of the image background. Defined peaks of different broadness are obsetved.
These represent single or multiple particles, but in general an individual peak corresponds to
a single particle. Therefore, measuring the peak’s broadness gives a direct indication of

particle sizes.
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Figure 3.3 Scion software interface showing the grey scale values along a characteristic superimposed
line

3.C.2 Developed algorithm (In-house PSD software)

Four separate stages involving different tasks were carried out with the in-house
software. There was an additional extra task involving data fitting that was only done once
after the results for all the samples analyzed were obtained. These tasks were the following:
1) data reading and organization, 2) grey scale value processing and binary matnx formation,
3) binary matrix data processing and particle size counting, and 4) particle size distribution
plotting, normalization, and elimination of the technique’s artifacts. The additional task was
the fitting of a log-normal PSD to the computed distributions to obtain characteristic
parameters for each sample. The computational algorithm employed tock advantage of the
fact that individual particles had very similar grey level values, and that there was a sharp
decrease of these values in between particles. Therefore, individual particles could be
distinguished even though they appeared agglomerated. The different stages are now
described:

40



Stage 1: The information gathered from the Scion softwaze was retrieved and
organized in a single matrix containing all the grey scale values

Stage 2: The computational algorithm analyzed the grey values at each pixel along the
superimposed hnes of the SEM images. There were two requirements to meet in order to
assess whether a particular grey scale value associated to an mdividual pixel corresponded to
a particle or not. First, if the grey values were below a certamn threshold value, it was assumed
that the pixel belonged to the background. Second, the grey scale value of a particular pixel
along the line was compared to the grey scale values of the preceding and ensuing pixels. If
the grey value difference among the three pixels was smaller than an arbitrary tolerance (ie.
typically 10 units), then a value of one would be assigned to the analyzed pixel (ie. the pixel
between the preceding and the ensuing). Failure to meet this requirement would assign a
value of zero to the analyzed pixel. Once the operation was completed, the ensuing pixel
would now be the analyzed pixel. The entite line contaming all the grey values was thus
evaluated in this fashion. At the end of the line, the program switched to the next line and
the examination would continue. At the end of the operation, a binary matrix would be
formed, i.e. a matrix of one and zeros.

Stage 3: This binary matrix represented the different particles seen in the micrograph
by continuous series of ones and the particle-particle and particle background separation was
represented by at least one or more zeros. The smallest particle would be 2 particle n which
a sitnple one was observed among zeros (i.e. a pixel that had an assigned a value of one).
Therefore, counting the number of consecutive ones would be a direct indication of the
length and thus the size of the different particles. The number of consecutive ones was then
counted and the values stored in a different matrix, in this way the total number of particles
could be computed. This technique underestimates the particle size by exactly two pixels and
thus once the particle sizes (in pixels) were computed, two pixels were added to all particles.
The underestimation was because at exactly the pixels representing the particle edges either
the preceding ot the ensuing pixel (1.e. the pixel before or after the edges) was greater than
the tolerance and thus the value assigned to the pixel corresponding to the edge of the
particle was a zero; even though it did belong to the particle. Fig. 3.4 shows the results of
three randomly selected parallel lines, the left y-axis represents the grey scale values and the
right y-axis represents the binary value assigned to each pixel. A dotted line was drawn after
every one-zeto or zeto-one switch in the binary matrix to help visualize where particles begin

or end. It can be seen that where sharp peaks delimited particles, the accuracy of this
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technique is high in determining the particle lengﬂq, and it diminished somehow as the peaks
resemble the pattern of a noise signal, i.e. several up-and-downs of small magnitude. Even in
this situation the algorithm showed a remarkable performance when the patterns were
visually compared to the analyzed image. This extra-check was done for all the samples,

based on three random hnes.

Figure 3.4 Sample results of the in-house PSD software showing the grey values of three different
paraliel lines across the SEM micrograph (left y-axis) and showing the resulis representing the
particles counted along the three lines (i.e. the number of ones) (right y-axis) as a function of location
(in pixels). The dotted lines represent the beginning or end of particles

Stage 4: A histogram of the total number of particles counted was plotted. This
histogram was a number based PSD. The number based was used to plot another histogram
in which this distribution was converted into a volume based PSD (Fig. 3.5). In this figure, it
can be seen that particles of different lengths were computed (Fig. 3.52), and that the
number and the volume PSD are remarkably different (Fig. 3.5b and 3.5d).

Stage 5 (after all images were analyzed for a given powder sample): A log-normal
distribution was fitted to the volume PSD based on its estitnated parameters, 1.e. median and
standard deviation. These estimated parameters were obtained from a technique that has

been used for particles present in atmospheric emissions (Nevers, 1995). Before estimating
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the volume-based PSD parameters, this distribution was truncated at the lower and upper

ends and then renormalized.

Figure 3.5 Sample results of the in-house PSD software showing a) the length of all particles sampled,
b) the number based PSD histogram, and ¢) its eorresponding cumuiative PSD, d) volume based
PSD histogram and e) its corresponding cumulative PSD

The truncation of the distribution was done to remove artifacts. There were two
types of artifacts; the first one was exceedingly long particles that were not observed after
visually comparing the results to the raw image. These long particles were the result of a
series of agglomerated particles that had extremely close grey scale values, and thus were
considered a single unit by the algorithm. The other artifact was the presence of very small
particles, typically less than 5 nm or roughly 5 pixels. These particles appeared as a
consequence of an madequate binary assignment of values from large particles showing
shatp grey scale contrasts, and they were thus removed from the original PSD. These two
artifacts defined the optimum tolerance in terms of grey scale values used in the analysis of a
single image. A loose tolerance between adjacent particles would favor exceedingly long
particles when agglomerates were present (i.e. grey scale tolerance values greater than 15
units), and a thigh tolerance would favor particle break-up within one individual particle (ie.
values lower than 7). Therefore, this optimum tolerance must be found for each image;

typically the grey scale value tolerance was found between 10 to 12 units. This very natrow
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range indicated that all the different ﬁnéges were comparable and that the technique was not
especially sensitive to different grey scale values resulting from various levels of brightness or

sharpness among images.

3.C.3 PSD methodology assessment

In general, commercial softwares count the number of objects in an image by first
converting the image intensity (Le. the greyscale values of each pixel) into 2 binary image (Le.
black and white). This implies that a certain threshold value must be selected and thus any
objects below this value are ignored as they become part of the background, 1.e. either black
ot white. The objects observed in the black and white 1mages are then labeled. The accuracy
of this process usually depends on four parameters: 1) the size of the objects, Z) whether or
not any objects are touching, 3) the accuracy of the approximated background, 4) the level of
connectivity selected (i.e. pixels of the same intensity, black or white, must touch along an
edge to be considered connected). Finally, the area of the labeled objects is computed and
the results are given in pixels. This could later be translated mto any other scale by knowing

the equivalence of a pixel in units of length.

The PSD commercial software approach was not adequate for the SEM micrographs
taken for several reasons. First, the particles were agglomerated and thus many particles were
superimposed, this meant that two or more particles were considered as one mndividual
particle when labeling the number of objects. Second, background spots were observed
within the particles as 2 consequence of adjusting the threshold of the image, therefore,
when the particles areas were computed, these spots would not be included. Third, the level
of connectivity was not well defined because most particles did not have clear separations
among themselves and among themselves and the background. This significantly affected

the apparent size of the objects (i.e. particles).

The method developed in this thesis was mspired by the technique described by
Kaye (Kaye, 1999) and first developed for studying the structure of holes and dispersed
species 1 items made from powder compacts, which use random tracks drawn across a

dispersed set of fineparticles to obtain a PSD. This type of evaluation 1s known as the
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Rosiwal mntercept method and yields excellent results for log-normal particle size

distributions.

The PSD methodology developed for this project offered significant advantages
compared to other commercial PSD softwares used for image analysis. It took advantage of
the fact that the grey scale values within particles were very similar but still sufficiently
different among particles. Consequently, a binary conversion of the intensity of the image
(i.e. black and white) was not required. The absence of this transformation permitted to
differentiate particle boundaries adequately, since usually after conversion all particle
boundaries were lost. Further, the in-house method could also account for the agglomerated
particles that were located on top of other particles to which they were superimposed.
Finally, the grey level tolerance that was required to define whether or not adjacent pixels
correspond to the same particle could be adjusted to tighter or looser (i.e. smaller or larger
tolerance) values. This provided great flexibiity for images in which agglomerated particles

presented simular grey values, and thus the agglomerated particles were individually counted.

There were only two scenarios in which the developed software did not perform at
its best. The first one was when large particles had significantly different grey scale values
within the same particle; this situation however was minimized by consistently taking SEM
micrographs with lower levels of sharpness and by smoothing the image to remove excessive
noise and sharpness. The second scenatio occurred when the drawn lines did not exactly
intersect the particles through their centers or apparent centers. Despite this drawback, it
was expected that due to large number of particles sampled (more than 1,000 particles in all
cases), the results would be statistically representative. Finally, adequate particle dispersion
was observed to increase the algorithm accuracy because fewer agglomerates were present

and thus it was easier to distinguish individual particles.
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Chapter 4 Experimental results (Part 1). SOFC electrolyte
powders

Cerium oxide based powders of different dopant compositions were produced using
the experimental equipment described in chapter 3. Chapter 4 describes the results obtained
from their characterization using: X-ray diffraction, inductively coupled plasma (ICP),

scanning electron microscopy (SEM) and energy dispersive spectroscopy (EDS).

The targeted oxide compositions are given in Table 4.1

Table 4.1 Selected oxide compositions for plasma synthesis

Dopant | Selected oxide composition

o CegsGdp 2019
Gd | e CepgsGdy 1501925
o CepoGdp 10195

o CepsSmyg 2019
Sm | e CeggsSmg 1501925

e CegoSmyp 10195

Y | e CeossYo01501.025
[ e CeossY0120104

4. A Atomization of the solutions

A study was conducted to measure the droplet size distribution of three selected
solutions (each containing a different dopant) using the laser diffraction setup for droplet
atomization described earlier (see chapter 3). The purpose of this study was to achieve the
proper atomization parameters that would give a predetermmed median droplet volume
diameter (all the atomization results are based on volume diameters which should not be

confused with number or surface particle diameters (see Bernhardt, 1994)).

The atomizing probe used was a modified version of the more general air blast
atomizers which had been previously studied (Lefebre, 1989). From this study, an empirical
correlation was found involving atomizing parameters and liquid and gas properties (see
appendix A). A sensitivity analysis was carried out by varying all the variables in the
correlation by a factor of two (i.e. multiplied by two and divided by two). Fig. 4.1 clearly
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shows that the gas flow rate is the dominant factor, as the droplet diameter greatly changed
when this parameter was modified. From this figure, the liquid flow rate appeared to have a
significant effect but this was not observed in the experiments reported i this work,

possibly as a result of different atomizing probe designs and droplet size distribution ranges.

475 o liquid surface
450 tension

425 3 - liquid viscosity
400 o liquid density
375 4 L: liguid flow rate
350 - G: gas flow rate

>
RS
Q‘O

X
>

KX
L
o

‘0

250

o
(2

ey
B
KRR

Droplet diameter (um)
8

-

.
3078
5505
¢

LA
25
%%
K2

N
98
&5

L
&

SRRRANR
K ‘Q
Fetetele!

K
&

%
&

e
{2

100 § R 3
3 DOCERCT

75 3 s | NUXEERY
E ANERRRR

w 3 ANNASAN BONCRNRNS
b
25 E SAANERN

0 el NN

Haif Base Twice
Variaton of the atomization parameters for alr blast atomizers

A
XX
1243

0‘ bo Y. R
S8, SLidh

Figure 4.1 Sensitivity analysis for airblast atemizer based on a correlation proposed by Lefebre
(Lefebre, 1989}

The gas flow rate and the probe opening were two of the most important atomizing
parameters determining the atomization performance. The effect of these parameters s

depicted in Fig. 4.2 where the tip of the atomization probe 15 greatly magnified.

Atomizing gas mjection Liquid injection  Atomizing gas injection

Figure 4.2 Different atomization conditions for the Tekna air blast atomization probe
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Fig. 4.2b shows an optimum combinaticn of parameters in which the gas flow rate
and probe opening provide a narrow distribution center over 2 certain droplet diameter. The
gas passes through the gap between the tip of the center tube and the edges of the tip of the
probe where it meets the liquid film and causes its rupture. This gap has a particular cross-
sectional area for a given probe aperture. When opening the probe, Fig. 4.2a, the gap area
increases and the gas velocity decreases for a constant gas flow rate. Consequently, the
energy for atomization is lower as the gas possesses less momentum and larger and broader
droplet distributions are obtained. The picture is reversed when the gap decreases in area,
the gas velocity greatly increases and a very fine atomization is obtained (Fig. 4.2c). Keeping
the probe opening constant and changing the gas flow rate has the same effect on droplet

atomization, i.e. the higher the flow rate the finer the atomization and vice versa.

The desired droplet diameter was calculated assuming that the spherical atomized
droplet would follow the reaction sequence desctibed by Bouyer (Boxyer ez a4, 1997). He
suggested that the atomized droplet undergoes a reduction of size due to water evaporation,
in-flight reaction, and solidification. However, the results obtained in the present work
suggested that the mechanism proposed by Bouyer was incomplete. This will be addressed

later (see chapter 5).

Previous findings showed that oxide particles of 10 um in diameter were
successfully used in the deposition of dense yttria stabilized zirconia coatings using induction
plasma spraying (Mailhot et al, 1997 and Thegphile et al, 1999). Consequently, oxide particles of
this diameter were taken as the basis of calculation. Table 4.5 illustrates that to obtain oxide
particles of 10 um in diameter, the diameter of the atomized droplets must be approximately
27 pm (rounded up to 30 pm for simplicity). These results also revealed that the choice of
dopant did not significantly affect the calculated droplet diameter, as all the values were very
close (Me represents Gd, Sm ot Y).

The results presented in Table 4.2 assumed a complete reaction of the nitrate

precursoss, total water evaporation (1.e. water of hydration and water m the solution), dense

and spherical oxide particies (as the synthesized product) and spherical atomized droplets.
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Additibnally, the % wt of Ce in Ce(N 03}3.6HZO was 32.27 and the solubility in water was 1.8
g. of cerium nitrate per gram of water. The algorithm to calculate droplet diameter 1s given in

appendix A.

Table 4.2 Experimental and calculated properties selected synthesized products and liguid
Precursors

Synthesized Calculated % wtof Solubility Measured Calculated

sample p of the Me in of p of droplet
oxide MeNitrate MeNitrate solution diameter
in water
Lo/ ml] Y% % g nitrate [e/ml] ]
/& HO

Cep9Gdo 10, 95 7.59 34.84 1.5 1.603 27.3
Ceg.9Smg 104 95 7.64 33.83 1.5 1.616 27.4
CepssY0.1201 94 7.45 23.21 1.5 1.600 2713

The atomization parameters were modified until the desired droplet size distribution
(DSD) was attained. The results are shown in Fig. 4.3a, b and ¢ for the three different
solutions (t.e. Gd, Sm and Y precursor solutions). It can be seen that there was no further
need to change the density or the viscosity of the solutions, as the DSD in all cases exhibited
a maximum centered around 30 um (Ideally, the droplet size distribution should be as
narrow as possible and center over the desired median droplet diameter). The optimum
patameters wete obtained with a liquid flow rate of 6 ml/min and a gas flow rate of 6.5 slpm
with an atomizer probe opening of % of a turn. These results were highly reproducible as
can be seen by comparing the three graphs. Furthes, from the simdarly of the atomized
droplet distribution results with different dopants it is expected that solutions properties
such as density, surface tension and viscosity would not affect the behavior of the solutions.
Finally, the atomization results presented in this section were carried out at abmospheric
pressute and were only considered as the best estimations of the actual droplet size
distribution during plasma operation. The operating conditions of the RF-plasma torch, ie.
reduce pressure and very high temperatures could greatly affect these estimations. It was
reported that a finer droplet size coupled with a higher droplet velocity should be expected
for atomization m reduced pressure environments (Bowyer ef af, 2007). There has not been an
experimental study in which the exact droplet size distribution was measured for atomized

droplets in thermal plasmas.
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4. B X-ray diffraction analysis

The oxide powders produced were analyzed using X-ray diffraction. The results for
the different dopants and dopant compositions are shown in Fig. 4.4, 4.5 and 4.6, where the
different diffraction pattems are plotted in the form of nommalized measured intensity
(ordinate axis), versus the Bragg angle 20 (abscissa). The X-ray diffraction patterns of the
various samples were compared to the reference patterns of the pure oxides showing only
Bragg peak positions as represented by the vertical bars with variable lengths (the higher the
mtensity of diffraction, the longer the bar). The main purpose of using powder
diffractometry was to identify compounds by their diffraction pattern. No extraneous peaks
were found i any of the analyzed samples, indicating that the route used to synthesize the
powders allowed the production of contaminant-free products. One of the main reasons
why clean samples were produced was the absence of electrodes in the plasma. In the
presence of electrodes, material removed from the electrodes could contaminate the

powders (i.e. electrode erosion).

Fig. 4.4, 4.5 and 4.6 showed that all major dopant peaks closely overlapped with
CeO, peaks, especially in the case of Sm and Gd. A small amount of dopant was added to
the synthesized powders and unless the dopants changed the structure of CeO,, only CeO,
peaks would be observed (which was the case in this wotk). Dopants were added to stabilize
the CeO, solid matrix and to increase its oxygen ionic conductivity but not at the expense of
disturbing its lattice structure. Therefore, the fact that all samples showed peaks at the same
location with similar relative mtensity than pure CeO, suggested that the doped CeO,
structure was not appreciably altered and yet the dopants were incorporated into the CeQ,
lattice, as demonstrated by a chemical analysis (see section 4.C). Further, the addition of Y
dopant seemed to broaden the CeO, peak located at ~28° as a result of a slight difference of
angles between Y,0, and CeO, reference peaks. This indicated that Y was present in the Y-
synthesized samples. The small peak broadness was not observed for the Sm and Gd
samples in which the dopant peaks cleatly overlapped CeO, peaks.
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Figure 4.4 X-ray diffvaction patterns of Sm-Ce synthesized powders. Sm;0; and CeQ, shown as
reference patterns

The presence of characteristic CeO, peaks in the 26 > 50° (Fig. 4.4), 20 > 85° (Fig.
4.5) and 20 > 65° (Fig. 4.6) range for the Sm, Gd and Y synthesized powders respectively

confirmed the predominant presence of CeO, as in these ranges only the CeO, shows a

define diffraction pattern.

Further analysis of the X-ray diffraction patterns of the different dopants did not
reflect a significant change with the variation of the plasma operating conditions, i.e. plasma
plate power (Smy) (Fig. 4.4), central gas flow rate and plasma power (Gd) (Fig. 4.5) and
reactor pressure {Y) (Fig. 4.6). The peak intensity, peak location and peak broadening
seemed to be very simdlar in all cases, thus indicating that the crystallinity of the powders was

independent of plasma operating conditions within the range investigated.
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Figure 4.5 X-ray diffraction patterns of Gd-Ce synthesized powders. Gd,0; and Ce(; shown as
reference patterns.

The effect of using various different dopants is illustrated in Fig. 4.7 in which the X-
ray pattern of pure CeO, and powders of very similar dopant compositions are plotted (ie
Y=0.88, Gd=0.9 and Sm=0.9). The X-ray pattemn of CeO, and CeO, with dopants all
seemed to be fairly similar and therefore both the addition of dopant and the choice of
dopant did not appreciably affect the crystalline pattern.

Furthermore, all samples exhibited very narrow and sharp peaks which are
charactenstic of highly crystalline solids. In spite of this, the small peak broadness was
sufficient to estimate the size of the crystallites using the Scherrer’s formula (Caullity et af,
2007). This formula employs the width of their diffraction curves at an intensity equal to
half the maximum intensity, termed the full-width at half maximum (see appendix A). The
crystallite sizes are given in Table 4.3 for all the samples based on the (100), (200), (220) and
(311) planes (i.e. approximately 20 = 28°, 35°, 47°, and 57°).
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Figure 4.6 X-ray diffraction patterns of Y-Ce synthesized powders. ¥;0; and CeQ, shown as
reference patterns

The estimated ctystallite sizes for a given plane were within the 20-35 nm range for
all the samples with the exception of CeO,. Samples of different dopants did not show a
significant difference among their crystallite sizes and thus it was confirmed that the choice
of dopant did not affect the size of the crystals. It also appeared that pure CeO, showed
slightly lasger crystallite sizes, indicating that dopant addition favored smaller crystals. The
presence of dopants slows the CeO, crystal growth. It is hypothesized that, as the CeQ,
crystals start growing, the incorporation of dopant cations into the CeQ, solid lattice
retarded crystal growth. It is important to note that even though the crystalline size remamed
faitly constant, the particle size did not follow the same behavior. This was because a particle
could be composed of several crystals of unaffected size but the size of the particle could

change (Le. the number of crystals in a particle could vary depending on the particle size).
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Figure 4,7 Comparison of selected X-ray diffraction patterns of G&-Y-Sm-Ce and CeO, synthesized
powders. Ce(, shown as reference pattern

Table 4.3 Estimated crystallite size of the synthesized ceramic powders

Estimated crystallite size for selected planes (nm)

Synthesis Plane (111) Plane (200) Plane (220) Plane (311)
product

1 CepsGdo2010 29.1 24.5 242 25.1
2 CeossGdo1501.9025 325 34.1 350 427
3 CegoGdy10y05 278 269 242 25.1
4 CesSmy ;05 19.5 21.9 234 24 4
5 CeogsSmyg150:1.005 270 283 280 427
6 CeooSmy; 0,95 22 .4 24.5 242 22.3
7  CeossYo1501925 293 51.1 317 348
8 CeypssY0120:194 29.1 32.7 276 25.1
9 CeO, 39.0 51.1 50.7 51.5
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It was shown that varying the dopant corﬁposiﬁon of a particular dopant appeare&
not to have a significant effect on the X-ray diffraction patterns as equally sharp and narrow
peaks of comparable relative intensities were observed for the plasma synthesized powders.
However, it was reported in a recent work that ceramic powders of Ce, (Gd, O, , and Ce,.
Sm,O, _, produced by other method showed a relationship between peak intensity and
dopant amount, especially for the (111) and (200) planes (Fig, 4.8a and 4.8b) (Zha ez af, 2003).
These samples wete produced from nitrate salts by the oxalate co-precipitation route

(precipitation with dilute oxalic acid and ammonia at pH 6.6-6.9), followed by calcinations in

air at 750 °C and sintening at 1,400 °C for 5 h in air.

It is evident that the two methods produced powders of different crystallinity. The
plasma route produced powders in which the X-ray pattern resembled that of pure CeO,,
despite the amount of dopant added, and thus it may lead to better electrolyte materials once
tested during SOFC operation. The confirmation of this hypothesis is beyond the scope of
this thesis as the electrolyte layers were not produced, but the difference in ctystallinity of

the same materials was considered an interesting finding and thus it is included in this work.
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Figure 4.8 X-ray diffraction patterns of doped (a) Ce; ,Gd,0s 5 and (b) Cer.Sm, 0, o produced by
the oxalate co-precipitation route (Zha et al, 2003)

4. C WMetal analysis of products (ICP)

The oxide powders produced were analyzed using ICP to determine the exact cerfum
and dopant content. The results obtained are presented in Table 4.4. This table shows the
mole fraction of different Ce, Gd, Sm and Y synthesized samples. Four different

measurements were taken per sampie.
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It could be seen that 7 out of 9 s;anipleswwere within the 95% confidence intervals |
(two sided t-statistics with 3 degrees of freedom). For 2 of the Sm samples, the Sm dopant
content exceeded the desired mole fraction values by approximately 0.01 to 0.02, which was
a very small deviation. Therefore, the ICP results could be used as strong evidence to
supportt solution plasma synthesis as an adequate method to produce oxides of compositions

within a 5% error.
The Sm difference could be attributed to a slight inaccuracy in the weighing of the

nitial samartum nitrate amounts or to peak interference among dopants (even though the

wavelengths at which the elements were detected were carefully selected (see Chapter 3)).

Table 4.4 ICP analysis of synthesized oxide powders

Target Cerium content (Mole fraction) Dopant content (Mole fraction)

powder

composition Ce Std  95% Confidence Gd Std  95% Confidence
1] Interval u Interval

CeosGdo2015 0.794 0012 0.775<p<0.812 0206 0.006 0.196<u<0215

CeopsGdorsOros  0.834 0.019 0804 <u<0864 0.166 0006 0.156<pu<0.176

Ceo9GdoiO19s  0.894 0.030 0.846 <p<0.894 0.106 0.004 0.100<p<0.112
Ce  Std 95% C.L Sm  Std 95% C.L

CeysSmg 2019 0.780 0.021 0.747<u<0.813 0220 0002 0217 <p<0.223

CegssSmg 1501925 0.832 0.028 0.787 <u<0.877 0.168 0003 0.163<p<0.173

CepoSmo1010s  0.888 0.031 0839<pu<0937 0112 0.002 0.109<u<0.115
Ce Std 95% C.IL. Y Std 95% C.I.

CeossYo1sO12s  0.842 0.003 0837<pu<0847 0158 0.003 0.153<p<0.163
CeossY0120154  0.884 0019 0854 <pu<0914 0116 0002 0.113<u<0.119
Ce Std 95% C.1.

Ce0, 0.981 0.009 0.967 <u<0.995

4. D Local composition and particle morphology by energy
dispersive spectroscopy (EDS) and scanning electron microscopy
(SEM)

mposition by energy dispersive spectroscopy (EDS)

To investigate the individual elements present in the oxide powders a qualitatively

enetgy dispersive spectroscopy procedure was employed. This technique detects the X-rays
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The X-ray spectrum provides information on the elements present from their energy
through a previously calibrated multichannel analyzer and the elemental concentration from
X-ray intensity (Geldstern, 1992). Fig. 4.9, 410 and 4.11 show the spectra obtained for all the
samples produced. Some figures showed gold (Au), palladium (Pd), silicon (Si), boron (B)
and oxygen (O) peaks, in addition to the expected Ce, Gd, Sm and Y peaks.

Gold and palladium peaks were found because a gold-palladium coating was applied
to the silicon wafers that were used as sample holders to increase their electronic conduction
and prevent particle charging by the impinging SEM electron beam. Applying these coatings
did not significantly decrease particle charging because SEM images and EDS analyses of
equal resolution and quality were obtaned when the coatings wete not applied. This was
later found when several images were collected for the particle size distribution (PSD) study
(see chapter 5). In this study, high quality SEM images were taken using only particles
deposited on silicon wafers to avoid having the coating as the tmage background. Therefore,

Au-Pd wafer coating is unnecessary and not recommended 1 the future.

Boron peaks were also seen because the silicon wafers used had boron traces in their
lattice. Carbon peaks were identified. These peaks are generally present in EDS analysis due
to carbon contamination from CO, in the microscope chamber as a consequence of sample

handling.

Finally, the larger Ky oxygen peak at 0.523 keV, encountered i all samples,
corroborated the fact that oxide mixtures of CeO, and Me, O, (Me=Gd, Sm and Y) were
produced, as this peak was too high to be confused for oxygen contamination. The height
(t.e. the number of counts) and broadness of the peaks could not be used for quantitative
studies of dopant or certum contents. Quantitative EDS analysis was beyond the scope of
this project due to the difficulties involved in acquiring EDS spectra for both the samples
and pure standards under exactly the same experimental conditions, i.e. different electron-
material interaction volumes, and particle orientations. There was a strong influence of the
area analyzed with the EDS detector on the relative ntensities of the metal peaks, i.e. the
15% Gd sample appeared to have the smallest peak ntensity and similar effects were

observed m Sm samples. Therefore, EDS analyses were used only as a qualitative technique.
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Figure 4.9 EDS patterns of Gd-Ce oxide powders (100 sec. live time, 15 kV, 35% dead time (DT) and
12 mm working distance (WD))

59



SmﬂE-R-P2

A) CeosSmy ;0100
ce Si
Sm Ce
Q Au n Sm  Sm
s Ce
2 Sm Au Pd  pg e e Au
SR T ¥ T T ] Tt T ¥ 7 )
o 1 2 3 4 5 8 7 8 g 10
Full Scale 50514 gs Cursor: 0.000 ke kv
Smi{5-R-P1
B) Ceg.855my 1501 925
Sm
Sm
1 * [{ i i v )
i} 7 8 9 10
Full Scale 12142 os Cursor: 0.000 keV ke
1 S28m01P1
C) CepoSmyg 10 95
Si
"
Sm
Ce
Sin
c
T 7 7 T T 7 . T (Easa ol
o 1 2 3 4 5 8 7 8 8 10
Full Scale 3394 cis Cursor 0.000 keV ) ke

Figure 4.18 EDS patterns of Sm-Ce oxide powders (109 sec. live time, 15 kV,35% DT and 12 mm
W)
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Figure 4.12 EDS patterns of CeO; oxide powders (1090 sec. live time, 15 kV, 35% DT and 12 mm WD)
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Thete Wexevs-exvre‘ral X;ray emission iﬁédks‘représén%éﬁve of Ce. Among these [fhe LB 7’
and Ly at 5.262 and 4.840 keV respectively, and one well defined M, at 0.8831 keV were the
most important. These peaks were present in all the samples, thus confirming the presence
of Ce. Gd showed well defined peaks at 6.714, 6.069 and 1.185 keV (Fig. 4.9). Some of the
Gd peaks overlapped with those of Ce but the ones located at 1.185 and at 6.714 keV
validated the presence of Gd as these did not overlap with any of the Ce peaks. In Fig. 4.10,
Sm and Ce peaks were observed. Sm displayed peaks at 6.206 and 5.636 keV in the high
energy range and 1.081 keV in the low range. The peak located at 1.081 keV was particularly
useful to determine the presence of Sm as it did not significantly overlap with any of the Ce
peaks. Yitrium identification (Fig. 4.11) was simpler as this element had L and Ly peaks at
1.996 and 1.922 keV that could be cleatly distinguished from any of the Ce peaks.

Morteover, Y has no peaks overlapping with the Ce peaks in the >5 keV range and
consequently Ce was easily detected in> all the Y-Ce samples. Pure CeO, was successfully
synthesized as confirmed by the presence of only Ce and O peaks in Fig. 4.12. A nitrogen
peak, at 0.392 keV (Fig. 4.10b) fairly close to the one of oxygen, was found in only one
sample suggesting that some nitrate traces remained unreacted after the plasma treatment for
this sample. This occurred at the lowest plasma power (15 kW) used to synthesized the
Cey g59my 150, 455 oxide and thus this power represented the lower operating limit at which
complete calcination was no longer achieved. EDS could then be used to determine the plate
power range at which complete calcinations could be obtaed within the nitrogen detection

limit of the SEM (approximately 5-10% in mass depending on the machine used).

4.D.2 Particle morphology by scanning electron micrographs

The oxide powders produced were analyzed using the SEM. Tyical results ate shown
in Figs. 4.13, 4.14 and 4.15. Four micrographs of Gd-Ce and Sm-Ce samples are presented in
Fig. 4.13 to dhustrate what was observed for each powder oxide sample. Each sample

exhibited three different levels of particle size, i.e. hard and loose agglomerates in the ~2-10
pm range (Fig. 4.13a); dense sphenical particles and hard and loose agglomerates in the ~0.1-
1.0 pm mterval (represented by bright particles in Fig. 4.13b and cleadly seen in Fig. 4.13c,d),
and a great number of nanoparticles <0.1 pum (Fig. 4.13d).
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Particle aiséétéiéﬁ Was a key issue when andyihg the sém?les. i fhe pﬁ&iclés Wf:t;
not properly dispersed, particle agglomeration was easily observed. For instance, Fig, 4.14c
and 4.14d showed the same sample dispersed with DMF (IN,N-dimethyl foramide) and H,O.
When the sample was dispersed with DMF, the particles remained separated after sonication
helped break down the agglomerates. It was important to choose the correct dipersing agent
so that a clear sample could be analyzed. DMF had been suggested as the dispetsant agent
fot S-C-N nanopowdets (Chen et al, 2001; Bernbards, 1994) based on the time that it took for
the particles to settle once dispersed. DMF also provided the best results in this study.

c d
Figure 4.13 a) CepsGo10y0s; b) CeggeGdosdlins 5 ©) CegsSmig 0193 d) CepssSmg 8005

Utrasonication was also very effective in dispersing the nanopowders, confirming

what it was reported i previous studies (Jorge ef af 1990).
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Micrographs taken with the same scale showing all the samples Produced are

fllustrated in Fig. 4.14a and 4.14b and 4.152-f. It can be seen that all nanoparticles had
similar structures and had a strong inclination to form agglomerates. This is a result of the
strong van der Wals forces present at the surface of the particles. There was little difference
among the nanoparticles containing Sm, Gd or Y, even though the plasma operating
parameters were not exactly the same for all the samples. The nanoparticles were angular
rather than spherical. Spherical particles were always much larger than these nanoparticles.
Finally, the SEM images of pure CeO, showed only angular particles (Fig. 4.14c and 4.14d).
Based on this finding, it was hypothesized that the most stable configuration for CeO, was
angular and not spherical and that the addition of dopant favored the formation of spherical

particles.

‘ Figure 4.14 a) Cegge¥o.1:01048 B) Cepss ¥ 01501 5085 ¢} DMF dispersion CeOy; &) H,0 dispersion Ce(;
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97) should have led to obtain

 The
~10 pm dense and spherical particles based on the calculations done for the size of the
atomized droplets. However, all spherical particles analyzed were produced in much smaller
sizes (~1.0 im or less). This suggested that the proposed particle formation mechanism was
incomplete and other phenomena were affecting particle formation. A new mechanism has
been proposed to account for the three different particle size levels; this will be thoroughly

discussed in chapter 5.
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Figure 4.15 8) CegsGdo1 0155 b) CepssGo1501nss ¢) CepsGdar010s d) CeasSmo 1 Ouss; €)
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Chapter 6 Experimental results (Part 2) Particulate
formation and analysis

In this chapter, the different types of synthesized particles are described. Also, a
study is presented of the effects of selected plasma operating parameters, i.e. plate power,
reactor pressure and central gas flow rate, on product size. This information served as the
basis for the development of a more detailed model of particle formation starting from
atomized droplets. Although it was shown in chapter 4 that the operating conditions did not
influence the powder composition and crystallinity, they did affect the particle size
distribution. In this chapter, the synthesized powders were labeled “R”if collected from the

main reactor and “F”if the powders were collected from the filters (e.g. Ce,Sm,,0,,-R ot
Cegs5my,0,-F)

5. A Particle size distribution analysis (SEM and laser diffraction)

The volume particle size distributions obtained from laser diffraction measurements
of several samples synthesized at different plate powers are shown in Fig, 5.1. Each
distribution showed either two or three distinctive “humps” or “modes”. Having multimodal
distributions was unexpected because each mode 1s associated with a particular particle
formation mechanism. These results suggested that there must be different types of particles
of roughly 0.04 -0.5 um, 1-4 pm and 5-20 pm, and that these particles were produced in
different amounts according to the various operating conditions. The different types of
particles are now described:

1. Hard-agelomerates: These particles were in the range between 5 to 20 pum (Fig. 5.1) and
observed in SEM micrographs, Fig. 5.2a and 5.2b. These agglomerates were chunks of
porous material that had irregular shapes and that seemed to be present in all the samples in
vatious quantities as mdicated by the different heights of the 5-20 pm humps in different
samples. They were abundant for the 15 kW plate power (the lowest) samples. The hard
agglomerates were formed when the temperature of the agglomerated particles was less than
the oxide melting temperature but it was sufficiently close to promote sintering and thus

patticle coalescence (typically 2/3 of the oxide melting temperature in Kelvin).
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;ﬁ_p;lﬁ_r_i;:_ipgm__bleg These particles were dense and solid with sﬁées téﬁging from 0.1 um to
1 pm in diameter (Fig. 5.1), and were almost spherical (Fig. 5.2¢ and 5.2d). The surface of
these particles was not entirely smooth. Spherical particles were formed when the particle
temperature was equal to or greater than the oxide melting temperature. The surface tension
of materials in the liquid state and a relatively fast cooling rate favored the formation of
these particles. Particle spheroidization has been previously observed in studies conducted
with AL O, particles (Fan et al, 1998) n RF-thermal plasma.

3. Angular and cubic (crystal-like) particles: These were non porous particles that were either
agglomerated forming a cluster or large crystals forming single units. These structures were
observed in all samples in the 0.1 to 1 pum range in different amounts (Fig. 5.1). There were
predominantly present in the CeO, sample as observed in Fig. 5.2e. These particles resulted
from particles solidifying at a relatively slow cooling rate, sufficiently slow to promote
crystalline angular particles.

4. Loose nanoparticle agglomerates: Nanoparticles were also present in all the samples 1n
different amounts as shown in Fig. 5.2a-f. The nanoparticles were all particles less than 100
nm or 0.1 um (Fig. 5.1) and all presented crystal-like structure (Fig. 5.2f), mostly cubical. The
complete deagglomeration of these particles was not possible due to their strong surface
interaction even after sonication in a dispersant liquid. These particles probably resulted
from two different possible formation mechanisms. The first involved material condensation
from the vapor phase followed by particle nucleation and growth. The second was when fine
atomized droplets were calcined, melted and later solidified into angular shapes; in this case,

the particles never reached the vapor phase.
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Figure 5.1 Particle size distribution of selected synthesized oxide powders using laser diffraction
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F igure 8.2 SEM micmgraphs of a) Ceg_ngu,IOL%, fs, C) CGMSMMOI_TR, d) CeugngJzOL%, e) C@Oz,
£) CepsSmig 15019,
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A schematic figure showing the different types of oxide particles and the
corresponding temperatures at which they were probably formed is given below (Fig. 5.3).
The nanoparticles were formed at two different temperatures. Noted that all particles
exceeded the calcination temperature (T,). Further, the shape of the synthesized particles was
greatly dependent on the size of the atomized droplet and on the rate of cooling when

particles were formed.

T(K) 4

.

-

T - t 1 =
g 8§ & E8 Typesof
£ g %§ T 5 particles
2 ®
g & 2 5
§ © 2
=z <

Figure 5.3 Schematic femperature histories of the different types of particles (T, bofling
temperature, Ty, melting temperature, T,: reaction or calcination temperature)

§. B Effect of selected plasma operating parameters and collection
regions on product size

5.B.1 Effect of selected plasma operating parameters on product size

The plate power definitely affected the particle size distribution and more hard and
porous agglomerates (i.e. modes located in the > 10 pm range) were obtained as the plate
power decreased (these experiments were done keeping gas and liquid feed rates constant)
{Fig. 5.1). This trend was not followed by the samples synthesized at 30 kW (Fig. 5.1b).

Imperfect patticle dispersion prior to measuring particle size was believed to be the cause of

71



IR S 3TIUE 4 5 Y AT brhey vaiagtiscyyg e
PREE Yoothsinben 2 TS BN [T SRR S T T N

thié unusual behavior. Hard agglomeiafes were preéent at all different plésﬁa p&wyers’and |
were predominant at the lowest power, 1.e. 15 kW, possibly as a result of being the only
sample in which nitrates were detected (L.e. from the EDS analysis). However, smce hard
agglomerates were present in samples that showed no traces of nitrates, the presence of
hard-agglomerates did not constitute a proof of poot calcination. Hard agglomerates could
arise as a consequence of semi molten and fully calcined particles colliding and not only
because nsufficient energy was available for reaction. The presence of spherical and crystal
like particles in the 0.1 to 1 jim range augmented as the plasma power increased, indicating

that higher plate powers promote particle spheroidization and densification.

Different plasma operating parameters were investigated for the plate power that had
~ produced the lowest amount of hard-agglomerates (ie. 25 kW) (Fig. 5.4a). In general, there
was vety little change regarding the particle size distribution when the reactor pressure and
the central gas flow rate were changed. It would be adventurous to draw conclusions based
on the few experiments carried out because changing the reactor pressure and the central gas
flow rate affected both the particle residence time and the plasma enthalpy. Few experiments
were carried because of the limited time that the expenimental equipment was available for

operation at the CRTP Sherbrooke.

Having a lower reactor pressure increased the particle velocity (Cowlombe, 1994) thus
decreasing the particle residence time, but at the same time, low pressure enlarged the
plasma plume and increased the zone in which the particles could be in contact with the
plasma. These two opposing trends may have cancelled out with the net effect of an
apparent unvarying particle size distribution. Low chamber pressures are needed to prevent
the backflow of particles injected in the plasma. This low pressure allows the particles and
droplets to retain a sufficient initial momentum to penetrate the reverse flow associated with
the top of the high-temperature zone of the plasma and to promote axial droplet and particle
trajectories close to the centerline of the torch (Fan of 4/ 1998). Higher central gas flow rates
could favor the mteraction between the particles and the plasma because the plasma volume
was increased, promoting particle coalescence. But in doing so, the plasma enthalpy was
lowered which may retard particle calcination and densification (the plate power was kept

constant 1n these experiments).
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Figure 5.4 a) Comparison of different operating parameters for selected synthesized powders at 25
kW; b) PSD of samples from two different collection regions

5.B.2 Effect of collection regions on product size

The results showing the different particle size distributions of particles collected
from the main reactor walls and those collected from the metallic filters ate shown in Fig,
5.4b. Two distinct PSD wete observed as a result of different particle collection mechanisms
that will be explained later in this chapter. The comparatively larger hard-agglomerates were
deposited at the bottom of the first collector and the smaller nanoparticles and spherical

particles followed the gas stream until the particles were collected at the filters.

5. C Study of nanopowder distributions (SEM image analysis)

Although, the laser diffraction technique used to measure the particles size
distribution of these samples was a powerful tool, it was not adequate to measure the small

Ioosely agglomerated nanoparticles. Therefore, a quantitative method (i.e. the n-house PSD
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software) was developed to determine the particle size distribution of these nanoparticles
based on the SEM mmages acquired of the different synthesized particles. In doing so, a
complete overview of the different types of powders produced using the plasma synthesis

method was now possible.

The results of the image analysis method using the m-house software are preseated
in Fig. 5.5 and summarized in Table 5.1. The parameters displayed in this table were
calculated from the best fit of a log-normal distribution of the truncated raw data. The
original PSD obtained by the in-house software was truncated for reasons explained earlier

(chapter 3).
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Figure 5.5 Particle size distribution of the synthesized samples based on their SEM micrographs
using the in-house PSD software

The fit was good as observed by the overlaying proximity of the continuous curve to
the histogram data for the volume-based particle size distributions. A Bartlett’s statistical test
(Mason et al, 1989) (see appendix A) was conducted to test the hypothesis of equal error i

standard deviations for samples from more than two populations or processes. A B=434 was

75



obtained for all the Sm samples and the 15% Gd sample and ~a B=171 was calculated for the
remaining samples. The level of significance assumed was 0=5% with 4 degrees of freedom.
A t-statistical test (0=0.05) (see appendix A) was performed to compare the Dv,, values of
samples synthesized at the same power. The results were t=345, 247 and 1,371 for 35, 30
and 15 kW respectively and 3,764 and 266 for 25 kW. All values cleatly exceeded the t-
critical value of 1.960. These results lead to the conclusion that each of the standard
deviations as well as Dvy, values presented in Table 5.1 belonged to different and
distinguishable populations, despite their apparent closeness. The central gas flow rate was
changed for the 15% Gd sample and the reactor pressure was modified for the 15% Y

sample with respect to the base case operating conditions.

Table 5.1 Volume based median and standard deviation values calculated from the PSD obtained
from the in-house software for different synthesized conditiens

Power Synthesized Base case operating conditions  Dv{[50] o
[kw] product - FR: 9.5/39.0/5.0-6.5 slpm; RP: [nm]
300 forr

35 Cep8Gdo 04 0-R Same as in base case 513 0.62
Cep.9Smyg 101 95-R Same as in base case 54.5 0.53

30 Cep.9Gdp 101 95-R Same as in base case 41.3 0.60
CepsY0.120104-R Same as in base case 437 0.60
CepgsSmg1501025-R  Same as in base case 829 0.72

25 Ceo_gsGd()_lsongs-R FR: 31 0/390/50 slpm 28.5 0.57
C%A35Y0_1501,925-F RP: 1060 torr 83.6 0.70
Ce(05-R Same as in base case 89.7 0.65

15 CepsSmg 201 0-R Same as in base case 248 .57
CegeSmy 201_9-1?‘ Same as in base case 40.9 0.58

The volume PSD measurements characterized by the median values and standard
deviations were very close for samples synthesized under the same expesimental conditions
which confirmed the good reproducibility for experiments conducted under the same plasma
conditions (Table 5.1). The Dv,, values of all the samples were also within the same order of
magnitude as the estimated crystallite sizes obtained from the X-ray diffraction patterns
(~20-40 nm). This indicated that the size of the nanoparticles closely corresponded to the
size of individual ceystals.

The Dv,, values of powders collected from the reactor walls (Jabeled “R”) did not
show a clear distinction for doped samples synthesized under the base case conditions at

plate powers greater than 25 kW, 1.e. 10 and 20% Gd, 10 and 15% Sm, and 12% Y (the
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minimum value was 41.3 and the maximum 82.9 nm). However, the 20% Sm sample at 15
kW did show a considerably lower Dvy, value, 1.e. 24.8 nm. These results were in agreement
with the PSD results obtamned with laser diffraction (Fig, 5.1) m which the patterns obtamned
for samples synthesized at 25 kW was not significantly different, especially in the < 0.1 pm
range. However, these patterns did show an appreciable difference compared to the pattern

of the 15 kW-synthesized sample.

The nanopatticles collected at the metallic filters were larger than the ones collected
from the reactor walls for the lowest power sample, 1.e. 20% Sm. The different particle
collection mechanisms were responsible for this phenomenon; smaller particles would tend
to deposit on the reactor walls (this will be later explained at the end of this chapter). Two

extreme cases of this behavior are illustrated 1 Fig. 5.6.

There was not sufficient experimental evidence to conclude about the effect of
changing the reactor pressure or the plasma flow rate. But it was experimentally observed
that the majority of the particles were collected at the metallic filters when the reactor
pressure was lowered as result of the stronger vacuum. Also, a larger number of small
particles were collected from the main reactor when the plasma gas flow rate was increased

in comparison with samples produced under the base case conditions. Further mvestigation

1s required to explain this behavior.

Figure 5.6 a) 15% mole ¥ pewders collected from the metallic fiiters; b) 15% mole Gd powders
collected from the main reactor walls
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5.D Proposed mechanism of powder formation

A modified particle formation mechanism for RF-ICP thermal plasma synthesized
oxide particles starting from liquid precursors 1s proposed. The first mechanism was
suggested by Bouyer (Bowyer et a, 1997). According to Bouyer’s mechanism, the size
distribution of the final oxide powders could be predicted by mass balance and density data,
assuming a final particle shape, etther angular or spherical, complete water evaporation and
full calcination of the droplet. However, experimental evidence from laser diffraction
measurements, in-house PSD software and SEM micrographs discussed below contradicts
Bouyer’s mechanism. This evidence 1s the following: 1) no spherical oxide particles of size
predicted (i.e. no 10 um particles from 30 um atomized droplets), 2) some spherical particles

but of much smaller diameter, i.e. 0.1 to 1 pm, 3) some larger particles but mostly hard

agglomerates (1 to 20 um), 4) most particles of angular or crystal-like shape, generally
cubical, 5) many nanosized particles and finally 6) all synthesized samples were fully calcined
(with the exception of the one synthesized at 15 kW). Based on these findings a new model

is proposed and it 1s compared to Bouyer’s in Fig 5.7.

Two parallel and different reaction paths starting from the original sprayed droplets
have been hypothesized. First, fine atomized droplets of a given critical size followed
Bouyer’s model up to the calcination step. After this point, if the oxide particles were in
sufficient contact with the plasma, they would vapotize and later condense into the most
stable structure which seemed to be the typical cubic fluorite structure. If not in sufficient
contact with the hot plasma, vaporization did not occur, and the particles solidified into
angular or cubic-like structures. These particles, if partially molten, would be prone to form

hard agglomerates upon collision (left branch of the proposed mechanism in Fig. 5.7).

Second, the dectease in predicted particle size and the great number of small
particles obtained suggested that droplet explosion occurred. Droplet explosion could occur
through crust formation or droplet supercheating. Crust formation was a result of the rapid
water evaporation at the droplet surface. This caused the solute to precipitate out of solution
and form a crust. The crust finally collapsed as a result of buildup of vapor pressure from
water being evaporated inside the droplet. Evidence of reaction burst particles in the

production of Y,O; stabilized ZtO, from nitrate and chloride salts have been reported
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before (Dubais et al, 1989). Droplet superheating waé the collapse of a droplet as a result of
violent water evaporation. After droplet explosion some particles would be of the adequate
size to undergo the reaction mechanism proposed by Bouyer; therefore forming spherical
and dense particles of much smaller sizes than those predicted. Also after explosion, some
other particles could form crystal-like or angular structures once cooled from liquid droplets.
These particles wete typically smaller than spherical particles, and could be prone to form
hard agglomerates upon collision, if partially molten. A fast cooling rate would favor the

formation of spherical particles and a slow cooling rate would promote angular ones (center

and right branch of the proposed mechanism in Fig. 5.7).
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Figure 5.7 A modified particle formation mechanism for RF-ICP thermal plasma synthesized
particies starting form liquid precursors

In summary, the solid particle formation mechanism shown i Fig. 5.7 dllustrates the

probable paths for the conversion of liquid droplets into solid particles, from the moment

the droplets come into contact with the plasma until the moment at which solid particles exit
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the plasma tail flame. A rigoﬁoﬁs treatment of the droplet-particle formation mechanism
requires a more detailed study of the physical phenomena occurring in the plasma system,
such as: a comparison of the rates of heat consumption (the latent heat of evaporation of the
solvent and the heat of reaction to form oxides from nitrates) and the heat transfer into the
droplet, a temperature history of particle formation and solidification, oxide vaporization
and vapor condensation, etc. The mechanism proposed in this wotk is a step forward from
the relatively simple synthesized route previously reported and aims for a more complete
understanding of the phenomena associated with particle formation from liquid precursors.
Many attempts have been made to describe the plasma-particle interactions of oxide particles

in plasma environments but unfortunately they did not study liquid precursors (Proukx et af,
1985; Ramachandran, et al, 1996; Soboley, et al 1999; Ramasamy et al 2007)

5. E Study of particle collection mechanisms

Particles were collected from different locations in the reactor and it was observed
that not all the types of particles discussed previously were obtained in similar amounts at all
locations. Table 5.2 gives a summary of the findings. The reasons for these discrepancies can
be explained by the different collection mechanisms which operated on the particles at
different locations in the system. The four most probable collection mechanisms operating
in the reactor system were thermophoresis, Brownian diffusion, turbulent diffusion and
inertia.

Table 5.2 Predominant particle collection region for the different types of particles

Collection region/Types of Hard- Spherical ~ Crystal-like

particles agglomerates  particles particles Nanoparticles
Al: Main reactor upper wall Yes Yes Yes Yes
A2: Main reactor lower wall No Yes Yes Yes
B: Main reactor collector Yes No No Yes
C: Secondaty reactor wall Yes Yes Yes Yes
D: Metallic filters No Yes Yes Yes

Thesmophoresis acts on very small particles in the presence of strong thermal
gradients and causes the particles to move down the thermal gradient. Thermophoresis is
caused by the greater momentum of gas molecules bombarding the particle on the hotter
side of the particle. In the present case, the small spherical and crystal-like particles as well as

the nanoparticles would be driven to the cold reactor wall from the hot plasma gas. Since the
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velocities produced by thermophoresis are typically small, the particles and hot gas would
first have to be brought into the vicinity of the wall by bulk flow. The expansion of the
plasma jet into the top of the reactor gives rise to a recirculating flow which accomplishes

this transfer.

The collection mechanisms of Brownian and turbulent diffusion would also act near
the walls in the vicinity of the recirculating flow, acting again on the smaller particles.
Brownian diffusion tesults in a net particle transport from regions of high to low
concentrations due to the fluctuating forces exerted on them by the surrounding molecules
(Friedlander, 2000). These two mechanisms would become the primary means of collection in
the lower parts of the first reactor, where thermal gradients become relatively small, and n
the second chamber. Brownian diffusion would be a major mechanism in the filter, assisting

in the capture of the smallest particles on a bed of previously captured particles.

Inertial impaction, or simply inertia, caused capture when there is a sudden change in
flow direction and the particles cannot follow the flow streamlines. It would be effective in
the upper recirculating zone where the gas flow is towards the wall or upper flange of the
reactor. It would act primanily on larger particles, ie. hard-agglomerates. It would also act on
larger patticles where the gas flow turns by 90° at the bottom of the first chamber leading to
capture in the main reactor collector and along the wall opposite to the gas entry in the
second collection chamber. Finally, inertial impaction would be an important collection
mechanism on the metal filter for all but the nanoparticles as the gas flows through a

tottuous path in the bed of captured particles and the filter medium.
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Figure 5.8 summarizes the locations of these collection mechanisms and the results

in Table 5.2 are conststent with this interpretation.

Figure 5.8 Different physical phenomena affecting particle collection
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Chapter 6 Conclusions, future work and recommendations

6. A Conclusions

The following conclusions were obtamed from this study:

a) It was determined from a review of the literature that the addition of 10 to 20%
mol of Gd, Sm or Y would provide the CeO, with the maximum ionic conductivity and

stability as electrolyte material for SOFC operation.

b) Nitrate salts were chosen as the most suitable raw materials compared to
chlorides, hydroxides and organometallic compounds based on their low cost, minimal

production of comparatively less hazardous byproducts and high water solubiity.

c) The synthesis of fine oxide powders (Ce, Me, O, ,) of different dopant
compositions (Me=Gd, Sm and Y) from nitrate salts dissolved in water using radio

frequency inductively coupled plasma was demonstrated.

d) Solution atomization using an air-blast Tekna atomizing probe was shown to be
a reliable and reproducible way to obtain narrow droplet size distributions centered over a
given droplet diameter value. Adequate droplet atomization was achieved varying
atomization parameters such as atomizing probe opening, gas flow rate and hquid flow rate.

It was found that probe opening and gas flow rate had major effects.

e) The synthesized powders retained the metallic elemental composition of the
injected solutions (within a 5% error) as demonstrated by the ICP measurements and could

be fully calcined (within a N detection himit of 5-10%) as shown by EDS analyses.

f) 'The synthesized powders exhibited a high degree of crystallinity and purity. The
K-ray diffraction patterns for all the samples closely resembled the pattem of pute CeO, in
terms of peak location and relative intensity. This was obtained for all the samples

independently of the plasma operating parameters and of the choice of dopant. Further, the
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amount of do?ant added for évgiven .dopant did not affect the basic Ce02 crystéllihe Iattice.
This finding contradicted the results reported in the literature in which similar oxide
powders were synthesized using conventional sol-gel and sintering methods. It is probable
that the plasma synthesized particles would serve as better electrolyte material since the
CeO, lattice was less distorted. Based on this, a superior performance of the electrolyte layer

1s expected (once formed and tested in actual SOFC operation).

g) The powders showed a crystallite size ranging from 20 to 40 nm that was
independent of plasma operating parameters, choice of dopant and dopant amounts.
However, larger crystals (i.e. 40-60 nm) were obtained when pure CeO, was synthesized,
suggesting that dopant addition retarded CeO, crystal growth.

h) The EDS analysis showed that cross-contamination was avoided in the plasma
synthesis route. The calcination efficiency was independent of other plasma operating

parameters such as reactor pressure and central gas flow rate within the range examined.

1) The SEM microgaphs showed three different particle types and size distribution

ranges that were later confirmed using laser diffraction to measure particle size. There were
hard agglomerates of 1 to 20 pm, dense spheres and agglomerates of 0.1 to 1 pim and

nanoparticles of less than 0.1 um. These three particle distribution ranges were found in all
samples in different amounts and varied with plasma operating parameters, but were

independent of both the choice and the amount of dopant added.

) Plasma plate power had a strong effect in the amount of the different types of
particles. At lower powets more hard agglomerates were found and at higher powers mote
dense spherical and cubical-like structures were identified at the same collection region.
Higher plasma powers favored droplet superheating and explosion and probably promoted
the collision and densification of particles into spherical and cubical shapes. Changing the
reactor pressure and varying the plasma gas flow rate had little or no apparent effect on
particle synthesis as a result of competing phenomena, ie. particle residence time, plasma

plume length and plasma power within the range studied. However, further research is
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required to expand on the effect of plasma parameters on PSD to arrive at more conclusive

remarks.

k) A novel particle size distribution measurement method (PSD) based on image
analysis was developed to measure agglomerated nanoparticles. The algorithm used exploited
the fact that in SEM micrograph individual nanoparticles possessed similar grey level values
that allow the identification of particle boundaries. The grey level intensities could be
obtained at each pixel and thus measure particle lengths from one particle boundary to
another. The algorithm allowed a quick way to count a large number of particles, and thus
offer the possibility of generating both a number PSD and a volume PSD with statistical

significance.

) A new particle formation mechanism was proposed based on the findings
repotted in the literature and the experimental results obtained. It was concluded that
droplet explosion was tesponsible of the decrease in expected particle size and that Bouyer’s
mechanism was not the primary particle formation model. The proposed mechanism
accounted for all the different types of patticles observed. Four different particle collection
mechanisms in the plasma system were discussed, i.e. thermophoresis, Brownian diffusion,

turbulent diffusion and impaction (due to particle mertia).

6. B Future work and recommendations

The production of SOFC components or SOFC materials using RF-thermal plasma
technology has a great potential based on the facility to prepare all the
components/materials by accurately controlling their composition, plasma operating
parameters and plasma method, i.e. solution or suspension plasma synthesis/spraying or
thermal plasma vapor deposition. A proper selection of the method and material
compositions offers the possibility to synthesize and/or spray oxide powders of excellent
quality at high rates. Therefore, the use of RF-plasma is highly recommended. A list of more

specific recommendation and future work is now presented:

1) The formation of electrolyte layers from the synthesized particles must be carried

out to compate the performance of an electrolyte layer composed of plasma synthesized
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éarticlés with the performaﬂée of an electrolyte layer éomposed of pow&eré synthesized
using other methods, especially sol-gel followed by sintering. The electrolyte layers could be
formed by using suspension plasma spraying ot by compressing the powders under heat. In
doing so, the best electrolyte materials, i.¢. the most suitable dopant and dopant amount,

could be determined.

2) The effect of different plasma operating parameters on particle size distribution
(PSD) must be further investigated. More experiments must be conducted at lower reactor
pressuges (i.e. 100 torr) as well as at higher pressures (Le. 500 and 700 torr). The gas flow rate
must also be varied to higher values (Le. greater than 30 slpm). These experiments will
provide more experimental evidence towards a final conclusion of the effect of plasma

operating parameters on PSD.

3) The synthesis of particles of a single PSD must also be further investigated. The
importance of having a single PSD lies on the fact that coating uniformity will be greatly
improved as only a small particle size range will be deposited. A new reactor system that
allows particle collection in-flight at several reactor locations will provide experimental
information of the particle size at different trajectory regions. This information must be used
as a feedback to tune the plasma operating parameters. Varying the plasma operating
parameters alone may not be sufficient to obtain a single PSD and thus other methods must
be examined, 1.e. modifying the solution or suspension characteristics or implementing

equipment that selectively deposits or screens for particles of a given size range

4) The particle dispersion for both laser diffraction and SEM analyses must also be
improved. The use of DMF was very successful but there could be other solvents and/or

dispersant agents that will provide a better particle de-agglomeration.

5) Recently, lanthanum gallate, 1.2GaO,, doped with strontium and gallium has
attracted considerably attention as this electrolyte does not show the problems exhibit by
CGO (cerium gadolinium oxide) at the temperatures between (500-600 °C) and the ionic
conductivity of a favored composition (L.e. LagSr, ;GaggMg,,O,65) 15 just slightly less than
CGO at 500 °C (Ormerod, 2003). However, there are problems associated to prepare pure
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rsﬁigle pﬁaéé eiecﬂ:ﬁoiytes of LSGM and additional phaéés iﬁcludifxg Lé4Ga20; and kSktLaGa307

have been detected at the grain boundaries. It is possible that the thermal plasma synthesis
of this material will provide better results than those obtained with sintering methods. In

doing so, new electrolyte materials could also be mvestigated.
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Appendix A. Physical properties of selected oxides, ionic
conductivity theory of oxides and sample calculations.

a. Physical properties of selected solid oxides

MW

Y melting Tooitng
g/ e’} [g [qd
CeQO, 172.13 7.65 2,400
Gd,0, 362.50 7.07 2,339 3,900
Y,0, 225.81 5.03 2,438 4,300
Sm,0, 348.70 7.60 2,269 3,780

Ref: 83° CRC Handbook of Chemistry and Physics
"Ref: Lange, Handbook of chemistry (15" Ed)

Schema dlustrating oxygen envitonment around a) Ce-cubic structure, b) Zs-tretagonal
structure (Ref. R&D Review of Toyota CRDL. Vol. 37. No. 4).

Ce .0
a

Defmition of different embedded cluster surface models of doped CeO, m the full surface
environment; atoms contained in the model cluster are hughlighted. Cluster models 5A
(right), 5B (center), and 5C (left) have five-coordinated central cerium ions, while clusters 6B
(right), 6A (center), and 6C (left) represent fully coordinated surface cerium ions (Ca-ton
acting as dopant) (ref. de Carolis et al.)

Ceglum Crnygen
P %
N AN /i

i
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b. Theorv of ionic conductivity in fluorite oxides

Nonstoichiometric oxides can be classified in three types dependmg on their
composition range, ie. (i) essentially stoichiometric with a very narrow composition range,
(i) nonstoichiometric with limited composition ranges and (i) grossly nonstoichiometric
with broad composition ranges. Fluonte structure falls into grossly nonstoichiometric, e.g.
CeO,, PrO,, ThO,, etc. Interest in anion-deficient fluorites has been due to their unusual
transport and thermodynamic properties. These defective compounds show very high anion
mobilities; sufficient in some cases for the materials to be classified as superionic conductors
(Sorensen, 1981). Vacancies randomly distributed throughout the oxide sublattice are an
essential element required for oxygen-ion conduction in electrolyte materials, because these
vacancies increase the likelihood of an oxygen ion to “jump” within the lattice (Le. increase
oxygen mobility) (Kimpton, 2002)

The electrical conductivity, and more specifically the ionic conductivity, is the more
commonly accepted parameter to determine the most satisfactory electrolyte. Hence, it is
important to explain the theoty behind the calculation of this parameter in order to find the
correct chemical composition to optimize the cell functionality. The theory of electrical
conduction has been described by Kilner and Steel (Sorensen, 1981) and it 1s summarized
here.

The electrical conductivity of any sohd can be expressed as (Eg. 7)

= 1
o-total - Zo-j ( )
i

where 0 are the pastial conductivities of each of the charge catriers (in siemens per
meter) 7 present in the solid. These charge carriers can be either electronic in nature (Le.
either electrons or electron holes) or atomic 1n nature and usually are defects of either the
anionic or cationic sublattice (Le. ionic). We can expand each of the partial conductivities as

o,=C,Z eu, (2)

- - - 3 -
where C; is the number of carriers of type ; per meter’, Z; the number of electronic

charges ¢ of these carriers (Coulombs), and # their mobility in the solid (meter” per second
per volt). Substitution of Hg. 2 into Egq. 1 gives

Grotd :"chzjeluj (3)
J

We can see from Egq.2 that each partial conductivity is a product of the number of
carriers multiplied by a mobiity; consequently, if two carriers are present in equal
concentrations, it will be their mobilities that determine which mode of conductivity will
predominate. For oxides, the mobilities of electronic defects ate approximately 10>-10° times
greater than the mobdities of ionic defects, and therefore a relatively small concentration of
electrons can have a large effect on the total conductivity. Nonetheless, the ionic
conductivity is augmented by increasing the ionic defects (vacancies) in the solid lattice with
the introduction of a dopant agent, which facilitates oxygen ion migration. With thus
addition, the ionic conductivity of the fluorite oxides dominates over the other
conductivities and thus the total electrical conductivity of the material is mainly due to the
ionic component. This is an important concept because electrical conductivity is assumed to
be equivalent to ionic conductivity in most of the articles reviewed.
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‘E‘,mpiri’caﬂyv it has been found that the tem?eramre dependence of the condﬁctivity
can be expressed by an equation of the form

(4)

o¥*l = A*exp(nkff}

where A is a constant or pre-exponential term, E, the activation energy, and £ the
Boltzmann constant.

In the case of oxygen-ion conductoss (Le. SOFCs), the conduction occuts via anion
vacancies, and therefore the mobility can be expanded according to the Nerst-Einstein
relation as follows

_ (5)
p=y(Zel kT, eXP( 5}”’]

where yis a geometric factor, 7, is the jump attempt frequency, 4G, the Gibbs free energy
for the jump, 4, is the jump distance and Z=2 for oxygen. Recalling that AG =AH -TAS
and defining the number of charge carriers as follows (Eq. 6), the ionic conductivity can be

then expressed (Eq. 7)
c=lh-blv., (6)

where Cis the number of charge carriers, [//'] is the concentration of oxygen deficiencies
and N, 1s the number of oxygen sites per unit volume.

o*T = A‘[Va--]exp(" /]‘:‘f m ) ;4" =(4e® 1 k)a*v N, exp(AS,, /&) i

To conclude this review and thetefore obtain a final expression for ionic
conductivity, some assumptions should be introduced. First, it is generally accepted that the
vacancies mnduced by doping of aliovalent cations (1e. cations with a valence number lower
than that of the host cation) are not free but are bound to dopant cations to form defect
assoctates (W). Second, this binding energy (E,) is mainly due to the coulombic attraction of
the defects caused by their effective charges in the lattice; however, it also contains terms
due to relaxation of the lattice around the defect, which depend upon the effective charge,
the size of the dopant; and the cation polarizability. Incorporating these assumptions into
Eg. 6 and for the case in which 2 metal M>" is added to an oxide such as CeQO,, the ionic
conductivity 1s expressed as follows (Egq. 9)

{V;M/W)exp(—’:j«); *

where W is the number of osentations of the associate and AH, is the enthalpy of
association

>
®
3

- (%)
oT = (4 /W)exp(MJ

kT
A=A4IW,E, =AH_+AH,
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¢. Calculation of the density of sohd oxide mixtures

The density was calculated as 2 weighted average of the densities of two oxides according to
the number of moles, x, employed for each dopant, 1.e. (CeO,), . (Me,0y), ,, Me=Gd, Sm and
Y. For example for x=0.1, the solid oxide Ce,,Me,, O, o5 results. This solid oxide is
composed of 90% mole Ce(, and 5% mole Me,O, (i.e. 10% MeO, ;). Those mole
percentages must be transformed into weight percentages using the molecular weight of
their respective oxides. Finally, the new basis is then used to calculate the density of the solid

(Eq. 3).

— %0 %0
P solid-mixture ™ Pceo2 AI)Wt(of -the-new-basis +p Me203 '/OWt(of -the-new-basis) ( 10 )

d. Calculation of the atomized droplet size

The diameter of the atomized droplet can be calculated using the following set of equations.
This value is a function of the diameter of the oxide particle and its calculated density, the
density of the precursor solution, the metal content in the nitrate salts and the solubility of
those salts in distilled water.

__Dgx‘” Posx
A= Yot Ce in - Ce(NO,), -6H,0° ()
3
B=D0xx7r Pox (12)

6 %wt-Ce-in-Me(NO,), -6H,0

3
C= S;z +S£B , IM=A+B+C; D, _, =(gx%) (13)
where

D, = Desited diameter of dense and spherical oxide particle [pum)]

Dippypia = Calculated diameter of the spherical atomized droplet [um]

Pox = Calculated density of the synthesized oxide [g/cm’]

Psy = Measured density of the corresponding precursor solution for the synthesized oxide

[g/cn’]

Yowt Me in Me(INO,),.6H 0 = Percentage weight of the Me=Ce,Gd, Smor Y in
Me(NO,),.6H,O.

So/, = Solubility of Ce(ING,),.6H,O m distilled H,O [g Ce(NO,),.6H,0 / g H,0]

Soly = Solubility of Me(NO,),.6H,0 in distilled H,O [g Me(NO,),.6H,0 / g H,0], Me=Gd,
SmorY

e. Sensitivy analysis
The basis of calculation for the sensitivity analysis was the correlations proposed by

Lefebre (Lefebre, 1989) in which the Sauter mean diameter (SMD) for atomized droplets was
empirically determined and fitted using the following equation.
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0.5
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SMD—0.95URPB37PES I+ —i=+0.13 . I+~ o

o = liquid surface tension [kg/s’]

my = liquid mass flow rate [kg/s]

Uy = velocity of the atomizing gas relative to the liquid velocity fm/s]
p;. = liquid density [kg/m’]

£ = gas density [kg/m’]

ALR = atomizing mass liquid/gas flow rate ratio [ dimensionless ]

p; = liquid viscosity [kg/m.s]

d, = intemal diameter of the nozzle of the atomizing probe [m]

SMD = Sauter mean droplet diameter [m]

f. Scherrer’s formula

__094
I= Bcosd, ()

T = crystalline size [A]
B = full width half maximum [rad]

@, = Bragg angle [deg]
A = wavelength of the incident monochromatic beam [A]

g Bartlett’s test

1. For each of the £ samples denote the standard deviations by s, and the corresponding
samples sizes by #, (number of particles measured)
2. Calculate the pooled sample variance

2 Z(ni _l)siz
SO "

3. Compute the test statistic

B=In(Sp2) Y (n, -~ 3 (1, ~Din(s?) (17)

4. Reject the hypothesis of equal standard deviations if B exceeds an uppes-tail chi-square
critical value with significance level & and degrees of freedom v=4-7.

h. Comparison of two means of independent samples
1. Hypothesis: H: py =, vs H p,#

2. Reject H,, if the absolute value of t, > ty,
3. Calculate ¢ (Student’s t-distribution)
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(5’1—5’2)”’(#1 — )

= (sf /n, +s? /nz)”2

(18)

4. Calculate the number of degrees of freedom v from the following formula

2
v=—ry (w1+w22) where W, = 57 /n;;w, =52 /n, (19)
wy (i, — D +w; l(n, =1)
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Appendix B. Calibration curves

a. Peristaltic pump calibration curve

Calibration curve of the Peristaltic Pump Easy Load Il. Masterfiex L/S.

Tubing: Masterfiex 14

y = 2.7449x - 0.4071
R? = 0,9988

PUNS N T S '
T T

PR ST T WO SOOUr SO NS S SN T
T t T

0 1 2 3 4 5 8
Control speed

b. Rotameter calibration curve

Rotameter calibration curve @ different pressures

40
38 4
o | y=0.3329x- 0.4727 y=0.3629x - 0.4403
" R?=09998 @ 10psi R°=0999 @ 15psi
32 g
w0 y=0.3837x-0294 y=04119x +0.0056
25 R*=0.0092@ 20 psi R =0.9973 @ 25 psi .
2% 4 - - -~
=] y = 0.5359x - 0.223
£, R?=0.9996 @ 50 psi
8 5
§ =
g 18
T 16
4
42 4
10 10 psi @ 15 psi
8- s 20psi e 25psi
(B +  SDpsi Linear (50 psi)
o T e Linear (10 psi) e irv03 (15 pS1)
5 = = —Linear (20 psi) — = -Linsar 25 psi)
) , , . S : : S S
5 10 15 20 25 30 35 40 45 50 35 &0 85 ¥

Rotameter reading
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Appendix C. Image analysis

a. Commercial software methodology

1. Scion Image software must be mnstalled

2. Open the image that is to be analyzed

3. Under the options menu —> profile plot aptions — check fixed y-axis scale from 0 to 255

4. Under the process menu — click swoeth once

5. Under the special menu —> load macros — browse for the Scion Macros folder and
select the plotting macro

6. Under the specal menu —> export profike plots — provide the y-increment in pixels
(usually 20 is a good starting value)

7. Save all the files in a particular folder and leave the default file name (PLOT0000) —
click save

8. Exit Scion 1mage software (not need to save the image changes)

b. Developed algorithm methodology

1. Open MATLAB and under the fiz menu —> s path — specify the folder in which the
exported Scion files were saved

2. Run the PSA2.» function. Pay special attention to the Inilik, (usually 0) TosFiks,(total
number of files exported, usually 44) Conversion (the equivalence of one pixel in nanometers)
and ThresPart (the greyscale value that defines the background) varable definitions.

3. The program will ask you for the grey scale tolerance, enter a value of 10 as a fist
guess.

4. 'The hueplot.m and the plothist. will be needed to run the PSA2.» function. These two
functions are provided below

5. Make sure that the results given by the software are visually compared to the image
under analysis, be awate of the 2 artifacts of this technique and if needed recalculate the
distribution using a different grey scale tolerance.

6. The SamOrg.m function must be now run. This stores the information of the analyzed
image in a structure array. The ID value corresponds to the number of the sample analyzed.

7. All the variable from the workspace must be deleted with the exception of the struct
array variable whose name could be modified in the SamOrg. file

8. Steps 1 to 8 from the commercial software are repeated and steps 2 to 6 from the m-
house software are also repeated.

9. A new ID value must be given when running SamOrg.m so that the struct array stores
the information of the second image and thus increase in size.

10. After running SamOrg.m for the 5% image DO NOT delete the variables in the
workspace. Run the buildup.m function and now save the workspace variables. This
concludes the data analysis for one sample.

11. The particle size distribution can now be truncated using the frwnaation.m function.
The upper and lower bound must be input.

12. The OvOrg.m function is now run to stote the truncated PSD values.

13. The OvOrg.m function must be run 5 times to store 5 different samples before
proceeding to the next step
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14. The OvGraphsi set.om function is run toki)lot the final results. This ft.ahctioniequi.res the
standard deviation and the median values of the different distributions. These values are
calculated based on the method described by Nevers (INeers, 1995)

PSA2.m
%***Program created by Ian Castillo July 9, 2003+ *x

9@****************************************************
%@***************************************************************

% This program reads the plot values generated by Scion
Y%sand organizes them into a basic array for further manipulation
@6***************************************************************
YeMemory clear
Y%clear all;
cle;
clear TolGrey;
clear ThresPart;
clear DataMatrix;
Y Variable declaration
IniFile=0;
TotFiles=44;
PixStep=1;
Yolnitialization & Basic matrix generation
A=load(plot000'int2str(IniFile)]);
BasicArraySize=size(A);
BasicMatrix=zeros((BasicArraySize(1,1)),(TotFiles+2));
%Initial data reading
BasicMatrix(, IniFile+2)=A(.,1);
PixelVec=[IniFile+1:PixStep:BasicArraySize(1,1)]';
BasicMatrix(;,1)=PixelVec(,1);
Y%Main Reading loop
for n=1TotFiles
if n<=9
A=load({{plot000',int2ste(n)]);
BasicMatrix(;n+2)=A(,1);
end
if n>=10
A=load((plot00%int2str(n)]);
BasicMatrix(,n+2)=A(,D);
end
end
%Cleaning unnecessary variables
clear A;
clear PixelVec,
Y5***Program created by Tan Castillo July 11, 2003%+++#

B/psRkok kool okafORokok ok Rk ook sksoRoRs kol sRoRoR R kR ok ok sofok ok
9@***************************************************************

Y% This program reads the plot values generated in the BasicMatrix

%and converts the BasicMatrix into a binary matrix
9@***************************************************************
YsVariable declaration

NumPart=0;

PixCor=2;

Conversion=1; % 1 pixel is equivalent to X nm

TolGrey=input(Tolerance Grey Value = ); %Tolerance of grey scale to define a particle
ThresPart=110; %Minimum grey value for a pizel to be considered a particle
PantSizeInterval=Conversion;

MinPariSize=5; YoMinimum particle size in nanometers

MaxPartSize=1000; YoMaximum particle size in nanometers
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%Binary Basic Array
BinaryMattix=zeros(BasicArraySize(1,1), TotFiles);
for j=2:TotFiles+2
for i=2:(BasicArraySwe(1,1)-1)
YeCondition for binary matrix
if BasicMatrix(i,f)>=ThresPart & abs(BasicMatrix(,§)-BasicMatrix(i-1,)) <=TolGrey &
abs(BasicMateix (i,f)-BasicMatrix (i+1,)) <=TolGrey
BinaryMatrix(i,j)=1;
else
BinaryMatrix(1§)=0;
end
end
end
YCompleting the Binary Array
for j=2:TotFiles+2
if BinaryMatrix(2j)==1
BinaryMatrix(1,))=1;
else
BinaryMatnix(1,j)=0;
end
end
Y%Particle size counting
forj=2TotFiles+2
Length=0; %Initializing particle size counter
for i=2:BasicArraySize(1,1)
if BinaryMatrix(1,j)==1
Length=Length+1;
if Length==
NumPart=NumPart+1;
end
else
if NumPart~=0 & Length~=0
DataMatrix(NumPart) =Length;
Length=0;
end
end
end
end
YoPixel correction
DataMatriz=DataMatrix';
DataMatrix=DataMatrix+PixCor;
DamMatrix=DataMatrix*Conversion;
plothist(MinPartSize, PartSizelnterval MaxPartSize NumPart, DataMatrix)
kineplot(TotFiles,BasicMatrix BinaryMatrix)
clear i;
clearj;
clear n;
clear PizStep;
clear PxCor;
clear Length;
clear BasicAtraySize;
clear BasicMatnix;
clear BinaryMatrix;
clear Conversion;
clear IniFile;
clear TotFiles;
Ysclear DataMatrix;
%clear NumPart;
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plothist.m
96************************************************************************
% This program plots the total number of particles counted
%%and the histogram and comulative frequency of the volume and
Y%number particle size
9@************************************************************************
function

[CumFreqVol FractCumFreq,Xcategory,FractCounts,FractHistVol] =plothist(MinPartSize,PartSizelnterval, Max
PartSize,NumPart, DataMatrix);

%Generating values for the graph plotting
Xcategory=[MinPartSize:PartSizelnterval:MaxPartSize];
%Number particle size distribution
Counts=hist(DataMatrix,Xcategory); %eCounts is related to the length of the particles
CumFreq=cumsum(Counts);
FractCumFreq=CumFreq/NumPart;
FractCounts=Counts/NumPart;

%Volume particle size distribution
HistVol=Xcategory.*Xcategory. *Xcategory;
HistVol=HistVol.*Counts;

HistVol=HistVol*pi/6;

TotalPartVol=sum(HistVol);
FractHistVol=HistVol/TotalPartVol,
CumFreqVol=camsum{FractHistVol);

Y%Plotting '

subplot(5,1,1)

X=[1:1:NumPart]";

plot(X,DataMatrix(;,1),'k),grid

zlabel(Number of particles’)

ylabel(Particle length (nm)")

title('Particle length Vs Number of particles’);

subplot(5,1,2)

bar(Xcategory,FractCounts, k') grid

xlabel(Particle Size (nm)")

ylabel(% of particles)

title("Particle Size Distribution’)

set(gca, XScale','log))

axis([1 1000 0 0.5]);

subplot(5,1,3)

plot(Xcategory, FractCumFreq, k'), grid

xlabel(Particle Size {(nm))

ylabel(% of Particles”)

set(gea, XScale','log")

axis({1 1000 0 1]);

subplot(5,1,4)

bag(Xcategory, FractHistVol k'), grid

xlabel(Particle Size (nmy)’)

ylabel(% of Particles))

set(gca, XScale',Tog")

axis([1 1000 0 0.5]);

subplot(5,1,5)

plot(Xcategory, CumFreqVol, k'), grid

xlabel(Particle Size {nm)")

ylabel(% of Particles”)

set{gea, XScale'log)

axis([1 1000 ¢ 1]);

.
lineplot.m
9@************************************************************************
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%This prégrém blots thfee differeﬁt lines vto corﬁpare the perfbrmance of

%othe grey scale-binary algorithm

GgiriioRiok iokiokicriopisaik kot iclkkk e ook ok ok ok ool ok ool ek ok ok

function lineplot(TotFiles,BasicMatrix, BinaryMatrix);

%obtaining information from the user

YeYinc=input(Yinc =

Yinc=20;

%defining the number of lines that will be plotted

Y%FirstLineFile=round(TotFiles/4);

FirstLineFile=5;

%SecondLineFile=FirstLineFile+FirstLineFile;

SecondLineFile=15;

% ThirdLineFle=SecondLineFile+FitstLineFile;

ThirdLineFile=31;

Yetransfering information

BasicMatrixLinel=BasicMatrix(;, FirstLineFile +2);

BasicMattixLine2=BasicMatrix (;,SecondLineFile+2);

BasicMatnixLine3=BasicMatrix (;, ThirdLineFile+2);

BinaryMatrixLinel =BinaryMatrix(, FirstLineFile+2);

BinaryMatrixLine2=BinaryMatriz(;SecondLineFile+2);

BinaryMatrixLine3=BinasyMatrix(;, ThirdLineFile+2);

Yegetting the y location of the chosen lines

YPixLinel =Yinc*FirstLineFile;

YPixLine2=Yinc*SecondLineFile;

YPixLine3=Yinc*ThirdLineFile;

Yeplotting

figure(2);

subplot(3,1,1)

plot(BasicMatrix(;, 1), BasicMatrixLine1,'k"),gnd

title(['Y location @ ‘,num2str(YPixLinel),' pixels for No. ',...

num2str(FirstLineFile), line’]);

Yoxlabel(X-direction (pixels)")

ylabel(Grey Scale’)

set(gea, Y Tick',[0:50:250],'FontSize',9)

set{gea, XTick',[0:50:1280),'FontSize' 9)

axis([0 1280 0 255});

Ysplotting the binary data on the first graph

hi=gca;

h2=axes(Position’,get(hi, Position);

plot(BasicMatnx(;,1),BinaryMatrizLinel,'rx’,...
BasicMatrix(;,1),BinaryMatrixLine,'t:)

set(h2,"Y AxisLocation', right’,'Color,'none', X TickLabel',{J);

set(h2, XLim' get(h1,Lim), Layer,'top");

set{gea, Y Tick!,[0:0.2:1], FontSize',9)

0/0**********************************************

subplot(3,1,2)

plot(BasicMatsix(;,1),BasicMatrixLine2,'’k") grid

tide(['Y location @ 'num2str{YPixLine2),’ pixels for No. ...

num2str(SecondLineFile),’ line']);

Yexlabel(X-direction (pixels)’)

ylabel(Grey Scale’)

set(gea, Y Tick',[0:50:250], FontSize',9)

set(gea, K Tick!,[0:50:1280],' FontSize',9)

axis([0 1280 0 255});

Yeplotting the binary data on the second graph

hi=pgca;

h2=azes(Position’,get(h1, Position));

plot(BasicMatrix(;,1),BinaryMatrixLine2,'rx’, ..
BasicMatrix(;,1), BinaryMatrixLine2,':")
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set(h2,"Y AxisLocation', right','Colof,'none' X TickLabel',[j);

set(h2,XLin get(hl, XLim'), 'Layer’'top');

set(gea, YTick',[0:0.2:1},'FontSize',9)

0/0***************** Aok stokoop ok sk oRR R Aok Rk ok okl okorkokook

subplot(3,1,3)

plot(BasicMatnix(;,1),BasicMatrixLine3,'k") grid

title(['Y location @ ',num2ste(YPixLine3),’ pixels for No. ...

num2str(ThirdLineFile), line']);

zlabel("X-direction (pixels)’)

ylabel(Grey Scale)

set(gea, Y Tick',[0:50:250], FontSize',9)

set(gea, X Tick’,[0:50:1280],'FontSize',9)

axis([0 1280 0 255]);

Yoplotting the binary data on the third graph

hi=gca;

h2=axes(Position’,get(h1, Position’);

plot(BasicMatrix(;,1),BinaryMatrixLine3,'rx',...
BasicMatrix(;,1),BinaryMatrixLine3,'r.")

set(h2,'YAxisLocation', right',Color,'none’, XTickLabel'[]);

set(h2, XLim!' get(h1,XLim'),'Layer’,'top");

set(gea, Y Tick',[0:0.2:1], FontSize',9)

SamOrg.m
Yo*¥*Program created by Ian Castillo July 28, 2003%x++*

0/0*************************************************-‘k**
(yo***************************************************************
Y% This program creates a structure array of the sample under study
0/0***************************************************************
ID=input(ID =";

Y%ithe name of the different dopants must be changed once the pictures are
Yoanalyzed

Gdo1_R(ID).name="Gd01_R';

Gdo1_R{ID).number=11;

Gdo1_R{ID).numpart=NumPart;

Gd01_R(ID).data=DataMatrix;

Gd0i1_RED).threshold=ThresPart;

Gdo1_R{ID).tolerance=TolGrey;

buildup.m
Y+ **Program created by Ian Castillo july 28, 2003+

kR ROR AR AR A RO AOK KRR KA A KA A AORX
B/ AR KF FRAHH AR AARRARAAA KA AR HIAAR A IAAAAARHFARAAAAAAKFK

%This program builds-up the matrix containing the information of 2
Yeparticular sample
G/o***************************************************************
O/‘O*******Change vaiues*******

functon [SumDataMattix,SumTotPar =buidup(Gd0i_R MinPartSize,...

PartSizelnterval, MaxPartSize);
clear DataMatnx;
OA)*******Change values*******

AA=gethield(GdO1_R(1),'data’);

AB=getfield(Gd01_R(2),'data’};

AC=getfield(Gd01_R(3),data’);

AD=getfield(Gd01_R(4),'data’);

AE=getfield(Gd01_R(5), data’);
SumDataMatrix=vertcat(AA,AB,AC,AD,AE);
%SumDataMatrx=vertcat(AA,AB,AC);

A=size(SumDataMatrix);
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SumTotPast=A(1,1);

Ok ErRRERE Change valuegHrrrsrpik

save(yellowdata','SumTotPart,SumDataMatrix',-ASCIT)

plothist(MinPartSize,PartSizelnterval MaxPartSize, ...
SumTotPart,SumDataMatrix)

truncation.m
Yo***Program created by Tan Castillo August 13, 2003+ xkkx

O/ R RRICR ORI ORI R o Rk Ok %
A e

%This program creastes a truncated array of the particle size information
Ysand generates a histogram of the number and volume particle size
g@***************************************************************
function
NumTmuncPart FractCumFreq,CumFreqVol, X category, FractCounts, FractHist Vol]=truncation(SumDataMatri
x,SumTotPart MinPartSize,...

PartSizelnterval MaxPartSize);
UpLimPartSize=input('Upper particle size limit=");
LowLimnPartSize=input{Lower particle size limit=");
k=1;
NewDataMatrix=SumDataMatrix;
for 1=1:SumTotPart

if NewDataMatrix(1,1)>=LowLimPartSize & NewDataMatrix(i,1) <=UpLimPartSize

TruncDataMatrix(k) =NewDataMatriz(i,1);
k=k+1,;

end
end
TruncDataMatrix=TruncDataMatrix';
NumPartTruncDataMatrix =size(TruncDataMatrix);
NumTrmuncPart=NumPartTruncDataMatnx(1,1);
[CumFreqVol FractCumFreq,Xcategory, FractCounts,FractHist Vol =plothist(MinPartSize, PastSizelnterval Max
PartSize,..

NumTruncPart, TruncDataMatrix);

OvOrg.m
%***Program created by Ian Castillo August 13, 2003* %+

26****************************************************
g@***************************************************************
%This program creates a structure array of the sample under study
gﬁ***********************************************************$***
ID=input(ID =7);

%the name of the different dopants must be changed once the pictures are
Yoanalyzed

%OvResults3 is for the second set of samples
OvResults2(ID).name="Gd01-R’;

OvResults2(ID}.aumber=ID;
OvResults2(ID).numpart=NumTruncPart;
OvResults2(ID).datanumber=FractCumFreq;
OvResults2(ID).datavolume=CumFreqVol;
OvResults2(ID).xcategory=Xcategory;

OvResults2(ID) fractcounts=FractCounts;
OvResults2(ID).fracthistvol=FractHistVol;

OvGraphsiset.m
Yo+ **Program created by Ian Castillo August 13, 2003+

Ok R R Rk R R oR ORI ook Sokloko o
OprRkkRk Rkt RoR okl Rskok kSRR SRRk o bRk ok

%This progtam generates a h showing the different s les
program g grap g amp
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96**************************************#************************

function [B]=0OvGraphsiset(OvResults2)
Al=getfield(OvResults2(1),'datanumber’);
Bi=getfield(OvResults2(1),'datavolume’);
Cl=getfield(OvResults2(1),'scategory’);
D1=getfield(OvResults2(1), fractcounts’);
El=getfield(OvResults2(1),'fracthistvol’);
E(1)=getfield(OvResults2(1),'numpart’);
A2=gpetfield(OvResults2(2),'datanumber’);
B2=gettield(OvResults2(2),'datavolume’);
C2=getfield(OvResults2(2),'zcategory’);
D2=getfield(OvResults2(2),'fractcounts’);
E2=getfield(OvResults2(2),'fracthistvol’);
F(2)=getfield(OvResults2(2),'numpart’);
A3=getfield(OvResults2(3), datanumber’);
B3=getfield(OvResults2(3),'datavolume’);
C3=gethield(OvResults2(3),'xcategory’);
D3=getfield(OvResults2(3),' fractcounts’);
E3=getfield(OvResults2(3), fracthistvol’);
F(3)=getfield(OvResults2(3), numpart’);
Ad=gethield(OvResults2(4),'datanumber’);
B4=getteld(OvResults2(4),'datavolume’);
Cd=getfield([OvResults2(4),'zcategory’);
D4=getfield(OvResults2(4),' fractcounts);
E4=getfield(OvResults2(4), fracthistvol’),
F(4)=getfield(OvResults2(4), numpart);
AS5=getfield(OvResults2(5),'datanumber’);
B5=getfield(OvResults2(5), datavolume’);
Ci=getfield(OvResults2(5), xcategory’);
D5=getfield(OvResults2(5), fractcounts’);
E5=getfield(OvResults2(5), fracthistvol’);
F(5)=getfield(OvResults2(5),'numpart));
96**************************************************************

Y%Figure 1

96**************************************************************
figure(1);

subplot(2,1,1)

plot(C1,A1,K' C2,A2b' C3,A3,'¢ C4,A4/g ,C5,A5c) grid
xlabel(Particle size diameter (nm)")

yiabel(Fraction of Particles’)
legend(Sm015-R','Sm01-R'/Gd0L-R'Sm02-F,'Sm02-R")
set{gea, XScale',log))

axis([1 1000 0 1]);

subplot(2,1,2)
plot(C1,B1,¥,C2,B2, 1, C3,B3,'+,C4,B4,'¢’,C5,B5,'c)) grid
glabel(Particle size diameter (nm)")

yiabel(Fraction of Particles”)
legend(SmO15-R),'Sm01-R')GdO1-R,'Sm02-F,'Sm02-R)
set(gea, XScale'log')

axis([1 1000 0 1]);

A R R MR EEE

YeFigure 2
96*************************************************************
figure(2);

YeNumber distribution graphs

muCin=17.566;

sigmaC(1)=0.7191;

muC20=23.271;

sigmaC(2)=0.5328;
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muC3n=14.071;

sigmaC(3)=0.5991;
muC4n=15.015;
sigmaC(4)=0.5779;
muChn=9.478;
sigmaC(5)=0.5667;
%Plot y-scale-maximum
xn=10;
AdjFact1=0.14;
AdjFact3=0.06;
AdjFact5=0.08;
AdjFact7=0.08,
AdjFact9=0.12;
Yosubplot(5,2,1) Yeinactive in order to oganize the M. Eng thesis presentation
Y%New location
subplot(5,2,3)
g@*************
bar(C1,D01*100,k) grid
Yoxlabel(Particle size diameter (nmy)")
ylabel(% of particles(N)')
set{gca, X Scale',log)
axis([1 1000 0 ymaxn]);
hl =gca;
%Create the second axes at the same location before plotting the second dataset.
h2 = azes(Position’,get(h1,Position");
y=lognpdf(Ci,logl 0(rauCln),sigmaC(1));
y=y*AdjFact1;
plot(C1,y*100,'r, LineWidth',2)
set(gea, XScale'log)
%To ensure that the second axes does not intecfere with the first, locate the y-axis on the right side of the

axes, make the background transparent, and set the second axes' x-tick marks to the empty matrix.

set(h2,'Y AxisLocationy, right’,'Color','none’,/ X TickLabel',[])

axis([1 1000 0 ymaxn]);

%Align the x-axis of both axes and display the grid lines on top of the bars.
Yesubplot(5,2,3) Yeinactive in order to oganize the M. Eng thesis presentation
Y%New location

subplot(5,2,1)

e@*************

bar(C2,D2%100,%"),grid

Yxlabel(Particle size diameter (am)"

vlabel('%s of particles(N)')

set(gea, XScale',log)

axis({1 1000 O ymazxn]);

h1 =gca;

YeCreate the second axes at the same location before plotting the second dataset.
h2 = axes('Position’,get(hi, Position));

y=lognpdf(C2,logl 6{muC2n), sigmaC(2));

y=y*AdjFact3;

plot(C2,y*100,'Y /LineWidth',2)

set(gca, XScale',log')

%To ensure that the second axes does not interfere with the first, locate the y-axis on the right side of the

axes, make the background transparent, and set the second axes' x-tick marks to the empty matrix.

set(h2,"Y AxisLocation', right’,'Colot','none', X TickLabel', [})

axis({1 1000 O ymaxzn]);

% Align the x-axis of both axes and display the gnd lines on top of the bars.
% subplot(5,2,5) same as before

%New location

subplot(5,2,9)

O ffonk Ik Rk K
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bar(C3,D03*100,k) grid

xlabel(Particle size diameter (nm))

ylabel('% of particles(N)")

set(gcea, XScale',log))

axis([1 1000 0 ymaxn]);

hi = gca;

YCreate the second axes at the same location before plotting the second dataset.

h2 = axes('Position',get(h1, Position’));

y=lognpdf(C3,log10(rmuC3n),sigmaC(3));

y=y*AdjFact5;

plot(C3,5*100,'¢, LineWidth',2)

set(gca, XScale'log’)

%To ensure that the second ages does not interfere with the first, locate the y-axis on the right side of the
axes, make the background transparent, and set the second axes' x-tick marks to the empty matrix.

set(h2,'"Y AxisLocation','right’,'Color’,'none’, X TickLabel', ])

axis([f 1000 0 ymaxal);

%Align the x-axis of both axes and display the grid lines on top of the bars.

subplot(5,2,7)

bar(C4,D4*100,k"),gnd

Yoxlabel(Particle size diameter (nm)’)

ylabel(% of particles(N)")

set(gea, XScale',log")

axis({1 1000 0 ymazxn]);

h1 = gca;

%Create the second axes at the same location before plotting the second dataset.

h2 = axes(Position’,get(hi, Position"));

y=lognpdf{C4,log1 0{muC4n),sigmaC(4));

. y=y*AdjFact7;
plot(C4,y*100, ¢, LineWidth',2)
set{gca, X Scale',log')
%To ensure that the second axes does not interfere with the first, locate the y-axis on the right side of the
axes, make the background transparent, and set the second axes' x-tick marks to the empty matrix.
set(h2,"Y AxisLocation', right',/Color','none’, X TickLabel',fJ)
axis([1 1000 O ymaxnl]);
YeAlign the x-axis of both axes and display the gnd lines on top of the bars.
Yosubplot(5,2,9) Yesame as before
%New location
subplot(5,2,5)
0/0*************
bar(C5,D5%100,%),grid
Yexlabel('Particle size diameter (nm)’)
ylabel(%o of particles(N)")
set(gea, KScale'log)
axis({1 1000 0 ymaxn]);
hi = gca;
%Create the second axes at the same location before plotting the second dataset.
h2 = axes({'Position’,get(h1, Position’));
y=lognpdf{C5,logt O(rmuC5n),sigmaC(5));
y=y*AdjFact9;
plot(C5,y*100,'r', LineWiddh',2)
set(gea, XScale'log)
%To ensure that the second axes does not interfere with the first, locate the y-axis on the right side of the
axes, make the background transparent, and set the second axes’ x-tick marks to the empty matsix.

set(h2,"Y AxisLocation', right','Color','none’, X TickLabel,{})
axis([1 1000 0 ymaxn});

’ Yo Align the x-axis of both axes and display the grid lines on top of the bars.
%*****************’k***************************************
Y% Volume distribution graphs
%Plot y-scale-maxium
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ymaxv=5;
muC1i=82.871;
muC2=54.538;
muC3=41.305;
muC4=40.897;
muC5=24.826;
AdjFact2=0.07;
AdjFact4=0.03;
AdiFact6=0.04;
AdjFact8=0.04;
AdjFact10=0.06;
Yosubplot(5,2,2) Yesame comment
%New location
subplot(5,2,4)
O/ FtoRdORRk oKk ok
bar(C1,E1¥100,%),grid
%oxlabel(Patticle size diameter (nm)’)
ylabel(% of particles(V)")
set(gea, XScale',log)
axis({1 1000 0 ymaxv]);
h1l = gca;
% Create the second axes at the same location before plotting the second dataset.
h2 = axes(Position',get(h1, Position’);
y=lognpdf(C1,logl 0(muC1),sigmaC(1));
y=y*AdjFact2;
plot(CLy*100,'t, LineWidth',2)
set(gea, XScale'log')
. % To ensure that the second axes does not interfere with the first, locate the y-axis on the right side of the
axes, make the background transparent, and set the second axes' x-tick marks to the empty matrix.
set(h2,"Y AzisLocation', nght',/Color’,'none', X TickLabel',{])
axis([1 1000 0 ymaxv]);
%Align the x-axis of both axes and display the grid lines on top of the bars.
Yesubplot(5,2,4)
Y% New location
subplot(5,2,2)
G/ Eickorkolorkok
bar(C2,E2*100,'k),grid
%exlabel(Particle size diameter (nm))
ylabel(% of particles(V)')
set{gea, K Scale’log')
axis([1 1600 0 ymaxv]);
hi = gca;
YCreate the second axes at the same location before plotting the second dataset.
h2 = axes(Position’,get(hl, Position'));
y=lognpdf{C2,log1 0(muC2),s1gmaC(2));
y=y*AdjFact4;
plot(C2,y*¥100,'¢ LineWidth' 2)
set(gca, XScale',log)
%To ensure that the second axes does not interfere with the first, Jocate the y-axis on the right side of the
axes, make the background transparent, and set the second axes' x-tick marks to the empty matrix.
set(h2,'Y AxisLocation', right’,'Color','none’, X TickLabel, [}
axis({1 1000 G ymazv]);
%Align the x-axis of both azes and display the grid lines on top of the bars.
Yesubplot(5,2,6)
% New location

‘ subplot(5,2,10)
0/0*************
bar(C3,E3*100,k"),grid
xlabel('Patticle size diameter (nm)’)
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ylabel(%e of particles(V)")

set{gea, K Scale'log))

axis({1 1000 0 ymaxv);

hi =gca;

%Create the second axes at the same location before plotting the second dataset.

h2 = axes(Position’,get(h1, Position’));

y=lognpdf(C3,Jog1 0(muC3),sigmaC(3));

y=y*AdjFact6;

plot(C3,y*100,'d, LineWidth',2)

set(gca, X Scale',log")

%To ensure that the second axes does not interfere with the first, locate the y-axis on the right side of the

axes, make the background transparent, and set the second axes' x-tick marks to the empty matrix.

set(h2,'Y AxisLocation','right','Color, none', X TickLabel',[])
axis({1 1000 0 ymaxv]);
YoAlign the x-axis of both axes and display the grid lines on top of the bars.
subplot(5,2,8)
bar(C4,E4%100,k"),gnd
%oxlabel(Particle size diameter (nm)")
ylabel(% of particles(V)")
set(gca, XScale',log)
axis({1 1000 0 ymaxv});
h1 =gca;
%sCreate the second axes at the same locanon before plotting the second dataset.
h2 = axes(Position',get(h1,' Position’));
y=lognpdf(C4,logl 0muC4),sigmaC(4));
y=y*Adeact8;
plot(C4,y*100,'t, LineWidth',2)
set(gea, XScale',log)
%To ensure that the second axes does not interfere with the first, locate the y-axis on the right side of the

axes, make the background transparent, and set the second axes' x-tick marks to the empty matrix.

set(h2,"Y AxisLocation', right’, Color',' none’, X TickLabel',[})

axis([1 1000 0 ymaxv]);

%Align the x-axis of both axes and display the gnd lines on top of the bars.
Yesubplot(5,2,10)

Y New location

subplot(5,2,6)

8k RdokA KRRk R K

bar(C5,E5%100,%"),gnid

%oxlabel(Particle size diameter (nm)")

yiabel(% of particles(V)")

set(gea, X Scale’log’)

axis({1 1000 ¢ ymaxv]);

hl = gea;

Y%Create the second axes at the same location before plotting the second dataset.
h2 = axes(Position’,get(h1, Positon);

y=lognpdf(C5,logl 0muC5),sigmal(5));

y=y*AdjFact10;

plot(C5,7¥100,'r, LineWidth',2)

set(gca, XScale'log))

%To ensure that the second axes does not interfere with the first, locate the y-axis on the right side of the

axes, make the background transparent, and set the second axes’ x-tick marks to the empty matuix.

set(h2,Y AxisLocation', right','Color','none’, XTickLabel [}
axis([1 1000 0 ymaxv]);
%Align the x-axis of both axes and display the grid lines on top of the bars.

q@********************************************************************

YoFigure 3

9@********************************************************************

figure(3);
y=lognpdfian(C1,logl 0(muCln) sigmaC(1));
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plot(CLy,'r,LineWidth',2)
set{gca, X Scale'Tog")
%**************************************************** Hokk ok K okok kK Kk
YeCalculates the values of the Bartlett's test for sample compatison
ﬂ/o******************************************************************
YoData
k=5; %Number of samples
Nismnusone=0;
NiminusoneSi2=0;
NiminusonelnSi2=0;
fori=1k
Ni=F(1);
St=sigmaC();
Si2=8¢*Si;
Nimmnusone=Niminusone+(Ni-1);
NiminusoneSi2=NiminusoneSi2+(Ni-1)*Si2;
NimmusonelnSi2=NiminusonelnS:2+(Ni-1)*log(Si2);
end
Sp2=NiminusoneSiZ/Niminusone;
B=log(Sp2)*Niminusone-NiminusonelnSi2;
0/0***************************************
Y%Creates a file of the raw data so that mu and sigma of the log-normal
Yedistribution can be calculated .
0/0***************************************
Ci=C1’;
Bi=B1',
C2=C2,
B2=B2';
C3=C3%,
B3=B3%,
C4=C4';
B4=B4’;
C5=C5",
B5=B5,
save('text,'C1','B1',/C2/B2'C3,'B3",'C4','B4C5',B5',-ASCII);
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