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Abstract

The motion control of mechanical systems with flexible links is investigated. Issues

addressed are the modelling an':' simulation of such systems, the design of a feedback

control scheme and its implementation on an actual system. The modelling method

used is a combination of a spline-based spatial discretization technique, which allows

a definitio:J. of the state-variable vector as the set of curvature values at the supporting

points of the spline and their time-rates of change, and the natural orthogonal comple

ment of the kinematic constraints that eliminates the constraint forces and moments

from the mathematical mode!. The control algorithm consists of two parts, name1y,

the decoupling of nonlinear equations of motion and the filtering of non-working con

straint forces. The former is achieved using the unconstrained equations of motion,

expressed in terms of extended generalized coordinates with which the motion of each

separate link is defined. The latter is accomplished using the fact that the constraint

forces thus introduced indee<! lie in the nullspace of the transpose of the NOe. This

control scheme is implemented on a prototype four-bar flexible mechanism. Strain

gauges are used to measure link curvature at the supporting points of the spline, while

the time-rate of change of curvature is estimated with a Kalman filter. Moreover,

the angle of rotation of the input lînk and its time-rate of change are measured and

then used to infer the rest of the rigid-body motions. Results show that the proposed

control scheme provides successful trajectory tracking while suppressing the vibration

triggered by a doublet-type of disturbance. This disturbance is induced by the sin

gu1arities of the mechanism coupled with the rapid inertia changes. While the main

x
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motivation of this study is the control of robotic manipulators with long and slender

links, typically f:>und in space applications, the results presented are applicable te the

control of a much broader class of mechanical systems such as high-speed machinery

at large.
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Résumé

La présente thèse a pour sujet l'étude de la commande du mouvement des systèmes

mécanique à maillons flexibles. Plus spécifiquement, nous abordons les problèmes de

modélisation et simulation de ces systèmes, la conception d'une commande par asser

vissE'.ment et son application aux systèmes physiques. La méthode de modélisation

utilisée est une combinaison d'une technique de discrétisation spatiale à l'aide de fonc

tions spline, ce qui permet une définition du vecteur des variables d'état en tant que

valeur,; de courbure aux points d'appui de la spline ainsi que leurs dérivées tempo

raires, et le complément orthogonal nature! des contraintes cinématiques, qui élimine

les forces et les couples de contrainte du modèle mathématique. L'algorithme de com

mande se compose de deux parties, soit le découplage des équations non-linéaires

de mouvement et le filtrage des forces de contraintes inactives. Le premier est ob

tenu en se servant des équations de mouvement non-contraint comme coordonnées

généralisées avec lesquelles le mouvement de chaque maillon est défini. Le second est

réalisé en utilisant le fait que les forces de contrainte ainsi introduites se trouvent

dans le noyau de la matrice transposée dudit complément orthogonal. Cette stratégie

de commande est implantée dans un prototype de mécanisme flexible à quatre barres.

Des jauges extensométriques sont utilisés pour mesurer la courbure du maillon aux

points d'appui de la spline, tandis que l'estimation de la dérivée temporaire de la cour

bure est obtenue à l'aide d'un filtre de Kalman. En outre, l'angle de rotation du maillon

d'entraînement et sa vitesse angulaire sont mesurés et servent ensuite pour estimer

les variables restantes des mOUVE'tIlents de corps rigide. Les résultats démontrent que

xii
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la stratégie de commande proposée permet un dépistage de trajectoire fructueux tout

en supprimant la vibration provoquée par une perturbation de type doublet. Cette

perturbation est produite par les singularités du mécanisme couplées aux changements

rapides d'inertie. Bien que le but principal de la recherche soit la commande de robots

manipulateurs à. maillons longs et minces, un cas typique en application spatiale, les

résultats peuvent s'appliquer à. la commande d'une plus grande catégorie de systèmes

mécaniques, tels que les machines à. haute vitesse en général.
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Claim of Originality

The author daims the originality of the basic ideas and research results presented in

this thesis, the following being the most significant:

1. Robustness analysis oflinear-quadratic-Gaussian (LQG) compensators designed

with two different spatial discretization methods, i.e., the normal-mode and the

cubic spline methods, in terms of the observation spillover due to estimation

errors and the control spillover due to modelling errors.

2. Integration of the two techniques to obtain the governing equations for a planar

mechanism with a chain of flexible e1ements, namely, the natural orthogonal

complement (NOC) coupled with Lagrange's equations and the cubic-spline dis

cretization of the flexible e1ements, modelled as linearly e1astic beams.

3. Use of the NOC to filter out the nonworking constraint forces while producing

the applied torques, and the design of a linear-quadratic Gaussian compensator

based on the unconstrained equations of motion with which the motion of each

separate link is defined.

4. Quantitative measure of the allowahle bound in nonlinear perturbations to assess

the robustness of the discrete-time LQ state feedback using two different discrete

representations, i.e., the shift and the Euler operators.

These contributions have been partly reported in a preliminary form in (Cho, Angeles

and Hori 1991) and (Cho, Angeles and Hori 1994).
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Chapter 1

Introduction

1.1 Definition of the Flexible-Body System

In dealing with a mechanical system consisting of bodies, springs and dashpots, a

certain classification of the system is needed, depending on the purposes and design

consideration of the problem at hand. Such classifications will greatly simplify the

problem and reduce efforts in forming the governing equations. For example, a mass

less spring and a dashpot and mass without compliance are common expressions in

engineering terminology as far as a rigid-body system is concemed. ln the rigid-body

system, the small deformations as50ciated with body B.exibility are ignored 50 that

the distance between any two of its particles remains constant for an time and for all

configurations (D'Souza and Garg, 1984).

While all mechanical systems are intended to be as rigid as possible in order to

achieve the required order of precision, however, such a property is not conceivable

when it conflicts with other design considerations such as cast and weight. For ex

ample, weight takes a first priority in designing a robotic manipulator that finds its

application in space to perform such specialized tasks as space-structure construc

tion and satellite manoeuvring. Apart from the fad that the use of heavy and bulky

conventional robots requires a high driving power, the cast required to put extra

1



weight in orbit is tremendous. The use of lightweight robotic manipulators seems to

be conclusive due to the advantages they offer, i.e., higher speed performance, higher

payload-to-weight ratio, smaller actuators and lower energy consumption, as long as

the performance of the corresponding rigid-body robot can be achieved.

On the other hand, a demand for faster and more precise mechanical systems has

arisen as higher productivity becomes crucial in contemporary industry. Rowever,

the higher operating speeds inevitably bring forth the rapid change of inertial forces,

thereby resulting in considerable deformations in the structural members, along with

non-negligible vibrations. As a co=on solution, to increase the operating speeds

while reducing the inertial forces, lightweight materials are preferred in building the

structural members of the said mechanical system. This may, however, worsen the

oscillatory behaviour to the point that the rigid-body mode! is no longer valid.

The structural members of the lightweight robotic manipulator and mechanical

system at large undergo considerable link deflection, thereby inducing vibration. The

former is due to the lack of stiffness, while the latter is due to the lack of structural

darnping. The vibration thus introduced would cause disastrous results in connectio:l

with a conventional control scheme based on the corresponding rigid-body mode!. It

is, therefore, necessary to introduce another classification to cooperate with a system

that undergoes e!astic deformation. Under this classification, every material portion of

the system may possess both mass and e!asticity in contrast to the rigid-body system

(Meirovithch, 1967). Renee, distributions of the inertia and stiffness are co=on.

Such a system is herewith termed a flexible-body system.

•
Chapter 1. Introduction 2

•

1.2 Background and Literature Survey

1.2.1 Spatial Discretization of Continuous Systems

Incorporating the bending vibration of a continuons beam into the equations of motion

requires the Integration of a partial differential equation (PDE) that satisfies boundary



conditions. The POE is constructed using the Euler-Bernoulli beam theory. which is

valid under the fol1owing conditions (Timoshenko 1955):•
Cbapt.er 1. Introduction 3

• the beam undergoes small deformation of less than 10% of its length, and does

not suffer from axial extension

• the cross-sectional dimensions are smal! compared with the length of the beam,

i.e., the thickness-to-length ratio of the beam is less than ten

• the rotary inertia effects and shear deformation cao be neglected.

These conditions establish a relationship between bending moment and bending de

formation, so that the kinetic and potential energies for the given structure can be

uniquely determined. Applying the extended Hamilton principle gives rise to the

POE and al! the necessary boUIldary conditions. The integral of the POE is separable

in time and space, so that the displacement function u(x, t) along the beam cao be

expressed as

u(x,t) =Y(x)q(t) (1.1)

•

where Y(x) is a function of the spatial variable, while q(t) is a function oftime. This

representation converts the POE into two ordinary differential equations in space

and time domains, respectively. The nontrivial solutions satisfying the fourth-order

ordinary differential equation in the spatial domain are called the eigenfunctions or

naturaI modes. These solutions cao be used as basis functions to determine the elastic

displacement at al! points in the structure.

Due to the intrinsic nature of the distributed-parameter system, there are infinitely

many nontrivial eigenfunctions. Consequently, a large number of the generalized

coordinates are required to represent the elastic deformation along the beam. In

theory, the elastic displacement function lies in the spate that is spanned by an infinite

number of modes (Hughes, 1987). Sucb displacement functions are often referred

to as the exact solution for the given POE. It is noteworthy that the said space is



hypothetical, and thus, may not exist in practice. If a finite nwnber of modes were

chosen, how many modes would be necessary to describe the vibrational behaviour of

the bea.m with sufficient fidelity? To answer this question, we may need an engineering

compromise between the required a.ccura.cy and the pra.ctical standpoint. Furthermore,

determining these eigenfunctions becomes considerably complica.ted by the boundary

conditions and particular configuration of the continuous body (Meirovitch, 1967).

Such difficulties can be avoided using an approxima.ted solution of the PDE;

however, the approximated solution 1) must be given in finite--dimensional form, while

assuring the required a.ccura.cyj and 2) must be assessable through a physically mean

ingful quantity such as strain. The first condition allows an a.ccurate yet computation

a1ly manageable solution. Computational efficiency is critical for the approximation

to be implemented in real-time. The second condition becomes more relevant when

the said approximations are linked directly to the feedback control scheme. A fast

and precise measurement of such a quantity ensures that the controller has a.ccurate

information on the system behaviour.

Previous approa.ches to modelling of the structural member of flexible manipulators

cao be classified into the following two groups.

•
Cbapt.er 1. InlrvJuction 4

•

Normal-Mode Approach

The first approa.ch is the normal-mode analysis, which determines the solution of the

PDE in the form of a finite sum composed of a linear combination of eigenfunctions,

which satisfy all the boundary conditions and the differential equation of the underly

ing eigenvaIue problem, multiplied by time--depend,-~ generalized coordinates (Book

and Majette, 1983; Cannon and Schmitz, 1984; Sakawa, Matsuno and Fukushima,

1987). This approa.ch treats a continuous system as a finite-dimensional system by

eliminatïng higher modes. Moreover, coupling terms between ea.ch mode in form

ing equations of motion must vanish and diagonal terms become unity due to the

generalized orthogonality and normality conditions (Meirovitch, 1967), respectively,



that are imposed on these eigenfunctions. This will reduce substa.ntially the required

computational effort.

Despite its computational efficiency, this method has certain limitations. First,

obtaining eigenfunctions can be difficult in pra.ctice. Cases for which exact solutions

have been found generally relate to uniform systems with relatively simple boundary

conditions. Second, the measure of certain state variables (particularly, the end-point

transverse displa.cement and its first time-rateof change associated with bending vibra

tion) often requires the use of a vision system (Chen and Zheng, 1992) which, although

suitable for end point-tracking control, is tao slow for the transverse-vibration control

of the entire beam.

•
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•

Finite Elements Method

The second approach is the finite element method (Bahgat and Willmert, 1976; Bayo,

1987; Giovagnoni and Rossi, 1989), which discretizes the continucus system into a

finite set of elements on which the displa.cement field is assumed to take on a simple

forro, usually a mu1tivariate polynomial of a low degree (up to three). lt divides com

plicated structures into small elements, 50 that each of the elements cao be analyzed

and numerical data of the required a.ccura.cy cao be extra.cted with relative ease. This

method ..uows the modelling of links that have nonhomogeneous material properties,

nonuniforro cross-sections, and a variety of boundary conditions. However, the use

of finite element methods generally requires a large system of ordinary differential

equations to model the system with suflicient fidelity, and thus may not be suitable

for real-time closed-loop contro\.

Cubic Splines

In an effort to accommodate the real-time control requirement, cubic splines are em

ployed as trial functions to approxima.te the elastica of the continuous beam at a given

set of supporting points (Dancose, Angeles and Hori, 1989). Although cubic splines



can be regarded as a special c1ass of fini te elements, the proposed approach possesses

certain properties that distinguish it from the finite element method, namely,•
Ch"pt.cr 1. Introduction 6

•

• This approach provides an exact interpolation of the original physical data

measured at the supporting points-by a cubic spline passing through the sup

porting points, whereby the displacement field is given as a polynomial of low

degree.

• The first-derivative continuity condition of cubic splines eliminates the need of

considering additional coordinates such as slopes at the supporting points. This,

in tum, reduces the computational burden significantly.

• The cubic-spline spatial discretization gives rise te a linear relationship between

displacement and curvature values at the supporting points. This relationship

allows the displacement function te be inferred from the set of curvature values

at the supporting points of the spline. It is noteworthy that these curvatures cao

be directly measured from fast and accurate strain gauges, whereas the meas

urement of displacement along the beam requires a computationally-expensive

vision system.

Considering that the selection of a sampling rate plays a key role in the successful

digital control of a system possessing multi-rate resonances, the use of cubic splines

cao provide more fiexibility in designing the control system and thus make the real

time control more practicaL

In summary, cubic splines consist of piecewise cubic polynomiais between every two

supporting points, where not only the displaœment and the slopes, but also the second

derivative is continuotlS (Strang, 1986). Cubic splines allow direct measurements

through strain gauges. Hence, beam deformation is not assumed, but measured at

the supporting points and then interpolated using cubic splines with time-varying

coefficients.



In the dynamic analysis of a mechanical system with chains of flexible clements, the

mutual dependence between rigid-body motion and clastic motion has receivcd a great

amount of attention. This dependence becomes an essential criterion in classifying

most previous works done to date (Bayo and Serna, 1989; Nagarajan and Turcic,

1990), which is due to the growing demand for increascd operating specd. The higher

the operating specds required, the larger the inertial forces induccd. In addition,

the rapid change of inertial forces produces impact-type loadings, 50 that structural

members undergo a substantial amount of link deflections. Hence, link deflections arc

attributcd to both rigid and e1astic motions. In this context, neglecting those coupling

terms between the former and the latter, and separating the rigid-body motion from

the e1astic motion-the rigid-body motion is defincd as a nominal motion and then

uscd as an input to synthesize the resulting elastic deformations (Sadler and Sandor,

19i3; Midha, Erdman and Frohrib, 19ï7)-would give rise to erroneous rcsults. As

was verificd experimentaIly by Turdc and Midha (1984), the assumption made on the

independence of the rigid-body and the elastic motions is only valid for a certain class

of system such as an e1astic four-bar crank-rocker mechanism with a large flywheel

at the crank. The large inertia thus created by locating the flywheel at the crank

reduces the variation of inertial forces in such a way that the mechanism considered

can achieve its force balance. This force balancing eliminates rapid inertia changes

that often cause impact loadings. The flywheel is thus used to prevent exciting the

e1astic motion 50 that the rigid motion is maintained independent of the elastic motion.

It must, however, be taken into account that impact loadings are developed by not

ooly the higher operating specd, but aIso the intrinsic singularities of the mechanisms

at band. These sjnguJarities often introduce substantial link deflections, and thus

make the aforementioned assumption on the independence of the rigid-body motion

and the eIastic motion diflicult to accept.

It is of practical importance to consider that the nominal motion must account for

•

•
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the rigid-body motion and the elastic motion as we1l. This becomes apparent when

the feedback control is used to suppress link oscillations while attaining its desired

rigid-body motion. The corrective measure provided by the aforementioned controller

takes into account both the rigid-body and e1astic motions. Moreover, the coupling

terms between the two motions must be considered in the kinematic and dynamic

formulations. The coupling terms are a kind of messenger that transmits extemal

forces into the internal system 50 that its internal behaviour comes into effect. Without

considering these factors, it is very diflicult to secure the proper dynamic responses.

A comprehensive discussion on this topic can be round (Naganathan and Soni, 1987).

Even if the nominal motion is properly defined so that the mutual dependence

between the rigid body and the e1astic motion is taken into consideration, the task

of incorporating the constraints due to kinematic loops becomes more challenging in

the dynamic analysis of the mechanism at band. Most studies undertaken to date use

Lagrange multipliers to incorporate these constraints into the equations of motion.

First, the equations of motions are deve10ped by employing the maximal set of the

generalized coordinates to locate and orient bodies in space. The constraints due to the

coupling of each intermediate link with its neighbours and the loop closures are then

imposed to represent the kinematics of the system. This approach yields a system of

nonlinear differential equations, as weil as algebraic equations (Song and Haug, 1980;

Shabana and Wehage, 1983). In contrast to the concise and systematic formulation

thus provided, the solution of the mixed set of differential and algebraic equations is

not trivial and even far more complex than the Integration of the differential equations

alone. In addition, the number of equations to be 50lved is larger than actually needed.

This is 50 because a number of dependent generalized coordinated is employed in the

dynamic formulation.

lt is, therefore, desirable to find the equations of motion with the minimum number

of generalized coordinates, while considering the constraints within the mode!. Along

these lines, the penalty method is worth mentioning. In this method, the constraints

•

•
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are directly inserted into Lagrange's formulation instead of adjoining them \Vith the

aid of Lagrange multipliers. This cao be achieved by introducing fictitious penalty

functions. These functions are then penalized by increasing weighting factors to force

the verification of the constraints within a prescribed tolerance. This method has

certain drawbacks: 1) the insertion of the constraints into Lagrange's formulation

only holds if the weighting factors approach infinity, and thus, bring forth the problem

of choosing the right penalty factors; 2) although large weighting factors guarantee

the convergence to the constraint, they may lead to numerical ill-conditioning and

develop very large roundoff errors (Bayo and Sema, 1989); 3) a moderate choice

of the weighting factors requires an iteration process, which in tum increases the

computational burden.

In this thesis, the spatial discretization technique based on cubic splines is incor

porated into a methodology consisting of the use of the natural orthogonal complement

of kinematic constraints (Angeles and Lee, 1988), that eliminates the constraint forces

and moments from the mathematical model. With the foregoing approach, the coup

ling between the rigid-body and the elastic motions is fully considered in the equations

of motion. Moreover, the goveming equations thus derived can be expressed in terms

of a minimal set of generalized coordinates, while taking into account the constraints

arising from the couplings between consecutive links and the loop closures. The con

straint forces thus introduced are ~1'ectively eliminated by virtue of the natural or

thogonal complement (NOC), obtained from a suitable kinematic formulation of the

linear velocity constraints.

A number of approaches ta obtaining the orthogonal complement of the kinematic

constraints have been proposed for a multibody system, which leads ta an elimination

of the said constraint forces anà moments. For example, a singu1ar-value decomposi

tion method is used ta extract independent generalized coordinates from the dependent

ones, while producing the said orthogonal complement (Singh and Likins, 1985). In

•

•
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the same vein, the orthogonal complement is obtained on the basis of successive mul

tiplications of Householder transformations, while exploiting its enhanced numerical

properties (Amirouche, Jia and Ider, 1988; Ider and Amirouche, 1988). In the present

study, the orthogonal complement matrix is extracted from the reciprocity relations

between the independent generalized speeds and the constraint forces (Angeles and

Lee, 1988; Cyril, Angeles and Misra, 1991; Darcovich, Angeles and Misra, 1992).

With this approa.ch, the solution of differential and algebraic equations is not needed,

in contrast with the dynarnic formulation using Lagrange multipliers. Neither is the

cumbersome penalty function required.

•
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1.2.3 Robustness Issues

The objective of the control scheme is to suppress the vibration and bending of all

the bodies of the system, while attempting to produce the required rigid-body motion

of one of the elements, e.g., the end-effector in a robotic manipulator. To attain this

goal, precise information concerning link dellection is needed 50 that the controller

cao determine the source of link oscillation. However, this measurement results in a

noncollocated control problem; i.e., the sensors and actuators are placed at different

locations on the llexible structure. This introduces unstable zeros, which impose an

upper limit on the bandwidth that cao be a.chieved and inerease the overall sensitivity

to disturbances in the passband of the system. Hence, the presence of unstable zeros

turns out to be a fundarnentallimitation induced by the system characteristics on the:

performance of the controller.

It has been reported that an accurate mode! is essential to successful noncollocated

control due to the limited bandwidth capabilities of noncolloca.ted controllers (Cannon

and Schmitz, 1984). However, the mathem&tical mode! is only an approximation

of a nonlinear and infini~ensional system, so that the accuracy of the mode!

required to acco=odate noncolloca.ted sensing is often questionable. Considering

that unstable zeros are imposed by the system characteristics, a mode! that reduces



the effects of noncoUocated sensing has to be sought without sacrificing accuracy.

In dealing with distributed-parameter systems, it is common engineering practice

ta assume that the first few modes are dominant and the higher modes are taken care

of by the structural damping of the system itself. The infinite-dimensional system is

then controUed by a finite-dimensional compensatar.

It has been pointed out that the unmodelled higher modes may reduce the stability

margin of the closed-loop system, and thus cause instability associated with the linear

quadratic-Gaussian compensatar design (Gibson and Adamian, 1991). This is, in fact,

the well-known spillover effect (Balas, 1982). Since the controller and observer gains

lie predominantly within the span of the finite number of modes ta be considered,

the unrnodelled higher mcdes are practically orthogonal ta these gains, and thus, the

LQG compensatcr mostly ignores them. The high-frequency residual vibrations are

thus fed bac!< ta the control system by noise-sensitive senso:'S. Therefore, the model

must be such that the controUer designed based on it is robust ta those unmodelled

higher modes that may contain a wide range of frequency spectrum.

Previous studies in the literature have focused on the modelling and control of a

rather simplestructure, such as a rotating flexible beam. Moreover, they do not always

take the effect of noncollocated sensing and robustness ta unmodelled higher-order dy

namics iota account. However, the growing demand ta expand the existing modelling

and control methodologies ta more complex systems having several structurally flex

ible links requires a control scheme that is robust against variations in their open-loop

dynamics. FUrthermore, this control scheme must provide an improved signal-to-noise

ratio, thereby enhancing the capability of the C. "troUer against the chronic spillover

effects associated with the noncollocated sensing.

One way of seeking for the desired robustness is ta synthesize the controller while

simplifying the dynamics of the system model as much as possible. It is rather tra

ditional for a control engineer ta seek the achievable bandwidth in which the said

controller is not sensitive ta the system dynamics. In this approach, the negiected

•
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higher-order dynamics is not a concern as long as the controller does Dot excite the

high-frequency modes, i.e., the closed-loop bandwidth is chosen to be sufficiently low.

Therefore, the mode! is simplified at the expense of a low achievable bandwidth.

Another way is to find a mode! that al10ws a design of the robust control scheme,

while considering the higher-order dynamics as much as required. ln this case, the

concroller cao be designed using one of the many methods availahle. Since the dy

namics of the system impose an upper lirnit on the obtainahle bandwidth, inclusion of

higher-order dynamics in the mode! would increase the achievable closed-loop band

width.

The latter approarh is taken to assess the robustness of linear-quadratic-Gaussian

(LQG) compensators designed with two different spatial discretization methods, in

terms of the observation spillover due to estimation errors and the control spillover

due to modelling errors. The two discretization methods used are the normal-mode

and the cubic-spline methods. In order to investigate observation spillover effects, the

sensitivity function of the LQG compensator is introduced. Moreover, the quantitative

measure of the robustness of the LQ state feedback is used to provide tolerable leve1s

of control spillover, 50 that the closed-loop system rernains stahle. An analysis based

on Nyquist plots shows a substantial improvement in robustness using cubic splines

over normal modes.

•
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1.2.4 Design and Implementation of Control Schemes

Design of a Nonlinear Controller

The goveming equations for the planar four-bar linkage with structural1y flexible e!e

ments are, in general, highly c:oupled and nonlinear. Moreover, the mechanism is

often subject to rapid changes of environment and 50 are its variables, such as the

joint angles and their time-rates of change. Furthermore, such a mechanism may

possess kinematic sjnguJarities, also known as dead points. These sjnguJarities are

intrinsic and thus unavoidahle if the mechanism undergoes its full motion cycle.



The control objective is to suppress the vibration of the flexible elements and to

attain asymptotic trajectory tracking at all times. In addition, the controller thus

employed must ensure the boundedness of all internal signals 50 that the closed-loop

control system provides global convergence for all desired trajectories. The con

trol scheme that achieves such objectives is difficult to obtain due to the nonlinear

characteristics of the mechanism, compounded by the rapid parameter variation and

existence of singularities. Therefore, a controller based on an approximate model is

not expected to work well.

For example, it is well known that gain scheduling may not guarantee global con

vergence, unless the following two facts are secured: 1) the scheduling parameter

should capture the nonlinearities of the plant; and 2) the scheduling parameter should

vary slowly (Sbamma and Athans, 1992). Since the gain scheduling is based on a col

lection of linear time-invariant approximations to a nonlinear plant at fixed operating

points, a reliable control performance is expected for the fixed operating condition

from which the gain is taken. Renee, the rapid parameter variation throughout the

range of operating conditions may significantly deteriorate the overall performance of

the control system. However, gain scheduling becomes a reliable alternative if the

rigidity of the system can be compromised in such a way that a little link flexibil

ity is allowed. In other words, tolerating a little link f1exibility gives rise to better

tradeo!l' in the rigid-body motion control, such as position and orientation control of

the end-effectors (Carusone and D'Eleuterio, 1993; Carusone and D'Eleuterio, 1993).

A computed-torque approach is a good candidate to deal with such difficulties and

to achieve the control objectives. The computed-torque method is a model-based con

trol algorithm relying on the inverse dynamics of the system. The inverse dynamics is

then used for feedback linearization of a nonlinear system provided that the paramet

ers needed for control are known. The latter is seldom the case because the dynamic

model is a.t most a refiection of a nonlinear plant onto the mathematically realiz

able subspace, which often turns out to be tao abstracto To bridge this discrepancy,

•
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various adaptive routines have been added to the frarnework of the computed-torque

approach (Craig, Hsu and Sastry, 1986; Spong and Ortega, 1988; Middleton and

Goodwin, 1988).

Adaptive schemes have been evolving in such a way that less and less restrictions

are necessary in implementing the computed-torque method. However, the transient

performance of these control algorithms depends heavily on the initial condition of

a system and is not yet fully practical. Moreover, sinee the asymptotic stability has

not been proven to be uniform, a smaU change in the dynarnics may result in loss of

stability (Ortega and Spong, 1989).

The state of the art of the computed-torque approach, which is used in the con

trol of robotic manipulators, is still based on the assumption that aU joint variables

are available. This asswnption may be sufiicient for the motion control of rigid-body

robotic manipulators, although the experimental verification of such cases is se!dom

found in the open literature to date. This asswnption rnay not aUow the direct ap

plication of the computed-torque approach for the control of the mechanism with a

chain of structurally flexible e!ements. Not oo1y joint variables but also information

on the link deformation is needed for the SUCCE:Ssful control of a flexible mechanism.

However, some of the variables associated with the link deformation may not be avail

able through direct measurement.

A noo1inear control scheme proposed in this thesis estirnates the variables not

available from the measured output, while taking Cafe of the associated nonlinear

ities in the control scheme. The basic framework is similar to the computed-torque

approach in the sense that feedback linearization is used (Fig. 1.1). The proposed

controller consists of two blocks: the inner loop block is a nonlinear state feedback

controllaw and the outer loop is typically a linear compensator driven by the tracking

error between the estimated and the nominal states (Fig. 1.2). To obtain the estimated

state, a Kalman filter based on the dynarnic mode! is used.

The key idea lies in the fact that the dynamic formulation based on the NOe

•
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Figure 1.1: A general structure of the computed-torque approach in nonlinear control
form

provides the decoupled and coupled equations of motion simultaneously. The former

is constructed in terms of the extended generalized speeds, while the latter is expressed

in terms of the independent generalized speeds. The connection between these two

equations of motion can be obtained as a form of the NOC.

The Kalman filter can then he obtained by using the linearized decoupled equa

tions of motion. It should be realized that the nonlinear terms in the decoupled

equations of motion are not associated with rigid-body coordinates but rather with

the link defl.ections, namely, flexible coordinates. Moreover, the coupling terms are

not neglected in the foregoing equations of motion. Hence, the admissible control

law can also be constructed based on the linearized decoupled equations of motion.

This linear compensator constitutes the outer loop (Fig. 1.2). However, the use of

the decoupled equations of motion gives rise to the control inputs in terms of the

extended generalized forces tbat contain nonworking constraint forces, instead of the

applied torque. When the nonworking constraint forces are eliminated by virtue of the

NOC, the applied torque can be obtained by filtering the generallzed forces through

the NOC. Since the NOC is configuration-dependent, the inner loop is required for the

NOC to assess those state variables and used as a nonlinear state feedback (Fig. 1.2).
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This model-based control algorithm can be implemented safely on industrial r0

bots, where each joint is controlled individually. Moreover, it avoids the use of compu

tationally expensive adaptive control schemes as weil as cumbersome gain-sôeduling

techniques that are usually needed for the control of such highly nonlinear systems.

Implementation of the Control Scheme Using the Euler Operator

If the proposed control algorithm is implemented on a digital computer, the NOe

has to be updated quickly enough 50 that discretization effects do not degrade its

performance relative to the ideal continuous-time case. This is true if the NOe filter

can be exeeuted with no computational delay. Moreover, a rapid sampling may tend

to increase observation spillover by feeding back the control signal biased by high

frequency residual vibrations, even when an approximate finite-dimensional model is

used in the digital control but based on the shift operator (Balas, 1982). This is

contrary to the commonly made assumption that a higher sampling rate allows the

continuous-time system to be better approximated by the discrete-time system.



In this thesis, the Euler operator is used for a discrete representation of the pro

posed control scheme and its computation. The numerical superiority over the usual

shift operator of digital control laws using the Euler operator has been examined

extensively (Li and Gevers, 1993; Comeau and Hori, 1992; Middleton and Good

win, 1986). These studies show that the Euler operator formulation offers better

finite-word-Iength coefficient representation and less finite-word length rounding er

ror performance in many cases. Moreover, the use of the Euler-operator formulation

provides a close correspondence between continuous- and discrete-time results (Hori,

Nikiforuk and Kanai, 1989; Middleton and Goodwin, 1990). Unlike the shift oper

ator, the discrete-timetheory based on the Euler operator converges to the appropriate

continuous-time results as the sampling rate increases. Such connections provide more

flexibility in specifying performance requirements, thereby allowing the digital control

lers to be evaluated in a continuous-time context.

•
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Robustness Analysis of the Digital Control Laws

The discrete realization of a continuous-time system is often subject to parameter

variations due to finite-word-Iength effects. Such variations are often very large and

therefore deteriorate the stabilizing property obtainable with the continuous-time LQ

state feedback. This phenomenon becomes more worrisome when the system to be

controiled possesses multiple, high-frequency resonances. It is weil known that high

frequency resonances in the plant may cause unacceptable sensitivities to disturbances

in conjunction with the discretization (Franklin, Powell and Workman 1990). Hence,

it is important to examine the robustness of the discrete LQ state feedback in the

presence of system uncertainty.

In this regard, an allowable bound in nonlinear perturbations for continuous-time

LQ state feedback is extended to the discrete-time LQ state feedback case for easy



assessment of its robustness. A quantitative measure of the robustness of the discrete

time LQ state feedba.ck is then used to study the effect of the two different representa

tions: the Euler and the shift operator formulations. It is shown that the discrete-time

LQ state feedba.ck using the Euler operator is more robust against nonlinear perturb

ations than that using the shift operator. Moreover, the resulting response becomes

much doser to that of the continuous LQ state feedba.ck as the sampling rate increases,

than the shift-operator case.

•
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1.3 Simulation and Experiments

Simulations are performed to assess the on-line capability of the proposed control

scheme. The mechanism under consideration is a planar four-bar linkage of the crank

rocker type, where some or al! moving links are flexible. In designing a prototype

mechanism, the links are made to be slender and long wherever possible, so that they

may he modelled using the Euler-Bernoulli beam theory. Moreover, the joints are care

fully designed to achieve accurate kinematic couplings, while minimizing their weights.

The prototype mechanism is manufactured and integrated into a data-acquisition sys

tem comprising two digital signal processors, along with analog-tcHiigital and digital

to-analog converters. The experimental verification of the proposed control scheme is

carried out using the prototype mechanism.

The angle of rotation of the input link and its time-rate of change are measured

and used to infer the rest of the rigid-body motions. The vibrational behaviour of

the mechanism is then measured using two sets of full-bridge strain gauges that are

installed at the midspan of the coupler and output links. When this output and the

input joint torques are sampled, the mode1-based Kalman filter reconstructs the state

variables. The joint torque cao then be obtained from the admissible control law in

conjunction with the NOe filter. This torque is in turn applied to the system via a

precision De motor and to the said Kalman filter.

One aspect of this study is to assess the viability of calculating the NOe on-line,
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which is essential for the successful implementation of the proposed control algorithm.

The experimental study is thus focused on the numerical performance of the NOC fil

ter. In this regard, the Euler-operator formulation that closely approximates the cor

responding continuous-timesystem is used for the discrete-timesystem representation.

The filter is executed on a 33M-f1ops digital signal processor (D5P). The experimental

results .b.ow that the desired performance of the control system cao be achieved with

sampling rates as hill;h as 200 Hz.

Knowing that this type of mechanism possesses singularities intrinsically, both

simulation and experimental results are compared in order to investigate the effect

of those singularities on the applied torque. This is significant in analyzing the sys

tem response, because a rapid inertia change, which may affect th" system dynamics

greatly, occurs in the neighbourhood of a singular configuration. Experimental stud

ies show that the rapid inertia change at the singular configurations appears in the

form of disturbances. Hence, the capability of attenuating the disturbances has been

considered in designing the LQG compensator. Moreover, an open-loop simulation

using the inverse dynamics of the corresponding rigid-body model is conducted to

show a diflicu1ty of the simulation study under the influence of rapid inertia changes

that occur near the singular configuration.

An experimental study on the control of a rotating flexible beam is also conducted.

At; discussed earlier, the use of cubic splines allows a definition of the state-variable

vector as the set of curvature values at the nodal points of the spline and their time

rates of change. The former are measured directly with strain ganges, while the

latter are estimated with a Kalman filter. The objective of this experiment is to

address the observability and controllability of the rotating flexible beam with a torque

applied at the hub of the beam using the smallest possible number of measurements.

The experimental results indicate that the estimation of the state variables cao he

accomplished if at least two measurements are taken, these being the curvature at the

root of the beam and the hub rotationa.1 angle. Moreover, the vibration of the flexible



bea.m can be successfully suppressed by means of the applied torque obtained with

the admissible controllaw in conjunction with the !'::Jman lUter.•
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1.4 Thesis Overview

This thesis consists of eight chapters, which a.re outlined below:

Chapter 1 is devoted to the background and motivation of the research to be presen

ted in this thesis. It includes the definitions of sorne basic concepts, literature survey

and description of the problerns that a.re covered throughout the thesis.

Chapter 2 deals with the spatial discretization of the continuous bea.m. Two spatial

discretization methods are presented, i.e., a normal-mode method and a cubic-spline

technique. Cases for two different boundary conditions-pinned-pinned and clamped

free-a.re discussed for each of the two spatial discretization methods.

Chapter 3 presents a kinematic formulation for a mechanism having a closed kin

ematic chain. An equivalent rigid-link system (ERLS) is used to resolve the overall

motion of the mechanism into the SUffi of a rigid-body motion and a flexible-body

motion. The kinematic constraint equations a.re then formulated and the independ

ent and dependent generalized speeds a.re defined 1ased on the sa.id equations. The

orthogonal complement of the foregoing constraints equations is extracted from the

reciprocity relations between the independent generalized speeds and the constraint

forces, and is defined as the underlying natural orthogonal complement (NOC).

Chapter 4 is devoted to the formulation of the governing equations exploiting the

properties provided by the NOC, namely, those naturally incorporating the constraints

into the equations of motion and e1iminating the constraint forœs thus introduced. The

equations of motion for each separate link are constructed using Lagrange's equations

and then assembled to give the unconstra.ined equations of motion for the entire system.

The latter a.re called the uncoupled equations of motion. The coupled equations of



motion are then obtained by multiplying both sides of the uncoupled equations of

motion by the transpose of the NOC. Finally, the dynamic formulation of a rotating

flexible beam is presented in detail at the end of this chapter.
•
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Chapter 5 provides the robustness analysis of the dynamic models of the rotat

ing flexible beam obtained using both spatial discretization methods, namely, the

normal-mode approach and the cubic-spline technique. A sensitivity analysis of the

linear-quadratic-Gaussian (LQG) compensator is performed to assess the capability

of attenuating estimation errors due to unmode11ed higher-order dynamics. The al

lowable bound for nonlinear perturbations is also sought in conjunction with LQ state

feedback. For the said dynamic models, the sensitivity analysis is used to investigate

the effect of the observation spillover, whereas the allowable bound is exploited to test

the robustness against the control spillover.

Chapter 6 is concerned with the design of a model-based control scheme and its

on-line implementation. The control scheme consists of two blocks: the first bock is

devoted to the linearization of the highly coupled nonlinear system, while the second

block is assigned to obtain the required applied torques from the generalized forces.

This partitioning of the control scheme is feasible on the basis of using the NOC as

a filter. This control system is then discretized and expressed in the Euler operator,

which provides close connections between the continuous- and the discl'~te-time res

ults. Two theorems are developed to quantitatively measure the robustness bound

of the discrete-time linea.r-quadratic (LQ) state feedback in the presence of nonlinear

perturbations. These theorems allow the robustness measure of the discrete-time LQ

state feedback associated with the use of different operators; i.e., as the shift and Euler

operators.

Chapter 7 presents the numerical and experimental results for the proposed control

scheme designed for the planar four-bar mechanism of the crank-rocker type. The



control a!gorithm is numerically implemeoted on the simulator based on the nonlinear

equations of motion. Based on these results, the prototype mechanism is manufactured

and then integrated into a data-acquisition system. The experimenta! verification

of the proposed control scheme is carried out using the setup thus made. Severa!

issues are addressed concerning the experimental results such as the effects of the

singularities and rapid inertia changes. Moreover, the experimental results for the

control of the rotating flexible beam are included in this chapter.

•
Chapt.er 1. Introduction 22

•

Chapter 8 is devoted to the conclusions derived from this research work. The results

thus obtained are swnmarized and then, some suggestions are made for further work.



•

•

Chapter 2

Spatial Discretization of Continuous

Systems

2.1 Introduction

The goveming PDE of a uniform beam that is subject to only bending is obtained

using the extended Hamilton principle, along with necessary boundary conditions.

The method (Jf separation of variables enables us to convert the PDE into two sets of

ODEs in the time and space domains. Two spatial discretization methods, one based

on normal modes, the other one cubic splines, are used to find a proper approxim

ate solution of the fourth-order ODE associated with the spatial variable. Cases for

two different boundary conditions-pinned-pinned and clamped-free-are discussed

in conjunction with both spatial discretization methods.

In the normal-mode approach, the displacement is approximated as a finite sum

consisting of the normal modes and the corresponding time-dependent coordinates,

commonly known as the normal coordinates. For the uniform beam, the natural modes

are solved by finding a general solution of the fourth-order ODE in space and applying

appropriate boundary conditions therein. The natural modes are norrna1ized for the

sake of convenience. The normal modes thus produced then satisfy the orthogonality
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In the cubic-spline technique, the displacement functions between the supporting

points are given in the f(>rm of piecewise third~rder polynomials having continuous

second derivatives (Rogers and Adams, 1976). The overal1 displacement is then con

structed by an interpolation of the set of physica1 data taken at the supporting points.

Boundary conditions are then imposed ta eliminate the need of finding the extra coef

ficients that result from the use of the cubic splines. A linear relation between the

displacement and the curvature values is given at the end.

•
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conditions.
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Figure 2.1: Bending deformation in a uniform beam

2.2 The Euler-Bernoulli Bearn

The relation between bending moment and deformation in a flexible beam is given by

M(z, t) = El(z) éP~~'t) (2.1)

where El(z) is the flexural rigidity, consisting of Young's modulus E and the cross

sectional area moment of inertia l(z) about an axis normal ta the XY plane and



passing through the centre of the cross-section. Moreover, u(x, t) denotes the trans

verse displacement along the beam at any point x and time t, as given in Fig. 2.1.

The potential energy associated with the deformation of the beam has the form:
•
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(2.2)

In addition, the kinetic energy ca.n be expressed as

(2.3)

where m(x) is the mass per unit length.

Applying the Hamilton principle, the governing PDE is found by minimizing the

foUowing function

•

1'2
I = (T - V)dt

'1
l ' L([8u]2 [ô2 ]2)= "2f 10 m(x) ôt - EI(x) ô:r:~ dx dt

This ca.n be a.chieved with the aid of the ca1culus of variations, namely, as

where

Performïng the standard integration by parts for 6f1 gives

Sinœ the variation 6u must vanish at ft and t2 by definition, one obtains

1'2 fL ~u
6f1 = - '1 Jo m(:r:) {if 6ud:r: dt

(2.4)

(2.5)

(2.6)

(2.7)

(2.8)

(2.9)

(2.10)
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(2.11)

Applying the same procedures to éI2 produces

éI2= f EI(x)~8~;11~ dt - f := (EI(x)~) 8ul~ dt

+1" fL {? (EI(x)~) 8udx dt
ft Jo

Now, combining eqs.(2.10) and (2.11) and collecting the integrands that contain

Chapter 2. Spatial Discretization of Continuous Systems

•
8u, one obtains the three equations below:

ft (::2 (EI(X)~~) +m(x):~) 8udx dt = 0

l ', Ô ( ô
2
u) IL'l ôx EI(x) ôx2 8u 0 dt =0

l ', EI(X)a:~Ô(8u)IL dt =0
'l ôxôX o

From the foregoing equations, the governing PDE cao be obtained as

::2 (EI(X)~~) +m(x):~ =0

along with all possible boundary conditions:

EI(x)Ô
2
UÔ(8u)I

L
= 0

ôx2 ôx 0

( EI(x) ::~) 8ul: = 0

The latter cao be transla.ted into the boundary conditions given below:

(2.12)

(2.13)

(2.14)

(2.15)

(2.16)

(2.17)

• c1amped end: u =0, ~ =0

• pinned end: u =0, ~ =0

f d·&2u_Oll'u_O
• ree en . arr - ,arr-

(2.18)

(2.19)

•

The method of separation of variables, on the other hand, enables us ta write the

foregoing PDE as two sets of ODEs in the spaœ and time domains, namely,

tP ( tPY) 2 tPY
dx2 EI(x) dx2 - '" m(x) de =0

tPq(t) +",2q(t) =0
de

where ",2 is a positive quantity representing the square of the natura! frequency "'.
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2.3 Normal-Mode Approach

~••

In the normal-mode approach, the transverse vibration of the flexible link cao he

approximated by a finite number of the normal modes obtained by determining the

eigenfunctions of the system, while satisfying the boundary conditions. The displace

ment function is then given by

n-l

u(x, t) = L;Yr(x) qr(t)
r=l

(2.20)

where Y,.(x) denotes the rth eigenfunction, also known as the rth mode, and {qr(t)}~;:

are the time-dependent generalized coordinates. Since these coordinates are not at

tached to any physical quantity, they are not measurable.

In the two subsections below, the normal modes satisfying eq.(2.18) are derived in

conjunction with two sets of boundary conditions: pinned-pinned and clamped-free.

2.3.1 Pinned-Pinned Beam

In this case, the geometric and natural boundary conditions are given, respectively,

by

u(O, t) = u(L, t) = 0

u"(O, t) =u"(L, t) =0

(2.21)

(2.22)

which means that the deflection and the bending moment at both ends vanish.

While imposing the aforementioned boundary conditions, the nontrivial solution

of eq.(2.18) reduces to

•

Y,. =Crsin,.,.x, r = 1,"" n-1

where Cr is any constant that satisfies the nonnality conditions

(2.23)

(2.24)
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ln addition, K:. in eq.(2.23) is obtained from the characteristic equation

The solution of the characteristic equation can be rea.dily obtained as

K:.L = r7l', r =1,···,n-l

Moreover, the natural frequencies, for r =1,·,·, n - 1, are

28

(2.25)

(2.26)

(2.27)w. = (nr?V:i4
Furthermore, the normal modes thus obtained must satisfy the orthogonality con-

ditions given be1ow:

f m(x)Y.(x)Y.(x)dx =6•.,

foL EI( )cPY,.(x)cPY.(X)d _ 2<
X d 2 d 2 X - Wro•.,o X x

r,s=I,2,'"

r,s = 1,2",·

(2.28)

(2.29)

wbere 6.. is the Kronecker delta. These rela.tions mean that al! the modes are ortho

gonal to one another (Meirovitch 1967). Such orthogonality conditions will greatly

reduce the complexity in forming the equations of motion, especial!y whenever elastic

motions are induced by the rigid body motion. However, these relations will bring

forth sorne difficulties in connection with the controller, as discussed in Chapter 5.

2.3.2 Clamped-Free Beam

ln the presence of clamped-free boundary conditions, the solutions of eq.(2.18), which

are known as eigenfunctions, lea.d to r =1, ... , n - 1,

Y,.(x) =Ar«sin,ç,-L - sinh,ç,-L)(sinll:rX - sinh,ç,-x)

+(cos,ç,-L+cosh,ç,-L)(COSlI:rX-COShll:rx», r= 1"",n-l (2.30)

•
where

Ar =Cr/(sin,ç,-L - sinhll:rL) (2.31)



with Cr defined as a normalizing constant and l'>r denoting the rth eigenvalue defined

as the rth root of the cha.ra.cteristic equation, na.mely,•
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(2.32)

2.4 Cubic-Spline Technique

The link deformation u(x, t) in the interval X r $ x $ X r+! is approximated by a cubic

spline funetion as

(2.33)

(2.34)

(2.35)

(2.36)

(2.37)

where X r is the a.bscissa of the rth supporting point of the spline (Dierckx, 1993).

Deriving the coefficients as functions of the displa.cement u and the curva.ture u" at

the rth supporting point yields

A 1(" If)r = 6.!lx
r

ur+! - Ur ,

B 1"
r = 2ur

C .!lur 1 (" If)
r = .!lx

r
- ii.!lxr Ur+! +2ur ,

Dr =Ur

where .!lxr = X r+! - X r and .!lur = Ur+! - Ur' Furthermore, the requirement of

continuity in the first deriva.tive is imposed, na.mely,

forr=1, ...,n-2 (2.38)

•

After substituting eqs. (2.34), (2.35), (2.36) and (2.37) inta eq. (2.33), one obta.ins a

linea.r system of (n - 2) simultaneous equations, i.e.,

where Qr == &&r and f3r =1/&&r for r = 1, ..•,n - 2. Notice that we have (n - 2)

equations here for the given n-dimensional curva.ture vector. It is, therefore, required

ta find two more equations that are obta.ined by considering the bounda.ry conditions.



The geometric and natura! boundary conditions associated with the pinned-pinned

beam can be expressed in terms of the corresponding values at the the discretized

supporting points, namely, as

•
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2.4.1 Pinned-Pinned Bearn

U1 =u" =0

30

(2.40)

(2.41)

(2.46)

(2045)

•

lmposing the foregoing boundary conditions to eq.(2.39) e1iminates two unknowns

in the foregoing system, and hence, gives the (n - 2) linear relationships between

curvature and displacement, namely,

Ap u" = 6 C~ u (2.42)

where

20~ 02 0 0

02 20' 03 0
A~=

2 (2.43)
0

0 0 a,,-3 2a:,-3

-,B; .B2 0 0

C~=
.B2 -,B~ f3:l 0

(2.44)
0

0 0 ,B"-3 -,B~-3

with

O~ =Or +Or+!, ,B~ ==,Br + ,Br+1, for r = 1, .00' n - 3

In eq. (2.42), u is the vector of time-varying displacements and u Il is the vector of

time-varying œrvatures at the supporting points, i.e.,

[ ]

T
_ "-2)

U - U2,. 0 • , u,,-1 e lIt

[ ]

T" _ H" n-2)
U - U2,0 •• ,U"_1 elIt
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Thus, eq. (2.42) leads to

where

with Cp being nonsingular.

2.4.2 Clamped-Free Beam

31

(2.47)

The boundary conditions for this beam have been found to be very useful in the

analysis of a simple structural element. It ha.s been reported that such boundary

conditions possesses better numerical properties tha.n the pinned-pinned boundary

conditions in predicting the closed-loop system dyna.mics where feedba.ck control is

necessary (Cetinkunt and Yu, 1992).

The corresponding geometric boundary conditions at the cla.mped end, x = 0, are

given as

ôu
u(O, t) =0, ôx (0, t) =0

The foregoing boundary conditions add one more equation, na.mely,

(2.48)

(2.49)

Moreover, at the free end, x =L, both the moment and the shear force exerted on the

link vanish, 50 that

ô2u
ôx2 (L, t) = 0,

;Pu
ôx3 (L, t) =0 (2.50)

•
Applying the zero shear force at the free end pr.xluces

" " 0= u,. -U.._l =

(2.51 )

(2.52)
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Hence,

32

(2.53)

Finally, the (n -1) linear relationships between curvature and displacement, including

eqs.(2.49) and (2.53), cao be written in vector form as

Ac u" =6 Cc U (2.54)

where

2Ct1 Ct1 0 0

Ct1 2Ct' Ct2 01

A c = 0 (2.55)

0 O'n_3 20:.-3 O'n_2

0 0 Ctn-2 2Ct~_2

(31 0 0 0

(3' (32 0- 1

C c = /32 -(3~ f33 0 (2.56)

0

0 0 (3n-2 -(3~-2 (3n'

In eq.(2.54), u is the vector of time-varying displacements and u" is the vector of

time-varying curvatures at the supporting points, i.e.,

•

Thus, eq.(2.54) lea.ds to

where

[ ]

T
_ n-l)

U - U2, ••• , Un e IR!-

[ ]

T
"_,, n ft-l)

U - ul, ••. ,Uii-l e IR!-

-T "u- cU

(2.57)

(2.58)

(2.59)



with Cc being nonsingular.

The displacement function ur(x, t) given in eq.(2.33) can be written a.lso in vector

form, narnely,
•
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Ur(x,t) = [ (x - Xr? (x - xr? (x - Xr) Il

Defining s,.(x) as

Ar(t)

Br(t)

Cr(t)

Dr(t)
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(2.60)

(2.61 )

and substituting the time varying coefficients given in terms of displa.cements and

curvatures at the supporting points into eq.(2.60) produces

Ur(X, t) = S;U"rU" + s;Uru

in which U"r and Ur are given by

U'.J:
0 -M6 M6 0 0

0 1/2 0 0 0

l~
0 -o.r/3 -o.r/6 0 0

0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0
U r =

0 0 -{3r {3r 0 0

0 0 1 0 0 0

(2.62)

(2.63)

(2.64)

•
Note that U"r is a4 x (n-l) matrixwhoseonly nonzero entries appear in its (r+l)st

and rth columns, when clamped-free boundary conditions are imposed, while U"r is

a 4 x (n - 2) matrix whose only nonzero entries appear in its (r + l)st and rth

columns, when pinned-pinned boundary conditions are imposed. Moreover, Ur is a



4 X (n -1) ma.trix whose only nonzero entries a.ppear in its rth and (r - l)st columns,

when c1a.mped-free bounda.ry conditions are imposed, while Ur is a. 4 x (n - 2) ma.trix

whose only nonzero entries a.ppear in its (r + l)st and rth columns, when pinned

pinned bounda.ry conditions 'lIe imposed.

Furthermore, using the linear re1a.tionship between displa.cement and curva.ture

given in eq.(2.59), the displa.cement function Ur(x, t) becomes

•

•
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Ur(x,t) = s;(x) Ar u" (t)

where

Ar=U;+UrTc

34

(2.65)

(2.66)
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Chapter 3

Kinematics of a Flexible Mechanism

3.1 Introduction

Unlike systems with open kinematic chains where the terminallink has a free end, the

kinematic formulation of closed-chain systems requires considering that the terminal

link is constrained at both ends. The kinematic constraint equations of a flexible mcch

anism simultaneously involve rigid-body and flexible-body motions. Furthermore, the

axial shortening effect, also known as geometric shortening, caunot be neglected if

the angular rates of the bodies are comparable to their first natural frequency (Cyril,

1988). This effect significantly increases the complexity of the kinematic formulation.

An equivalent rigid-link system (ERLS) has been introduced to resolve the overall

motion of a serial-type flexible system into the sum of a rigid-body motion and a

flexible-body motion (Giovagnoni, 1994; Chang and Hamilton, 1991). This ERLS

is then extended to incorporate a flexible mechanism with closed kinematic chains,

which greatly facilitates the kinematic formulation, because the equivalent rigid-body

motion cau be extracted from the overa1l motion of the flexible system by applying

the ERLS. It is noteworthy that a priori knowledge of the rigid-body motion is not

necessary in this formulation, sinee the nominal motion of the chain of rigid bodies

is simultaneously constituted from the motion of the ERLS. Consequently, the said

35



ERL5 considers the coupling5 between the rigid-body and the flexible-body motions.

The generalized speeds thus obtained from the kinematic ve10city constraints in

c1ude both independent and dependent generalized speeds. The dependent generalized

speeds arise from the coupling of each intermediate link with its neighbours and con

straints due to loop c1osures. The use of the ERL5 enables us to write the vector

of generalized speeds in terms of the vector of independent generalized speeds. This

establishes a transformation that is an explicit function of the configuration of the

mecha.nism and is called the natural orthogonal complement (NOC) (Angeles and

Lee, 1989). The NOC will be used to form the system of dynamic equations in terms

of the generalized coordinates, by eliminating the need to solve for constraint forces.

•
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3.2 An Equivalent Rigid-Link System (ERLS)

An equivalent r;gid-link syste.T1l (ERLS) has been found to be very useful and efficient

in describing the overall motion of a serial-type flexible manipulator (Chang and

Hamilton, 1991). With the ERLS, the motion i~'yolved in such a system cao be

readily expressed as the SUffi of a large motion and a small motion. The large motion

is attributed to the motion of the equivalent rigid-body system, while the small motion

accounts for deviations of the flexible system with respect to its equivalent rigid-body

motion. The small motion is mainly due to the structural flexibilities and part1y due to

the rigid-body motion. Consequent1y, the use of the ERLS allows the c10sure form of

the kinematic con~traint equations in tenns of rigid-body motions and associated link

deflections. However, it is noteworthy that the ERLS is oo1y a hypothetical system,

which is the closest rigid system to the corresponding flexible system.

Here, the ERLS is extended to incorporate a flexible mechanism with a closed

kinematic chain. Unlike the serial-type flexible system, where the line between joints

i and i +1 is drawn paralle1 to the tangent at the distal end of 1ink i (Fig. 3.1), in a

flexible mechanism the line is drawn between joint i and joint i + 1 (Fig. 3.2). The

extended ERLS approximates the said flexible mechanism, while ,;erving to separate
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y •

Yi • i th segment

k Jointi+1

- - - -- '-""~-'+'Xi .

1/ Joint i Xi.,

1
1

_.- - - ERLS

x

Figure 3.1: Equivalent rigid-link system for a seria! flexible manipulator

3i

•
---- ERLS

Figure 3.2: Equivalent rigid-link sysrem for a flexible mechanism with a closed kin
ematic loop



the overall motion into the rigid-body and the elastic motions. Moreover, the linear

relation between curvature and displacement derived in the previous chapter cao be

employed if displacements measured from the moving rigid-body configuration are

small.

•
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3.3 Kinematic Constraint Equations

The mechanical system considered hel"e is a planar four-bar linkage where sorne or

alilinks are flexible (Fig. 3.3). It is driven by an actuator at point O2• The coupler

and output links length of (as) and (a4)' respectively, are const~;ned te follow the

motion of the input link length of (a2), while the base link length of (al) is fixed and

acts as a reference frame. The actuated link is modelled as a beam with clamped

free end conditions and undergoes axial deflection due to geometric shortening. The

unactuated links are modelled as pinned-pinned beams. As a result, the endpoints of

these links are fixed relative to the link axes.

The architecture of the linkage is simply defined by the undeformed length of

link i-denoted as a;-where i =1, ... ,4, as shown in Fig. 3.3. The configuration of

the linkage is described by a set of independent rotational and flexible coordinates.

These consist of the angle of rotation of the input link, (}2, along with the elastic

coordinates of flexible links, each of which is represented by an l-dimensional vector

u";. Moreover, u"; is the vector of curvature values me"'sured along link i, from which

the supporting points are taken.

3.3.1 Axial Shortening Effect

Since the aforernentioned mechanism should acco=odate faster operating speeds

with a high degree of accura.cy, axial shortening bas to be included in the kinernatic

formulation. However, consideration of the axial shortening may require additional

generalized coordinates (Kane, Ryan and Banerjee, 1987). Hence, a method must
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Figure 3.3: Architecture of a four-bar linkage
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be sought to effectively model this effect without introducing additional generalized

coordinates.

Figure 3.4 shows a schematic diagram of the axial shortening effect due to the

elastic deformation. The assumption of the constant link length under the clamped-free

boundary condition is no longer valid when the structural members of the mechanism

undergo relatively large elastic deformation.

•
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Figure 3.4: Schematic dia.gram of the axial shortening

The shortening over the length of the beam can be obtained as

s(a;,t) ~ ['(ds -d:c) (3.1)

•

where ds denotes the length of a small section of the defl.ected beam, while d:c denotes

the that of the undeformed beam. The length of a small section of the defl.ected beam

is given by

(3.2)



where du is the defiection associated with a small section d:r: along the neutral axis

atta.ched to the undeformed position of link i. Taking a truncated series expansion of

the foregoing equation gives
•
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(3.3)

Substituting the approximation into eq.(3.2), one obtains

Equation (3.1) then becomes

( )

21 • du
s(a;,t)=2J: dx dx

(3.4)

(3.5)

By virtue of the cubic-spline technique, eq.(3.5) ca.n be expressed in a discretized

form, namely,

1~ (1.,"HI TT' )s(a., t) = 2~ u", ~j Fj(x)~jU", dx
J=l %J

where ~j =uj +UjTc and

Ifwe define

then eq.(3.6) becomes

( ) 1 "T..,. "
S a;, t =2u i .LiU i

(3.6)

(3.7)

(3.8)

(3.9)

•

As shown in the foregoing equation, the axial shortening effect ca.n be systematically

considered without introducing additional genera.lized coordinat.e5.

Towards this end, severa! kinematic parameters are introduced. Using the dis

placement function obtained in eq.(2.65), the deformation at the end of the input link

is defined as

(3.10)
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wherc

and where

The length of the equivalent rigid-link cao he expressed as

Substituting eqs.(3.9) and (3.10) into the above equation, we obtain

42

(3.11 )

(3.12)

(3.13)

(3.14)

In addition, the angle 'Pi defined between the undeformed position of link i and the

line extending from the origin to the end-point is given by:

(3.15)

1t should be noted that the link lengths remain constant for unactuated links due

to pinned-pinned boundary conditions, i.e., ai = /li.

3.3.2 Joint Angles

Given the independent coordinates as input, it is desired to find the values of the

unactuated joint angles, i.e, 83 and 84 • This cao be readily achieved by virtue of the

ERLS and the constraint equation imposed on it, namely,

(3.16)

•
It is recognized that some of the quantities that are constant in the rigid case become

variables if the linkage is flexible. Specifical1y, the link lengths /li should he replaced

with those of equivalent rigid-links ai.



Equation (3.16) provides the following two relationships, one in terms of the input

and output angles and the other in terms of the input and coupler angles:•
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ft(,p2,84,kt.k2) = kt +k2 cos 84 - k3 cos,p2 - cos(84 - 1/>2) = 0 (3.17)

f2(,p2, 83, k~, k;) = k~ - k; cos 83 - k; COS,p2 + COS(1/>2 - 83 ) = 0 (3.18)

where

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)

(3.24)

It should be noted that the kinematic variables containing the term a;, such as kt. k2,

k;. and k;, vary with time, as the length of the actuated link varies due to the axial

shortening.

Introducing~ intermediate variable T, eqs.(3.17) and (3.18) take on the quadratic

form given below:

(3.25)

where

•

and

A = kt - k2 + (1 - k3 )cos,p2

B = -sinl/J2

C = kt + k2 - (1 + k3)coS,p2

(3.26)

(3.27)

(3.28)

(3.29)
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From eq.(3.25), the output angle is derived as

0
4

= 2tan-1 (-B + K~B2 -AC)
where K is the branch index of the linkage configuration and is either -1 or 1.

Similarly, the coupler angle cao be obtained as

44

(3.30)

-1 (-B' + KVB'2 - A'C')03 = 2tan A'

where

B' =sin tP2

with an appropriate selection of T =tan(~).

3.3.3 Joint Velocity Constraints

(3.31)

(3.32)

(3.33)

(3.34)

As a first step towards finding the unactuated joint ve!ocities, the time derivative of

the input-output relation, given in eq.(3.17), needs to be taken, namely,

dll aIl· aIl· aIl· aIl·
dt =at/12 t/12 + ao/4 + aklkl + ak2k2=0

from which it is possible to solve for 94 by rearranging the terms as follows

(3.35)

(3.36)

In order to express the time-rate of change of the output angle as a function of the

independent velocities, partial derivatives are taken with respect to the independent

generalized coordinates. Differentiating eqs.(3.19) and (3.20) with respect to time

gives

•
• T. H

kl =tlt; U2

• T. H

k2=t2t; U2

(3.37)

(3.38)
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where

Moreover, the input angle defined in the ERLS can also be expressed as

45

(3.39)

(3.40)

(3.41)

(3.42)

where O2 is the angle of rotation of the input link and 'P2(a2, t) is the angle between its

undeformed neutral axis and the line extending from the origin to the end-point, i.e.,

input link of the corresponding ERLS. Care must be taken in considering the latter,

beca.use it is not a joint angle, but an angle due to the link defiection, namely,

_ t _1(u(a2, t))
'f'2 - an a'2

Upon difi"erentiation of eq.(3.42), we obtain

where

(3.43)

(3.44)

(3.45)
. ( ) (a2- s(a2,t))ü(a2,t)+u(a2,t)o5(a2,t)

'f'2 a2, t = ,2
a2

ln the a.bove equations, the terms containing the time-rate of either the transverse or

axial displacement can be expressed as functions of the curvature vector using cubic

splines, name1y,

where E2(a2) =51(a2) tt.T- Substituting eqs.(3.46) and (3.47) into eq.(3.45) leads to

•

ü(a2,t) =Ei(a2)Ü'2

05(42' t) =u"; T 2Ü'2

. ( t) T'"'f'2 a2, =11 u 2

(3.46)

(3.47)

(3.48)
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where

Moreover, the partial derivatives in eq.(3.35) are computed as follows:

Now eq.(3.36) cao be rewritten as:

O• MO' T·"
4 = 1 2 + ml U 2

where
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(3.49)

(3.50)

(3.51)

(3.52)

(3.53)

(3.54)

(3.55)

(3.56)

Similarly, the time-rate of change of the coupler angle cao be obtained from the

following equation:

•

dh = 8/2 •i• + 8!2iJ + 8!2ic' + 8!2ic' - a
dt 8t/J2 '1"2 803 3 8k;. 1 8~ 2-

where the kinematic variables are given by

ic~ = t3CTü'2

k; = t2c
Tü"2

and

(3.57)

(3.58)

(3.59)

(3.60)



(3.64)

(3.62)

(3.61 )

(3.63)

In addition, the partial derivatives in eq.(3.57) are computed as follows:

• 8fz '. .
NI == - 89

3
=-kzsm 93 - sm(.pz - 93)

. 8h '. .
Nz = 8.p2 =k3 slO.pz - sm(.pz - 93 )

N·' - 8fZ_ 1
3 = 8k;-

8h
N~ = 8k; = -cos93

Hence, the final form of the time-rate of change of the coupler angle is given by

Cbo.pter 3. Kinematies of a Flexible Meebanism

•

(3.65)

where

N.'
Mz =-2N;
m2 = ~;«t3 - tz cos 93)( + N~77)

(3.66)

(3.67)

3.3.4 Velocity Constraints on Body-Fixed Frames

Let ri be the position vector of any point P on link i, with respect to the moving

frame :F; attached to the corresponding neutral axis, as shown in Fig. 3.5. Moreover,

let us define Xi and Yi as the unit vectors parallel to axes Xi and Y;, respectively, and

let x and y be the coordinates of any point in the said frame. The position vector ri

of an arbitrary point of the ith link is then defined as

ri = (x - s(x, t))x; +u(X,t)Yi (3.68)

The position vector of any point P in the inertial frame, Pi' cao he expressed, in

turn, as

Pi = Pi +ri, i = 2,3,4 (3.69)

•
whose time-derivative is given by

Pi=Pi+WiEri+ri, i=2,3,4 (3.70)
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y

x
Figure 3.5: Position vector of a point on the link

with matrix E defined as
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(3.71)

•
In eq.(3.70), the scalars Wi, for i = 3,4, are obtained in eqs.(3.54) and (3.65), and (.)

represents the time-derivative of (.) in frame F; when regarding this frame fixed. In

addition, E is an orthogonal matrix that rotates 2-dimensional vectors counterclock

wise through an angle of 90·, and hence, ET =-E and ETE =1 with 1 denoting the

2 x 2 identity matrix.

Having considered that the transverse and axial displacements are due to the

link flexibility and the geometric shortening, respectively, and tha.t their time-rates

of change are explicitly expressed in terms of curva.tures along the link, the m

dimensional vector of generalized coordinates and speeds for the ith link can be defined

•
as

q . = [p'r 8· U..!)T.- . . . (3.72)
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. _ [oT
q, = Pi U·"TJTW' .. ,
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(3.i3)

where Pi denotes the position vector of the origin Oi for link i, while 9, and "', denotc

the angle measured from the inertial frame and its time-derivative. Moreover, U ",

denotes the l-dimensional curvature vector, where 1depends on the imposed boundary

condition and the number of nodal points. The vector of generali=ed speeds of the

mechanism is then defined as

(3.14)

The forgoing vector cao ),e expressed as a function of the r-dimensional independ

ent generali=ed speeds, namel:',

q= N(q)v (3.15)

where N(q) is an N x r sparse matrix with N = 3m. Moreover, for the given

mecha.nism, the r-dimensional vector of independent generalized speeds is defined as

(3.76)

3.3.5 Introduction of the Natural Orthogonal Complement

On the other hand, the kinematic velocity constraints produced by eqs.(3.54), (3.65)

and (3.70) cao be written in terms of the generalized speeds as

Aq=O. (3.77)

where A = A(q, t) is an s x N ma.trix with s < N, and O. is the s-dimensional zero

vector. Moreover, let q he the rank of matrix A. Then, the degree of freedom of the

system, denoted by r, is

•
r=N-q

Substitution of eq.(3.75) ioto eq.(3.77) lea.ds to

ANv=O•

(3.78)

(3.79)



Since V is r-dimensional and its components are linearly independent, eq.(3.i9) holds

if and only if•
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AN=O.,.
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(3.80)

•

This shows that N is an N x r orthogonal complement of A, where 0 ... is the s x r zero

matrix. Because of the forro in which N is defined, it is terroed the natural orthogonal

complement of A.



•
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Chapter 4

Dynamics Formulation with the NOC

4.1 Introduction

In order to derive the dynamic equations of a mechanism modelled as a chain of

flexible elements, two methods are systematically integrated: the natural orthogonal

complement (NOe) and cubic splines. The former allows the dynamic cquations of the

mechanical system to be formulated without using Lagrange multipliers, whereas the

latter allows the elastic motions as50ciated with structural members to be describcd

with a finite number of generalized coordinates. The proposed approach takes into

account mutual coupling'S between the rigid-body and elastic motions in its formula

tion. Furthermore, the equations of motion are expressed in terms of the minimum

number of generclized coordinates, i.e., the degree of freedom of the given system.

The approach taken in this section can be summarized as follows:

1. Expressions for the kinetic and potential energies, as weil as the Rayleigh

dissipation function are constructed for each link, which is considered as

an unconstrained body.

2. These expressions are then spatially discretized along the link using the

cubic spline technique, 50 that the set of e1astic coordinates is finite.

3. The rigid-body motions are expressed using a set of dependent generalized

51



coordinates, as needed to locate and orient each unconstra.ined body in

spa.cc.

4. The equations of motion for ea.ch individual uncoustra.ined link are formu

lated using Lagrange's equations. It should be recognized that the cor

responding coordina.te system includes both independent and dependent

generalized coordina.tes. The dependent coordinates arise from the coup

ling of ea.ch intermediate link with its neighbours and the constra.ints due

to the loop-closure.

5. The resulting equations are assembled for the entire system to constitute the

decoupled equations of motion. This formulation inevitably brings forth the

nonworking constra.int forces in conjunction with the dependent generalized

coordinates.

•
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•

6. By virtue of the natura.! orthogonal complement, the nonworking constra.int

forces are eliminated and the coupled equations of motion expressed in

terms of a minimum number cf generalized coordinates are derived.

The dyna.mic formtàation of a rota.ting fiexible bea.m will be presented in deta.il

at the end of this chapter. To describe the vibrational behaviour arising due to link

fiexibility, two spatial discretization methods are considered: the normal-mode method

and the cubic-spline technique. The corresponding couplings between the rigid-body

and the elastic motions are then exa.mined in terms of their physica.l significa.nce.

FiIially, the resulting dynamic models are then used to discuss the robustness of the

difierent spatial discretization methods.

4.2 Dynamic Modelling of the Mechanism

The mecha.nica.l system considered throughout the first halfof this chapter is a planar

four-bar linkage of the crank-rocker type. It is driven by a constant a.ngu1ar velocity

input that produces a high acce1eration of the output link during a part of its motion



cycle. Since the me--J1anism performs its motion in the horizontal plane, gravity is

not considered in the formulation. It should be pointed out that transverse vibration

results not only fram link flexibility but also from the singularities of the mechanism

at band. The effect of singu1arities will be extensively discussed with the experimental

results in a later chapter.

The kinetic and potential energies for link i, denoted by Ti and V; respectively,

and the Rayleigh dissipation function due to the structural damping of link i, denoted

by Di, are given by

•
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1 {~; T
Ti = '2 Jo mi(x)Pi Pidx

1 {a;
V; = '2 Jo Eli(X)[U",,,,(x, t)J2dx

1 (ai
Di = '2 Jo c,[u",,(x, t)fdx
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(4.1)

(4.2)

(4.3)

where mi(x) and E Ii(x) denote the mass per unit l...ngth and the flexural rigidity

of link i, respectively. In addition, c, is the structural damping coefficient of link i,

u",,,,(x, t) denotes Ô2U/ÔX2 and U"'t(x, t) denotes ô2u/ôxât.

The term pTPi in eq.(4.1) can be determined using the velocity constraints, given

in eq.(3. ïO), namely,

pl = pl +2wiPTEr i+2PT ri

2w TE· 22·2- iri ri +Wi ri + ri
(4.4)

•

where ri denotes the tim~erivativeof the position vector ri in its own frame, re-

garding this frame as fixed.

Upon substituting eq.(4.4) into eq.(4.1) and performing an integration over the

link, one obtains the resulting kinetic energy. This task is difficult to implement due

to the intrinoic nature of the distributed-parameter system and the fact that the link

undergoes axial displacement due to the geometric stiffening.



4.2.1 Kinetic and Potential Energies for a Clamped-Free Beam•
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When considering alink with cla.mped-free bounda.ry conditions, it is no longer valid

to assume that the link length remains constant, especially at higher operating speeds.

Consequently, the kinetic energy must a.ccount for both the axial displa.cement due to

geometric stiffening and the transverse translation due to bending. Since the cla.mped

free bounda.ry conditions are applied to the input link of the mechanism, the kinetic

energy of the input link is constructed taking centrifugal stiffening into a.ccount.

Considering the time-ra.te of change of the position vector P2' given in eq.(3.70),

the square of its magnitude, IIp211 2=p~ P2' i!l the case of the input link, becomes

(4.5)

(4.6)

Upon substitution of eq.(4.6) into the kinetic energy expression, given in eq.(4.1), we

obtain

«x2_ 2xs + S2 + U2)W~

+2(uo5 + xü - SÜ)W2 + (052+ ü2»dx
(4.7)

The foregoing equation is then spatially discretized along the link by using the cubic

spline technique to describe the displa.cement function in terms of the curvatures at

the supporting points, na.mely,

(4.8)

In this way, the axial displa.cement due to the centrifugaI stiffening ca.n be efficiently

detennined in the framework of the cubic spline technique.

The axial displa.cement function ca.n be written in the following form:

•
1 ,. (00)2

s(x,t) = .~j ôx dx (4.9)
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I.e.,
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(4.10)

•

where :dies in the interval Xj ~ x ~ Xj+!. To reduœthe computational complexity, the

axial displacement between two adjacent supporting points is assumed to he constant.

Such an assumption, however, does not affect the evaluation of the axial displacement

at the proximal end with which the kinematic properties are obtained, as discussed

in the previous chapter. This is 50 because the end tip is located exactly on the

supporting point. Hence,

1 (1 )s(x,t) =2u"i 1: 'l'k U"2 (4.11)
k=l

where

T 1:.+1
, (4.12)'l'k =~k =. Fk(x)dx ~k

and

F' ( ) = ÔSk(X) ôsk(x) (4.13)k x - ôx ôx

Furthermore, the i50parametric beam element enables the kinetic energy to have

the form given below:

The coefficients of the foregoing equation are given in Table 4.1, where the first column

shows the expression for the kinetic eDergy segment in terms of continuous spatial

variables, whereas the second column shows the spatially discretized kinetic energy

expression for a segment excluding spatial coordinates.

Finally, the kinetic energy of the input link cao be written as

(4.15)



Table 4.1: Evaluation of the kinetic energy under the clamped-free bounda.ry conditions•
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Continuous Discretized

['o m2(x)x2dx 1 3
"YI j"m2a2

C-12 2 Cl ))"Y2 2[' m2(x )xs& m2u"i ~ X;+12- x; ~Tk U"2
o . ,=1 k=1

[' m2(x)s2dx n-l ( Cl) C-1 ))"Y3 m2u"i~ %;+1 - Xj ~Tk U"2 urt; L'rA: U"2

,=1 4 k=l k=1

[' m2(x)u2& T ("-1 [J+' )"Y4 m2U"2 ~~r Fj(x)& ~j U"2
,=1 =J

( Cl )ff'
n-l ;: +l ,-

'"YI o m2(x)usdx m2~ (1' sJcx)dx) ~jU"2 u"i 2:Tk
,=1 zJ 1:=1

f' n-l ([J+I )
'"Y2 o m2(X)xudx m2r;~J "'J XSj(X)d:t

(C 1 ) f['m2(X)sUd:t
n-l J- =,+1

'"Y3 ~m2~ ~Tk u;1 sJcx)dx ~j U"2
,=1 =1 %J

[' m2(x),52& n-1 ( C-1 ) Cl))rI m2~ (Xj+1 - Xj) ~Tk U"2 u"i ~Tk
J=l k=1 k=1

l' m2(X)u2& ("-1 [~l )r 2 m2 ~~r "'J Fj(x)& ~j
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where

and

1 =11 +12 -13
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(4.16)

(4.17)

(4.18)

(4.19)

In eq.(4.16) M 2 is an m x m symmetric positive-definite matrix, where m denotes the

number of generalized coordinates with which both rigid-body and elastic motions are

defined. The number m varies with the number of supporting points, as weil as the

number of rigid-body coordinates.

The potential energy, in turn, is given by

1 (.2 ( .. )2V2 = 2Jo EI(z) u (z, t) dz (4.20)

After spatially disretizing the foregoing equation and substituting the spatial variables

by the cubic spline forms, one obtains

(4.21 )

where

•

The potential energy cao also he written as

1 T
V2 = 2C1i K2 Cb

where

(4.22)

(4.23)

(4.24)



and 0 is the (n - 1)-dimensional zero vector. In addition, the (n -1) x (n - 1) stiffness

matrix associated with the elastic coordinates !12 is defined as•
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(4.25)!12 =~~T ({J+' EI(x)F;(x)dx ) ~j

Likewise, the Rayleigh dissipation function due to structural damping cao be writ-

ten as

where

Then,

where

F'.(x) = 8sj(x) 8sf(x)
J 8x 8x

D l.T D .
2=-<12 2Q2

2

(4.26)

(4.27)

(4.28)

(4.29)

In the above equation, the (n -1) x (n -1) damping matrix arising form the structural

damping of the flexible element is defined as

(4.30)

•

4.2.2 Kinetic and Potential Energies for a Pinned-Pinned Beam

The kinetic energy of a link with pinned-pinned boundary conditions takes a rather

simple form because the link length remains constant. Since the coupler and follower

links of the four-bar mechanism are modelled with the pinned-pinned boundary con

ditions, the kinetic energies of these two links are derived with the same formulation.

The kinetic energies, for i = 3,4, are given by

Ti =~ f m;(x) (p; + 2w;pTEr; + 2pT r; - 2w;rTEr; +w;r; + rn dx (4.31)
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Using the cubic-spline technique, the foregoing equations can be expresse<! as

T. !( ·T1·· ... ?·T .•. 2 'Tr ·u.
i = 2 /1 P. P. . - P. "'Il.... + Pi lU.

? T-" + 2+ ."T r 'U)--Wi"'Yz U i 12""''ï U i zU i

where the coefficients are given in Table 4.2.

The kinetic energy expression cao then be put in the form

'J'_l.TM·
'i - ï qi i q;

where

/1 1 "'Il ri
Mi= 'Yi /2 "'Ir

ri "'12 r 2

in which

"'Il Em,2X1 "'12 E fR!.n-2)x1

riE m,2x(n-2) ri Em,(n-2)x(n-2)
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(4.32)

(4.33)

(4.34)

ln addition, 1 is the 2 x 2 identity matrix. Rence, the foregoing mass matrix is of

m x m and is symmetric and positive-definite. As shown in the foregoing formulation,

the couplings between the rigid-body and the elastic motions are fully considcrcd.

The potential energy and the Rayleigh dissipation funetion are readily obtained as

where

1 T
V; = ï Cli Ki qi

D l.TD·i=-Cli iqi
2

(4.35)

(4.36)

•
[

ObxbK-
• - O(n-2)xb

[

Obxb
D·-

• - O(n-2)xb

ObX(n-2) ] E IEr"xm

ni

ObX(n-2) ] E IEr"xm

Ai

(4.37)

(4.38)

(4.39)



•
Chapter 4. Dynamics Formulation with the l"OC 60

•

Table 4.2: Evaluation of the kinetic energy under the pinned-pinned boundary condi
tions

Continuous Discretized

'"(1 1'" mi(x)dx miGi

f' mi(x)(x2 + u2 )dx ( 3 C-2 t 1 ))'"(2 mi ~ + u"r ~Âf J+ Fj(x)dx Âj U"i
3=1 zJ

[ r ]f' mi(x) [ 7 ]dx
n-2 - =, sfÂjdx U"i

'"YI miL 2 2
j=1 Xj+l- X j

2

f n-2 ( - r-)+1

'"Y2 o mi(x )xùdx mi~ 1 xsJ<x)Âjdx
J=1 rJ

[~ ]f m;(x)ùdx [ 0 ]"-2 (t'+l )rI mi 1 ~ "', sf(x)Cjdx

f' n-2 (1"'J+l )r2 o m;(x)ù2dx mi~ . ÂfFj(x)Âjd:r
3=1 zJ



where b denotes the number of rigid-body coordinatcs. The stiffness and damping

sub-matrices associated with the elastic motion are dcfined as•
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(4.40)

(4.41)

(4.42)

4.2.3 Dynamic Formulation for an Unconstrained Link

The dynamics equations are then derived for link i using Lagrange's equation, as

shown below:

~ (ÔT;) _ôT; = w~ + w9 _ ôV; _ ôD.
dt ôq; ôq; • • Ôqi ôq;

where wf and wf represent the vectors of extemaI and kinematic constmint forces,

respectively. The equations of motion for each separate link then become

Miq. + C;qi + Kiq. =w. (i =2,3,4)

where the vector of generalized forces is defined as w; == wf + wf, and

4.2.4 Decoupled Equations of Motion

(4.43)

(4.44 )

(4.45)

After assernbling the foregoing equations for the entire mechanism, the decoupled

equations of motion take the forro

•
where

Mq+Cq+Kq=w

M = diag(M2.~,M.)

K =diag(K2, K:!, 14)

(4.46)

(4.47)

(4.48)
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w = [w~ w5 wYf

Let US now define the state-variable vector x a.s

and the state-variahle vector a.ssocia.ted with only the ela.stic motion u" a.s

The equa.tions of motion then take the state-space representation below:

x(t) = A(u", ü")x(t) +B(u")w(t)

with A(u",t) and B(u",t) defined a.s
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(4.49)

(4.50)

(4.51)

(4.52)

(4.53)

(4.54)

(4.55)

lt should be noted tha.t P is a N x p permutation ma.trix whose nonzero element in

ea.ch column designates the presence of either an a.ssociated constra.int force or an

external force. Moreover, p denotes the number of generalized coordinates a.ssociated

with the rigid-body motion, while IN and ON are the N x N identity and zero matrices,

respectively. ln addition, ON~ is the N x p zero matrix.

4.2.5 Coupled Equations of Motion

Let us define the state-variahle vector z in terms of the independent generalized co

ordina.tes and their first time-derivatives, namely,

•
(4.56)



The coupied equations of motion in terms of the minimum number of gencralized

coordinates are obtained by first differentiating eq.(3.i5). namely.•
Chapter 4. Dyr.amics Formulation with the i\OC

and then substituting the above equation into eq.(4.46), thus obtaining

MNv+(MN+CN)v+Kq= w
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(4.5i)

(4.58)

Note that K, as def..ned in eq.(4.48), consists of the stiffness matrices associated with

the flexible coordinates of each link and the zero matrices associated with the rigid

body coordinates.

Moreover, the power II developed by the constraint forces WC must vaDish by

definition, i.e.,

(4.59)

and, since ail the components of v are linearly independent, we must have

•

Pre-multiplying by NT both sides of eq.(4.58) now gives

M"v +C"v +K"</> = T

where

with T being the vector of generalized applied torques and

M"=NTMN

C" =~(MN+CN)

K"=NTKN ={}

(4.60)

(4.61 )

(4.62)

(4.63)

(4.64)

(4.65)
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where
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(4.66)

lt should be recognized that the constra.int forces are eliminated by virtue of eq.(4.60).

The foregoing coupled equations of motion cao be expressed in state-space form

as

where

z(t) =~(z, t)z(t) + ~(z, t),,(t) (4.6i)

•

with p being the permutation vector whose nonzero component designates the presence

of the generalized applied force, while Ir and Or are the r x r identity and zero matrices,

respectively. Moreover, Or is the r-dimensional zero vector.

4.3 Dynarnic Formulation of a Rotating Bearn

4.3.1 Problem Formulation

ln this section, the dyna.rnic mode! of a rotating bea.m is obtained using the two

different spatial discretization methods introduced above, name!y, the normal-mode

and the cubic-spline methods. Then the robustDesS of the control scheme, based on

eam of the aforementioned discretization methods, will be assessed in the subsequent

chapters. To ease the robustness analysis, the models are sought in the form of a

single-input-single-output system. The objective of the control scheme is to suppress

the transverse vibration at the tip of the beam, while keeping the desired rigid-body



motion. This can be achieved by varying the torque applied at the hub ",hile measuring

the tip displacement due to both rigid-body and flexible motions.

The mecha.nie<J system under study consists of a clamped-free beam of length L,

rotating horizontally about its fixed end, as shown in Fig. 4.1. In this study, the rotary

inertia and shear deformation effects cao be neglected in order to use Euler-Bernoulli

beam theory.

•
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y

Y,

T(t)~ x

Figure 4.1: Schematic diagram of a rotating flexible beam

The control system to be used must require only a single measurement, which must

a1lov: the system to infer both the rigid-body and e1astic motions at the same time.

Therefore, it is crucial for the output to be expressed in terms of the state-variable

vector, which includes the rigid-body and the elastic coordinates.

The kinematic description of the output to be measured, as shown in Fig. 4.1, is

given by

Moreover, the angular deviation from the neutral axis, <p(L, t), is assumed to be small,•
t{J(L, t) = 9(t) + <p(L, t) (4.68)



50 that it can be approximated us:ng the linear term of its series expansion, namely,

<;>(L, t) = tan- 1 (U(~' t)) ::::: UCi t) (4.69)

It should be noted that the output can be expressed as a SUffi of the rigid-body and

the elastic motions, and these can be selected as we generalized coordiùates, whatever

spatial discretization method is used.

The kinetic energy and ilie potential energy, denoted by T and V, respective1y, are

•
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(4.70)

(4.71)

where h is the moment of inertia of the hub. ln the foregoing equation, the magnitude

of the velocity of an arbitrary point along the link is given by

(4.72)

(4.73)

•

Finally, the Lagrangian is calculated as

L = !!oLm(X) (U2/Ï2+ X2/Ï2+ Ü2+ 2x/Ïü) dx

+~h/Ï2 -!tEI(x) (u"(X,t))2 dx

The Rayleigh dissipation function is omitted in the foregoing formulation ta simplify

the dynamic formulation.

Due ta the intrinsic nature of the distributed parameter system, a very large num

ber of generalized coordinates is required ta describe the vibrational behaviour prop

e-1v. It is, however, of practical importance ta use a manageable and finite set of

coordinates. The two spatial discretization methods discussed in Chapter 2 are ern

ployed ta derive finite-dimensional models.

4.3.2 Normal-Mode Spatial Discretization Method

ln this approach, the displacement function is given as a finite sum composed of a

linear combination of modes and their normal coordinates, as given in eq.(2.20). The



spatial variables appearing in eq.(4.73) can then be replaced with the said displacement

function to rewrite the Lagrangian in the framework of the normal-mode analysis.

The higher-order terrns associated with the e!astic motions are then c1iminated in the

foregoing procedure, so that a linearized mode! can be construded. It is, however,

:loteworthy that the linearization is performed vnly for the c1astic motions and the

rigid-body motion is not simplified.

The resulting Lagrangian is given by

•
Ch:J.pt.er 4. Dyml.lnics Formulation with the l''OC

1. n-l. n-1

L =2(1,92 + q~ +2 :E J.9qr - :E w~q~)
r=1 r=l

in which

l, =h+ h

Jr =t m(x)xY,.(x)dx

Wr = (/trl?J::4' r =1, ... , n - 1
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(4.74)

(4.i5)

(4.76)

(4.ii)

•

and lb is the moment of inertia of the rigid beam about the centre of the hub. In

addition, Jr indicates the coupling between the rigid-body motion and the rth vibra

tional mode. These coupling terrns are also known as the modal angular momentum

coefficients, and have been found to be useful in deterrnining the dominant modes

(Hughes 1980). In fact, the values of these coefficients decrease monotonically toward

zero as the nurnber of modes increases. One consequence is that the mutual influence

between the rigid-body and the e1astic motions becomes weaker for higher modes, to

the extent that the higher modes are virtually decoupled from the rigid-body motion.

This illustrates the common engineering practice in considering the vibrational beha

viour of the structure: the first few modes are significant, while the higher modes may

be neglected. A study of the resulting equations of motion illustrates the idea behind

such reasoning.

The equations of motion take the forro

(4.78)



where M. and K. are the n x n mass and stiffness matrices, respectively, while q and

T are the n-dimensional vectors of generalized coordinates and generalized applied

force. These quantities are given below:
•
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M.=[~~:]

~=[: ~]
q = [9 ql qn-lf

T = [T(t) 0 OIT
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(4.79)

(4.80)

(4.81)

(4.82)

where 1 is the (n -1) x (n -1) identity matrix and 0 is the (n -1)-dimensional zero

vector. Moreover,

'Y = l,

~ = [JI J2 ••• Jn_dT

{} =diag(w; wi ... W~_l)

(4.83)

(4.84)

(4.85)

The off-diagonal terms of the mass and stiffness matrices associated with the elastic

coordinates are zero and their only connections to the rigid-body motion take place

through the coupling vector~. As this vector becomes doser to zero, the corresponding

mode is virtually decoupled from the rigid-body motion. Consequently, that specifie

mode becomes uncontrollable from the rigid-body motion provided at the hub. This

will be further investigated in conjunction with the severa.! control issues in Chapter

5. Moreover, the generalized coordinates used to describe the elastic motions do not

represent any measurable physica.l quantity.

Finally, the output to be measured cao be expressed in terms of the generalized

coordinates, namely,

•
<p(L,t) =e-q (4.86)
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where
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(4.87)

5ince the e1astic coordinates are not directly measurahle, the output needs to be

measured through an indirect method, such as ô. vision system.

4.3.3 Cubic-Spline Spatial Discretization

Applying the cubic-spline discretization in the sarne manner used in the previous sec

tion, the Lagrangian becomes

(4.88)

The coefficients in the ahove equation are readily obtained fw,:. Table 4.2, narnely,

"1 =l,
n-I1~J+l

'""fT =m2: :csJ<:c).o..jd:c
;=1 %,
n-I1zJ+1 T

r == m2: .o..j Fj(:c).o..jd:c
;=1 r,

n-I
" T 1"'+' " Tn =LJ.o..j EI(:c)Fj(:c)d:c .o..j
;=1 =,

the equations of motion thus becoming

(4.89)

(4.90)

(4.91 )

(4.92)

(4.93)

(4.96)

(4.97)

(4.94)

(4.9.'))

u" ]Tn-I
T = [r(t) 0 ... of

where the n x n mass and stiffness matrices, as well as the n-dimensional vcctors of

generalized coordinates and generalized applied force are given be1ow:

Me=[~ ;]

Ke=[~ ~]
q = [6 u~ ...

•



The mass and stiffness matrices associated with the clastic coordinates r and n
are symmetric, positive-definite and their off-diagonal elements are not necessarily

zero, as in the normal-mode approach. Moreover, the coupling vector i does not

monotonically approa.ch zero, as the number of the elastic modes increases. The

coupling terms are simply a relation between the rigid-body motion and the curvature

at the supporting points. Remember that the elastic coordinates used in this method

are physical variables that ca.n be directly measured using accurate, yet fast strain

gauges.

The output to be measured cao be expressed in terms of the generalized coordin

ates, namely,

•
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where

1

~e == T~ On-2

1
L
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(4.98)

(4.99)

•

From the above equation, the end-tip displacement cao be inferred from the curvature

vector u", which is measured from a set of strain gauges.
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Chapter 5

A Robust Model for the

Discretization of Flexible Links

Based on Cubic Splines

5.1 Introduction

Upon constructing the dynamic mode! of the rotating flexible beam in state-sp~,ce form

using the two different spatial discretization methods, the robustness of the control

system to be designed based on this mode! is examined in terms of observation and

control spillovers. Both spillovers reduce the stability margin and degrade the system

response as50ciated with the noncollocated control problem. A robustness analysis

based on sucb considerations is thus essential before proceeding to a rea1-time impie

mentation.

A sensitivity analysis of the LQG compensators is performed to assess the capabil

ity of attenuating estimation errors due to unmodelled higher-order dynamics. ln this

regard, the sensitivity function and its complement are formulated. These functions

give insight not only into the observation spillover, but a1so into the reason why the

accuracy of the mode! becomes 50 important in noncollocated control.

71
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ln order te deal with the control spillover, the allowable bound for nonlinear per

turbations is sought in conjunction with the LQ state feedback. This bound allows

us te quantify the upper level of nonlinear perturbations for which the closed-loop

system remains stable. Moreover, such a quantitative measure is used in the selection

of the weighting matrices in a quadratic performance index, 50 that the resulting LQ

state feedback becomes robust against nonlinear perturbations.

Simulation studies are underta.ken te address the robustness of the control scheme

obtained using two spatial discretization techniques: normal modes and cubic splines.

Finally, the Nyquist plots of the closed-loop systems are presented te show the fre

quency response at the cross-over frequency.

5.2 Control Strategy

Considering the tip angle given in eq.(4.68) as the output te be measured, the govern

ing equations of motion obtained by either of the preceding two spatial discretization

techniques~s.(4.78) or (4.93)-can be cast in state-variable forro, namcly,

where

x(t) =Ax(t) +bu(t)

y(t) =CTx(t)

(5.1)

(5.2)

(5.3)

(5.4)

(5.5)

•
with 0 and 1 denoting the n x n zero and identity matrices, respectively. Moreover,

o is the n-dimensional zero vecter and the permutation vector p is given by

(5.6)



•
Cbaptcr 5. A Robust Mode! for the Discretization of Flexible Links B3Sed on Cubic Splim's j3

The state vector and sca1ar input are thus defined as

x(t) = [ qT(t) qT(t) r, u(t) = r(t).

Assuming that this mode! is perfect, the state-variable feedback is then obtained

by the substitution

u(t) = v(t) - kTx(t) (5.8)

where v(t) is an external input and the feedback gain k is sought to minimize the

quadratic performance index J defined below:

(5.9)

with Q being positive-semidefinite and r > O. How Q and r should be selected will

be discussed in 5.6.2. The overall system is shown in Fig. 5.1. In the next section,

it is assumed that the actual plant is the same as the model, to simplify the study

of observation spillover. In section 5.4, it is assumed that ail the state variables are

directly available but the actual plant has unmodelled dynamics.

5.3 Sensitivity of the LQG Compensator

Observation spillover depends mainly on the capability of the LQG compensator to

attenuate estimation errors due to unmodelled higher-order dynamics. These signais

are usually characterized by their frequency spectra. To obtain insight into the ob

servation spillover, the sensitivity function of the LQG compensator is formulated as

shown in Fig. 5.1 assuming that the actual plant is equal to the linear model given by

eqs.(5.l) and (5.2), and the observation noise signais are the only source of disturbance

in the system.

Since all state variables are available, the state feedback signal z(t) takes the form

•
z(t) = -kTi(t)

=_kTx(t) + w(t)

(5.10)

(5.11)
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where X == X - x, w(t) == kTx(t). Moreover, x(t) and x(t) denote the estimated state

and estimation error, respectively.

v U. ACTUAL PLANT
c~xp=f(xp,u.)-

y

u. ESTllotATOR BASED
ON THE lotODEL
x-Ax+bu. kT,-X

Z

Figure 5.1: LQG compensator for the actual plant, where xp E IR!' with the model
xE JR2n, where N > 2n

The LQG compensator shown in Fig. 5.1 is known to be equivalent to the unitY

feedback form shown in Fig. 5.2 (Anderson and Moore, 1971), where e(s) =u(s). It

should be noted that, for the arguments which follow in this section, the loop gain,

kT(sI - A)b, is considered as a virtual plant to be controlled with unity feedback

and that the disturbance w(s) is due to estimation errors. In this formulation, let the

w
v

~
e 'IL

kT(sI-Atb +1-

z

Figure 5.2: Closed-loop optimal control scheme as a unity feedback system
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signal =(t) be an output to be controlled, which is defined as

=(s) = kT(sI - A)-tbu(s) + w(s) (5.12)

= n(s)u(s)+ w(s) (5.13)
d(s)

Since

u(s) = v(s) - :(s) (5.14)

we obtain

=(s) = T(s)v(s) + S(s)w(s) (5.15)

u(s) = S(s)(v(s) - w(s)) (5.16)

where S(s) and its complement T(s) are given by

T(s)- kT(sI-A)-lb _ n(s)
-l+kT(sI-A)-lb n(s)+d(s)

S(s) _ 1 _ d(s)
-l+kT(sI-A)-lb n(s)+d(s)

(5.17)

(5.18)

and satisfy S(s) + T(s) = 1. It is known that the transfer function S(s) from the

external input v to the plant input u represents the sensitivity to parameter variations

of an optimal state feedback with respect to an equivalent state feedforward, namely,

.6.Hc(s) =S(s).6.H. . (5.19)

•

where .6.Hc(s) and .6.H. denote changes in the closed-loop system and changes in

a nominally equivalent open-loop system, respectively (Doyle and Stein, 1981). It

turns out that state feedback reduces sensitivity to plant parameter variations if the

magnitude of the retum difference, defined as Il + kT(sI - A)-Ibl, is larger than

or equal to unitY over a sufliciently wide band of frequencies (Perkins and Cruz,

1971). Moreover, if the pair (A,b) is complete1y controllable and the pair (k,A)

is complete1y observable, the following two facts hold: 1) all state variables cao be

affected by a suitable choice of control input u(t) and 2) the control input given in
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eq.(5.14) ca.n be identically zero only if the state is identically zero (Kalman, 1964).

This ca.n be illustrated using unity feedback, i.e., eq.(5.16), where ~(s) == u(s). Ideally,

the error remains small and bounded in the passband if the sensitivity function S(s)

approaches zero there, and thus makes its complement T(s) close to one. This will

provide successful tracking of z(t) to v(t). However, this is not usually possible in the

presence of the unstable zeros of the plant. Therefore, a compromise has to be made

to meet as closely as possible the desired specifications.

5.4 Robustness of the LQ State Feedback

In practice, the actual system is nonlinear and often subjected to parameter and

structura! variations, thereby making its accurate mathematical representation difficult

to obtain. It is therefore necessary to measure the robustness of the linear-quadratic

controller in the presence of nonlinear perturbations (Patel, Toda and Shidhar, 1977).

In this section, the allowable bound for nonlinear perturbations is sought, in order to

deal with the control spillover resulting from modelling errors. This bound helps to

quantify the e!fects of unmodelled residuals on the closed-loop system.

The nonlinear perturbations associated with parameter variations and modelling

errors are taken into account by the addition of a vector g to eq.(5.1), as

x(t) = Ax(t) +bu(t) +g(x(t),u(t)) (5.20)

Since the exact expression of the nonlinear perturbations is not available, the control

input is generated based on the linearmodel given in eq.(5.1). Under the state feedback

law u(t) = _kTx(t), the resulting closed-loop system is given by

•
where

x=Acx+ g(x)

fa
co 1

J = xT(t)(Q + -kkT)x(t)dt
o r

(5.21)

(5.22)

(5.23)
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To minimize J, the stabilizing gain k must satisfy the necessary condition (Bélanger.

1990)

1
k= -5b

r

where 5 satisfies the matrix Riccati equation

(5.24)

(5.25)

Then there exists a sufficient condition for an allowable level of nonlinear perturbation

such that the stability of the closed-loop system is not disturbed. We now recall

Theorem 5.1 (Patel, Toda and 5hitfhar, 1977) Let D ~ Q+ ~5bbT5. The c1osed

loop system, given in eq.(S.!21), remains asymptotically stable if the nonlinear veetor

funetion g satisfies the following condition:

IIg(x)1I 1 O'mi,,(D)
IIxll < ç= 2I1DII.1I511. - 20'm...(5)

(5.26)

where Il . Il and Il . Il. denote the Euclidean and the spectral norms, respective/y.

Moreover, O'm...(5) denotes the largest singular value of 5, while O'min(D) denotes

the smallest singular value ofD. For completeness, the proof of this theorem is given

in Appendix A.

5.5 Non-Zero Set-Point Tracking

If the goal of the control scheme is to force the plant output to follow a non-zero set

point, then we need

(5.27)

•
This cao be achieved by using a constant command input rd such that

(5.28)
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and thus

(5.29)

where Hk(S) is the closed-loop transfer function given by

(S.30)

When Hk(O) i: 0, a constant command input can be uniquely determined by

(5.31 )

and the closed-loop transfer function (to the constant command input) can be nor

malized as

(S.32)

5.6 Simulation Results

Simulations are performeè in order to study the robustness of the models obtained

using cubic splines and normal modes. These studies include a sensitivity analysis

to investigate the effects of observation spillover and permit a quantitative measure

of the robustness bound to prevent control spillover. The number of generalized

coordinates and material parameters described in Table S.l are used in the simulations.

In addition, the same weighting matrices are used for the cubic-spline and normal

mode methods to obtain the linear-quadratic regulator gain k, namely,

_ [ (100) ln On ]Q- ,
On (0.1) ln

r=l

•
It should be recognized that the models obtained using the aforementioned spatial

discretization methods describe a vibrational behaviour of the same system and the

state-space system representations thus obtained are expected to possess more or less

the sarne input-output characteristics such as the frequency response. Figure S.3 shows
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Table 5.1: Material properti~ of ti:e beam

number of nodal points (cubic-spline model)
number of modes to be considered (normal-mode model)
mass per unit length (m)
flexural rigid ity (EI)
moment of inertia of the hub (h)
moment of inertia of the unflexed rigid beam (h)
length (L)
cross-section

5
4

0.669ï [kg/ml
14.8535 [kg m3/s2]

2.092ïxl0-4 [kg-m2]

0.2232 [kg-rr.2J
1 [ml

0.0762 x 0.0032 [m2]

l00r---....,-------....,.--------,
--Cllbic-spl"'_

- _. - NormaI·mode melhod
so

!ll 0..
t
" ·so

·'00
,

"

' .
..........

'.

•

·,so L.,----";,..---....,...--.......:----....,..--.....J
,~I ,~ ,~ ,~ ,~ ,~FfO!l'*lCl'hl_

Figure 5.3: Magnitude plot of the open-loop transfer functions with the different
spatial discretization
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the frequency responses for the two discretization methods. A small differenct' ca.n be

seen between the two at a high-frequency range.

The frequency responses for the closed-loop transfer functions. on the other hand.

may differ between the two methods, depending on the description of the internal beha

viour of the system. The robustness analysis of the two modelling methods determines

which method is ",ore amenable to state feedback control.

5.6.1 Observation Spillover

To investigate the observation spillover due to the neglected higher-order modes, th<,

sensitivity functions, that are a measure of the response to the observation noise

signals, are obtained using the controllers based on the two discretization methods. If

a control system results in IS(jw)1 < 1, the sensitivity at w is reduced by the control

system. The magnitudes of the sensitivity functions are plotted in Fig. 5.4, and

those of complementary sensitivity functions in Fig. 5.5. It can be seen that IS(jw)1

approaches 0 and IT(jw)1 approaches 1, wnere w is close to the natural frcquencies of

the open-loop system, which are equivalent to the open-loop poles. This phenomenon

tan be readily illustrated using eqs.(5.l7) and (5.18), namely,

S( ' ) d(jwi) O'
JWi = (j ) d(' ) = , 1 =1,"" n - 1n Wi + JWi

T(jWi) = 1 - S(jWi) = 1

(5.33)

(5.34)

•

in which Wi is the ith natural frequency of the open-loop system; that is, d(jwi) = O.

When using the normal-mode method, the insensitive regions are concentrated in a

narrow band of frequencies around Wi (i = 1,···, n - 1). Furthermore, no sensitivity

reduction is achieved at natural frequencies higher than lfrl[rad/s]. In contrast, the

sensitivity with the cubic-spline description are lower over all frequency ranges and the

insensitive regions are wider. Consequently, the compensator based on the cubic spline

technique is less sensitive to observation noise signals and bas smaller observation

spillover effects_
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Since the actual system is subjccted to modelling errors and nonlinear perturba

tions, the natural frequencies of the system undergo small deviations from those of the

mode!. Hence, it is desirable for a controllaw to have a distribution of the insensitive

region around the natural frequencies of the system. For this reason, the accuracy of

the mode! becomes more critical when the normal-mode approach is used.

With the sensitivity functions obtained with the same weighting matrices, the state

variables in the two different spatial discretizations are different since they are defined

in terms of different generalized coordinates: curvatures along the beam and normal

coordinates as defined in eq.(5.i). Another useful comparison is based on the pole

locations of the closed-loop system, since the control objectives do Dot vary with

different modelling approaches. It turns out that the sensitivity obtained using the

normal-mode method can be reduced to match that obtained using the cubic-spline

technique, but at the expense of a higher state feedback gain. For example, the control

gain k.. that produces the sensitivity function, shoWD in Fig. 5.4 for the cubic-spline

model, is given by

0.0011 10.0000

-0.0062 -5i.3803

-0.1621 120.8451

-1.i032 -9i.4219

k.. = 1.0 X 104 -i.8429 64.4285
(5.35),k. =

0.0003 2.5610

0.0000 -0.1325

-0.0015 O.liïl

-0.0041 0.1215

-0.0013 -0.023i

while k. is the corresponding control gain for the cubic-spline technique. In the gain

vector Ic.., the magnitude becomes larger as the number of modes increases. This

means that larger weighting factors are necessary to penalize the deviations of the
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state variables associated with the higher modes. Considering that these gain vectors

produce the same control input when multiplied by the corresponding state variables,

the higher gain may give rise to numerical ill-conditioning and degrade the performance

of the control system.

The compensator based on the cubic-spline technique not only provides significant

advantages in terms of sensitivity reduction, but also places less severe requirements

on the accuracy of the model. Moreover, this is achiev~-d without introducing a higher

gain, which may reduce the stability margins.

5.6.2 Control Spillover

By varying the weighting matrices of the LQ state feedback, bounds on the stability

margin can be quantitatively measured in the presence of nonlinear perturbations

for both spatial discretization methods. Such bounds help to establish the relation

between allowable perturbations and the choice of weighting matrices in the quadratic

performance index. Moreover, these bounds indicate tolerable levels of spillover due

to modelling errors for a stable operation.

The weighting factors are chosen as

Q = [PIn
On

On]
vIn ' r=1 (5.36)

•

where P is the weighting factor for q (in this simulation, p = 100) and v is the

weighting factor for q, which varies from 0 to 1. Moreover, ln is the n-dïmensional

identity matrix.

The difference between the two discretization methods becomes apparent in Fig. 5.6.

It can be seen that the LQ state feedback based on the cubic-spline description can

accommodate nonlinear perturbations with an approximate order of magnitude three

times greater than that based on the normal-mode approach. The LQ state feedback

based on the cubic-spline approximation is thus robust against modelling errors and
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- - - - .. - - .. -- .. - - - .. .. -- -.. .. .. .. _.- -

Figure 5.6: Measure of robustness ( with varying weighting factor v

nonlinea.r perturbations. Moreover, it may be diflicult to determine the proper weigh

ing factors that will make the system robust against nonlinea.r perturbations when

using the normal-mode method.

A Nyquist plot of the open-Ioop transfer function cao be used to determine whether

the closed-Ioop system is stable by examining its behaviour near the crossover fre

quency. However, since high-order stiff systems have a large peak in the plot, the

Nyquist plot of the closed-loop transfer function with a constant reference signal is

used to observe the effect of varying the weighting factors as given in eqs.(5.36).

In the Nyquist plot of the closed-loop system obtained using the normal-mode

method, the relatively higher peaks cao he seen across the natural frequencies (Fig. 5.7).

This Nyquist locus consists of sets of peaks that result from the dynamics of the cor

responding modes including the rigid-body motion. The said locus closely resembles

that obtained from a higher-order oscillatory system.

In contrast to the normal-mode method, the Nyquist plot of the closed-loop system

obtained using the cubic-spline technique is very smooth over the entire frequency



•
Chap"" 5. A Hobust ~Iodcl for the Discretizatioil of Flexible Li~ks Based on Cubie Splines 85

-,
0.5

lmag Axis ., .0.5

Figure 5.7: Nyquist plots with different weightings for a constant input using the
normal-mode method

.... .......

-' .

1_- •, .ooS --
•

Figure 5.8: Nyquist plots with different weightings for a constant input using the
cubic-spline technique
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range and relative!y smaller peaks are observed associated with the hight'r modes

(Fig. 5.8). This locus is similar to a family of third-order systems.

Despite the almost identical open-loop frequency responses, the closed-loop sys

tems under the same unity-feedback and the same input-output configuration bchave

differ,~ntly, especially at higher frequencies, depending on how the vibrational bcha

viour is described. The effects of the higher modes are obvious in the closed-loop

system based on the normal-mode method, whereas such effects are nol significant in

the dosed-loop system based on the cubic-spline mode\.

The above differences stem from the v..ay in which the model incorporales the

correlations among the modes. When using the normal modes, such correlations do

not exist, due to the orthogonality conditions. Hence, increasing the number of modes

to be considered directly results in an increase in the order of the system mode!, as

observed in the closed-loop Nyquist plot. However, since the cubic-spline model relies

on the distribution of straîns along the beam, its interpretation of the mode is more

physical rather than mathematical. Hence, no such a restriction as the orthogonality

of the modes is applied and, thus, mutual influences between the modes can be readily

incorporated into the mode!. In fact, these mutual influences are weil observed using

the cubic-spline mode!, namely, the magnitude of the sensitivity function monotonically

decreases as the frequencies increase and the effect of the higher modes becomes

negligible in the closed-loop Nyquist locus.

From the control standpoint, the mode! based on cubic splines seems to be much

more attractive than the mode! based on normal modes, due to its better sensitivity

characteristic and the robustness of the closed-loop control system to the higher modes.

However, there remains one contradiction ta be explaîned: how the approximated

mode! cao give rise ta a better response than the exact mode!. This contradiction

arises from the fact that cubic splines are used as trial functions ta approximate the

modes.

It should be recognized that the time-varying coefficients of the cubic splines, which
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arc required to determine the shape function of the beam, are expressed in terms of

curvatures. These variables cao be readily obtained using strain gauges and thus allow

the on-line construction of the shape function that is, in turn, used to describe the

viLrational behaviour cf the flexible beam. However, in the normal-mode approach,

the modes are ca1culated off-line once and for all and the time-varying quantities, the

50 ca11ed normal coordinates, are used to determine the contribution of each mode to

the shape function. Moreover, such variables by themselves do not have any physica1

interpretation. Simply, they are not measurable.

Therefore, the cubic-spline mode! is more amenable to real-time control due to its

on-line capability of updating the shape function.
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Chapter 6

Design and Implementation of the

Control Scheme

6.1 Introduction

A model-based control algorithm is presented for a structurally flexible planar mech

anism to achieve the performance of its rigid-link counterpart as closely as possible.

The control objective is to suppress the vibrations of the flexible elements, while pro

ducing the required rigid-body motion. The controller consists of two blocks: the first

block is dedicated to the linearization of the highly coupled nonlinear system, while

the second block is used to obtain the joint torques required to drive the system.

The latter is achieved using a natural orthogonal complement (NOC) filter, which is a

transformation applied to the generalized force inputs. The NOC filter produces the

applied joint torque as their outputs with all non-working constraint forces eliminated.

This model-based control algorithm virtually amounts to those used in industrial ro

bots, where each joint is controlled individually.

Regarding the digital implementation of the proposed control scheme, we resort

ta a discrete-time system representation using the Euler operator. The advantages

thus obtained over the usual shift operator are: 1) improved numerical properties, 2)

88



ease in specifying performance requirements and 3) facilitated e"aluation of the digital

controller in the continuous-time context.

To quantitatively measure the robustness bound of the discrete-time LQ state feed

back in the presence of nonlinear perturbations, two theorems are proposed. The

robustness bound obtained using the Euler operator converges to the corresponding

continuous-time result both algeb~aically and nwnerically. This analysis will help a

designer understand the performance of the discrete-time LQ state feedback in the pres

ence of nonlinear perturbations, and select an appropriate sampling interval, which

ensures the proper system response.

•
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6.2 Design of the Nonlinear Control Scheme Using

the NOC

The coupIed equations of motion, for the four-bar linkage with structurally flexible

elements as given in eq.(4.61), reveals that the mass, Coriolis and stiffness matrices are

coupled with the kinematic constraint equations in quadratic form. The kinematic con

straint equations are expressed in terms of the NOC, which is conliguration-dependent.

Rence, the equations of motion are highly coupled and nonlinear.

It is, however, notewortby that the rigid-body components of the mass matrix in the

decoupled equations of motion, given in eq.(4.46), become constant in the planar case

and the nonlinearities are ooly as50ciated with flexible coordinates. This is attributed

to the following two fa.cts: 1) ea.ch individuallink is considered as an unconstrained

body; 2) the equations of motion for ea.ch individuallink are obtained using Lagrange's

eq'~ations in a local frame. The decoupled equations of motion are indeed a collection

of the equations of motion for ea.ch individuallink. The couplings between links are

a.chieved through the NOC. It is, therefore, natural for the decoupled equations of

motion to bave constant components as50ciated with rigid-body coordinates.

Considering that both eqs.(4.46) and (4.61) describe the same dynamic system, a
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linear compensator can be obtained by linearizing the decoupl<,d <'qnations of motion .

Moreover. sucb a linearization naturally eliminates the Coriolis tcrm by virtn," of

eq.(4.44), thereby obtaining

x(t) = Ax(t) + Bw(t)

y = Cx(t)

where w is the vector of generalized forces.

-x.... 110401 buod
x,- 0- A<ImIaIblo KaImon lUter

control lAw
x=Ax+B ...

x

y

T naxible- Noe lUter ~ four-bar 1-
moehODlom

X

(6.1 )

(6.2)

Figure 6.1: Block diagram of the model-based control algorithm using the NOe

One consequence of using the decoupled equations as the governing equations

would be the introduction of the generalized forces instead of the applied joint torques.

Although the generalized forces are readily obtained by an admissible control law

combined with a Kalman filter, there remains the problem of how to extract the applied

torques from the generalized forces while filtering out the nonworking constrained

forces. Towards this end, the generalized forces are filtered using the NOe as

(6.3)

•
thereby providing the applied generalized torque as shown in Fig. 6.l.

Since the NOe is configuration-dependent, another loop is necessary for the NOe

to assess the state variables. It should be realized that the NOe is a sparse matrix



whose nonzero clements can be obtained through the relations between the extended

and independent generalized speeds. The proposed control scheme, even with an

online calculation of the NOe, is implemented with the use of a digital signal processor
•
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(DSP).

6.3 LQG Compensator Using the Euler Operator

The LQG compensator consists of the state observer, also known as the Kalman lUter,

and the feedback of the resultant state estimates. The controller is driven by the

estimated deviations of the state variables from their desired values and generates the

control signals in such a way that the said deviations remain as small as possible at

all times (Athans, 19i1). This approach has a particular importance when sorne of

the state variables are not obtainable through direct measurement.

To implement the proposed control algorithm, we resort to a discrete-time system

representation using the Euler operator, which is defined as

(6.4)

where z is the shift operator and T the sampling interval (Hori, Mori and Nikiforuk,

1994).

Assuming that a digital control signal is applied via a zero-order hold, the discrete

Kalman state observer in shift forro cao be obtained as

•

where

x(k + 1) =Aqx(k) +Bqw(k) +Bq (y(k) - Cqx(k))

Aq =eAT

Bq =(f eA~d1/) B

Cq=C

(6.5)



where the process noise v(k) and the measurement noise e(k) are random. uncorrelated

processes with zero mean value and covariance matrices given by•
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E{v(k)v(kl} = Qq

E{e(k)e(kl} = Rq.

g~

(6.6)

(6.;)

It is weil known that eq.(6.5) is optimal in the least-square sense if the gain matrix H q.
is chosen as (Franklin, Powell and Workman, 1990; Astrom and Wittenmark, 1990)

(6.8)

where Sq satisfies the steady-state discrete algebraic Riccati equation

(6.9)

Using eq.(6.4), the discrete-time Kalman filter given in eq.(6.5) can be expressed

in the Euler domain as

where

d(k) =A,x(k) + B,w(k) + H, (y(k) - C,x(k)) (6.10)

(6.11 )

(6.12)

(6.13)

Moreover, the covariance matrices in the Eulerform of the discrete-time Kalman filter,

eq.(6.8), are defined as

•
We thus obtain

Q, = Qq
T

Rc=TRq

H _ Hq
,- T

(6.14)

(6.15)

(6.16)



It has been shown that the foregoing quantity converg~s to its counterpart in the

continuous-time domain as T approaches zero, i.e., (Salgado Middleton and Goodwin,•
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1988),

limH, = H
T-+o

where

and where S satisfie- the continuous-time Riccati differential equation, namely,
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(6.1 ï)

(6.18)

(6.19)

Furthermore, the discrete covariance matrices converge to the corresponding continu

ous matrices as T approaches zero, i.e.,

limRc=R
T-+o

limQ,=Q
T-+o

(6.20)

(6.21)

In conclusion, the discrete-time Kalman filter in Euler form cao be evaluated in the

continuous-time domain usiDg the aforementioned relations between the discrete and

continuous cases. What foUows is that the performance specified in the continuous

time domain cao be readily transformed into the discrete-time domain usiDg the Euler

operator.

The LQG compensator in Euler form is also given by

w(k) =-L(x(k) - xr(k)) (6.22)

where x r (·) is the reference state and L is chosen to minimize the foUowing cost

function:

The matrix QO is symmetric and positive-semidefinite, while RO is positive-definite.•

J = ; I:1

[xT(k)Qox(k) +wT(k)ROw(k)]
o

while subject ta the foUowing constraint:

ex(k) = A.x(k) +B,w(k)

(6.23)

(6.24)
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6.4 Robustness of the Digital Control Laws
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The bound that quantitatively measures the allowable level of nonlinear perturbations.
in the continuous LQ state feedback is e~..tended 00 consider discrete time realizations

of the continuous time state feedback in the presence of nonlinear perturbations. For

simplicity, we conduct the robustness analysis for a single-input-single-output system.

Such an analysis provides a way 00 express the robustness property of the discrete-tirne

LQ state feedback in terms of bounds on the perturbations.

6.4.1 The Shift Operator

The discrete-time system representation using the shift form can be written as

x(k + 1) =Aqx(k) +bqu(k) +g(x(k),u(k» (6.25)

where the vecOOr g(x(k), u(k» denotes the nonlinear perturbations associated with the

discrete-time realizations due 00 finite-word-Iength effects such as roundoff errors.

The control input is then assumed 00 be generated by the linear model

such that

x(k + 1) = Aqx(k) +bqu(k)

u(k) =-k;x(k)

(6.26)

(6.27)

(6.28)

(6.29)

•

Here, kq is the steady-state, discrete-time controller gain, which minimizes the continuous

time oost function given by

1 rNh
( )J = 2JIc=O xT(t)QcX(t) +qcU2(t) dT

in which Qc is symmetric and positive-semidefinite, while qc is a positive real number.

In an effort 00 attain the performance of the LQ state feedback in oontinuous-time,

the discrete equivalent of the oontinuous oost function is used, namely,

J =~E[x(k) u(k)jT [Q~1 ql2] [X(k) ]
lc=O q12 <q u(k)
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where

[QlI q12] = l T [A~ 0] [Qc 0] [A q bq
] dT

qT ~ 0 bT 1 OT q OT 1
12 "'q q e
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(6.30)

An algorithm for obtaining the solution of eq.(6.30) is weil established (Van Loan,

1978) and is readily available Ï!1 commercial software packages. It should be noted that

the resulting discrete weighting matrices include cross terms, containing the product

of x and u. Such cross terms cao be e1iminated by defining a fictitious control input

(Bryson and Ho, 1969) such that

where CT = tqn. Then, eq.(6.29) becomes

1N-l [ '1'
J = -2 :E [x(k) uJ(kW •

k=O OT

where

o ] [X(k) ]
<. uJ(k)

(6.31)

(6.32)

•

The desired gain is then obtained by virtue of eq.(6.31), name1y,

where

while 5. satisfies the followïng discrete algebraic Riccati equation

The closed-loop system is thus obtained by

x(k + 1) = è).x(k) +g(x(k))

(6.33)

(6.34)

(6.35)

(6.36)

(6.37)
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where
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(6.38)

In eq.(6.3ï), g becomes a function of only x after applying the adiuissible controllaw.

The following theorem provides a sufficient condition on the nonlinear vector func

tion g such that the resulting closed.-loop system remains stable.

Theorem 6.1 Let Do be the solution of the following discrete time algebraic Lya

punov equation:

(6.39)

The discrete lime, closed-Ioop system given in eq. (6.97) remains asymptotically stable

if the nonIinear vector function g satisfies

where

IIg(x)1I <ç =-1+~ 'V xEm:n
IIxll 0 K,

(6.40)

(6.41)

in which 11·11 and 11·11. denote the Euclidean and spectral norms, respectively. Moreover,

O'm=(So) is the largest singular value of so, while O'min(Do) is the smallest singular

value of Do (Sec Appendiz B for a proof).

6.4.2 The Euler Operator

When expressed. in terms of the Euler operator, the discrete-time, closed.-loop system

given in eq.(6.37) has the form

•
where

ex(k) = .,x(k) +g(x(k)) (6.42)

(6.43)
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The desired gain is then obtained by

9ï

(6.44)

where fT = ~qI2. To use the same cost funetion as obta.ined in the shift operator

formulation, the fictitious gain kJ is chosen ta minimize the cost funetion given be1ow:

where

Finally,

1P _ 1P.
e - T

ç.
Çe =-

T

(6.45)

(6.46)

(6.4i)

(6.48)

where Sc satisfies the following discrete-time Riccati equation (Middleton and Good

win,1990)

(6.49)

The same sufli.cient condition as given in Theorem 6.1 cao also be written in the

Euler form:

Theorem 6.2 Let De be the solution of the following discrete algebraic Lyapunov

equation:

The discrete time, dosed-loop system given in etJ.(6."~) remains asymptotically stable

if the nonlinear vector function g satisfies

• \Ig(x)\1 < ç = .!. (-1 + J(l +TIt»)
\Ix\l 'T

(6.50)

(6.51)
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(6.52)
1 _ O"min(D,) 0

K= - >
2I1D,II.IIS,II. - 20"m=(S,)

in which 11-11 and 11·11. denote the Euclidean and spectral norms, respective/y. Moreover,

tchere
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•
O"m=(S,) is the maximum singular value of S" tchile O"min(D,) is the minimum sin

gular value of D, (See Appendix C for a proof).

(6.53)

A key aspect of the Euler operator is that all discrete-time quantities converge to

the corresponding continuous-time quantities as the sampling rate increases, whereas

these convergences are not obvious when using the shift operator. To prove the con

vergence of the discrete-time solution to the corresponding solution for the underlying

continuous-time problem, the limit of the partial derivative of eq.(6.51) with respect

to T, as the sampling interval approaches zero, is taken, namely,

lim!.... (1 + TK)'/2 = ~K = O"min(D,)
T->O 8T 2 20"m=(S,)

Moreover, the following relations are known to hold (Middleton and Goodwin, 1990):

lim O"min(D,) = O"min(D)
T->O

lim O"m=(S,) = O"m=(S)
T->O

(6.54)

(6.55)

Then,

lim(,=(
T->O

(6.56)

where ( is defined in Theorem 5.1.

The preceding result shows that the results obtained using the Euler operator

are close representations of the corresponding continuous-time results when a high

sarnpling rate is used.

6.4.3 Simulation Results

•
Simulation studies have been performed to assess the allowable level of nonlinear

perturbations arising from the use of discrete-time LQ state feedback. In these studies,



the rotating flexible bearn whose material properties are given in Table 5.1 is used as

a model ta be controlled. The vibrational behaviour of the bearn is described using

cubic splines.

The discrete-time LQ state feedback control law is then formulated using both

the Euler and the shift operators. The tolerable bounds for nonlinear perturbations,

given in Theorems 6.1 and 6.2, are evaluated in terms of the sampling interval and the

penalizing factors in their weighting matrices. It should be noted that the discrete cost

functions, for both the Euler and the shift operator formulations, are obtained in such

a way that they are equivalent to an analog cost function in continuous time. This

will provide a fair basis for comparison of the aforementioned discrete-time systems

relative to the continuous-time system.

•
Chapter 6. Design and Implementation of lbe Control Seheme 99

•2.S x '0

2

0.4 0.6w.lgIdIng _ v 0.8 1
x10~

•

Figure 6.2: Measure of robustness ( for the continuous time LQ state feedback

To facilitate the comparison, the robustness bound for the continuous-time LQ state

feedback, given in Theorem 5.1, is calcu1ated with the c..",t function given in eq.(5.9),



whose weighting matrices are given in eq.(5.36). In general, if the state variables

associated with position are only penalized by Q, then the response becomes more

oscillatory and larger overshoots occur (Athans, 19i1). To avoid these drawbacks, the

time-rate of change of such variables are also penalized by varying the weighting factor

v in Q (Fig. 6.2). This implies that the robustness bound increases as the weighting

factor v increases.

Identical conditions are used for discrete-time LQ state feedback based on both

the Euler and the shift operators. The robustness bounds cao then be evaluated in

terms of the sampling interval T and the weighting factor v. The robustness envelop

obtained using the shift operator shows that the robustness bound increases as the

penalizing factor v is increased, whereas the bound decreases as the sampling rate is

increased (Fig. 6.3). In fact, when using the shift operator, the obtainable bound is

reduced by as much as about 2 orders of magnitude, compared to the continuous case.

Consequently, the said digital control system may become more sensitive to parameter

variations and more vulnerable to disturbances as the sampling rate increases. This is

contrary to the commonly made assumption that the performance of a digital control1er

improves as the sampling rate is increased.

On the other hand, the bound envelops obtained using the Euler operator shows

that the robustness bound increases as both the penalizing factor and sampling rate

are increased (Fig. 6.4). Moreover, the overall magnitude tends to converge to that of

the continuous-time case as the sampling rate increases. This suggests that a higher

sampling rate allows the continuous-time system to be better approximated by the

discrete-time system based on the Euler operator.

It should be mentioned that unacceptable regions exist for nonlinear perturbations

in both the shift and the Euler operators, and they occur at the sarne sampling rate

(Figs. 6.3 and 6.4). This implies that such regions are independent of the choice

of operator, but rather dependent on the selection of the sampling interval. Such

phenomenon, explained by Franklin, Powell and Workman (1990) and Powell and

•

•
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Figure 6.4: Measure of robustness ç, using the Euler operator



Katz (19ï5), is induced by the discrete-time state feedback for a plant posscssmg

multiple bending modes with a sampling rate which is slower than twice the selectcd

open-loop plant resonance. Under this situation, the controller has no inform,,;;on

about the resonance, thereby producing an uncontrollable system.

Considering that the plant to he controlled possesses higher-frequency bending

modes, the sampling rate has to be chosen in such a way that the unacceptablc re

gions for the nonlinear perturbations are avoided. Hence, the preceding analysis not

only provides tl:.e robustness bound, but also gives us a guide1ine to choose a proper

sampling rate.

•

•
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Chapter 7

Numerical and Experimental Results

7.1 Desired Trajectory of the Mechanism

The desired trajectory of the mechanism is chosen such that the coupler and output

links undergo doublet-type of excitations in their acceleration profiles, when the input

link rotates at a constant angular speed (Fig. 7.1). This is to show clearly the higher

modes of the flexible members that may not be apparent otherwise. In this way, the

control scheme tan be tested even in the presence ofhigh-frequency residual vibrations.

Such tests are of practical importance to ensure the performance of the control scheme

in real-time without using low-pass filters.

It is known that the use of low-pass filters may be essential for the successful

control ofa system with multiple high-frequency modes due to observation and control

spillovers. High-frequency residual vibrations are sensed and fed back to the control

system, thereby losing stability due to the lack of control action to cope with those high

frequency residual vibrations (Gibson and Adamian, 1991; Balas, 1982). Although

low-pass filters are effective in dealing with residual vibrations, they tan cause a phase

shift in the control system and may degrade the system responses.
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It is also weil known that sorne four-bar mechanism possess intrinsic singular

configurations known as dead poinLç. These configurations represent mathematically

the vanishing of a denominator. In anticipation of the distorted system response due

to the presence of the singular configurations, the dynamic behaviour of the mechanism

in the neighbourhood of these dead points should be observed carefully. Moreover,

such observations allow us to determine the performance of the control system in terms

not only of suppression of the vibration, but a1so of trajectory tracking.

In summary, the way we choose the desired trajectory is to examine two aspects

of the performance of the proposed control scheme: one is a reliability of the control

scheme in the presence of high-frequency residual vibrations; the other is a capability

of the control scheme to attain the desired rigid-body motion in the presence of singular

configurations.

•
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7.2 Outline of the Simulation Aigorithm

The algorithm used for simulation of the flexible four-bar mechanism is summarized

as follows:

• Linearize the decoupled equations of motion given in eq.(4.53).

• Construct an LQG compensator based on the linearized equations of motion.

• Provide an initial value of Xi.

• for k= 1,"',tl/T do

- Compute the NOe filter given in eq.(3.75).

- Compute the reference state x r •

- Compute the generalized forces w from the admissible control law as de-

scribed in eq.(6.22).

- Compute the applied torque T using eq.(6.3).



- Regard the torque obtained as a step function during the interval (0 ~ t ~

T).•
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- for t ::; T do

* Integrate the nonlinear coupled equations of motion, given in eq.(4.67),

using Gear's method.

- enddo

- Set x to the value obtained after the integration, Xi = X f

- Obtain the estimated state using the Kalman filter.

• enddo

It is noteworthy that the underlying equations of motion consist of highly coupled

nonlinear ordinary differential equations. They are also stiff in the sense that the ratio

between the largest and smallest eigenvalues is large (Gear, 1971). Considering that

eigenvalues indicate the speed of response of the system, a large eigenvalue implies a

rapidly ch~ing solution and a small eigenvalue corresponds to the slowly changing

part of the solution. For the flexible four-bar mechanism, the former refiects the elastic

motions while the latter pertains to the rigid-body motion. Since Gear's method is

known to be suitable for stiff systems, the numerical integration of the nonlinear system

of equations is carried out using Gear's method. The whole scheme is implemented in

MATLAB.

7.3 Experimental Setup

To test the validity of the theoretical works discussed in the preceding chapters,

the proposed control scheme has been applied to the prototype mechanism (Fig. 7.2).

The mechanism is a planar four-bar linkage of the crank-rocker type, having a chain of

structur.Jly flexible links. The links are made of aluminum beams with a cross section

of 3mm x 3Omm. The large thickness-to-width ratio is used to prevent unwanted
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Figure ï.2: The prototype four-bar mechanism
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vertical vibrations. The mechanism is thus subject to only transverse vibrations.

In addition, the kinematic couplings are a.chieved using single-row angular contact

bearings at ea.ch joint. Special ca.re is taken in designing joints in order to make

their weights as light as possible, while obtaining accurate couplings. The mechanical

specification and material properties are given in Table i.l.

In the prototype mechanism, the coupler and output links are considered flexible

and their elastic motions are modelled using cubic splines. The input link is then

considered as a rigid body because of its short length relative to its cross-section.

Ea.ch flexible link contains five equally spaced nodal points.

It should be recognized that the desired angular speed of the input link is a step

type of input. Hence, the acce1eration of the input link would vanish unless disturbed.

This implies that the input link will undergo considerably less vibration compa.red to

the rest of the links.

•
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Figure 7.3: Schematic diagram of the experimental setup

A VME board comprising two 33M-flops digital signal processors (DSP) is used



to execute the control algorithm and to perform the necessary data acquisition. The

board is housed in a VME chassis that includes an 8-channel, 16-bit analog-to-digital

(A/D) converter as well as a parallel port. A dual channel incremental encoder inter

face board from Whedco Inc. is also included in the VME chassis in order to acquire

position feedback pulses from encoders. Two sets of full-bridge strain gauges are in

stalled at the midspan of the coupler and output links, respectively. The strain gauge

signals are then conditioned and amplified through a 2120A strain gauge conditioner

with an adjustable bridge balance (Intertechnology Inc.). The digital control signal

generated passes through a 16-bit digital-to-analog converter (D/ A) and is applied

to a servo amplifier from Copley Controls Corp. The mechanism is then actuated by

a brush-type DC servo motor (model name NH213D-138C) from Cleveland Machine

Controls Inc. The whole system is interfaced to a host SPARC station through an

SBUS-to-VME bus adapter (Fig. 7.3).

•
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Table 7.1: Material properties of the mechanism

Link length [ml mass[kg) flexural boundary
link joint rigidity lNm2) conditions

1 0.4 - - - -
2 0.2321 0.0567 0.0613 4.7925 -
3 0.7169 0.1750 0.0613 4.7925 pinned-pinned
4 0.6867 0.1676 0.0613 4.7925 pinned-pinned

7.4 Numerical and Experimental Results
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7.4.1 Planar Four-Bar Mechanism
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Figure 7.5: Angular speed of the input link [radis]
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Figure 7.6: Curvature value measured at the midspan of the coupler link [rn-II



•
Chapter i. !'umerical and Experimental Results

Simula.tion
O.Q1Sr--~-~-----~-~----'-------'

0.01

"u3
.a.01

.a.OIS

.a.02

.a.025

.a.03a 2 3 4 S 6 7 8 9 '0

t (s)

Experiment
0.03

0.02

"
.a.0'

u3

.a.03

-0.04

,(),05

-0.06a , 2 3 4 5 6 7 8 9 '0

tes)

113

•
Figure 7.7: Curvature value measured a.t the midspan of the output link [rn-lI
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7.4.2 Rotating Flexible Bearn

Simulation
6

4

T 2

0

-2
0 0.5 \.5 2 2.5 3 3.5 4 4.5 5

t (s)
Experiment

6

4

T 2

~0
-2

0 0.5 \.5 2 2.5 3 3.5 4 4.5 5

t (s)

Experiment & Simulation
6

4

\\4

\.5 2 2.5

t (s)
3 3.5 4 4.5 5

•
Figure 7.8: Optimum torque profiles for the rotating flexible beam
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Figure 7.10: Curvature measured at the root of the beam [rn-Il
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7.5 Discussion

7.5.1 Effects of the Singularities

11i

The mechanism is supposed to provide a constant input angular speed after a certain

settiing-time period, if the controller works properly. However, the angular speed

undergoes a doublet-type of disturbance periodical1y where the input torque exhibits

the sarne type of fluctuations (Fig. 7.4 and Fig. 7.5). Furthermore, those fluctuations

occur in the neighbourhood of the singular configurations of the mechanism. It is

thus of practical importance to investigate how the singularities influence the system

response coupled with a rapid inertia change.

In order to simplify the singularity analysis, a rigid-body four-bar linkage is con

sidered. It should be noted that the overall motion of the flexible four-bar mech

anism is expressed as the superposition of the rigid-body and e1astic motions using

the equivalent rigid-link system (ERLS). The singularity configurations of the flexible

mechanism are then perturbed from those of the corresponding rigid-body mechanism.

Hence, the singularity configurations of the flexible mechanism cao be inferred from

the rigid-body case.

The relation between the input and output speeds of the corresponding rigid-body

mechanism is then written as

(7.1)

where 8 = [1/3 1/4]T. Moreover h is a 2-dimensional vector and J is a 2 x 2 Jacobian

matrix. A detailed description of the foregoing vector and matrix cao be found in

(Saba and Angeles, 1991). The singularity of the mechanism OCCUTS when

det(J) = 0 (7.2)

•
This corresponds to corJigurations in which the input link is at a dead point. Since

in this case the nullspace of J is not trivial, there exist nonzero output VectoTS il
(Gosse1in and Angeles, 1990). Then, eq.(7.1) holds if and ooly if the angular speed of



the input link becomes zero. Consequently, the angular spœd of the input link tends

to approach zero at dead points.

When the said mechanism undergoes its full motion cycle, it attains two configura

tions in which the input link is at dead points (Fig. ï.12). For the sake of convenience,

these configurations are further classified dep'~nding on how the input link is align~'<!

with the coupler link, narnely, type A and B, as shown in Figs. ï.12 and ï.13, respect

ive!y.

To illustrate the ef!'ects of these singularities in detail, simulations are undertaken

using the inverse dynarnics of the corresponding rigid-body mechanism, but not using

the proposed control scheme. The simulation procedure is given as follows: 1) a

desired trajectory at the actuated joints is specified; 2) the torque required to drive

the rigid mechanism through the trajectory is computed using inverse dynarnics; 3)

the torque is then applied to the flexible mechanism. The desired trajcctory for the

experiment is also used in this case.

It cao be seen that the angular speed of the input link closely matches the desired

one until the input link approaches the singular configuration of type A from the initial

configuration, and then undergoes a steep rising in its response in the neighbourhood

of the singularity. This results in a large overshoot in the transient period. Moreover.

the signal becomes oscillatory after passing the singular configuration. This behaviour

is coupled with an inertia change which was observed in the torque profile obtained

using the corresponding rigid-body mode!.

In contrast to the first singular configuration, the angular speed decreases drastic

ally toward zero until the corresponding input torque begins to increase Dear the

configuration of type B. This corresponds to the anticipated result based on the sin

gularity analysis. But it should be recognized that there is no inertia change observed

in the neighbourhood of the singular configuration of type B. This implies that the

input angular speed tends to approach zero, if there is no extemal excitation, across

the neighbourhood of the singular configurations.

•

•
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Torque profile of the corresponding rigid-body mechanism [N-ml
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Figure 7.12: Singular configuration of type A
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Figure 7.13: Singular configuration of type B
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What can be concluded from the foregoing discussion is that care must be taken in

the simulation of a flexible mechanical system containing singularities. The open-loop

simulation using the inverse dynamics of the corresponding rigid-body mode! may give

rise to results that are quite different from those expected from the rigid-body system.

1t is thus very dangerous to anticipate the system response of the flexible mechanical

system based on the response of the rigid-body system.

•
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7.5.2 Rigid-body Motion Control with a PID Controller

1s it really worth considering link flexibilities in modelling and designing a control

scheme for a mechanical system with structurally flexible members? Does the per

formance of such a control scheme justify the cost required to include the said link

flexibilities? To answer these fundamental questions, we resort to a simple PlO control

scheme. The objective of the control scheme is to achieve trajectory tracking asso

ciated with the rigid-body motion. This control scheme is applied to the prototype

four-bar flexible mechanism. Control parameters are chosen using the Ziegler-Nichols

rule in which the desired rigid-body motion of the input-link is used as a reference.

A key observation made in this experiment is that the performance of the PlO

controller is proportional to the sampling rate, namely, the performance improves

as the sampling rate increases. Comparable results cao then be obtained using a

relatively higher sampling rate of 1000 Hz.

As for the rigid-body motion, the angular speed of the input link is obtained as

shown in Fig. 7.14. 1t can be seen that the raw signal itself is heavily contamin

ated with higher-frequency noise arising from an indirect measurement of the angular

speed; a finite-difference method is used to estimate the angular velocity instead of

a tachometer. Unlike results obtained using the proposed control scheme where the

Kalman filter does in some way the role of a low-pass filter, the PID control scheme is

very sensitive to such a measurement noise. Moreover, the signal undergoes periodic

disturbances resulting from a baeklash in the DC motor. Such disturbances are much



grea.ter than in the case when the proposed control scheme is used. It should be noted

that these disturbances must be distinguished from the doublet-type of disturbance

that occurs due to the rapid inertia change coupled with the singularity of the mech

anism. This cao be readily recognized due to the differences in period. To see the

case of using a low-pass lUter combined with the PlO control scheme, a fourth-order

Butterworth digital filter with a cut-off frequency of 0.01 [radis] is used to take off

the noise.

The result after filtering shows that the notches appearing in the response are much

smaller than those obtained using the proposed control scheme (Fig. 7.14). However,

the link defiection of the coupler and output links are almo~t ten times larger than

those obtained using the proposed control scheme (Fig. 7.15). 5i!lce the PlO control

scheme is only concerned with the rigid-body motion, such results for the e1astic motion

are not diflicult to anticipate. After ail, the suppression of the link vibrations cao be

achieved after compromising the performance of the rigid-body motion. The proposed

control scheme is indeed a compromise between rigid-body trajectory tracking and

the suppression of the link vibration. This cao further be verified by testing the

proposed control scheme under various ranges of operating speeds, while ma.intaining

the same control variables. This cao be achieved by simply adjusting the amplitude of

the desired anguJar speed of the input link. Examining the experimental results show

that the magnitudes of the notches appearing in the rigid-body l'f'"Jponse become larger

as the operating speed increases (Fig. 7.16). Since higher operating speeds inevitably

give rise to larger inertial forces, the control1er requires the more adjustment in the

rigid-body motion to prevent from degrading the e1astic motion. In other words, the

proposed control scheme is able to optimize the rigid-body motion and the e1astic

motion in the manner that is described in the quadratic cost function.

•

•
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Figure 7.16: Angular speeds of the input link under different operating speeds

7.5.3 Discussions of the Experimental Results

Flexible Four-Bar Mechanism

The singular configurations coupled with the rapid inertia changes affect the system

dynamics greatly. It is thus necessary to consider the consequences at the design stage

of the control scheme. This can he achieved through an interactive study connecting

the simulation and experimental results. For example, the anguiar speed of the input

link, in the neighbourhood of the singular configuration and consecutive rapid inertia

change, can be ameliorated by virtue of simulation and experiment.

Since the effects of the singular configurations and inertia changes appear in the

form of doublet-type disturbances, we focus on the capability of attenuating these

disturbance in designing the LQG compensator. In simulation, the disturbances that



appear on the angular speed of the input link cao be reduced by varying the associ

ated penalizing factors in the weighting matrices. These simulation results are then

compared with the experimental results. This interaction continues until satisfactory

results are a.chieved.

However, such disturbances cannot be reduced as much as those anticipated in

the simulation (Fig. 7.5). The experimental results reveal that these disturbances

are always accompanied by sudden changes in the a.ctual torque profile (Fig. 7.4).

lt should be recognized that such regions are vulnerable to the hysteresis of the DC

motor because the direction of the torque changes rapidly. Moreover, the friction that

a.cts on the gear-train of the DC motor becomes most active during these transients.

Although exact matches hetween the simulation and the experiment are not a.chieved,

the proposed control scheme in fa.ct does trajectory tracking while rejecting the dis

turbances. Moreover, the transverse vibrations of the flexible members are success

fully suppressed by virtue of the proposed control scheme. lt cao he observed that the

presence of periodic disturbance not only distorts rigid-body responses such as joint

variables, but also excites the higher modes of the flexible links (Figs. 7.6 and 7.7).

Henœ, the resulting vibration signals-œrvatures measured at the rnidspan of the

coupler and output links-are much noisier than the simulation results. Yet they are

not visible due to their small amplitudes. Given the desired angular speed of the

input link (2.4166 [radIs]), the mechanism behaves like a rigid-body system. Almost

no vibrations tan be seen.

The proposed controller is very successful in dealing with these noisy signals even

without low-pass filters. This implies that the couplings between the rigid-body and

elastic motions are weil considered in the mode!. Furthermore, the nonlinearity arising

from the kinematic coupling hetween the consecutive links and constraint due to loop

closing tan he effectively managed. by the use of the NOC filter in real-time.

Taken as a whole, the two control objectives, i.e., trajectory tracking and suppres

sion of vibrations, are successfully achieved using the proposed control scheme, which

•

•
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Table 7.2: Material specification of the beam used in experiments

128

number of nodal points(n)

material

mass density (kg/m3 )

Young's modulus (GPa)

length (m)

thickness of the beam (m)

cross-sectional area (m2)

moment of inertia of the hub h (kg-m2)

moment of inertia of the unfIexed rigid beam h (kg-m2)

structural damping coefIicient

is thus shown to be suitable for real-time control.

Rotating Flexible Bearn

5

Aluminum

2712

71.0

1

0.003

0.0762 x 0.0032

0.2232

0.0095

•

The experimental validation for the control of the rotating flexible beam whose ma

terial specifications are given in Table 7.2, has been completed by the application

of a cubic spline mode1ling technique and an optimal control strategy (Figs. 7.8, 7.9

and 7.10). Using the Kalman filter, an investigation has also been conducted to assess

the feasibility of using a reduced number of measurements at se1ected nodal points.

The experimental results show that by taking only one strain measurement and a hub

rotational angle measurement, the transverse vibrations can he suppressed and the

end-tip can he made to follow a prescribed trajectory. In other words, the dynamic

mode1 based on cubic splines is completely observable and controllable (Cho, Angeles

and Hori, 1991).
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Chapter 8

Conclusions and Suggestions for

Further Research

8.1 Conclusions

Two techniques have been integrated to obtain the equations of motion for a planar

mechanism with a chain of :8exible e1ements, name1y, the natural orthogonal comple

ment (NOe) coupled with Lagrange's equations and the cubic-spline discretization of

the :8exible e1ements, modelled as linearly e1astic beams. The former allows the dy

namic equations of the mechanical system to be formulated free of constraint forces,

while the latter allows the e1astic motions associated with structural members to be

described with a Imite number of generalized coordinates. The advantages thus offered

can be summarized as follows:

• the mutual in:8uence between the rigid-body motion and the e1astic motion is

considered in the kinematic and dynamic formulations.

• the minimal set of generalized coordinates, whose number is identical to the

degree of freedom of the mechanism, is used in the dynamic formulation.

• the constraints are naturally incorporated into the equations of motion.

129



• the nonworking constraint forces thus introduced are eliminated by virtue of the

NOe.•
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• the use of cubic splines allows a definition of the state-variable vector as the set

of curvature values at the supporting points of the spline and their time-rates of

change.

Taking a rotating fiexible bearn as an exarnple, the mathematical models obtained

using two different spatial discretization methods have been compared in terms of

the robustness associated with the LQG compensator. The sensitivity 10 observation

noise signais has beec derived to study the observation spillover due 10 unmode!led

residuals. Employing the stabilizing property of the LQ state feedback, the admissible

bound on the stability margin due 10 modelling errors has been measured by varying

the weighting matrices in the quadratic performance index. The compensator based

on the cubic-spline model provided the fol1owing advantages over the normal-mode

mode! in terms of sensitivity reduction and the robustness 10 nonlinear perturbations:

• lower sensitivity in a region around natural frequencies, when the sarne weighting

matrices are se!ected

• use of a re!atively lower feedback gain 10 obtain the sarne sensitivity

• better robustness in the presence of nonlinear perturbations.

In addition, Nyquist plots of the closed-loop transfer functions have been used 10 show

that the cubic-spline mode! gives rise 10 the frequency response similar 10 a farnily

of third-order systems, while that obtained using the normal-mode approach more

close!y resembles a higher-order oscillatory system. This implies that the closed-loop

system for the cubic-spline case is in fact more robust with respect 10 higher-frequency

uncertainties. It has been verified that the mode! obtained using the cubic-spline

technique provides good stability properties against observation and control spillovers

and is thus more amenable ta an optimal control scheme, compared 10 the one using

the normal-mode approach.



For the control of the four-bar flexible mechanism, a model-based control algorithm

was proposed. This control algorithm consists of two parts, namely, the decoupling

of the nonlinear equations of motion and the filtering of nonworking constraint forces.

The former was achieved using the decoupled equations of motion, expressed in terms

of extended generalized coordinates with which the motion of each separate link is

defined. The latter was accomplished using the fact that the constraint forces thus

introduced indee<! lie in the nullspace of the transpose of the NOC. lt should be noted

that the NOC cao be readily extracted from the reciprocity relationship between the

independent generalized speeds and the constraint forces. This model-based control

algorithm corresponds to those used in industrial robots, where each joint is controlled

individually.

The discrete-time realization of the control scheme was achieved using the Euler

operator, which is known to he numerically more robust tban the shift operator. When

using the Euler operator, the close connections between the continuous- and discrete

time results were established, i.e., the discrete-time results converge to the continuous

time counterparts as the sampling rate increases. Such connections found to be signi

ficaot in the digital implementation of the NOC filter that rejects the constraint forces

and, hence, obtains the applied torques. This is so because the performance of the

continuous-time control system, i.e., prerequisite for the use of the NOC as a filter,

cao be ensure<! while using the discrete-time control system, which is unlikely the

case when using the shift operator. Experimental studies were focused on the on-line,

capability of the NOC filter and showed a good performance with a relatively high

sampling rate of 200 Hz. Moreover, bounds for the nonlinear perturbations were for

mulated in an effort to quantitatively measure the robustness of the discrete-time LQ

state feedback associated with both the Euler and the shift operators. Simulations for

the rotating flexible beam showed tbat the feedback obtained using the Euler operator

is more robust against nonlinear perturbations.

•

•
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The proposed control algorithm has been implemented on the prototype mechan

ism using strain gauges to identify the elastic motions of its flexible members. and

the joint angle and its time-rate of change to infer the rigid-body motion. The con

trol signal was then applied through the DC motor attached to the base joint. These

studies have focused on the capability of two aspects of the control scheme: trajectory

tracking and suppression of the vibration. Moreover, the effects of the singularit

ies and the rapid inertia changes have been investigated in anticipation of exciting

higher modes in flexible structures. Results showed that the proposed control scheme

provides successful trajectory tracking while suppressing the vibration triggered by

the doublet-type of disturbance. This disturbance is induced by the singularities of

the mechanism coupled with the rapid inertia changes. It should be emphasised that

the underlying control objectives were achieved even without using low-pass filtcrs.

This indicates that the proposed control scheme is robust against the control and

observation spillovers.

•
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8.2 Future Work

An imminent future work may be the design of a collocated control unit, consisting

of an actuator and a sensor, both located at the same place, to achieve an active

suppression of the structural vibration. The terrn ~active" implies the structural

vibration can be suppressed not by the external forces applied through the rigid-body

motion, but by the forces supplied by a set of actuators distributed along the span

of the structural member. For instance, piezoceramic strain actuators can be used

in such a design, while the vibration can be directly measured with strain gauges at

which control forces are applied (Fig. 8.1).

From this standpoint, cubic splines are a good candidate for a discrete model of

the flexible structure. When using cubic splines, the set of state variables associated

with the elastic motion is defined in terrns of curvatures which are directly taken from

the supporting points of the cubic splines. In fad, these quantities can he measured
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Figure 8.1: Conceptual design of a collocated control unit

with strain gauges and then used to obtain the counteracting forces, which are, in

turn, proportional to the said strains. The practical gains thus obtained are not only

the active suppression of the structural vibration, but also the increased bandwidth

of the control system, which would be significantly lirr>ited when using noncolloeated

control.

Moreover, the proposed control scheme needs to be expanded to cover a general

flexible spatial mechanical syst.'m possessing possibly several kinematic loops. This

is because the decoupling of the nonlinear equations of motion is not 50 obvious as

in the case of a planar mechanism. The Coriolis terms in the unconstrained equation

of motion do not vanish in the spatial case, as they do in the planar case. The most

promising results are expected using the computed-torque approach in conjunction

with the NOe, 50 that the adaptation algorithm can be concentrated on the unknown

terms as50ciated with the said Coriolis terms.

Similarly, a hybrid coûtrol scheme can be used to substitute a computationally

expensive computed-torque approach for spatial mechanical systems. As the name

implies, this control system comprises two controllers, namely, position feedback for

required rigid-body motions, and coUocated control for active suppression of the struc

tural vibrations. Since the latter provides self-suppression of the structura! vibrations,

trajectory tracking can be obtained using position feedback with, for instance, PD

and PlO controllers.
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•
Appendix A

Proof of Theorem 5.1

The bound for the nonlinear perturbations that guarantees stability of the c1oscd·\oop

system can be obtained by considering a suitab\e Lyapunov function, name\y,

(A.l)

where S is the solution of eq.(5.25).

The time-rate of change is then given by

(A.2)

(A.3)

(A.4)

Using eq.(5.21), the above expression becomes

V(x) = xT (A~S + SAc) + 2gTSx

=xT (ATS+SA - ;SbbTS+ Q) x

_xT (Q + ;SbbTS) x + 2gTSx

Since the first quadratic form becomes zero by virtue of eq.(5.25), we obtain the

followïng Lyapunov equation

A~S+SAc=-D (A.5)

where

D = Q + .!SbbTS (A.6)• r
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lt should be noted that D is positive-definite due to the stabilizing characteristic of

the LQ state feedback. Moreover, S is symmetric and positive-definite when D is

symmetric and positive-definite, provided that Ac is asymptotica11y stable (Brogan,

1991). Then, the time derivative of eq.(A.l) becomes

•
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(A.7)

If the closed-loop system is stable, li must be negative definite, which requires that

(A.8)

For the preceding inequality to hold, the following condition bas to be met,

The left band side of eq.(A.9) leads to

max IgTSxl::; IIgllllSxll
g,xER2ft

::; IIgliIlSII.lIxll = O"max(S)lIgllllxll

where Il . Il. denotes the matrix spectral norm. defined as

IISII. = O"max(S)

(A.9)

(A.ID)

(A.11)

and O"max(S) is the largest singular value of S. Consequently, eq.(A.lO) becomes

(A.12)

Moreover, the right-hand-side of eq.(A.9) satisfies

(A.13)

•
since D is symmetric positive definite (Chen, 1984), namely,

(A.14)



where CT"'in(-) and CT",..(·) denote the smallest and the largest singular values of D,

respectively.

Summing eqs.(A.10) and (A.13) leads ta the bound for the nonlinear perturbation

function g(x) such that the closed-loop system of eq. (5.21) remains stable in the

presence of nonlinear perturbations, namely,

•

•

Appendix A. Proof of Theorem 5.1

IIg(x)1I < ç= CTminD _ 1
IIxll - 2CT....(5) 2I1D-111.11511•
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Proof of Theorem 6.1

The theorem cao be proved by defining

(B.1)

where Sq is the solution of eq.(6.36). Taking the differeoce of the foregoing Lyapuoov

fuoction produces

L\V =V(x(k + 1)) - V(x(k))

Substitution of eq.(6.25) into eq.(B.2) leads to

(B.2)

L\V=XT(it;Sqitq-Sq)XT+ 2gTitqx+ gTSqgq (B.3)

= -xTDqx+2gTSqitqx+gTSqg

where

(BA)

•

Moreover, Dq is positivEHlefinite due to the stabilizing chara.cteristic of the LQ state

feedback. lt should he realized that eq.(BA), for the giveo positivEHlefinite Dq , has

a unique solution for Sq and this Sq is positive definite, provided that the closed-loop

system is asymptotically stable (Vidyasagar, 1993).
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The stability condition of the closed-Ioop system requires

146

To satisfy the foregoing inequality, the following condition has to be met:

From the left-hand side of eq.(B.6),

(R6)

max 12gTSq~qX+ gTSqgl ~ 2l1gTIlIISqllll~qxll + gTSqg (Ri)
goXeWft

~ 2I1gTIlIISqll.lI~qll.llxll+O"m..,(Sq)lIgIl2

~ 20"m=(Sq)lIgTllllxll + O"m=(Sq)lIgIl2

The preceding derivation requires tha.t all the eigenvalues of ~q have a magnitude less

than 1. This is true if the closed-loop system given in eq.(6.37) is stable. Hence, the

largest eigenvalue of ~q, which is also the spectral norm of lI~qll., has magnitude less

tha.n 1.

In light of eq.(A.14), the right hand side of eq.(B.6) must hold, namely,

(B.8)

Assembling eq.(B.8) and eq.(B.8) leads to

Since Il . Il is always grea.ter tha.n zero hy definition, there is only one solution that

satisfies eq.(B.9), namely,

•
where

IIg(x)1I < -1 +~
IIxll

(B.I0)

(B.11)
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Proof of Theorem 6.2

A Lyapunov function candidate is selected as

(C.I)

where Sc is the solution of eq.(6.49). The difference rate of the Lyapunov function is

performed using the Euler operator, i.e.,

Upon substituting eq.(6.42) into the foregoing equation, we obtain

(C.3)

where

Notice that Dc is positive-definite due to the stabilizing characteristic of the LQ state

feedback. Moreover, there exists a unique solution for S, which satisfies eq.(C.4).

FUrthermore, S, is positive-definite if the closed-loop system given in eq.(6.42) is

stable (Midd1eton and Goodwin, 1990).

For the nonlinear vector function g, the bound that keeps the closed-loop system

asymptotically stable, can then he obtained from the relation given below

• eV = -xTD,y. +2gS, (1 +T4',) x +TgTS,g < 0
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(C.5)
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Since el>q = 1 + Tel>" it follows that

148

(C.6)

In order to satisfy the preceding equa.lity, the following relation should be satisfied

(Coi)

Considering that eigenva.lues of el>q have magnitude less than unity, the left hand side

of eqo(C.i) satisfies

max 12gT S,el>qx + TgTS,gl :5 211S, Il IIgli IIxll + TgTS,g (CoS)
g.xER2n

:5 2CTm =(S,)lIgllllxll + TCTm=(S,)lIgIl2

Since D, is symmetric and positive-definite, the right hand side of eqo(C.i) satisfies

Swnming eq.(C.9) and eq.(C.9), we obtain

2 1
IIgll2 + T IIxllllgll- Tltllxll2 < 0

where

(Co9)

(C.10)

(C.ll)

Since IIgli > 0 if g =1- 0, the bound on IIgli that satisfies eq.(C.10) is obtained as

•

IIg(x)1I < .!. (-1 + V(l +TIt))
IIxll T ,

(C.12)




