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Abstract 

There lS interest, supported by successful field trials, in the use of satellite communications 

at the Ka band (30/20 GHz) and beyond to meet emerging demand for broadband inter­

active multimedia services. The key advantages of operation at Ka band are availability 

of bandwidth and favorable implications for terminal size, cost and mobility. We study 

two problems related to bandwidth management of the uplink in a multibeam, CDMA­

based, GEO satellite. Our focus is on the delivery of data services with rigid constraints 

on bit-error rate and elastic constraints on data rate. 

The first of the two problems concerns the design of the coverage areas of the satellite 

beams. We were interested specifically in the adaptation of beam shape to inhomogeneity 

in the geographic distribution of the user population, and in the impact of beam shaping on 

the set of transmission rates that are compatible with prescribed constraints on transmission 

powers and signal-to-interference ratios. Assuming that the spatial distribution of users lS 

known, we construct an algorithm which computes beam coverage regions to equilibrate 

the per-beam user populations. The impact on the set of feasible bit-rate allocations is 

quantified through numerical experiments. Comparison with uniform beam shapes suggests 

that the adaptive approach is superior in terms of the number of concurrent transmissions 

that can be supported. 

The second problem concerns the allocation of bit rates in a setting where user bit-rate 

requirements are assumed defined by averages over moving windows of constant length. 

We use a frame-based channel model characterized by fading coefficients which, though 

statistically variable, are assumed known to the controUer at the start of each frame. The 

implied temporal elasticity in quality-of-service provides opportunity to achieve economies 

in transmitted power. The value of such opportunity lS quantified by comparison of two 

extreme cases. We develop an approximate system model which allows optimization of the 

rate allocation when the number of users is smaH, and a heuristic which is use fuI when 

the number of us ers is not smaH. The associated performance results confirm the inverse 

relationship between the per-bit energy required for transmission and the length of the 

averaging window. 



Sommaire 

Les essais pratiques ont démontré que la demande grandissante pour les services mul­

timédias intéractifs à grande largeur de bande peut être soutenue par les communications 

satellitaires à partir de la bande Ka (30j20GHz). L'avantage de la bande Ka est la disponi­

bilité accrue de largeur de bande et la possibilité de construire à faibles coûts des ter­

minaux plus petits et plus mobiles. Ce mémoire traite de deux problèmes de gestion de 

ressources pour le lien montant d'un réseau de satellites géo-stationnaires à multiples fais­

ceaux électromagnétiques basé sur l'accès multiple par répartition en code (AMRC). Nous 

nous concentrons sur l'acheminement de services de données avec des contraintes rigides de 

taux d'erreur et des contraintes élastiques de débit. 

Le premier des deux problèmes mentionnés ci-haut touche la conception de surface de 

couverture de faisceau électromagnétique satellitaire. Nous nous sommes intéressés plus 

spécifiquement à l'adaptation de faisceau à des distributions géographiques de population 

d'usagers non-homogènes et les conséquences sur l'emsemble des taux de transmission qui 

sont compatibles avec les contraintes de puissance et avec le rapport signal-interférence. 

En supposant que la distribution spatiale des usagers est connue, nous construisons un 

algorithme qui calcule les régions de couverture des faisceaux pour équilibrer la population 

d'usagers par faisceau. Les effets sur l'attribution de l'ensemble des taux binaires possibles 

sont étudiés par expériences numériques. La comparaison avec les faisceaux uniformes 

suggère que l'approche adaptative est supérieure en terme de nombre de transmissions 

simultanées possibles. 

Le second problème touche l'attribution de taux binaires dans un scénario où les taux 

binaires requis par usager sont supposés être définis par une moyenne sur une fenêtre mobile 

de longueur fixe. Nous utilisons un modèle de canal basé sur des trames, qui est charactérisé 

par des coefficients en évanouissement qui sont supposés être connus par le controlleur 

au début de chaque trame par le biais d'une variable aléatoire. L'élasticité temporelle 

sous-entendue dans la qualité de service donne l'opportunité d'atteindre des économies de 

puissance de transmission. L'importance de cette opportunité est quantifiée en comparant 

deux cas extrèmes. Nous concevons un système approximatif qui permet l'optimization du 

taux d'attribution quand le nombre d'usagers est petit et heuristique lorsque le nombre 

d'usagers est plus grand. Les résultats confirment la relation inverse entre l'énergie par bit 

requise pour une transmission et la longueur de la fenêtre de moyenne. 
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Notation 

Symbols employed only locally are defined at the point of need. The following conventions 

are global: 

N number of beams. In Chapter 4 and Chapter 5, N refers to frames. 
Atf number of users (or terminaIs or sources) 
W bandwidth per beam 
À mean number of us ers per unit area. In Chapter 5, Àx 1S the number of good 

channels among users with backlog x 
Ak mean number of users in beam k. In Chapter 5, A is the total number of 

good channels at st art of a frame. 
dj Euclidean distance between center of block j and center of the beam 

containing block j 
Ak set of indices of terminaIs allocated to beam k 
Mk cardinality of Ak 

L vector of beam center locations, lb l2, ... ,IN 
F(L) also represented as f(d, A) is a function of the beam sizes and user distribution 
U min smallest (mean) number of users acceptable for any beam 
/1min penalty factor associated with violation of U min 

Umax largest (mean) number of users acceptable for any beam 
/1max penalty factor associated with violation of U max 

<p weighting factor 
dth threshold distance away from center of beam 
Bd penalty incurred for exceeding threshold distance 
'Y signal-to-interference ratio (SIR) target or threshold 
R transmission rate 
P transmission power 
p maximum transmission power, sometimes denoted as P max 

O'.ek attenuation coefficient of signal from block C received in beam k 
(J~ satellite receiver noise at beam k 



Notation 

pi 
Ki 
p~K)(N) 
F(p}K)(N),pi) 
X 
u 
c(x(n), u(n)) 
H(n) 
B 

average rate threshold for user i 
length of rate-averaging window for user i 
average rate at N for terminal i with averaging \vindow K 
function relating p~K) (N) to the rate threshold, pi 
system state space. The state at timeframe n is denoted as x(n) 
a control policy 
one-stage cost function 
rate history at time frame n 
buffer size 
buffer input rate 
rate weighting factor for user i 
relative weighting factor for user i 
sum of transmission rates 
number of users with backlog x at start of a frame 

XIH 
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Chapter 1 

Introd uction 

Due to its wide coverage area, a satellite network provides opportunity for ubiquitous 

service. Thaditionally, satellites have been used for fixed services to provide 'bent-pipe' in­

terconnections between terrestrial networks or end us ers (via the use of very small aperture 

terminaIs - VSATs) [1]. Due to the emergence of Internet and multimedia services, satellite 

systems have evolved to support broadband networking for high speed data transmission, 

as well as intelligent switching and routing via on-board processing (OBP) [1-9]. 
Field trials have demonstrated that the emerging demand for broadband interactive 

multimedia services can be addressed via satellite communications at the Ka band (30/20 

GHz) and beyond [10-13]. The key advantages of operation at the Ka band are increased 

availability of bandwiJth and the potential for smaller, less costly terminaIs and greater 

mobility [13]. Large and cumbersome mobile terminaIs needed to make a caU were a pre­

viously cited drawback against geostationary satellite systems ever achieving mass market 

penetration [14, pp. 321]. The major disadvantages of Ka band operation are increased 

rain and atmospheric attenuation. The objective of Ka band operations is to capitalize on 

the increased availability of bandwidth via appropriate resource management - without 

compromising the QoS requirements of the network. 

1.1 Key considerations for broadband satellite networking 

Rapidly growing demand for interactive multimedia services, including web browsing, bulk 

data transfers and video services, provides impetus to the development of versatile broad­

band networks capable of providing low cost direct-to-user services to fixed and mobile users 



1 Introduction 2 

irrespective oflocation [10,15-19]. A network supporting such users must necessarily com­

bine satellite and terrestrial infrastructure in order to provide access in highly diversified 

operating conditions, including open/shadowed, rural/suburban/urban, and indoor/low­

range environments. Satellite systems offer a number of particular advantages. Satellite 

systems are especially efficient for multimedia broadcasting and for mobile users, partic­

ularly those on ships, planes and in remote places. Satellite systems can provide global 

multimedia services to end users, long before such services would be available through ter­

restrial networks. In many regions, terrestrial broadband networking is not commercially 

viable. 

Increases in user population challenges both the network capacity and the server capac­

ity. This has led to the emergence of multicast systems which are able to deliver the same 

information to a set of users via a single transmit operation thereby saving network capacity 

and reducing server requirements. In general, wireless networks are a natural medium for 

multicast delivery. In particular, satellite networks offer very wide coverage and, typically, 

one-hop infrastructure [15,18,20]. For service within an existing coverage area, a satellite 

delivery system is insensitive to the number of users; the number of users can generally be 

increased without any need to increase the downlink bandwidth. 

By the late 1970s, it was recognized that Ku (14/12 GHz), C (6/4 GHz) and lower 

satellite frequencies in use at the time were becoming congested and would not provide 

sufficient bandwidth to meet anticipated demand for current and emerging services [10]. It 

was this that led to re-consideration of the Ka band, which had hitherto been ignored due to 

the severe rain attenuation suffered by signaIs at Ka frequencies. The suitability of the Ka 

band and of on-board processing (OBP) was conclusively shown by the ITALSAT (Italy) 

and ACTS (United States) satellite programs. Based on multibeam satellite systems with 

onboard processing, the programs proved that telecommunications requirements such as 

integration of digital services, assignment of resources on demand, and low-cost, handheld 

terminaIs, can be met by a single satellite equipped with OBP capabilities (demodulation, 

switching, remodulation) and with terminaIs that feature antennas small enough to be 

located on user premises or to be moved to remote regions at moderate cost. 

The significance of on-board processing (OBP) is that the satellite uplink and downlink 

can be optimized separately with respect to multiplexing, modulation and error control. 

This enhances the signal quality as weIl as the bandwidth and power efficiency of the 

system [15,21,22]. Furthermore, a constellation of satellites can provide full space connec-
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tivity through the use of intersatellite link technologies at EHF (60 GHz) and/or optical 

frequencies. Intersatellite links also present the opportunity to bypass terrestrial networks, 

a possibility that is of particular interest to government and military users [15]. Chal­

lenges with OBP implementation include the lack of fiexibility in adapting to various types 

of terminaIs, modulation and coding, as well as the requirement for demultiplexing at the 

smallest level of the individu al channel in the case of functions that are provided at channel 

level (such as gain control and routing) [22]. 

In addition to processing, a key onboard technology for broadband satellites is antenna 

beam allocation [10,23,24]. Due to inhomogeneous distribution of users across the coverage 

area, onboard beam allocation is key to meeting the quality of service requirements for aIl 

active users. The allocation of beams independent of user distribution results in beams 

that require very high transmit powers relative to beams that are allocated taking the user 

distribution into account [25]. Onboard beam allocation allows for a beam configuration in 

which the power allocation per beam can be optimized with respect to the user distribution 

as well as the prevailing channel conditions. 

The high frequencies of Ka band operation enable the generation of beams that are 

of high gain and sm aU beamwidth. The high-gain spotbeams mean that user terminaIs 

can be smaU, low cost, handheld devices with small low-gain antennas suitable for mobile 

and/or remote operations [10,23]. On the other hand, multibeam satellite antennas are 

required in order to provide service over a wide coverage area. Multibeam antennas are 

inherently more complex than single-beam antennas, and issues to be addressed range from 

beam architecture, beamforming complexity and refiector design complexity. A multibeam 

antenna can have fixed or adaptive beams. 

Adaptive multibeam antennas improve coverage, capacity and switching efficiency, and 

are typically sm aller in size. However, adaptive antennas typically require more complex 

system setup and beam management. Significant research has gone into the development of 

'smart antennas' capable of steering the antenna radiation power over the desired coverage 

are a [23,24,26-32]. Examplesofsuch antennas are active phased array antennas and digital 

beamforming antennas. In particular, digital beamforming Ïs considered the future for the 

realization of multibeam antennas capable of generating several spotbeams with the ability 

to support broadband satellite applications. Beamforming via a digital signal processing 

unit increases the fiexibility of the beam generation process compared to beamforming via 

convention al dynamic phased array systems which require complicated multibeam archi-
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tectures [33-36]. With current technology, digital beamforming lS only feasible for low 

bandwidth applications « 500 MHz) [36], but we assume that high interest in broadband 

multimedia networks will continue to drive the development of beamforming technology. 

An important design consideration for satellite antenna systems is the tradeoff between 

receiver antenna size (which determines the gain) and the modulationjcoding scheme [16]. 

The objective is to achieve a cost-effective balance between three factors: the transmis­

sion bit rate, the earth terminal cost and performance, and the satellite segment (beam 

bandwidth and output power). Modulation schemes must be robust (to deal with rain 

attenuation, in partieular) and of high bandwidth efficiency [15]. With appropriate chan­

nel coding, the probability of bit error can be significantly reduced such that a specified 

bit error rate can be attained with a sm aller transmit power. Ever-more-efficient cod­

ing, modulation and detection (such as multi-user detection (MUD)) techniques mean that 

the costjbenefit tradeoff rules in favor of a cost-effective balance between the three fac­

tors [15,16,22]. Satellite systems typieally use phase modulation schemes which offer high 

bandwidth efficiency (and in particular, QPSK which offers robust channel protection too), 

and use convolutional codes for channel coding. 

Perhaps the biggest obstacle in deploying satellite systems is arranging the necessary 

finances [37]. For the first three decades of their use, satellites enjoyed a cost advantage over 

undersea cables - especially on long routes [17]. However, that changed with the advent 

of undersea fiber-optic cables. Nevertheless, given their broadcast capabilities, satellites 

remain the exclusive chùice for television distribution both within and between countries. 

Reductions in the cost of terminaIs (typically less than $1,000) and improvements in re­

source management assist in bringing down the cost of operation [10,22] and in making 

satellite networking an attractive research topie. 

1.2 Satellite communication systems 

Satellite communication systems can be classified as either geostationary or nongeostation­

ary depending on their orbit of operation. There are three typical orbits of operation: 

Low earth orbit (LEO), Medium earth orbit (MEO) - sometimes referred to as the In­

termediate circular orbit (ICO), and Geostationary earth orbit (GEO). Table 1.1 presents 

distinguishing characteristies in terms of altitude above the earth, approximate orbit pe­

riod and round trip propagation delay. For the three orbits, the relation between the orbit 
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period, T, and the satellite altitude, h, is given by [15, pp. 19]: 

where J.L denotes the product of the univers al gravitation constant and the mass of earth, 

and Re = 6,378 km is the mean equatorial radius. 

Table 1.1 Distinguishing characteristics of satellite orbits of operation. 
Source: [1}, [15, pp. 19} 

Orbit Altitude (km) Orbit period (hr) Propagation delay (ms) 
Low earth orbit (LEO) 500 - 1500 2 10 

Medium earth orbit (MEO) 5,000 - 10,000 4 - 6 100 
Geostationary orbit (GEO) 35,786 24 250 

In any orbit, the nature of the propagation delay is a key issue in the design of satellite 

networks. 'GEO-based systems have long but constant propagation delays while nongeosta­

tionary LEO systems have short but highly variable delays due to their lower altitude [7,15]. 

In addition, the maximum visibility of an overhead satellite is directly proportional to the 

orbit period. Thus, non-geostationary systems have to address issues of satellite handover, 

while geostationary satellites appear to be stationary to an earth terminal which requires 

little or no terminal antenna steering. 

This thesis focuses on Ka band GEO-based satellite systems. It is estimated that there 

are more than 50 proposed Ka band satellite projects worldwide [17]. The overwhelming 

majority of these are for GEO-based systems, requiring about 270 geostationary orbit 

locations. Most of the proposais are targeting national or regional coverage. Table 1.2 

presents system parameters of Ka band proposaIs from North America and Europe [5,15, 

17,38,39]. In the case of Astrolink and Teledesic, the notation 192 (64 HBs) and 576 

(64 HBs), respectively, denotes the number of ground cells that are to be covered by the 

hopping beams. 

AH systems listed in Table 1.2 are proposed for the GEO orbit, except for Teledesic which 

is proposed for the LEO orbit. As noted earlier, financing is a critical issue for satellite 

deployment. For example, in May 1997, the US Federal Communications Commission 
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issued twelve Ka band licenses - but by mid-1999, only five companies had announced 

significant funding and/or major construction for their satellite projects [37]. 

Table 1.2 Proposed Ka band system pararneters. Source: [5,15,17,38, 39] 

System Bearns Transponder Bearn Size Capacity 1SL capacity 
bandwidth (Gbps) 

(MHz) 

Anik F2 27 + 180 0.70 x 0.30 :::::: 10 None 
2 RB + 1 NB 36 (RB,NB) 

Astrolink 192 (64 HBs) + 125 10 9.6 1 Gbps 
3 FB + 1 SB 

CyberStar 27 125 10 _ 20 4.9 1 Gbps 
Echostar 24 + 1 GB 120 ra 5.8 120 MHz 
EuroSkyWay 32 (Extended Europe), 170 (up) , ~ 1° 9 56 - 64 GHz 

46 (North Atlantic) 232 (down) 
Galaxy- 48 125 (Ka), 10 - 30 4.4 1 Gbps 
Spaceway 46 (Ku) 
GE*Star 44 243 < 10 4.7 None 
KaStar 24 + 2 SWB 125 1° 7.5 155 Mbps 

+ 1 GB 
Millenniurn 32 250 1° 5.2 1 Gbps 
Morning Star 7-10 50 (Ka), 1.6° 0.5 None 

24 (Ku) 
NetSat 28 1,000 150 :::::: 0.20 772.0 None 
Orion 25 + 2 SBs 114 1° 2.9 TBD 
PanArnSat 12 SBs 54 10,2°,30 1.2 None 
Teledesic 576 (64 HBs) 396 "Srnall" 13.3 1 Gbps 
VisionStar 5 40 2° - 50 1.9 None 
VoiceSpan 32 or 64 120 ra 5.9 0.5 Gbps 

FB: Fixed Bearn, GB: Global Bearn, HB: Hopping Bearn, NB: National Bearn 
RB: Regional Bearn, SB: Steerable Bearn, SWB: Switched Bearn, TBD: to be deterrnined 
1SL: IntersateHite Link 

1.3 Issues for Ka band satellite communication systems 

A primary concern with the high-frequency bands is the effects of rain attenuation, a partic­

ularly severe problem in tropical areas. Based on insight from two-years worth of Ku band 
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rain fade data in three tropical countries, Cameroon, Kenya and Nigeria, it was noted that 

the numbers of rain fade events and total down time in Cameroon and Nigeria were sig­

nificantly greater than the limits for most direct-to-home multimedia satellite services [40]. 

Rainfall tends to be highly localized and so the Ku band study recommended site diversity 

as a means of ensuring reliable communication service to a11 users. \iVhere site diversity is 

not available or appropriate, larger receiving antennas or lower availability were proposed. 

This thesis focuses on effective resource management as a means of addressing the 

spatial and temporal variation in both the propagation conditions and the user distribution. 

Specifically, we consider resource management that modulates the operation of the satellite 

network based on state feedback about the user distribution and the prevailing network 

conditions. The network control is implemented via control of network-layer parameters 

such as the transmission rate and power. In this case, it should be noted that the satellite 

network capacity is affected by physical-layer parameters such as modulation and coding. 

A prerequisite for efficient network control is timely and accurate state feedback. Con­

sequently, there are two issues that make the problem of resource management in satellite 

networks particularly challenging. The first challenge is the tradeoff between control and 

delay. The long round trip time (RTT) of about 250 ms for GEO networks can be an 

impediment to useful communication and result in inadequate and/or conservative control. 

For example, as typical for terrestrial networks, it is expected that broadband satellite 

networks will be supported by the Internet TCP /IP proto col suite and the ATM protocol 

architecture [15,41]. The TCP fiow control is a function of the window size and the round 

trip time. TCP transmission begins with the transmission and subsequent acknowledgment 

of one datagram, then two, four, etc., until the limit imposed by the maximum window 

size. Because of the long propagation delay in GEO satellite networks, this slow-st art algo­

rithm fails to achieve the maximum throughput achievable in networks with smaller delays. 

Furthermore, the satellite throughput is limited by the maximum window size permitted 

by the TCP proto col which is much less than the equivalent window size represented by 

the GEO satellite RTT. 

The tradeoff between the error rate and delay is also challenging. For example, TCP 

ensures correct delivery of aH datagrams by retransmitting datagrams for which it did not 

receive an acknowledgment. The long satellite RTT does not provide a sufficient window 

of opportunity to prevent unnecessary data retransmission in case of delayed acknowledg­

ments. Aside for an erroneous assumption by TCP that a delayed acknowledgment is due 
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to transmission error, even retransmission when needed only serves to exacerbate the delay 

for successful data transmission. 

Nevertheless, significant research has gone into proposing changes to TCP /IP to over­

come its limitations when operating in a satellite environment [15,20, 41-44J. ProposaIs 

include an increase of the TCP window size and alternative methods for generating and 

responding to acknowledgments. In essence, the proposaIs seek to tailor the TCP operation 

taking into account the long delays characteristic of GEO satellite networks. Similarly in 

this thesis, we seek to develop resource management techniques that take into consideration 

the differing timescales of network operation and of user QoS requirements. 

In this thesis we focus on the control of the uplink transmission from users to satellite, 

subject to the assumption that the uplink bandwidth is fixed and known. The primary issue 

to be addressed is multiple user access. Code Division Multiple Access (CDMA) has been 

proposed as the mode of access for next generation satellite networks [12], and it is what we 

consider for this thesis. Features driving the interest in CDMA include universal frequency 

reuse which eases the pro cess of resource allocation, robust interference mitigation and 

flexible support for a broad range of services [45]. 

The satellite uplink and downlink experience different limitations. On the uplink, the 

signal for each of the active terminals suffers interference due to simultaneous transmis­

sion of other users. Increasing the transmission power of any of the terminaIs serves to 

increase the interference experienced by the signals of other active terminaIs. Hence, the 

uplink is interference-limited because even without constraints on the transmission power, 

the interference effect on other terminaIs places a bound on the transmission power of 

any given terminal. Conversely, on the downlink transmission from satellite to terminal, 

the interference experienced by each terminal is primarily due to the prevailing channel 

conditions which are generally location-dependent. To overcome poor channel conditions, 

the satellite could increase the power transmitted to affected terminaIs. However, the sum 

of the transmission powers to aH active terminaIs is bounded by the sateHite's maximum 

output power. Hence, the downlink is power-limited. 

Just as the limitations differ, so too do the control strategies for the uplink and the 

downlink in order to achieve the respective QoS criteria. On the uplink, the control objec­

tive is to enable equitable system access among the terminaIs while minimizing the impact 

of interference due to simultaneous user transmission. On the downlink, the control objec­

tive is to improve the system throughput within the bounds of the system output power. 
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In a GEO-based network, the system eapacity is typically limited by the multiple-access 

uplink [45], and hence the foeus in this thesis. It is however expected that multimedia ap­

plications will require an increasingly larger downlink throughput and works such as [46-50] 

focus on management of the downlink resources. 

This thesis is also motivated by the reality that many developing countries and ru­

raljremote areas of developed countries simply lack the terrestrial infrastructure to sup­

port communication needs. Challenges to addressing rural communications include lack of 

regular electrical power, difficult terrain, co st of extending terrestrial transmission systems, 

and the "low return on investment" [51]. Table 1.3 presents telecommunications data on 

three East African countries [52]: Kenya (1999), Tanzania (1999) and Uganda (1995) -

where the number in brackets indicates the year in which terrestrial wireless service was 

introduced. 

Table 1.3 Telecommunications data for East Africa (March 2003) 
Source: [52] 

Kenya Tanzania Uganda 
Geography (sq. km) 582,650 945,087 236,040 
Population 30,765,916 37,187,939 24,699,073 
GDP (US$ per capita) 340 270 280 
Telecoms fixed lines 354,000 230,000 55,000 
Telecoms mobile 1,654,000 703,000 510,000 
Telecoms operators 3 5 3 

In the table we can observe that, while cellular operations are relatively recent, there 

are significantly more cellular subscribers compared to available fixed hnes. For many areas 

in these eountries, the terrestrial wireless network presents the only aceess to telecommuni­

cation services. Hence, a combinat ion of satellite and terrestrial wireless networking should 

enable these countries achieve better communication access within and between themselves. 

In fact, by the early 1960s, the role of satellites in enabling ready communication across 

Africa was noted as a number of African countries were gaining their independence [53,54]. 

This role was driven by the need to foster closer political, cultural and commercial ties 

among regional neighbors in addition to the communication links countries had to their 

former colonial powers. In recent times, satellite networks remain highly valued in terms of 

the wide coverage and easy access to rural and to remote regions of Africa, which is where 
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the majority of Africans reside [51,55, 56J. For example, by year-end 2003, it is expected 

that there will be an internet point of presence in each of Uganda's 56 districts [57,58]. 

Continent-wide, the New Partnership for Africa's Development (NEPAD) aims to utilize 

information and communication technologies to extend and to rai se the quality of education 

at allieveis in African education systems [59J. In both cases, internet connectivity will be 

achieved via satellite links -- particularly for the rural areas. 

A number of international satellite operators do have footprints over parts of Africa, 

for example, Intelsat and PanAmSat. In addition, the Regional African Satellite Commu­

nication Organization (RASCOM) has commissioned the building of the first Africa-wide 

satellite system that is expected to deploy in 2006. Comprised of 12 Ku and 8 C bands, 

the system will provide fixed voice, data communications, internet access, and satellite 

broadcasting services [60]. 

In the following sections, we describe the system model and key assumptions made in 

this work. We then describe the CDMA satellite resource management problem addressed 

in this thesis and present a summary of the key contributions. Finally, the thesis outline 

concludes this chapter. 

1.4 System model for CDMA-based satellite network 

This thesis considers resource management on the uplink of a multibeam CDMA satellite 

system. The key control parameters are the beam coverage geometry as weIl as the trans­

mission rate and power. The beam geometry is subject to control based on the geographic 

user distribution. We assume that the desired beam configurations can be realized via the 

use of 'smart antennas'. The bandwidth per beam is fixed and so is the CDMA chip rate. 

Variations in transmission rate are achieved via changes in the processing gain. 

The satellite system provides coverage to several earth terminaIs that, in turn, support 

a variety of applications. User data is transmitted in synchronized time frames of constant 

period. Each frame lS assumed to be larger than the user data duration by a guard-band 

interval. Guard bands are needed to compensate for arbitrary delays caused by signal 

propagation delays or dock drifts. 

For each terminal, the instantaneous transmission rate and power are subject to control 

via an access rate schedule that lS based on prevailing channel conditions and the quality 

of service criteria. The transmission rates are described by a traffie model that lS based on 
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three key assumptions, First, we assume that each terminal is capable of transmitting at 

whatever rate it is allocated; the alloeated rates vary continuously, Seeondly, there is no 

minimum rate requirement, and a terminal may have its transmission deferred at any time, 

Thirdly, we assume that the traffie is infinitely divisible, a eharaeteristic of the fluid model 

for traffie, The fluid model is an ideal model in whieh it is assumed that data paekets are 

not transmitted as entities but as infinitely divisible units of the paekets [61], 

Based on the traffie model assumptions, each active terminal will transmit at the exact 

rate allocated to it, This consideration simplifies the control algorithm in that the satellite 

resouree management unit does not need to keep track of the actual rate used by a terminal, 

and how this differs from the allocated rate - sinee we assume them to be the same, While 

fluid models are ideal, they are expected to become even more useful in the evolution toward 

higher capacity data networks [62], The concept of fluid in such networks is based on the 

assumption that the most important dynamics in high capacity networks depend on how 

aggregates of packets are processed and not on how individual packets are processed, In 

such networks, the packet size would be only a small fraction of typical buffer capacities in 

the network. 

Network users experience variable channel conditions depending on factors such as lo­

cation and number of simultaneous user transmissions, Hence the network control is con­

strained by a lower bound on the signal-to-interference quality of service expected by each 

user. While we con si der the channel to be time-varying in nature, we assume that channel 

variations over a given time frame are small such that channel characteristics are treated 

as constant during each time frame, In addition, we assume that channel charaeteristics 

for each time frame are known at the st art of the frame, This knowledge can be gained, 

for example, by measurements of a reverse channel in a duplex system, explicit feedback 

from the reeeiver, or from measurements of a pilot signaL Note that user mobility is not 

considered in this work. Even then, we can assume that in the case of low user mobility, 

channel conditions vary only slowly during each time interval and so can be considered 

effectively constant. Low user mobility would be exhibited by pedestrians, for example, 

In a GEO satellite system, perception of change and reaction to it takes at least a 

round-trip propagation delay of 250 ms, This certainly poses a challenge for time-sensitive 

performance objectives during the operation of the satellite system, Table 1,4 presents 

quality of service requirements for a variety of applications in terms of the delay tolerance 

and the uplink and downlink data rates [5,10], The applications can be broadly divided 
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into three types: (1) bi-directional messaging, (2) retrieval, and (3) conversation al. 

Table 1.4 Service requirements for a variety of applications. Source: [5, lO} 

Type Application Max end-to-end delay Downlink data rate Uplink data rate 
(1) E-mail 5 min 1-5 kbps 1-5 kbps 

Paging 5 min 1-5 kbps 1-5 kbps 
PC networking 200ms 64 kbps 64 kbps 

(2) Database access 500 ms (file transfer) 2 Mbps 100 kbps 
Web browsing 500 ms 64 kbps 1-5 kbps 

(3) Telephony 250 ms 64 kbps 64 kbps 
Video Telephony 200 ms* 64 kbps - 1 Mbps 64 kbps - 1 Mbps 
Video conferencing 200 ms* 64 kbps - 2 Mbps 64 kbps - 2 Mbps 
Telemedicine 200 ms* 64 kbps - 2 Mbps 64 kbps - 2 Mbps 
Tele-ed ucation 200 ms* (ls for data) 1 Mbps 64 kbps 

* According to user perception, the quality of conversational services do es not degrade 
appreciably if transmission delay does not exceed ~ 280 ms 

This thesis focuses on delay-tolerant applications with an average-rate specification in 

which the averaging is with respect to a time horizon of prescribed length. We seek to con­

trol the network performance by exploiting timescale differences within the network. There 

are several time constants in play: the time constant associated with the satellite environ­

ment and related to thè rate at which the channel varies; the time constant associated 

with the control, determined by the propagation delays; and a time constant associated 

with user quality of service - the rate-averaging horizon. The rate-averaging horizon is 

comprised of a consecutive set of the fixed length time-frames. 

Remark. The frame length is introduced for computational convenience, and perhaps also 

to refiect that practical systems are typically frame oriented. ft is important to note the 

distinction between frame length and the length of the rate-averaging window, which is an 

integer multiple of the frame length. 

There is a tradeoff between the length of the rate-averaging horizon and packet delay. 

The longer the horizon, the greater the fiexibility in exploiting time elasticity in improving 
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network efficiency. However, the longer the horizon, the greater the potential for excessive 

delay. We do not explicitly deal with user delay. 

In the following section we describe the resource management problem addressed in this 

thesis. 

1.5 Resource management in CDMA-based satellite networks 

Satellite network operations span a wide range of time scaies. In general, we can con­

sider a network to operate at three timescales: long-term, medium-term and short-term. 

Long-term operations, such as beam allocation across the coverage area, are based on the 

geographic distribution which holds steady over long time periods. Medium-term opera­

tions include fade countermeasures in response to rainy periods which can last for hours in 

sorne regions. Thirdly, short-term operations, such as caIl admission and scheduling, are 

in response to rapid fluctuations in traffic demand at caIl or burst level, user mobility, or 

channel fading. Resource management in satellite networks necessarily involves the same 

wide range of time scaies. At network-level, the resources of interest are the bandwidth, 

the transmitter power and the energy. In turn, the resource management performance is 

measured in terms of quality of service parameters such as the data rate, caU blocking and 

cell or frame blocking. 

The choice of CDMA as the mode of access has a particular role in the formulation 

and solution of the reSOl!rce management problem. CD MA networks are said to have 'soft' 

capacity, that is, capacity is limited by the number of terminaIs permitted to transmit 

simultaneously rather than by the availability of CDMA codes. This limitation, as noted 

earlier, lS due to the interference caused by the transmission power of any given terminal 

to other active terminals thereby impairing the signal quality received at the satellite. 

Consequently, the quality of service parameters of interest in the CDMA satellite network 

we consider are the rate and the signal-to-interference - two numbers per active terminal. 

Note that the one-to-one relationship between the SIR and the bit error ratio can be derived 

given the parameters of the transmission technology such as the channel coding and the 

modulation. 

Vve address two resource management problems - at two different time scaies. In par­

ticular, we consider beam management (long timescale) and celljframe-Ievel access control 

(short timescale). We assume that the effects of severe rain attenuation are mitigated via 
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beam management, access scheduling and a lower availability specification. The overall re­

source management objective is to design the beamwidths and power allocation to achieve 

particular rate and signal-to-interference ratio vectors subject to control of the beam ge­

ometry across the coverage area and the assigned transmission powers. The challenges to 

be addressed include inhomogeneous user distribution, power constraints at the satellite 

and earth terminaIs, time-varying channel conditions, and long propagation delays. 

In the following subsections, we describe the beam management and access control 

problems addressed in this thesis. Work related to these problems is reviewed in Section 2.3 

and Section 2.4 respectively. 

1.5.1 Bearn Management 

We consider beam management that seeks to enhance network performance via an efficient 

distribution of users among a fixed number of beams. This distribution is achieved by 

tuning the shapes and sizes of the spot beams to reflect user distribution. Traditional beam 

configuration is of equal-sized, typically circular or elliptical, beams irrespective of user 

distribution. While network capacity may be dynamically allocated among the beams [4, 

5,39], the level of control and the achievable throughput are constrained by the fixed-beam 

geometry [25,63]. 

Figure 1.1 depicts a four-beam allocation scenario for a uniform and for an adaptive 

beam configuration. Based on the given number of beams and the terminal distribution 

across the coverage area, the objective for beam configuration management is to increase 

the achievable rate region relative to a uniform beam allocation strategy. In either case, 

uniform or adaptive, the network performance is constrained by signal-to-interference tar­

gets, limits on the transmission power per terminal, and prevailing channel conditions. The 

achievable rate region can be defined in terms of maximum system throughput, average 

user throughput, and number of users permitted to transmit. A strategy based on average 

user throughput is generally better in terms of allowing equitable access for aH system 

users. 

In addressing the beam management problem, the first task is characterization of the 

user distribution. There are two approaches for this characterization: statistical and deter­

ministic. Statistical data is easier to corne by in practice, and is more stable in the sense of 

less susceptible to significant time variation. We assume that the user distribution across 
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(a) Uniform beam allocation (b) Adaptive beam allocation 

Fig. 1.1 Satellite beam configuration 

the coverage area is governed by an inhomogeneous spatial Poisson process, characterized 

by the feature that populations of disjoint regions are statistically independent. To each 

unit area, the Poisson pro cess ascribes a parameter, À, denoting the mean number of users. 

The Poisson process is a standard benchmark for spatial patterns [64], and is based on three 

key assumptions. First, over the coverage area, the numbers of users in non-overlapping 

subregions are independent of each other. Secondly, the distributions of the number of 

us ers in subregions of equal area are identical. Thirdly, the probability of two or more 

users in a very small subregion is negligible. 

Given the user distribution, the challenge is then how to generate the beam pattern 

over the geographic area. We address this problem by mathematical modeling and analysis 

of the allocation of satellite beams subject to user distribution. To ease the computation 

complexity, the coverage area lS quantized into a grid of user locations and a beam allocation 

function specified to determine the configuration cost associated with a given allocation of 

terminais among the beams. The resulting model is a nonlinear programming problem 

comprising an objective function to minimize the sum of weighted configuration costs due 

to individual beam sizes and due to the mean number of users per beam. To solve this 

problem, we develop beam allocation algorithms that incorporate the Hooke & Jeeves 

nonlinear optimization algorithm which has been observed to provide robust solutions in 

a similar basestation allocation problem for a terrestrial wireless network [65]. The Hooke 

& Jeeves algorithm requîres several iterations, however, a well-selected initial state and 
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termination criteria can ease the computational complexity. The complexity of the problem 

is also eased by the grid-structure utilized, which reduces the granularity of the coverage 

area. 

Beginning from a uniform beam allocation, which we take as the initial beam configu­

ration, the proposed algorithms iteratively generate an improving direction and identify an 

optimal step length along this direction to arrive at a revised solution. This pro cess contin­

ues until the termination criterion is satisfied. The achievable rate region of the resulting 

beam configuration is then compared to that of the uniform beam configuration. 

1.5.2 CelljFrame-level Access Control 

Given a beam configuration, celljframe-level access control is used to generate an access 

rate scheduling policy that is subject to an average-rate requirement for each terminal. We 

consider network operation such that the instantaneous transmission power is subject to an 

upper bound, and that the instantaneous transmission rates are continuously variable and 

subject to network control. The scheduling policy exploits time elasticity, as reflected in the 

length of the window that defines the averaging operation, to enhance bandwidth utiliza­

tion. Such utilization enhancement is achieved by judicious allocation of the transmission 

rates at each time frame so as to minimize the long-run energy per bit requirements for each 

terminal while ensuring that the average-rate targets are achieved. Figure 1.2 presents an 

access rate allocation for five terminals over a window that is seven timeframes in length. 

At the beginning of each time frame, the control selected is based on state feedback 

about previous rate allocations and prevailing channel conditions. This thesis differs from 

the literature [66-69] in respect of the use of such feedback, as a result of which, the 

user-perceived rate and the actual transmission rate are distinguished by different time 

constraints. While the channel capacity seen by the terminals is time-varying and stochas­

tic, we assume that the channel conditions are known at the start of each time frame. 

For a given window length, the challenge then is how to generate an optimal access rate 

policy that will achieve the average-rate targets with minimal energy-per-bit requirements. 

The setting of this access control problem ls one in which dynamic programming (DP) 

provides a natural approach. This is because, at each time frame, the controIs are selected 

so as to minimize the long-run system cost of operation given the uncertainty of future 

channel conditions - whereby the system cost is characterized by failure to achieve quality 
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of service targets. However, the computational complexity of DP solutions ris es as the state 

space increases. We provide exact DP solutions for a simple two-user network and use these 

solutions in the development of approximate solutions for a network of many users. 

We are particularly interested in understanding the extent to which temporal elasticity 

can yield a throughput advantage. The idea that there should be an advantage is made evi­

dent by comparing the rate/power tradeoff in two extreme cases: infinite-windowaveraging 

versus single-frame averaging. 

Remark. While the problem of designing the beam shapes in a satellite network seems on 

the face of it similar ta that of assigning users to base stations in a terrestrial cellular 

network, in fact there is a significant difference. In the cellular terrestrial setting, every 

base station hears every terminal, albeit at power levels that depend on the locations of base 

stations and the terminals. In principle, at least, any terminal can be assigned ta any base 

station. On the other hand, in a satellite network in which inter-beam crosstalk can be 

neglected, each satellite receiver hears only those terminals found within its beam. Because 

beam geometries are constrained (for example, ta be simply connected), the assignment of 

terminals to satellite receivers has geometrical constraints that are absent in the cellular 
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case. 

The principal contributions of this thesis are reviewed in the following section. 

1.6 Summary of contributions 

We consider resource management for a CDMA-based GEO satellite that provides service 

to delay-tolerant users. We focus on two specific problems: 

® Bearn management - Given a nonuniform user distribution, we are interested in beam 

management techniques that yield roughly equal numbers (or mean numbers) of users 

per beam in cases where the user SIR thresholds and limits on transmission power 

are homogeneous. We are also interested in the impact of such techniques on the 

achievable rate region, compared to the achievable rate region for beam management 

techniques that ignore the geographical distribution of users. 

® Rate allocation - We are interested in the tradeoff between transmission rate and 

transmission power that is achieved by exploiting temporal elasticity in user quality­

of-service requirements. 

The following summarizes our contributions. 

Bearn Management: 

1. We develop two beam allocation algorithms that seek to distribute users equally 

among beams by beam shaping. The algorithms take as input the coverage are a and 

state feedback on user distribution, and act to optimize an objective function that is 

a weighted tradeoff between the beam size and the number of users per beam. The 

smaller the beam size, the higher the gain, and hence the less power required per 

terminal. 

2. The key elements of the two algorithms developed are a beam allocation function 

and the Hooke and Jeeves search method. In the first algorithm, the beam allocation 

function distributes terminaIs such that a terminal is assigned to the beam whose 

center is the shortest Euclidean distance away from the terminal. The Hooke and 

Jeeves method is used to search across the coverage area in search of an improving 
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direction with respect to objective function. The second algorithm is built on the 

same principle. However, in addition, vector quantization techniques are applied at 

each beam allocation stage to minimize the separation distance between terminaIs 

and their beam centers. The allocation performance of the algorithms developed is 

measured in terms of a Bearn Variability Factor (BVF). The BVF is defined as the 

ratio of the standard deviation to the mean of the vector of mean users per beam. 

The more evenly balanced a beam configuration lS, the smaller the BVF. The two 

algorithms outperform the uniform beam allocation. However, the second algorithm 

(incorporating beam size adjustment) provides only marginal improvement in the 

BVF relative to the first algorithm. 

3. We compare the performance of a uniform and an adaptive allocation in terms of the 

achievable rate region and the minimum power required to achieve a given through­

put. This thesis departs from the literature on the allocation of variable-beams in 

that we consider the transmission rates to be variable and controllable [10,25,63]. 

Relative to a uniform beam allocation, we show that adaptive (BVF-driven) beam 

allocation results in increased system throughput and achievable rate region. The 

adaptive scenario may require a higher power allocation because more terminals are 

permitted to transmit. 

The allocation algorithms developed can be adapted to a variety of network performance 

criteria by changing the form of the objective function. 

Rate allocation: 

1. We formulate the problem of exploiting possible elasticity in user quality-of-service 

constraints for the purpose of augmenting CDMA satellite system capacity. Sup­

posing that QoS lS constrained by SIR thresholds, limits on transmission power and 

per-user average rates, where the averaging lS over sliding windows of fixed time 

length, we construct algorithms that assign instantaneous rates so as to minimize the 

average power over users as well as over time. 

2. We provide an analytic comparison of two extremal cases, corresponding, respectively, 

to a short averaging window and an infinite averaging window. The results quantify 
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the potential power savings that can be had in taking advantage of user insensitivity 

to short-term power fluctuations. 

3. In generating the rate-allocation policy, we develop a Markovian model of the access 

control system so as to bring the optimal rate allocation problem within the purview 

of Markov Decision Theory and Dynamic Programming (DP). To reduce the DP so­

lution complexity, we propose a queue-theoretic approximation to the access control 

model in which (fictitious) terminal backlogs are used to represent the rate history of 

the system. Two cost structures are considered for the backlogs Markovian approxi­

mation: data volume lost and the probability of buffer overflow. The performance of 

the optimal rate-allocation policy for a simple two-user network is then compared to 

that of short-horizon and infinite-horizon policies. We show that temporal elasticity 

in the rate allocation pro cess results in increased average throughput per user while 

minimizing the long-run energy per bit requirements. Specifically, it is seen that 

increasing the buffer size - thereby increasing the time elasticity of the access-rate 

control - reduces the average transmission power required to support a given rate 

allocation. 

4. While DP techniques do yield an optimal solution, the complexity involved do es 

not make such techniques a viable option for a general network with many users. 

Based on insights from the optimal rate allocation, we develop heuristic scheduling 

mechanisms that ~uide the rate allocation based on the prevailing channel conditions 

and the current system state. Performance evaluation reveals the same trends as 

obtained for the optimal two-user scenario in that time-elastic control do es yield 

savings in the long-run average energy per bit per terminal. 

5. We rework the DP formulation of the queueing model, noting that where users are 

homogeneous in terms of QoS requirements, there lS opportunity to reduce the size 

of the state space. The reduction enables us to extend the optimization described 

in Contribution (3) to networks with more than two users. The results confirm that 

average power diminishes with increasing size of the rate-averaging window. 

Remark. The effect of propagation delays on the implementation and evaluation of the 

contrals we propose requires additional research. The issue is not taken up in this thesis, 
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not beeause it was deemed unimportant (on the eontrary!), but beeause we had foeused on 

other issues and time ran out. It is an obvious candidate as a topie for continuing work. 

1.7 Thesis ontline 

The remainder of this thesis is organized as follows. In Chapter 2 we describe key fea­

tures of the satellite network architecture, satellite access and QoS support, and satellite 

channel model of a Ka band GEO network. In addition, we review beam management and 

celljframe-access control techniques that have been proposed to improve the efficiency of 

broadband multimedia wireless networks that are capable of supporting a variety of traffic 

classes with different QoS requirements. 

This is followed by Chapters 3- 5 in which we address the problem of resource manage­

ment in a CDMA satellite network. In Chapter 3, we focus on adaptive beam configuration. 

We assume here that the number of beams is fixed, and that the shape of each beam is 

controlled by the satellite. In Chapter 4 we develop an optimal rate allocation policy that 

exploits the difference in timescale between the user QoS requirements and the network 

operation. A simplified network of two users is considered. In Chapter 5, we discuss ex­

tending the results obtained for the simple 2-user network to a general M-user network. 

We also consider the optimal access control problem for a homogeneous set of M users. 

We conclude this thesis in Chapter 6 with a summary of the thesis and a discussion of 

directions in which this work could be extended. 



Chapter 2 

Resource Management in Satellite 

Networks 

2.1 Introduction 
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Ka and higher bands enable the use of high-gain multi-spotbeams with small footprints 

that increase satellite power density and permit large frequency reuse - in turn enabling 

the support of thousands of multimedia user terminaIs equipped with small, inexpensive 

antennas [1,10,70,71 J. Communication at these frequencies also allows the use of smaller 

satellite antennas which results in a smaller satellite system and a lighter launch vehicle [72]. 

A principal requirement for a broadband multimedia satellite network is the capability 

to support a variety of traffic classes with different quality of service (QoS) requirements. 

While the capacity of a network is constrained by physical layer parameters (outside the 

scope of this thesis), in this thesis we are concerned with resource management to satisfy 

network layer requirements su ch as throughput and delay. 

We begin by describing the CD MA satellite network model applied in this thesis. VVe 

then review beam management and cell/frame-level access control techniques that have 

been proposed to improve the efficiency of broadband satellite networks, and indicate how 

the thesis extends this work. In the case of beam management, we consider both fixed 

and variable beam allocation strategies; in the case of access control, we focus on three ap­

proaches to the rate allocation problem: class-based rate scheduling, opportunistic/greedy 

scheduling and fair access scheduling. 
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2.2 Satellite Network Mode} 

A typical multimedia Ka band GEO satellite system is composed of a number of multi­

beam satellites with onboard processing (OBP) capability for switching and traffic resource 

management, and with intersatellite links for connections among the satellites [11,73-76]. 

The satellite system supports a wide array of ground terminaIs including mobile and fixed 

satellite terminaIs with varying quality of service requirements and transmission rates, and 

gateway terminaIs or interworking units that act as interfaces between the satellite net­

work and terrestrial networks, su ch as the PSTN and the Internet. The satellite network 

operations are managed via an earth-based master control station. Figure 2.1 presents a 

basic network architecture. 

Traditionally, the ground terminaIs were large-antenna earth stations which served as 

gateways for user terminaIs. The first system to provide direct-to-user services was the 

Inmarsat system deployed in 1980 [1,7]. This system consisted of low-power global GEO 

satellites and 1 - 1.5 m mobile antennas. The trend to reduce the size of the user-antenna 

has continued sin ce then; for example, the Inmarsat 3 system launched in 1996 supports 

mini terminaIs as small as laptop computers. As an example of the current variety of 

ground terminaIs, following are the components proposed for the EuroSkyWay (ESW) 

satellite network [76]: 

® Mobile satellite user terminais (SaT): of three types, SaT-A, SaT-B, and SaT-C, 

respectively offerillg uplink data rates of 160 kbps, 512 kbps, and 2.048 Mbps. 

® Service pro vider terminais: fixed earth stations that connect service provider centers 

to the ESW satellite system. Uplink rates are multiples of 6.144 Mbps. 

® Gateway stations: fixed earth stations that interface with the public terrestrial net­

work through protocol adapting interfaces (for example, ISDN, ATM, PSTN) and 

interworking functions. Again, uplink rates are multiples of 6.144 Mbps. 

® Master Control Station: a fixed earth station that manages the ESW·satellite sys­

tem by providing network management, calI admission control, service management, 

billing, etc. U plink data rates are multiples of 32.768 Mbps. 

The downlink rate to an terminal types is 32.768 Mbps per carrier. The ESW satellite 

system itself is comprised of a 30/20 GHz band for the uplink/downlink connections and a 
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---- Intersatellite link 

30/20 GHz 

Master Control Station 

Fig. 2.1 Satellite network architecture 
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V band (56-64 GHz) for inter-satellite links with data rates of up to 163.840 Mbps. 

As noted previously, the significance of on-board processing is that the satellite uplink 

and downlink can be optimized separately with respect to network performance. Our fo­

cus in this thesis is on control of the uplink performance via state feedback on the user 

distribution and propagation conditions, and subject to the assumption that the uplink 

bandwidth is fixed and known and to constraints imposed by the quality of service require­

ments. In the rest of this section, we provide an overview of common access schemes and 

of the channel model for the Ka band GEO based satellite network, and indicate how these 

are applied in the thesis. 

2.2.1 Satellite Access and QoS Support 

Connections in a multimedia GEO satellite network are generally of two types: permanent 

(allocated for the duration of a caIl) and semi-permanent (dynamically allocated on a 

frame-by-frame basis as needed) [74,77]. Connection setup is handled by the earth-based 

master control station which is responsible for admission control as weIl as for enforcing 

routing policies and providing network management [11,75]. Once a connection is set up, 

dynamic resource management is generally handled directly between the terminal (user or 

gateway) and the satellite resource management unit [75]. Note that signaling information 

suffers a delay of two satellite round trip times at the connection phase and one satellite 

round trip time in the resource management phase. Figure 2.2 is a schematic diagram of 

the functional modules for the satellite network. 

Satellite 

/ OBPIR,,,,",,, m'",g,moo' ~ 

Resource management 

Connection Control 

User terminal 'If. •.. 

l Connection Control 1 CalI Admission l~ 
Master Control Station 

Resource management 

Connection Control 

.... ." Interworking unit/Ga 

Fig. 2.2 Functional satellite network 

tewa) 

The channel access and QoS support are key factors in the capacity of a satellite network 
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to handle multimedia services with varying data rates. Satellite access techniques have 

evolved from frequency division to time division to code division [7,78,79]. In handling 

multimedia services, FDMA systems pose a greater challenge than either TDMA or CD MA 

because changes in channel bandwidth are required for changes in data rate [80,81 J. 

For the same channel bandwidth, CDMA and TDMA address changes in data rate per 

frame by respectively changing the processing gain or the number of assigned time slots. 

TDMA systems require explicit reservation for the time slots required (which introduces 

further delay). A connection may be severely degraded or dropped when there are no 

additional slots to accommodate a burst of traffic from the source. CDMA systems do not 

require explicit reservation at the burst level as changes in data rate are reflected in changes 

in the processing gain. This flexibility simplifies the implementation of access controIs that 

seek to enhance system capacity via scheduling while providing acceptable QoS support to 

an terminals. However, any degradation of service due to a burst of traffic from one terminal 

is experienced by all active terminaIs. In fact, CD MA is said to have 'soft' capacity because, 

typically, the number of active terminals is not limited by the number of CDMA codes but 

by the interference due to active users. This is unlike the 'fixed' case of TDMA where the 

capacity is constrained by the number of time slots. In CDMA additional connections can 

be accepted until such time that the interference due to active users results in unacceptable 

signal-to-interference levels. Compared to a TDMA system, the CDMA approach allows 

for more connections to be supported and for graceful rather than abrupt degradation of 

service [15, pp. 163], [45]. 

Direct Sequence/Code Division Multiple Access (DS/CDMA) has been proposed for 

next generation satellite networks [12,45,82,83]. In addition to flexible support of a di­

verse range of services, satellite CDMA systems offer univers al frequency reuse (which also 

eases the problem of resource allocation), capability of soft satellite beam handoff, graceful 

degradation under loaded conditions, and a lower sensitivity to interference [45J. The In­

ternational Mobile Telecommunications-2000 (IMT-2000) framework provides two modes 

of operation: a frequency division duplex (FDD) mode that makes use of wideband CDMA 

in paired frequency bands and a time division duplex (TDD) mode that makes uses of both 

TDMA and CDMA in unpaired frequency bands. TDD /CDMA has received considerable 

attention as a means of enhancing the efficiency of a wireless network supporting multi­

media traffic [80,84-87]. Via CDMA/TDD, the uplink and downlink transmissions are 

multiplexed on different timeslots of the same carrier whereby the slot assignment is based 
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on traffic and QoS requirements. In satellite networks, TDD/CDMA has been considered 

for geostationary or elliptical regional-coverage systems that support low mobility terminals 

with high data rates requiring high transmission power [45] and for LEO systems [86]. 
We focus on an FDD wideband CDMA (WCDMA) satellite system, which is the more 

commonly applied model [45]. WCDMA has been proposed for broadband systems expected 

to support simultaneous transmissions that require varying quality of service and data rates 

up to 2 Mbps [88-91]. Currently, WCDMA uses a 5 MHz carrier, compared to a 1.25 MHz 

carrier used by narrowband CDMA. Future WCDMA systems are expected to spread over 

10 - 20 MHz [90]. Based on direct-sequence CDMA, vVCDMA supports variable rate 

allocations via variable spreading gain CDMA (VSG-CDMA) or multicode CD MA (MC­

CDMA) [89]. In VSG-CDMA, the chip rate and system bandwidth are fixed, and higher 

transmission rates are obtained by reducing the spreading gain. The spreading gain varies 

with the length of CDMA code - the shorter the code, the larger the number of information 

bits that can be transmitted per unit time. VSG-CDMA is coupled with transmitter power 

control to maintain the integrity of rate allocations and SIR requirements by adjusting the 

energy-per-bit as the transmission rate varies. The VSG approach has increased signaling 

overhead because the receiver has to be informed about the changes in spreading gain. 

On the other hand, in MC-CDMA, each code sequence spreads a basic data rate over the 

entire system beamwidth. High data rates are supported by assigning multiple codes to a 

user. Careful selection of the spreading codes is required to limit self-interference. While 

MC-CDMA has a lowAr signaling overhead and does not require transmit ter power control 

as does VSG-CDMA, it does require a receiver for each of the individual codes. 

In this thesis, we consider the use of VSG-CDMA and assume ideal power control. Be­

cause CD MA systems are interference-limited, careful rate allocation and/or power control 

are necessary to make efficient use of system capacity as weIl as to satisfy the user QoS re­

quirements. QoS support IS a major challenge when handling multimedia services because 

of the diverse QoS requirements. ft is widely held that satellite multimedia services will 

be carried over internet-based networks [11,74,77], where a number of models have been 

applied to provide QoS support; including Integrated Services (IntServ) and Differentiated 

Services (DiffServ). IntServ provides QoS guarantees on a per-flow basis white DiffServ 

enforces QoS guarantees to groups of flows. However, due to time-varying channels and 

long delays, ensuring QoS requirements is particularly challenging in satellite networks, and 

typically requires adaptation of QoS models originally designed for terrestrial application 
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if such models are to be successfully applied within the satellite environment. 

In addressing the problem of QoS support in satellite networks, the objective gener­

ally has been to enhance network utilization by enabling dynamic sharing of the network 

resources white giving priority to real-time traffic [73,74,92-95]. Data scheduling is used 

to exploit the temporal elasticity of delay-tolerant traffic in an endeavor to meet the QoS 

requirements of active users. Such scheduling is governed in a variety of ways as we shaH 

review in Section 2.4. However, if not properly controlled, data scheduling can result in 

excessive delays for users with poor channels or in systems with very many users. In this 

thesis we assume that aIl users possess various degrees of temporal elasticity and the prob­

lem to be addressed is one of access control so as to meet the QoS requirements of aIl active 

users. 

2.2.2 Satellite Channel Model 

This thesis focuses on the Ka (30/20 GHz) and higher frequency bands, which with their 

high bandwidth availability provide the capability to support high data rate multimedia 

services. Table 2.1 presents frequency spectrum arrangements as applied to satellite and 

terrestrial wireless systems [96]. The frequency ranges in the table are only general in nature 

and, hence, do not match the frequency allocations of the International Telecommunication 

Union exactly. 

Table 2.1 General frequency spectrum arrangement 
tions. Source: [96} 

and typical applica-

Band Freq. (GHz) 
L 1-2 

S 2-4 
C 4 - 8 
X 8 - 12.5 

Ku 12.5 - 18 
K 18 - 26.5 
Ka 26.5 - 40 

Typical applications 
MSS, UHF TV, terres trial microwave and 
studio TV links, cellular phone 
MSS, NASA and deep space research 
FSS, FSTM 
FSS military communication, Fixed terrestrial wireless service, 
Earth exploration and meteorological satellites 
FSS, BSS, FSTM 
BSS, FSS, FSTM 
FSS, FSTM, LMDS 

MSS: Mobile satellite service 
FSS: Fixed satellite service 
BSS: Broadcast satellite service 

UHF TV: Ultra high frequency television 
FSTM: Fixed service terrestrial microwave 
LMDS: Local multipoint distribution service 
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For bandwidths above 1 MHz, channel fading is independent of frequency and there­

fore may be considered fiat [45,97]. In general, the satellite propagation channel for fixed 

terminaIs can be modeled as a fiat fading Ricean distributed channel [45,97-101]. In the 

case of mobile terminaIs, the channel model also includes log-normal shadowing [100,101]. 

The Ricean channel model holds particularly true at high elevation angles because signal 

propagation conditions improve and shadowing effects decrease with increasing elevation 

angle [99J. The fading on the uplink and downlink channeis is usually uncorrelated since 

their frequency bands are separated by more than the coherence bandwidth of the chan­

nel [101]. However, it is usually assumed that the same degree of shadowing is experienced 

on both links. 

A major problem for communication at the Ka band and beyond is attenuation due 

to rain, particularly in tropical and sub-tropical regions where such attenuation can easily 

exceed 20 dB [10,40,72,102-105]. Under severe rain attenuation, the channel model is 

reasonably represented by a fiat fading Rayleigh distributed channel [98]. On the other 

hand, under clear-sky conditions, the satellite channel can be approximated by an additive 

white Gaussian noise model, which allows one to simply focus on other us ers (intra-beam 

or inter-beam) as the source of interference [98]. 

2.2.3 Rain attenuation and rain fade countermeasures 

As noted, rainfall is a major concern at high frequencies as it can result in severely faded 

channels. Raindrops absorb and scatter the signal, reducing its amplitude and distorting 

its phase [72]. Tropical rain regions are particularly affected due to the large amounts 

of rainfall received. Table 2.2 presents the rain rate distributions for the fourteen rain 

zones defined by the International Telecommunication Union - Radiocommunication sect or 

(ITU-R), where regions N and P identify tropical rain zones [106]. 

general, rain attenuation models are 'semi-empirical' in that available attenuation 

data lS used in the model development [72]. Most of these models are based on the rela­

tionship A = aRb L(R), where A lS the attenuation loss in dB, R lS the point or surface rain 

rate in mm/hour, a and b are frequency- and temperature-dependent constants, and L(R) 

is the mean radio path length through the rain in kilometers. The terrn aRb (dB/km) is 

also referred to as the specifie attenuation of rain volume or decibel 10ss per path length. 

L(R) depends on the elevation angle, the rain cell size, the rain rate, and the oDe isotherm 
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Table 2.2 Rain Rate Distribution for ITU-R Rain Zones. Source: !106} 

Percent age Rain Rate Distribution (mm/hauT) 
of time (%) A B C D E F G H J K L M N P 

1.0 1 3 1 2 2 4 5 12 
0.1 2 3 5 8 6 8 12 10 20 12 15 22 35 65 
0.03 5 6 9 13 12 15 20 18 28 23 33 40 65 105 

(Rain rate distributions are based on an average year) 

height (the rain height or the height at which freezing occurs). Typically the rain rate 

is not constant over the duration of the storm and so L(R) is modeled statistically from 

measured surface rain rates. 

Mobile terminaIs will generally experience an attenuation, AM dB, which is different 

from the attenuation, AF dB, of a fixed terminal [102,103]. A common model applied is 

one of equal probability of encountering rain: over the long term both fixed and mobile 

terminaIs will experience the same number of rain storms, and hence the same number 

of rain attenuation events such that AM = AF = A dB. In this case, the probability 

distributions of the rain attenuation of fixed terminaIs, PF(A), and of mobile terminaIs, 

PM(A) are related by: 

(2.1) 

where ( ranges in value from 0.5 - 2 depending on the mobile terminal's experiences in the 

rain storm. In turn, this is dependent on whether or not the rainstorm and mobile terminal 

travel in the same direction and on how the mobile travels within the rain path (straight 

path or zig zag). 

Our coneern with the issue of rain attenuation is because this thesis is motivated, in 

part, by the issue of limited telecommunication infrastructure in Africa - much of which 

is covered by the tropical rain zone. As such, rain fading is a challenge that must be 

addressed sinee satellite networks can provide communication services long before they 

would be available via terrestrial networks. For a Ka band satellite system with a 4 dB 

fade margin, Table 2.3 highlights the impact of rain attenuation on four levels of satellite 

avail ab ilit y in a tropical region within the Pacific [10]. 

At lower frequency bands, rain fade depths are smaU enough to be incorporated as 

a fixed link margin [83,106-108]. For example, power margins of 5-10 dB at the C band 
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Table 2.3 Outage time versus availability for a Ka band satellite in the 
tropical region of the Pacific Source: [10] 

Satellite availability (%) Outage per week (minutes) 
99.70 30 
99.30 71 

99 101 
98 202 
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(6/4 GHz) can be achieved, relatively easily, with reasonably sized antennas and within the 

transmitter power constraints [106,107]. At higher frequencies, fixed margin allocations are 

expensive to realize and a number of rain fade countermeasures (FCM) have been proposed 

to mitigate rain attenuation [10,108J. The goal is to design adaptive communication systems 

that can maximize the data throughput and meet bit error rate specifications. 

Generally, the higher the availability requirement, the higher the required fade mar­

gin. This can result in over-utilization of the FCM resources or in poor utilization of the 

channel capacity. Appropriate resource management is thus required to make efficient use 

of the system resources. Common proposaIs include the use of frequency diversity - for 

example, switching between Ka and Ku (14/12 GHz) bands depending on the severity of 

the attenuation [108]; the use of adaptive resource allocation - for example, by reducing 

the data rate, by additional coding and by dynamic assignment of the antenna directivity 

pattern [10,83,107-110]: and the use of site diversity - applicable because rain cells tend 

to be highly localized in area [40, 111J. Considered especially relevant to the downlink, 

time diversity has been proposed for video-on-demand applications - time-delayed pro­

gramme repeats are used to overcome the effects of severe deep fades typical of tropical 

rain regions [112]. 

Alternatively, rain fade countermeasures can be neglected aIl together. Instead, satellite 

networks can be designed with reasonable fade margins and for lower availability levels 

that are still acceptable to users [10]. For example, based on Table 2.3, a network could be 

designed for 99% availability with an average daily outage time of 13 minutes, This results 

in reasonable services charges for the users and an increase in the number of potential 

users for the network provider. Select customers who must have higher availability (and 

are willing to pay) would receive, say, larger antennas and/or power amplifiers. 

In the sequel, we discuss various options for resource management in satellite networks. 
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Specifically, we review related work on the two problems that are the focus of this thesis: 

beam management and access control. Beam management, which is based on the user 

distribution, is assumed to hold steady for long periods of time. Access control, which is in 

response to traffic demand or channel fading, varies over much shorter timescales, on the 

order of seconds or milliseconds or less. 

2.3 Satellite beam management 

The traditional approach to beam allocation is to divide the satellite coverage area into 

regions of maximum geometric size so as to minimize the required number of beams. Typ­

ically, all the beams are of the same size. In contrast, this thesis considers adapting beam 

shape and size to propagation conditions and population distribution. Adaptive beam 

management is considered a key on-board technology for the efficient use of satellite ca­

pacity, for efforts to combat rain attenuation, and for the realization of law-cast earth 

terminais [10,24,25,30,33, 113]. Such efficiency, however, is dependent on the expected 

degree of departure from a uniform traffic distribution and the degree of penetration of 

terrestrial facilities [114,115]. 

There are a number of parameters of interest in the beam management process: beam 

coverage parameters and satellite link parameters. 

2.3.1 Satellite beam coverage parameters 

The beam coverage of a satellite system is the geographic are a over which the antenna 

gain exceeds sorne threshold value. The minimum gain required of the antennas ta support 

a given beam allocation pattern is set by link parameters such as the satellite altitude, 

the data rate, losses at different segments of the link, the maximum size of the antenna 

reflectors, and the required signal-to-interference ratio [23]. 

Typically, beam coverage area is described in terms of the angular 3 dB beamwidth, the 

angle in degrees between the directions in which the gain fans to half its maximum value, 

which is given by [106,116]: 
À 

()3dB = /3-;;:-, 
'l'ant 

where /3 is a coefficient whose value depends on the chosen illumination law, À is the 
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wavelength, and cPant is the diameter of the satellite antenna. The maximum gain, Gmax , is 

related to the 3 dB beamwidth as [116]: 

( 
f37r ) 2 

Gmax = 7] 03dB ' 

where 7] is the efficiency of the antenna. Thus, beam coverage area is inversely proportionaI 

to the required gain, and the need to provide high gain across a coverage are a results in 

the generation of beams with small beamwidths. Furthermore, high gain satellite antenna 

systems enable the use of cost-effective low-gain low-power handheld terminaIs. 

In the Ka band and beyond, where the wavelengths are sm aIl , high-gain coverage is 

achieved with reasonably sized antennas. Ka band satellite antennas can realize high 

link margins of 10 - 16 dB with spotbeams of very narrow-diameter (300 - 400 km) or 

narrow-beamwidth (0.25° - 0.75°) [1,10]. For example, the EuroSkyWay Ka band GEO 

system for fixed and multimedia communications will provide coverage to Europe using 

32 spotbeams [15, pp. 372]. On the other hand, operating at a lower frequency of 1-2 

GHz, the European Space Agency L band Land Mobile (LLM) GEO system for speech 

and data transmission will provide coverage to Europe using 3 spot beams and 1 regional 

beam [15, pp. 362]. 

As a consequence of the narrow beam widths, multibeam antennas are required in order 

to provide satellite coverage across a wide geographic coverage area. Generally, a multibeam 

antenna can have fixed beams, adaptive beams, or a combination of these [23,24,28,29,33, 

117]. Adaptive beams may reduce the size of the array feed and associated beam-forming 

network, but they require more complex circuitry and management relative to fixed beam 

antennas. The type of antenna system, fixed or variable, plays a key role in the fiexibility 

available for adaptive beam management. 

A further consequence of the narrow spotbeams is the increased likelihood that the user 

distribution will vary greatly from beam to beam. Thus, it becomes necessary that the 

resource allocation is tailored to the spatial and temporal variation of the user distribution 

across the satellite coverage are a in order that the satellite resources are utilized efficiently. 

Because frequency spectrum is a limited resource, multibeam antenna systems enhance 

the capacity of the network by offering opportunity for frequency reuse among the various 

beams. In particular, CDMA systems offer the opportunity for the same frequency carrier 
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to be used among aU the beams. 

2.3.2 Satellite link parameters 

In addition to the beam coverage area, a number of parameters are of con cern at the satellite 

link level. On the uplink (terminaIs to satellite), key parameters of concern indude terminal 

power constraints and the effective area of the satellite receiving antenna. On the other 

hand, on the downlink (satellite to terminals), key concerns indude satellite output power 

as weIl as the service area of individual beams - which has impact on the broadcast 

and multicast operations of the satellite. The parameters that affect received power in 

either direction are transmitter power, PT, transmitter antenna gain, GT, receiver antenna 

gain, GR, distance between the transmit ter and receiver, H, the wavelength of the carrier 

frequency, >., and the receiver antenna effective size, Aeff = GR >.2/47r [1l8]. The total 

signal power, G, incident on an antenna of effective area Aeff located a distance H from 

the transmitting antenna is given by: 

(2.2) 

For reliable information transmission, the transmitter power, PT, should satisfy a re­

quired carrier-to-noise ratio (GIN). The value of (GIN) depends on the required informa­

tion rate, the required f'ignal-to-noise ratio (for analog signals) or bit error rate (for digital 

signaIs), and the modulation system and associated bandwidth. The thermal noise present 

can be written as N = kTsW, where Ts is the overall receive system temperature, W is the 

bandwidth and k is Boltzman's constant. Considering free space propagation losses, the 

fundamental relationship for link performance is given by: 

or G EIRP (GR) 1 
No = (47rHI>.)2 Ts k' (2.3) 

where EIRP ~ PTGT is the effective isotropie radiated power and No = kTs is the noise 

power density in watts per Hz [106,1l8]. In digital networks, it is typically the energy per 

bit to noise density ratio, Ebl No, that is used in specifying a required bit error rate (BER). 
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The relationship between Eb/ No and C / N lS given by: 

where Rb is the data bit rate. For a given satellite antenna effective size, Aef f = 0.5, 

Table 2.4 shows the actual antenna size required to achieve an uplink C /No of 49 dBHz 

in different satellite orbits [119]. It is assumed that the EIRP is -3 dBW and the satellite 

receiving noise temperature is Ts = 600K. 

Table 2.4 Satellite antenna size for various altitudes. Source: [119J 

Altitude (km) 
35,786 
10,370 
1,389 
780 

System 
GEO 
MEO 

Globalstar (LEO) 
Iridium (LEO) 

Antenna diameter (m) 
10.36 
3.00 
0.40 
0.23 

Due to the different concerns on the uplink and downlink of a satellite network, the 

antenna and consequently the beam design differs for the two links. In general, for a 

satellite network in which fixed terrestrial coverage is provided, the uplink and downlink 

performance lS constrained by the antenna size of the earth terminal [118,120]. Table 2.5 

presents uplink parameters for two antenna sizes of a GEO-based Ka band multi-beam 

satellite system supporting three different data rates [71]. The following are assumed: the 

satellite antenna aperture efficiency is 40%, the ground terminal antenna aperture efficiency 

is 50%, the satellite system noise temperature is 600K and the ground terminal system noise 

temperature is 300K. 

From the table we can observe that for the same transmission power and link margin, 

the higher the data rate, the larger the antenna size required to provide the necessary 

transmission gain. At low rates, an omni-directional antenna ean be used which enables 

communication without knowledge of the sateHite's direction [119]. Sueh a radiation pattern 

requires an antenna gain of about 0 dB. At high data rates, a directive antenna is required. 

In the following section we foeus on beam management in terms of adapting the beam 

shapes and sizes to support a range of multimedia services under varying channel conditions. 
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Table 2.5 Uplink parameters for a Ka band satellite network (W = 29.5 
GHz). Source: {'li] 

Satellite receive antenna 3.5m rj; lOm rj; 
Spotbeam eoverage l20km rj; 42km rj; 

36 

Transmission bit rate 8 kbps 64 kbps 1.544 Mbps 8 kbps 64 kbps 1.544 Mbps 
Ground antenna 2cm rj; 5em rj; 20cm rj; O.4cm rj; (0 dB) 2cm rj; lOem rj; 

Ground transmit power lW lW 2W lW lW lW 
Uplink margin 8 dB 7 dB 8 dB 5 dB 8 dB 8 dB 

2.3.3 Bearn configuration management 

The goal offuture wireless networks is to bring to the untethered and/or remote user a broad 

range of multimedia services - each with different processing gains and SIR requirements. 

Hence, dimensioning and planning for network coverage must address the user distribution, 

the propagation conditions and the interference control mechanisms. Fig 2.3 presents a 

beam management model adapted from general planning models for multimedia wireless 

networks [121,122]. 

A number of techniques have been proposed for beam management. These techniques 

can be broadly classified as based on a uniform-beam or variable-beam configuration. In 

uniform-beam configuration, the beam shape and size are fixed but the bandwidth allocated 

to each beam can vary with the active user profile. In variable-beam configuration, the beam 

shape, size and bandwidth are adapted in accordance with the active user profile. 

U niform-beam configuration 

While the beam size and shape is the same for an beams, the beam bandwidth is dynam­

ically alloeated in order to match the spatial and temporal variation of traffie over the 

coverage area. Ka band proposaIs with uniform-beam configurations include the North 

American Multimedia Satcom, Anik F2 (Canada), and the EuroSkyvVay satellite sys­

tem [4,5,12,39,114]. 

The North American satellite systems propose a combination of beam hopping and 

dynamic channel allocation to adapt bandwidth allocation to the active user profile. For 

example, across Canada, the Anik satellite system will have a beam configuration that 

consists of twenty-seven identical small high-gain elliptical (0.7° x 0.3°) beams over southern 
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Canada and two larger northern beams [39J. Adjacent spotbeams are combined into beam 

groups consisting of two, three and four spot beams [4,39]. The beam groups operate as 

independent sub-networks and the satellite bandwidth is shared equally among the beam 

groups. 

Within each beam group, capacity is allocated according to the forecasted traffic distri­

bution. On the uplink, multi-frequency (MF) TDMA is used to share the available capacity 

among active users within the group. For example, for a group of four spotbeams that has 

been assigned seven frequency channels, four channels would be allocated to the spotbeam 

with the most traffic at any given time and the other spotbeams would each be allocated 

a single frequency channel [4]. On the downlink, the allocated capacity will be shared via 

time-division multiplexing (TDM) whereby the downlink carrier for the group is connected 

to a destination spotbeam for the duration of the traffic burst to that beam. 

The principal difference between the North American satellite systems and the Eu­

roSkyWay system is that, in the latter, the satellite capacity is distributed among the 

beams based on the traffic distribution requirements in each individu al beam [5,12]. Given 

that the initial phase of the EuroSkyWay system will comprise of thirty-two spotbeams, the 

level of complexity for the resource allocation process is significantly increased compared 

to the North American systems that allocate resources on a sub-network basis. 

The resource allocation objective in the EuroSkyWay system is to locate and dimension 

the satellite system based on a market-driven approach for millions of low cost user satellite 

terminais [123J. For each beam, the traffic distribution is estimated on the basis of the Gross 

Domestic Product (a measure of the overall size of a country's economy) and the covered 

area per spot beam (for example, ignoring uninhabited areas). 

The dimensioning of the EuroSkyWay satellite system is based on an approach proposed 

by the Advanced Communications Technologies and Services - Satellite EHF Communica­

tions for Multimedia Mobile Services (ACTS-SECOMS) project (12,123,124]. In SECOMS, 

the spotbeams are uniformly assigned across the coverage are a and allocated bandwidth 

based on the traffic distribution in each beam. Two access schemes have been considered for 

the uplink within each beam: MF -TDMA and slotted CDMA whereby multirate services 

will be multiplexed in time. The downlink capacity will be shared in TDM fashion. 

For the TDMA uplink system, the required power and bandwidth per spotbeam is calcu­

lated beam-by-beam sequentially, based on the traffic density, the modulation and channel 

co ding technique, and the frequency reuse factor. For the CDMA uplink system, because 
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of the impact of multiple access interference, calculation of the power and bandwidth per 

beam must be conducted simultaneously across aH beams. A resource allocation scheme 

based on genetic algorithms lS used to determine the number of carriers to be allocated 

to each spotbeam as weIl as the frequency carrier and polarization distribution over the 

coverage area [12J. The objective is to optimize the power distribution over the eoverage 

area in order to minimize the maximum bandwidth and the power requirements. 

The performance of the optimization algorithm for a synehronous CDMA system was 

compared to the bandwidth requirements for a TDMA system. In both cases, the same 

traffie distribution and combined modulation and coding scheme was assumed. In general, it 

was observed that the total bandwidth required was lower for the CDMA system compared 

to that required by the TDMA system [12]. However, the CDMA system required higher 

average power per terminal. 

Nevertheless, in either mode of multiple aceess, the proposed dimensioning of a fixed­

beam system yields an optimal resource allocation in terms of a lower cost system for both 

service providers and users relative to a uniform-beam system with uniform capaeity allo­

cation [123]. Such cost savings represent a major issue for commercialization and viability 

of satellite services. 

Uniform-beam configurations place a constraint on capacity allocation in that beam 

allocation (and hence satellite gain) lS fixed independent of user distribution. The pro­

posals described here address the challenge by allowing for dynamic power and bandwidth 

allocation in order to achieve the QoS targets for aH users irrespective of location. The al­

ternative provided by variable-beam configuration is to use variable satellite gain allocation 

as an additional degree of freedom in the quest for optimal resource allocation. 

Variable beam configuration 

Variable beam configurations seek to adapt the beam shape and size to the user distribution 

and propagation conditions. Typically, the beam coverage are a is defined by the location 

and number of terminaIs to which the beam antenna must offer a minimum gain value [10, 

25,63]. We consider two cases, one for the uplink and the other for the downlink. 

For the uplink scenario, Canees et al. consider two Ku band multibeam systems that 

support 64 kbps telephony-type traffic via FDMA [63]. One system applies frequency 

reuse and lS comprised of thirty-two contoured beams. The second system does not apply 
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frequency reuse and is comprised of five contoured beams. In both systems, the shape 

of each individual beam is changed according to variations in the traillc so as to adapt 

the capacity of the beam allocation to the traillc demand at call-level. Bearn allocation 

is reconfigured wh en either the frequency channels available within a particular beam can 

no longer support aU the traillc within its coverage area or wh en a terminal within the 

satellite coverage are a does not receive suillcient gain by any beam. Bearn reconfiguration 

is conducted by shifting the contours of the beams in the neighborhood of the new terminal 

and/or the overloaded beam until a configuration that supports aH terminaIs is obtained. 

The performance of the variable-beam systems was compared to that for uniform beam 

allocations with dynamic capacity allocation. The number of beams was the same in both 

cases and the performance was assessed in terms of call blocking probability and mean 

waiting time. It was shown that: 

® wh en a system with no frequency reuse is considered, the uniform coverage system 

performs better in that it has both a lower mean waiting time and a lower caU 

blocking probability. However, the uniform coverage system cannot provide service 

to terminaIs outside of its beam coverage area. 

® wh en a system with frequency reuse lS considered, at high demand, the variable 

coverage system performs better than the uniform coverage system. It is observed that 

the variable system also enables better control over inter-beam interference among 

beams with the S3,me frequency bands. This is because it is able to balance the 

demand from beam to beam. 

On the downlink, broadcastingjmulticasting is a key application for satellite networks 

because a single beam can provide coverage to a very wide area. Hence, a typical beam 

allocation objective is to divide the satellite service area into beam coverage areas of max­

imum feasible size (satisfying a minimum gain requirement) so as to minimize the number 

of beams required. The problem with uniform beam allocation is that the resulting power 

requirements in sorne of the beams may exceed the output power levels of the satellite 

antennas [25]. Variable beam allocation based on user distribution and propagation condi­

tions can be used to minimize the number of beams required for a given constraint on the 

satellite output power. 

Shimada et al. propose variable beam allocation based on the geographic population, 

rain attenuation and maximum beam power constraints [10, 25J. Let the coverage area 
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require M channels. If the power per channel is p, assume that P max < pli1 :::; 2P max. 

Then, the service area can be subdivided into two beams such that beam #1 supports 

Ml channels and beam #2 supports .!v12 channels where plv!l :::; P max, pM2 :::; P max and 

lvh + M2 = M. The number of beams required is minimized by selecting the largest service 

area per beam for a given P max. The satellite power requirement per beam coverage area, 

Preq, is defined by: 

P req oc (maximum rain margin) . (population density) . (beam coverage area) , 

where the population density is used as an indicator of the number of channels required and 

the beam coverage area is a measure of the satellite antenna gain provided to the service 

area. 

Given the population distribution and rain margin data (assuming 99% link availability) 

and beginning from one end of the satellite coverage area, a se arch program is used to 

map out the beam allocation. Any beam allocation yielded by the se arch depends on the 

direction of the search (north to south, south to north, or from center). The performance 

of the proposed scheme was compared to that of a uniform allocation scheme in providing 

service to Japan. For the same antenna size, five beams were required for the uniform 

allocation, compared to seven beams for the variable beam allocation. However, the uniform 

beam system required additional power equipment in order to satisfy the higher power 

requirements. 

In summary, the uplink and downlink cases described highlight the gains in resource 

utilization accruing from variable beam allocation. In either case, the allocation was based 

on fixed power and/or rate considerations. This thesis focuses on the case where both the 

rate and power allocated are subject to change. We are also interested in a flexible search 

algorithm in which allocation optimization parameters (such as coverage area, beam size, 

data rates) can be varied order to generate particular beam allocation patterns. 

While we have focused on beam management in satellite networks, the optimal alloca­

tion problem has also been considered in terrestrial wireless networks for assigning users to 

base stations or determining base station locations [65,125,126]. A key difference, as earlier 

noted (Section 1.5.2), is that the allocation of terminaIs to beams in satellite networks is 

primarily a function of their location whereas in terrestrial wireless networks the alloca­

tion is primarily a function of received power or received signal-to-interference ratio. The 
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timescale of the terrestrial allocation process is typically much shorter, in part, because of 

terminal mobility. 

In the following section, we review work related to the second problem addressed in this 

thesis: celljframe-access control. The essence of solutions proposed for this problem can 

usually be applied to either satellite or terrestrial wireless networks. 

2.4 Celljframe-Ievel access control 

As is the case for terrestrial wireless networks, the objective of access control in satellite 

systems is typically to improve the network capacity or throughput with transmission 

priority extended to real-time traffic [13,73,76,92,93,127,128]. Achieving this objective 

requires knowledge or estimation of the channel conditions. Timely feedback can be useful 

in anticipating channel degradation or congestion and in countering the effects on quality 

of service. 

The issue of response and feedback times poses a particularly significant problem for 

satellite networks. This is due to the long propagation delays of GEO-based networks 

and the large delay variations of the LEO-based networks [74]. Delay is variable in LEO 

networks because the distance from user to satellite varies with the motion of the satellites 

and with changes in the dynamic assignment of users to satellites [7]. Control in the LEO 

case is further complicated by the handover pro cess by which responsibility for a particular 

connection is transferrt>d from one satellite to another. Our work focuses on the GEO 

setting. 

In wireless CDMA networks, satellite or terrestrial, access control techniques typically 

involve the control of any (or a combination) of the transmission power, the target signal­

to-interference ratio or transmission rate (or codes) so as to enhance network capacity or 

throughput and to support user QoS. First-generation commercial CD MA systems pro­

vided voice service, or voice with data having homogeneous QoS targets [129]. For such 

systems, the admission control and power control problems were dealt with as independent 

problems. Admission policies for CDMA. were based on measurements of the system load 

as represented by the number of active users or on the multiuser interference. Due to the 

delay-intolerant nature of voice, the goal of system design was to provide constant rates, 

using power control to compensate for channel fades and propagation path loss [130]. With 

the growing necessity to support multimedia services, next-generation systems have sup-
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ported joint rate and power allocation schemes in order to enhance system capacity while 

ensuring support for user quality of service requirements. CD MA schemes lend themselves 

to adaptive rate allocation in a simple manner by using multiple codes, multiple processing 

gains, or multirate modulations [130]. Our work focuses on delay-tolerant services in GEO­

based CD MA multimedia networks in which changes in data rate are effected via changes 

in the processing gain. 

In this section, we review related work on the access control problem and highlight how 

this thesis extends the body of work. Access control literature can be divided into two 

broad categories. In the first category, we shaH consider solutions in which power control is 

used to maintain SIR targets for a given resource allocation, for example, to mitigate the 

near /far effect or rain fades. In the second category, we shaH consider solutions in which 

dynamic power and/or rate control is used to enhance network throughput in a system 

constrained by the various user QoS requirements. Of particular interest is understanding 

the extent to which temporal elasticity can yield a throughput advantage in systems with 

varying QoS requirements and time-varying propagation conditions. In this thesis, we show 

that such advantage can be gained via access control that relies upon state feedback of the 

active user profile and the propagation conditions. 

2.4.1 Access control to mitigate the effects of fading and interference 

We distinguish between fast and slow power control. Fast power control is conducted at the 

physical layer to counter short-term fading effects and near/far problems; in a terrestrial 

CD MA voice network, for example, the result of such control is that an transmissions are 

received with equal powers. Slow power control, on the other hand, exploiting the essentially 

one-to-one correspondence between rate and power, is for purposes of rate allocation. It is 

conducted at the medium access control layer. 

Algorithms implementing power control can be categorized as centralized or distributed. 

In a centralized scheme, the power levels for aH users are administered by a single controUer 

(for example, a base station or satellite) [131-133]. For a distributed scheme, each user 

controis its own power levels based on information local to the user [134-139]. ''''hile 

centralized schemes require significant global information management and may induce 

system vulnerability, distributed schemes take longer to converge to optimal power levels 

and may cause system instability. 
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Network access control can be done as a two-step pro cess whereby the first step is to 

obtain an efficient distribution of users to beams followed by the dynamic power allocation 

step. Section 2.3.3 discusses approaches for conducting the first step in satellite networks. 

An example for terrestrial wireless networks is the 'cell breathing' approach whereby the 

set of users assigned to a base station expands to include new users, if the ceIl is lightly 

loaded, or contracts to hand-off sorne users, if the cell is heavily loaded [140J. The changes 

in number of ceIl users occurs as the users are switched among the beams in search of an 

allocation that satisfies the SIR requirements of aH active users with minimal power. This 

allocation is attained when no user can independently decrease their allocated power by 

changing from one cell to another. The 'cell breathing' approach is analogous to the beam 

management problem with respect to the shaping of celIs based on user distribution and 

channel conditions. 

In CDMA networks the objective of dynamic power allocation is to ensure respect 

for SIR constraints and counteract the near/far problem in which a strong transmitter 

close to the receiver can swamp out the desired signal from a distant transmitter. The 

near Ifar problem is of greater concern in terrestrial wireless networks than it is in satellite 

networks since satellite propagation paths are approximately the same due to the great 

distance between satellite and terminaIs [100]. The challenge in satellite networks is effective 

tracking of channel conditions due to the long propagation delays. In general, one would 

need to account for issues such as variable satellite antenna gain due to different pointing 

angles among the terminals, log-normal shadowing for mobile users and Rayleigh fading 

variation [45, 100]. The short-term effect of Rayleigh fading variation is usually too fast 

to be controlled, and hence, closed-loop (fast) power control is considered impractical in 

satellite CDMA [100,101,141,142]. However, the Rayleigh fading de grades a CDMA system 

by almost halving the number of users that can be supported even after the large-scaIe 

variations have been controlled [100]. It is thus necessary to deal with this effect head-on 

in order to enhance network efficiency and throughput. 

Solutions to address the channel tracking problem for the Ka (30/20 GHz) band in­

clude frequency scaling of the attenuation on the 20 GHz downlink to estimate the uplink 

attenuation or ad ding a 30 GHz beacon at the satellite [107,142]. The latter scheme offers 

significantly better estimates of the uplink attenuation - at the expense of acquiring the 

beacon. Two proposals to measure the degree of attenuation are: 
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@ Use of a channel state predictor [100]. The satellite measures the mean of the received 

power over a time period - this mean is the result of shadowing and path loss. It 

th en measures the instantaneous power variation due to Rayleigh fading. Assuming 

these measurements are very aceurate, the receiver uses this collected data to predict 

the uplink Rayleigh fading amplitude after a given time. 

@ Use of a BER-driven, dualloop power control system eomprising an inner and an outer 

closed loop [45,127]. The inner loop which is based on the signal-to-interference ratio 

is used to compensate for large seale signal variations due to path loss, interference 

and shadowing on a user-by-user basis. To counteract the fast fading components, an 

outer loop is th en used to maintain the target signal-to-interference so that an users 

obtain the desired performance in terms of average bit error rate. 

In this thesis, we assume that every terminal transmits at the power assigned to H. 

We focus on rate allocations that exploit temporal elasticity to enhance network through­

put. In the following section, we review different approaches for access control to enhance 

throughput. Here, the overall objective is for efficient network operation via control of who 

gets access to the network and for how long such access is permitted. 

2.4.2 Access control for enhanced network throughput 

In this section we consider solutions proposed for efficient transmission by delay-tolerant 

users in wireless networks. Of particular interest is the manner in which (if at al!) state 

feedback in terms of the prevailing channel conditions and the terminal backlogs are applied 

in the control process. The literature can be broadly categorized as class-based access 

control, opportunistic ('greedy') access control, and 'fair' access control. 

Class-based access control 

Typically, users are classified according to the nature oftheir traffic, for example, voice/data 

or realtimejdelay-tolerant, and the transmission rate per class is fixed. The quality of 

service requirement is in form of an signal-to-interference (SIR) target for all active users. 

The control variable is the power which is allocated so as to maximize network throughput 

while minimizing the interference due to simultaneous user transmission. 
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A common form of aecess control is data seheduling which lS used to improve throughput 

and to ease traffie congestion by delaying the transmission of non-realtime users. Typically, 

a stationary channel and unlimited terminal buffers are assumed. Then, given the data rates 

and SIR targets, the number of non-realtime users allowed to transmit is eonstrained by 

the need to maintain the total network interference below a given threshold, while giving 

priority to real-time services [82,143-145]. 

For example, consider a system with bandwidth W and with kv voice users and kD data 

users. Let 1'v and 1'D denote the SIR targets for the voice users and data users respectively, 

Vi and (i respectively denote the activity indicators for the i-th voice and data users, and 

Cv = W / Rv and CD = W/ RD denote the processing gains for voice and data respectively. 

Assuming ideal power control, the number of data users permitted to transmit lS controlled 

by the specified probability of outage, Pout, given by [143]: 

where 'TJ is a function of the interference and background noise. 

To maximize the throughput of delay-tolerant users, a round-robin style access schedule 

can be applied whereby only a fraction of eligible data users are permitted to transmit at 

each time [144]. In this way, users can be assigned higher rates but require no more average 

power than the case wh-2re an eligible data users are permitted to transmit. For example, 

let Ml and M2 respectively denote the number of us ers who are are delay intolerant and 

delay tolerant. It is shown that the minimum power allocation such that aIl users meet 

their target SIRs, assuming unconstrained peak transmit powers, is obtained when: 

M M max 
~ ___ l_.....,-+ 2 <1 

(Rl~ 1'1 + 1) (Rm~'1'2 + 1) 
where W is the system bandwidth, 1'1, 1'2 are the respective SIR targets, M!!WX lS the 

maximum number of delay tolerant us ers that can be supported if each uses a minimum 

rate of Rmin. It lS then shown that the throughput can be enhanced (doubled or even 

higher) by permitting only a fraction of the delay-tolerant users to transmit, but at rates 

R2 > Rmin, such that: 
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where k2 are the delay tolerant users transmitting at any time and with rate R2' and the 

remaining (M2 - k2 ) users are sim ply maintaining synchronization with the base using an 

idle rate Ra < Rmin· 

Given the emergence of multimedia traffic with varying QoS requirements, such ap­

pro aches are not readily adaptable to meet this demand. Secondly, because channel varia­

tion is not accounted for, non-realtime users may experience excessive delays. 

Opportunistic ('greedy') access control 

Allowing for variable rates is more representative of the demands by multimedia traffic. 

It also affords the access control more fiexibility in exploiting the delay-tolerance of active 

users so as to enhance the 'soft capacity' of a CDMA network while ensuring that target 

SIR are met. 

With the fiexibility of variable rate allocation, the objective is to maximize network 

throughput while minimizing the energy per bit requirements. This is generally achieved 

by allocating transmission rates in proportion to the channel quality and results in an 

opportunistic or 'greedy' system whereby, at each time frame, users with good channels 

get high data rates while users with poor channels do not transmit [47,146-151]. Because 

previous rate allocations or terminal backlogs are not considered, a few users may get high 

rates in consecutive frames while others suffer from poor channels. Opportunistic access 

solutions typically assume that the network has infinite buffers or that the length of the 

scheduling window is such that it is considered likely that a time-varying channel may 

improve conditions for users experiencing poor channels. 

In some access control schemes, it is the target SIR rather than the data rate that is 

variable. Typically, the focus is on delay-tolerant sources which are expected to handle 

assigned target SIR values via coding or data retransmission, if necessary [152-154]. For 

example, consider an M-user system with bandwidth W and data rate Rt for each terminal 

i. Subject to constraints on the transmission power, the objective is then to select the 

target SIR, li, for each terminal so as to maximize the total information rate, RT, given 
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by: 
M 

RT = LRd ('YiW
) 

i=l ~ 

where f(x) is an increasing function of X, and lS convex for smaH X and concave for large 

x [152]. If the number of users, M, is large or the bandwidth is large (W » ~j Rj), then 

the optimal solution IS shown to be close to a 'proportional' solution: 

c is a constant, 

whereby, the optimal SIR is proportional to the user data rate. In cases where W/ ~j Rj is 

not large enough, the proportional SIR allocation results in a violation of the transmission 

power constraints, and hence, sorne us ers will be assigned their minimum SIR target values 

or blocked from transmission during the current time frame. It is important to note that 

access control schemes that advocate for retransmissions or extra coding as an integral part 

of the scheme would generally not be recommended for GEO satellite networks due to the 

additional delays they introduce into the network. 

Assuming stationary channels and with no constraints on the delay or power, the optimal 

policy for maximizing system throughput is, in fact, by scheduling one user at time [47,151]. 

One-by-one scheduling also minimizes the time taken for an users to complete transmission 

of their data. Still the question remains as to how users should be selected to transmit. 

Similar in essence to the round-robin scheme, and still assuming stationary channels, a 

'relatively-best' scheme has been proposed in which the transmission schedule is ordered 

according to channel quality [155]. The time fraction to transmit may be the same for aU 

users, as IS the case with round-robin, or it may vary for different users depending on the 

throughput requirements. 

In summary, while it IS usually assumed that the scheduling window is large enough 

to permit aIl active users to complete transmission of the data, opportunistic scheduling 

can result in excessive backlogs or long delays for users with poor channels and/or in cases 

where there are several users wishing to transmit. To achieve a more sociable response 

among users, techniques including utility based pricing and game theory have been proposed 

whereby each user seeks to maximize its utility or level of QoS satisfaction within the 

network [136,138,156]. These concerns are a core issue of the QoS specification when 'fair' 
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access control is considered, as we do in this thesis. Generally, the objective is to ensure 

that aH active users achieve QoS requirements in form of an average performance metric 

over a finite scheduling period or window. 

"Fair" access control 

In multimedia wireless networks, cell/frame-Ievel access control has to contend with a 

multitude of services with varying QoS requirements as well as with time-varying channel 

conditions. This rais es the question of how to conduct fair resouree management such 

that user QoS requirements are satisfied in spite of the propagation conditions. Fairness is 

variably defined within the literature, but we note that fairness per se is not an operating 

objective. This is because, as also pointed out by Hayes et al. [157], fairness cannot be a 

direct measure of QoS as perceived by the user sinee a user is not directly aware of such 

fairness. In this section, we consider 'fair' access control as that in which users are denied 

service during bad channel conditions but are compensated wh en their channels improve -

such that in the long-mn, each user is served according to their rate and delay requirements. 

One approach to the 'fair' wireless networking problem is to formulate it as an adap­

tation of wireline fluid fair queueing (FFQ) whereby the objective is to provide long-term 

fairness to terminaIs experiencing poor channel conditions, white maintaining short-term 

fairness for channels experiencing 'clean' channels [158-165]. In FFQ, for an arbitrary time 

window [tl, t21 during which any two terminaIs are backlogged with Xi(t1, t2) bits for each 

flow i, the service received, ~, in terms of bits drained is such that [61,164,165]: 

However, such FFQ instantaneous fairness cannot be achieved in wireless networks because 

it may not always be feasible to transmit as scheduled. Furthermore, in FFQ, flows that 

do not transmit during a given interval are not compensated later on. 

In adaptations of FFQ for wireless networks, the system distinguishes between service 

missed due to no backlog and service missed due to channel error. Typically, the service 

status is managed via a log of leads (service received above that of a virtual fair-queueing 

model) and lags (service lost relative to the virtual fair-queueing model). Compensation 

is then provided to address service missed due to channel error. In essence, the goal is to 
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weight the users based on tolerable delay and transmission rate instead of simply the rate as 

is the case with FFQ [161,164]. How the compensation is applied marks a primary difference 

among the solutions proposed, and in genèral the problem is to provide compensation 

without undue penalty to terminaIs that have previously received good channels. 

A natural approach for the formulation of 'fair' access control problems is provided by 

dynamic programming (DP). DP solutions satisfy the Bellman's principle of optimality 

such that, independent of allocations made in previous timeframes, subsequent allocations 

constitute an optimal policy over the rest of the window [166]. At each time interval, the 

applied control is selected based on state feedback and in consideration of the impact on 

the overall system performance given the uncertainty of future propagation conditions. 

For finite-sized windows, the optimal access control is generally shown to be a threshold­

type policy that seeks to balance the gains of opportunistic one-by-one scheduling with 

the transmission demands due to the delay bound requirements. The threshold can be 

characterized by factors su ch as the backlog, number of active users, and/or level of inter­

ference [50,66,67,69,154,167,168]. For example, for single-user operation, a critical backlog 

state, x;, can be associated with each channel state, s, where x denotes the backlog [154]. 
At each interval, the amount of data transferred, u :S x, is given by: 

0, if x :S x; 

u*=u*(x,s)= x-x;, 

where Pmax is the maximum transmission power, and WB is a function of the power and 

rate required in a given channel state and decreases with improving channel quality. In 

between the extreme cases of x* = 0 and x* = X max , the critical backlog value increases 

monotonically with increasing tolerable average delay. 

Alternatively, the threshold can be characterized by the channel conditions at a given 

backlog state [69]. For a given backlog, b, the optimal power allocation at each interval, n, 
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is then obtained as: 

where Xn(b) is a function of the minimal expected cost (averaged over the interference) 

if the system were to evolve from time n + 1 with backlog b to time N, and s(p, i) is the 

probability of successful transmission given power, p, and interference, i such that: 

s(p, i) = : j3" a;::: 1, j3 > O. 
ap '/, 

The challenge with fair access control is the corn pl exit y required to obtain optimal 

solutions, particularly in real Ume. To address this problem, one approach is to obtain 

the optimal control policy considering various combinations of user QoS requirements and 

channel conditions. This policy is then maintained as a look-up table that can be consulted 

as the system operates in real time [154]. Alternatively, the optimal policy of a simplified 

user network can be used to provide insight into an efficient operating policy for the regular 

network [67J. 

2.5 Concluding Remarks 

Ka band frequencies offer the opportunity for broadband satellite networking. The high 

frequencies enable the generation of high-gain spot beams that aHow for the use of cost­

effective earth terminaIs. As has been described, beam management and access control 

enhance system efficiency in terms of improved system throughput or average throughput 

per user. 

In summary, the two problems that will be addressed in this thesis are to develop a 

flexible beam configuration algorithm to shape the beams based on user distribution and 

propagation conditions (Chapter 3) and to develop 'fair' access control schemes that balance 

the throughput gains of opportunistic scheduling with user performance metrics averaged 

over a finite-sized scheduling window (Chapter 4- 5). The thesis extends existing work 

by considering variable power and rate allocations for the beam management problem and 
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by considering a general multiuser network for the 'fair' access control problem in which 

channel conditions are time-varying and there are constraints on the maximum transmission 

power. We consider 'fairness' in the sense that an admitted us ers will get the long-mn 

average rate they expect. Responsibility for ensuring that the average-rate allocation is 

feasible lies with the admission control, which is outside the scope of this thesis. 
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Chapter 3 

eam Configuration Management 

3.1 Introduction 

With the emergence of Internet and multimedia services, satellite systems have evolved 

to support broadband networking incorporating high speed data transmission as weIl as 

intelligent switching and routing. Field trials have demonstrated that the demand for mul­

timedia services can be addressed by multibeam satellite communications at the Ka band 

(30/20 GHz) and beyond [10]. The key advantages of operation at such high frequencies 

are the increased availability of bandwidth as weIl as the potential for smaller low cost 

terminaIs for fixed and untethered satellite access. 

Two key features of a broadband satellite system are on-board processing and antenna 

beam allocation. With on-board processing, the satellite uplink and downlink can be op­

timized separately with respect to multiplexing, modulation and error control. On-board 

beam allocation can help to me et the link availability requirement at aIl locations within 

the coverage area, particularly given inhomogeneous spatial user distribution. Further­

more, adaptive beam allocation can be used to mitigate the effects of rain attenuation, a 

particularly severe problem in tropical regions. 

The design of beam coverage areas for broadband satellite systems must address the 

need to support an inhomogeneous spatial and temporal user distribution as well as a wide 

range of quality of service requirements. This caUs for a beam configuration system that 

is responsive to the inhomogeneous user distribution and traffic demand while offering a 

minimum gain value to aH users within the satellite service area. Two approaches have 

been considered for this problem. Both approaches consider dynamic allocation of satellite 
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resources. However, in one case the beam allocation is fixed and in the other, the beam 

allocation lS adaptive. While dynamic allocation of satellite capacity in a fixed beam 

system enhances the network efficiency compared to a traditional "fixed beam - fixed 

resources" system, the achievable throughput and the fiexibility of resource management 

are constrained by the fixed beam geometry. In addition to dynamic resource allocation, 

broadband multimedia satellite systems require reconfigurable beam coverage areas in order 

to support inhomogeneous spatial and temporal demands for the satellite services [10,169]. 

Figure 3.1 depicts a four-beam allocation scenario for a uniform (fixed) and for an adaptive 

beam configuration. 

(a) Uniform beam allocation (b) Adaptive beam alloca­
tion 

Fig. 3.1 Satellite beam configuration 

We focus on adaptive beam management as a means of effective utilization of satellite 

resources, given the user distribution and quality of service requirements. In particular, we 

consider beam management that seeks an efficient distribution of users among the beams by 

tuning the shape of the spot beams to refiect user distribution. The challenge with adaptive 

beam allocation schemes is the computational complexity of the allocation algorithms to 

ensure that an terminaIs within the satellite service area are provided with sufficient gain. 

The beam allocation algorithms should define beam sizes that are large enough to minimize 

the number of beams (and hence the on-board antenna payload) required, yet small enough 

to meet minimum satellite receiver gain requirements so that the multimedia mobile and 

fixed terminais can transmit with reasonable power allocations. 

The adaptive beam allocation problem has been considered in [10,25,63]. The solutions 

proposed include one in which beam contours are continuously shifted in the neighborhood 
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of a new terminal and/or an overloaded beam until a beam configuration that supports 

aH terminaIs is obtained [63]. A homogeneous set of voice traffic terminaIs is considered. 

A second proposaI allocates the downlink beam coverage based on the user distribution 

and required rain margin, given the constraints on satellite output power and the need to 

minimize the number of beams [10,25]. Beginning from one end of the satellite service 

area, beams are allocated in keeping with the design constraints and considering that the 

transmission to aH terminaIs is at maximum power. 

The contribution of this chapter is the development of a flexible beam allocation al­

gorithm in which allocation optimization parameters (such as beam size, data rates, user 

distribution, satellite service area) can be varied in order to generate efficient beam alloca­

tion patterns. We assume that the number of beams is fixed and the shape of each beam 

is controlled by the satellite. Our focus is on the relationship among rate, power and beam 

configuration. Satellite delay constraints are ignored to the extent that the beam manage­

ment is viewed as a slow process. The goal is to design a beam-shaping algorithm - an 

algorithm which, on the basis of the demand specification and the prevailing constraints 

QoS on power and signal-to-interference ratio (SIR), computes a set of beam contours. The 

effectiveness of any such algorithm is measured by the associated tradeoff between rate and 

power; for example, by the average power required to achieve a given average rate. 

There are two approaches to characterization of the user distribution - determinisiic, 

based on the actual geographical location of active terminais, and statistical, based on a 

probability density funçtion defined over the coverage area. Statistical data lS easier to 

come by in practice, and is more stable in the sense of being less susceptible to significant 

time variation. We assume here a statistical user distribution that is governed by an 

inhomogeneous spatial Poisson process. 

Assuming that users are homogeneous with respect to quality of service requirements 

(SIR and power constraints), we are particularly interested in equalizer algorithms. For 

convenience, we assume that beams are disjoint. 

Definition. An equalizer algorithm in the deterministic case ensures that the numbers of 

active terminaIs in the various beams are approximately the same; in the statistical case, 

the action is to equalize the corresponding means. 

We assume that the equalizer beam configuration results in realizable antenna systems 

for the satellite and the terminaIs, but do not consider the design of such systems. We 
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suggest that the resulting beam configurations can be realized by beam shaping techniques 

such as those proposed or under development in [24,28,29,33,34,170]. In any case, our 

primary interest lS in the throughput advantage to be had from adaptive beam allocation 

relative to uniform allocation - in which the beams have equal area independent of the 

distribution of traffic demand. 

Note that beam shaping in the satellite context is analogous to base station assignment 

in cellular wireless, a beam in the one case corresponding to a cell in the other. The 

two problems are nonetheless different: beam shapes are constrained to be simple and the 

assignment of terminaIs to beams Ïs determined by geometry while in a cellular network, 

at least in principle, the assignment of terminaIs to base stations is unconstrained - for 

example, see [140]. 

In the sequel, we outline the beam configuration problem and present the equalizer 

algorithm. A comparative performance evaluation of the uniform and equalizer beam allo­

cations is also presented. 

3.2 Bearn configuration problern 

As noted in Section 2.3.3, in order to conduct beam allocation in a WCDMA network, the 

traffic profile, the channel characteristics and the interference control mechanisms should 

be considered. In our work, we assume that the traffic and the channel characteristics are 

of known statistical distribution. The interference control is realized by ensuring that the 

target SIR is met. 

We consider the following beam configuration model. Assume that the geographic 

coverage area can be quantized to a grid {(x.6.,y.:6.),x,y integers} resulting in equal-sized 

blocks across the coverage area. Discretization of the problem eases the computational 

complexity associated with mapping the users (or their means, in the statistical case vve 

consider here) to the satellite service area. The coverage area of a spotbeam is defined by 

the number of blocks where the antenna gain exceeds sorne threshold value. Vve shaH refer 

to the point of maximum gain within the beam coverage are a as its beam center. Figure 3.2 

depicts a beam configuration of four beams where dj marks the distance between the center 

of the jth block and the center of the beam in which the block lS located. Each block within 

the quantized service area lS ascribed a parameter ,,\ denoting the expected number of users, 

which we assume is governed by an inhomogeneous spatial Poisson process. 
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The problem is then to allocate beams across the grid so that the various beams have 

about the same statistical mean number of users and the beams are as small as feasible. As 

shown in Section 2.3.1, the smaller the beam size, the higher the beam gain and hence the 

smaller the power required per terminal. However, very narrow beams might mean that 

more beams are needed if aIl regions of the satellite service area are to receive the minimum 

required gain. 

In the following section we present the design of an equalizer algorithm and a comparison 

of its performance relative to uniform beam allocation. The metrics for the performance 

evaluation are the realized SIR and the rates assigned to active terminaIs. The system 

performance 1S controlled by the assigned power and the beam geometry. 

3.3 Adaptive beam allocation algorithm - Equalizer algorithm 

The principal elements of the equalizer algorithm are a beam allocation function and a 

se arch method to scan the grid for potentiallocations at which to center the beams. Beams 

are immobile relative to short-term fluctuations such as the traffic demand at caU or burst 

level, user mobility, or channel fading. 
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3.3.1 Equalizer optimization criterion 

In the proposed algorithm, we search for a set of beam shapes that will minimize a weighted 

sum of two beam allocation functions. The first function is a measure of the beam sizes 

while the second function is a measure of the statistical distribution of users among the 

beams. The number of beams is fixed at N. 

As a measure of beam size, we use a function of the distance between a beam center 

and each of the terminaIs assigned to the beam. Let ri den ote the position of terminal i 

within the grid, where ri is a random variable. For x, f3(x), where f3(x) is the center of the 

beam containing x, we define a measure of the beam sizes as 

(3.1) 

where the expectation is with respect to the inhomogeneous spatial Poisson distribution. 

Remark. Equation (3.1) does not represent a beam size. Rather, it is more a function of 

the population size and spread within a beam, averaged over the beams. 

Supposing that there are M blocks across the grid, we can rewrite Equation (3.1) as 

Let dj denote the Euclidean distance between the center of block j and the center of the 

beam containing block j. We assume that each block, receiving satellite coverage, is wholly 

contained within a single beam. If .6. is so small that l!ri - ,B(ri)11 ::::; dj for an terminal i in 

block j, then Equation (3.1) reduces to 

M M 

L djE[terminals in block j] = L djÀj. 

j=l j=l 

Bearn contours are determined from beam centers by a nearest-neighbor ruIe: each 

block is associated with the center closest to it in the sense of Euclidean distance. If the 

shortest distance is the same for sever al such centers, the block is assigned randomly to 
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one of them. The size of each beam is constrained by the minimum gain to be provided, 

where the minimum gain required is set by link parameters such as the satellite altitude, 

the transmission rate, the propagation losses, and the required signal-to-interference ratio. 

Let dth (threshold distance) be defined by the property that all users within dth of the beam 

center will receive at least the minimum gain value. Let vector d = (dl,"" dM)' We define 

the beam size measure, fr (d), by 

M M 

fr(d) ~LdjÀj+BdL(dj-dth)+' (3.2) 
j=l j=l 

where (x)+ ~ max(o, x) and Bd is the penalty incurred for exceeding the threshold distance. 

The function fr (.) forms one element of our optimization criterion. The second element 

of the optimization criterion brings in the equalizer property. Given an allocation of blocks 

to N beams, let the statistical mean number of users per beam be denoted by vector 

A = (Al"'" AN)' The more balanced the beam allocation, the sm aller the sam pIe variance 

of A, which we denote as v(A). Based on channel conditions and power constraints, as we 

shaH discuss in Section 3.4.1, let U max denote the largest (statistical mean) number of users 

acceptable for any beam. Let U min denote the smallest mean number of users acceptable 

for any beam. Write I1min, I1max for penalty factors associated with violation of the U min 

and Umax thresholds. We then define a second function as 

12(A) ~ v(A) + I1min(Umin - min(A))+ + ILmax(max(A) - Umax)+' (3.3) 

Definition. The beam configuration problem is the search for a set of N beam shapes which 

together minimize the weighted sum 

minf(d,A) = rpfl(d) + (1- rp)12(A), 
d,A 

(3.4) 

where rp E (0, 1) is a design parameter which weights the impact of fI (-) and 12 (.) on f (.). 

3.3.2 Equalizer beam contour selection 

In selecting a beam configuration, an exhaustive se arch for a solution to Equation (3.4) is 

not computationally feasible. In the solution we propose, the equalizer algorithm employs 
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a beam allocation function and a Hooke and J eeves search function [65, 171] to explore the 

coverage area for N beam center positions that optimize Equation (3.4). 

We consider two alternatives of the beam allocation function for the equalizer algorithm 

presented in Algorithm 2. Algorithm 1 allocates terminais to beams based on a shortest­

distance rule, where the distance is given by the Euclidean distance between the center of a 

block and a beam center. Algorithm 3 takes the results of Algorithm 1 as its starting point 

and then adjusts the beam center position so as to minimize the average distance between 

the beam center and the terminaIs assigned to the beam. 

The equalizer search begins from the set of N beam center positions for a uniform 

beam allocation. If an exploratory direction is an improving direction with respect to 

Equation (3.4), an iterative search in the exploratory region is conducted to obtain a min­

imal solution to the optimization criterion. This iterative search is repeated as further 

improving directions are identified. The algorithm terminates when no further search di­

rections improve the current solution. Note that with the Hooke and Jeeves method, the 

optimization criterion is not required to be continuous or differentiable. 

3.3.3 Equalizer algorithm 

The objective of the equalizer algorithm is for an evenly distributed beam configuration 

with respect to Equation (3.4). Let L = [h, ... , lN] denote the locations of N beam centers, 

h, ... , lN' The initial L is given by the beam cent ers obtained from a uniform allocation. 

For each block j of the grid structure, we assume that a single terminal i located at the 

center of the block is responsible for handling aU the block traffic. Ak is the set of indices 

of those terminaIs assigned to beam k, k = 1, ... ,N, and is of length Mk . 

Given L, Algorithm 1 presents the non-iterative beam_allocate function used to dis­

tribute terminals among the beams. Each terminal is assigned to a beam with the shortest 

distance between the terminal and the beam's center. In Algorithm 1, 'fj represents the 

position of the center of block j) j = 1, ... , AI and D j = (dj,l"'" dj,N) represents the 

separation (Euclidean) distance of block j from the centers of beams 1, ... ,N. Given the 

shortest-distance vector d = (db" . , dj , ... dM), j E Ab obtained as a result of the beam 

allocation operation, we define F(L) as the weighted sum f(d, A) given beam centers L­

where f(d, A) is given by Equation (3.4). 

The equalizer algorithm is an iterative algorithm that utilizes the beam_allocate function 
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Algorithm 1 beam_allocate function 
Objective: Allocate terminals to beams based on nearest distance to beam center. 

for k = 1 to N do 
for j = 1 to M do 

dj,k ~ IIrj - lk Il {ordinary Euclidean norm} 
end for 

end for 
jE Ak ~ minDj ~ dj,k 
F(L) ~ f(d, A), given L 
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and a search function to approach the objective of an evenly distributed beam allocation. 

Beginning with the beam center locations, Lu, for a uniform beam allocation, the equalizer 

algorithm proceeds in search of a set of beam center locations, L, such that F(L) .:::; F(Lu). 

Algorithm 2 presents the equalizer algorithm, in which we apply the following definitions: 

@ accuracy bound, é > 0 

@ step size vector, hz , z E {1, 2} 

® +/- direction vector, Sq, q E {1, 2} 

@ search direction vector at extrapolation t , v(t) 

@ progress marker, p E 0,1 

Note that in order to eHsure that the se arch is restricted to the coverage area, whenever a 

point outside the region lS identified as a possible se arch point, it is replaced by its nearest 

vaUd point (on a coordinate-by-coordinate basis). 

As given in Algorithm 1, the beam_allocate function obtains the shortest distance be­

tween the blocks and a given set of beam centers, L. An option is to consider further 

reduction of the average separation distance between blocks and their beam centers by ob­

taining an optimal location for each of the beam cent ers after the beam_allocate operation. 

For the same allocation Ak' k = 1, ... ,N, such an option would yield a lower value of the 

beam size measure h(d) given by Equation (3.2). 

Algorithm 3 presents the beam_center function that can be used in place of beam_allocate 

in the equalizer algorithm. Given an allocation Ak' k = 1, ... ,N, the beam_center function 

obtains the beam center coordinates that minimize the average weighted separation distance 

between the terminals and their respective beam centers. 
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Algorithm 2 Equalizer algorithm 

Define: f ~ test point, l ~ new point, l(t) ~ best point at iteration t 
Initialize: z = 1, t = 1, ft(L) = F(Lu), fnew = F(Lu), k = 1, f = h, l(t) = h. {Repeat 

for k = 2 to N} 
for q = 1:2 do {SEARCH along the direction of the axes for beam center f} 

l t- f + sil' hz 

L : lk t- l 
beam_allocate 
if F(L) < fnew then 

ft- [ 

fnew t- F(L, lk = l) 
else 

l t- f - sil . hz 

L:ht-l 
beam_allocate 
if f(L L < fnew then 

1 t- 1 
fnew t- F(L, lk = l) 

end if 
end if 

end for 
if fnew < ft(L) then {Move forward. Adjust parameters and repeat 
SEARCH.} 

tt-t+l 
l(t) t- f 
v(t) t- l(t) - l(t - 1) 
[SI S2] t- sign(v(t)) 
ft(L) +- fnew 
i t- I(t) + v(t) {Coordinates (xLl, yLl) in coverage area} 
pt-O 

else {Move back} 
if p = 0 then {Adjust parameters and repeat SEARCH} 

pt-p+l 
f +- l(t) 

else {Check step sizes} 
if hz :s; E, Z E {1, 2} then {Terminate condition} 

lk t- l(t) 
STOP 

else {Adjust step sizes and repeat SEARCH} 
hz t- hz/2, Z E {I,2} 

end if 
end if 

end if 
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Algorithm 3 bearn_center function 
Objective: Minimize average separation distance per beam. 

beam_allocate {Allocate terminaIs to nearest beam center} 
for k = 1 to N do {Obtain new L} 

Sk +- L Àm 
mEAk 

1 
lk +- Sk L Àmrm 

mEAk 

end for 
F(L) 6 f(d, A), given L 

3.3.4 Evaluation of the equalizer algorithm 
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The point of the equalizer algorithm, as noted, is to equalize the user distribution among 

beams. Aiso as noted, our ultimate concern is with the rate/power tradeoff. It seems 

reasonable, as an auxiliary step, to evaluate to what extent equalization is achieved. To 

that end, we introduce the Bearn Variability Factor (BVF), defined as the ratio l of the 

sam pIe standard deviation to the sample mean 

BVF = std(A) 
mean(A) , 

(3.5) 

where A = [Al,"" AN] is the vector ofmean beam populations. In this section we compare 

the uniform and two equalizer allocations on the basis of BVF, and then in Section 3.4 we 

evaluate the performance in terms of rate and power. 

The more evenly balanced the beam configuration, the smaller the BVF. We compare 

the allocation performance of the equalizer algorithm to a uniform allocation algorithm in 

terms of how evenly us ers are distributed among the beams. We consider three algorithms 

applied to an N-beam satellite network: 

(1) Uniform allocation where the coverage area is divided into N equal regions and a 

beam assigned to each region. 

(2) Equalizer allocation, where N beams are dynamically assigned using the equalizer 

algorithm with the beam_allocate function (Algorithm 2). 

l Amounts to the square root of the sample-path version of what in the statistics literature is called the 
"coefficient of variation" . 
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(3) Equalizer algorithm with the bearn_center function (Algorithm 3), where N beams are 

dynamically assigned and within each beam, the beam center location is adjusted so 

as to minimize the average separation distance between the terminals and the beam 

center. 

The three beam allocation strategies are compared based on a 4-beam satellite network 

with a coverage are a comprising a grid structure of 24 blocks. The comparative performance 

results are presented in terms of the beam variability factor (BVF). The smaller the BVF, 

the better balanced the beam allocation, and scheme (1) provides the benchmark allocation 

performance. It is expected that the equalizer-based schemes should perform better than 

the uniform scheme. 

For the beam configuration function described by Equation (3.4), the parameters used 

for the experiments are presented in Table 3.1. In the table, ~x and 6. y refer to the 

dimensions of each block - we consider a general case where the x and y dimensions are 

not the same. The smaller the beam size, the higher the gain provided and hence the 

smaller the power required per terminal. Renee, the function fI (.) was given a slightly 

higher weight, cp, in Equation (3.4). 

Three experiments were conducted with the maximum À parameter for any block, 

Amax E {10, 50, 100}. For a given experiment, the performance was averaged over 1,000 

sets of 24-block À's generated within the interval (0, Amax). 

Table 3.1 Parameters for allocation experiments 

Parameter 1 Value(s) 
M 24 
N 4 
).. 0<)" < Amax 

.6.x 25 

.6.y 16.7 
dth 20 

Bd 5 
/-bmin 50 
/-bmax 50 
Umin "E.)..ï/N, i = 1,'" ,M 
Umax "E. )..ï/N, i = 1,"',M 

r.p 0.6 
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Table 3.2 presents the BVF obtained for the three allocation schemes examined. The 

number in brackets after BVF indicates Amax. From the table, we can make the following 

observations: 

1. Both versions of the equalizer algorithm result in better performance relative to the 

uniform allocation, as shown in Table 3.2. 

2. Between the two equalizer versions, the one with the beam_center function provides 

only marginal performance improvement. 

Table 3.2 BVF results for different allocation schemes 

Scheme BVF(10) BVF(50) BVF(100) 
U niform allocation 0.2774 0.2776 0.2736 

Equalizer allocation (with beam_allocate) 0.1096 0.1089 0.1099 
Equalizer allocation (with beam_center) 0.0930 0.0895 0.0911 

The results obtained show that the adaptive allocation yields a relatively even users 

per beam distribution compared to the uniform allocation. In the sequel, we define the 

adaptive algorithm to be the Equalizer algorithm with beam_allocate function. This is 

because the beam_center-based algorithm takes a longer time to pro cess but yields only 

marginal performance improvement. 

In the following section, we characterize the relationship between the control (beam 

shape, power constraints) on the one hand and the performance (SIR, rate) on the other 

for a given beam configuration. Again, our primary interest is of a comparative performance 

evaluation of the adaptive and uniform allocation schemes with respect to rate and power. 

3.4 Performance evaluation of beam configuration management 

The objective of beam configuration management is to en able the network match the ge­

ographic and/or time distribution of the traffic demand over the coverage area to the 

available satellite resources. Variable-beam configurations provide two degrees of flexibil­

ity for beam management, since both the beam shape and the user rates can be adapted 
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in support of efficiency. The ability to match the beam sizes to the demand is addition­

ally significant in CDMA-based networks because it allows the network to influence the 

interference experienced by any one user. 

The network performance measures we consider are signal-to-interference ratio (SIR) 

and rate. For each beam configuration, performance is obtained in terms of the achievable 

rate region, which is comprised of those rate allocations that meet the target SIR and 

satisfy the power constraints. Given a set of beam configurations, how can one compare 

the achievable rate region of the different configurations? To evaluate the performance of 

a beam configuration, we consider the following criteria: 

® average throughput per user and number of active users 

® average transmission power per user for a feasible rate allocation, given constraints 

on the maximum transmission power per user 

In general, network performance depends on the form of the SIR model which, in turn, 

depends on the receiver architecture. In this thesis we consider the single-user receiver 

architecture. A single-user receiver estimates the signal of the desired user by treating the 

other users as noise. In the following sections, we describe the resulting SIR model and 

discuss the criteria by which the achievable rate regions of the uniform and the equalizer 

configurations are compared. This is followed by a discussion of the comparative perfor­

mance results obtained. 

3.4.1 SIR model 

The satellite network has N beams serving a total of 1\;1 terminais. The results of the beam 

allocation process earlier described are summarized by an N- vector A = (AI, ... ,AN), Ak 

denoting the set of indices of those terminaIs assigned to beam k. We write Mk for the 

cardinali ty of Ak' 

We use a simple multiplicative model for the effects of propagation and antenna losses 

on the signaIs received at the satellite. Specifical1y, we assume that a signal transmitted at 

power P from block I!. generates power aekP in beam (k) at the satellite. As suggested by the 

notation, the attenuation coefficient a, white depending on originating block and receiving 

beam, does not (by assumption) depend on the position of the originating terminal within 



3 Bearn Configuration Management 67 

its block. In the ideal case, which is the one we use in our calculations and simulations, 

aCk = 0 unless block e lies within beam k. 

In line with at least a subset of published literature on related problems (including, for 

example, [138,146,152,153,172]), we use a much simplified model for quality-of-reception. 

Write SI~ for the signal-to-interference ratio associated with satellite reception of trans­

missions from terminal i. Recall that the assumed signaling format is CDMA. We assume 

(3.6) 

where W is the signaling bandwidth, ~ is the signaling bit-rate, Pi is the transmitted 

power and 

1 .6. ajk 
a"k= --

J (j~W 

is the previously defined attenuation coefficient, normalized now by the total power (j~W 

attributable to noise (as distinct from multi-access interference) in the receiver at beam k. 

Remark. SIRi, as defined by Equation (3.6), is obtained from the error-rate analysis of 

the optimal single-user detector for extraction of a signal from additive white Gaussian 

noise. Its application in the present setting is motivated by arguing (1) that the multi­

access interference is at least approximately Gaussian if the number of interferers is large 

and the power attributable to any particular interferer is small relative to the aggregate; 

and (2) that the effect of the pseudo-random spreading sequences in the CD MA signal is 

(roughly) to whiten the signal spectrum. There are far more sensitive analyses available 

(for example, [100,143, 173-175j), and more sophisticated receiver architectures (including 

the variety of multi-user detectors that are the subject of much recent attention in the 

literature (for example, [176-178j). Infocusing on network management issues, as opposed 

to physical layer, we have elected for simplicity in the physical layer models. 

The QoS requirement in terms of SIR is SIRi 2 li for each i, where li is sorne positive 

constant. From the analysis of the single-user receiver in white Gaussian noise one can, 

as noted, relate SIRi to the probability of bit error for user i, and thus obtain li from 
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information on the character of user i's signal and its tolerance of bit errors. We assume 

that aH the ,i's are fixed and known to the network management system. Typically we 

expect that the constraints on SIR will be satisfied with equality in any particular realization 

of the system - sim ply because inequality would mean that the power levels at the various 

transmitters in the system are in excess of what is demanded for user satisfaction. 

In the case, alluded to above, that there lS no leakage of power from one beam to another 

(aik = 0 when terminal i is outside beam k), the formulas simplify further: 

SIR; = PiabklVj ~ = SIRi = 'i· 
1 + L Pja}k 

j=j:i 

(3.7) 

In the following subsection we develop the relationships among rate, power, attenuation 

coefficients, and number of users that we use to quant if y the comparative performance 

between the adaptive and uniform beam allocations presented in Section 3.4.2. 

Achievable rate region and required transmission power 

The problem here is to assess the effect of beam configuration on system capacity, where 

our notion of system capacity is based on the M-dimensional achievable rate region - the 

set of user rates that are compatible with the power constraints. We wish to get a sense of 

the extent to which beam configuration impacts a set of achievable rates. 

For an achievable rate region R, let ~ denote the rate of terminal i in beam k. Within 

an N-beam set, each beam k has a rate and power allocation described by Mk-vectors 

R = (Rb"" R Mk ), P = (Pb"" PMk ). For powers constrained within P, a given rate 

vector R lS admissible (R E R) if and only if 

(3.8) 

where a denotes the normalized attenuation vector, a = (Œ~k' a~k' ... ), 
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and LI. Pia~k 
Gi(P,a) = --M-k":':':-'- (3.9) 

1 + LPja}k 
j=1 

The admissible rate region n is given by the range of the function 

LI. 
gk(P,a) = (g1(P,a), ... ,gMk(P,a)) (PEP, afixed, k=I, ... ,N). 

after the scaling of each gi ( .) by W / li for aIl k. 

Let us define TJi = Gi(P, a), and 

(3.10) 

We see that TJi increases monotonically with ~SI~, and thus n can be obtained via the 

set of feasible f's; where f = (TJ1,' .. ,TJMk)' k = 1, ... ,N. Denote this set of feasible f's as 

ç. Since G(?, a) is continuous, ç is connected, closed and bounded. If we continue with 

the assumption that there is no inter-beam interference, then the achievable rate region 

is a convex polyhedron [179]. It follows that any linear function of the rate vectors, such 

as the total or mean rate, assumes its maximum on a vertex of the polygon defined by 

the appropriate scaling of ç, which in turn corresponds to a vertex of the power region. 

The conclusion is that any throughput-maximizing control is a bang-bang control: each 

terminal is either turned off or signaling at maximum power. Any such control is completely 

characterized by the list of active terminaIs (see for example, [148]). 

If the user population is homogeneous in terms of the distribution of attenuation coef­

ficients, a, maximum powers and SIR constraints, as we consider here, then the optimal 

policies (for a given beam configuration) are characterized simply by the number of active 

transmitters, the number of (equivalent) optimal policies being identical to the number 

of ways in which the active transmitters can be chosen from the total user population. 

Our interest then is to compare the achievable rate regions of the adaptive and uniform 

allocations based on the number of active us ers for given rates. 

Within a beam k, the maximum number of users that can be supported, Mrax , cor-
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responds to the situation wh en each active terminal gets a minimum rate, Kmin. If we 

consider that 9 is contained within a unit multidimensional cube, from Equation (3.9) we 

have that 9 is bounded by the hyperplanes 

Mk 

L7]j::; 1, k = 1, ... ,N. 
j=l 

From Equation (3.10), for a homogeneous set of users within a beam k with SIRj = '!, for 

an j E Ak , we then have that 

For a beam k with Mk terminais, the number of active terminais, Mi., lS 

(3.11) 

The required transmission power to support a feasible rate allocation is determined as 

follows. We begin by making the following definitions: 

Mk 

fik 
~ 

L7]j 
j 

Jik 
~ fik 

1 - fik 

From Equation (3.9), we have that 

PiCX~k 
7]i = --M-k--=':'::'-- or 

1+ LPjCX}k 
j=l 
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By solving for Pi in terms of fJk' wh en fJk < 1, we obtain 

(3.12) 

In the following section, we present a comparative performance evaluation of the adap­

tive and the uniform beam allocations based on the relationships developed here. 

3.4.2 Comparative performance evaluation: adaptive vs. uniform 

ldeally, the shape of the antenna beams should take into account the character of the 

propagation environment as seen by each user, in addition to the geographical distribution 

of users over the satellite coverage area. The beam shaping algorithm previously described, 

based exclusively on the latter, can probably be improved. Vile are nonetheless interested, 

its limitations notwithstanding, in determining the extent of its impact on system capacity. 

System capacity, as we define it for our purposes here, is identified with the achievable 

rate region in M space, where M (as before) is the number of users. A rate vector is 

achievable provided that it is compatible with the SIR and power constraints. The sm aller 

the number of users within a beam, aH other things being equal, the larger the rates that 

can be assigned to individual users. So one would expect that a shaping algorithm that 

tries to balance the number of us ers among the various beams might have sorne beneficiai 

effect on rate. Here Wp try to quantify that effect, using the relationships among rate, 

power, number of users and fading coefficients summarized in the previous sub-section. 

We assume that the user population is homogeneous in respect of SIR requirements 

and power constraints. The spatial distribution of users is modeled by a two-dimensional 

inhomogeneous Poisson process. Our numerical experiments compare two beam shaping al­

gorithms - the uniform one, and the one calculated by the algorithms previously described 

- on the basis of 

® Bearn Variability Factor (Equation (3.5)) 

® Achievable rate region (Equation (3.11)) 

® Required transmit ter power (Equation (3.12)) 
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The model selected for the numerical experiments was inspired by the European mul­

timedia Ka band satellite network [12], [15, pp. 324]. We used the parameter values in 

Table 3.3. 

Table 3.3 Parameters for performance evaluation experiments 

Parameter 
Uplink carrier frequency 
N umber of beams, N 

Value(s) 
30 GHz 

4 
24 Number of blocks in coverage area, M 

lndividual terminal rates 160 kbps, or 512 kbps, or in the range 1 to 6 Mbps 

The Poisson means for each of the M blocks were drawn randomly (and independently from 

block to block) from the set {10, 20, 50, 200, 500}. The corresponding Poisson variables were 

used to generate the user population in each block. We ran the experiment 10,000 times 

and averaged the results to produce the tables and graphs included below. 

The first parameter of interest is the beam variability factor (BVF). Table 3.4 presents 

the average BVF values obtained for the adaptive and the uniform beam configurations. 

As expected, the adaptive allocation has the lower BVF and we observe that the equalizer 

algorithm results in an improvement of about 70% in terms of balancing the users among 

the beams. 

Table 3.4 BVF results for an adaptive and a uniform beam configuration 

Scheme 
U niform allocation 
Adaptive allocation 

BVF 
0.6527 
0.207 

In the following sub-sections we present the comparative performance in terms of the 

achievable rate region and the minimum power required to transmit a given rate allocation. 

(1) Achievable rate region 

Recall that the users are assumed homogeneous with respect to SIR and power constraints 

and with respect to the distribution of attenuation, a. We distinguish two cases. In the 
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first case, aH users transmit at a fixed rate R min , and performance is evaluated in terms 

of the mean number of users permitted to transmit. In the second case, where permitted 

by the SIR and power constraints, sorne or aH active users will have transmission rates 

greater than Rmin. In that case we also measure the achieved throughput. In both cases, we 

assume a single-user receiver architecture at the satellite and ignore interbeam interference. 

Transmission is scheduled on a block-by-block basis: aU terminaIs within a block are either 

transmitting or turned off. 

In the first case, we are interested in the active user ratio which relates the mean number 

of us ers that are permitted to transmit to the mean user population. Figure 3.3 reveals that 

as Rmin increases, the active user ratio drops for both uniform and adaptive algorithms. 

However, the adaptive (equalizer) algorithm results in a larger achievable region since it 

enables a greater ratio of mean users to transmit. 
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In the second case, in general, the fewer the mean number of users in a beam, the more 

likely that all will get to transmit and possibly at higher rates too. Since the active user ratio 
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versus Rmin remains as shown in Figure 3.3, one may expect that the adaptive allocation 

performs poorly in terms of average throughput per active user because it balances the user 

distribution among the beams and has a higher active user ratio. In fact, from Table 3.5, we 

observe that the average rate per active user is basically the same, even while the adaptive 

algorithm has a higher mean active user ratio. It seems that adaptive beam allocation -

and the associated beam geometry - can be useful in expanding the achievable rate region 

for a satellite network. 

Table 3.5 Average throughput per active user for Rk ~ Rmin case 

Rmin (Mbps) 
Rk (Uniform) 
Rk (Adaptive) 

0.16 0.512 
0.16 0.5121 
0.16 0.5121 

1 
1.0002 
1.0002 

2 3 4 5 
2.0006 3.0009 4.0014 5.002 
2.0006 3.001 4.0015 5.0019 

(2) Transmission power required for given rate allocation 

6 
6.0025 
6.0023 

In this case we consider the minimum power required wh en the transmission rate is fixed 

at Rmin Mbps. In Figure 3.4, we observe that the same or slightly higher transmit power 

per user is required for the adaptive allocation - a notable exception is at Rmin = 6 Mbps. 

Since more users are carried in the adaptive allocation, it can be expected that the total 

system power will be higher in this case. Indeed we notice that in the case of Rmin ::; 
1 Mbps, where aU us ers are active for both allocations, the uniform allocation actually 

requires more or the same power than the adaptive allocation case. We observe then that 

the gains achieved by the equalizer algorithm in terms of expanding the achievable rate 

region (Figure 3.3) are not accompanied by a significant increase in the power requirements 

(Figure 3.4(a)). 

3.5 Concluding Remarks 

We have presented a flexible beam allocation algorithm that combines the requirement to 

provide a minimum satellite gain value with the need to provide a statistically balanced 

beam configuration for a homogeneous set of users. By replacing the beam function 12 ( . ) 
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in Equation (3.3), one can generate alternative selection criteria, say in the case of inho­

mogeneous users. 

In the case considered here for homogeneous users, use of the adaptive allocation results 

in a higher active user ratio and hence larger achievable rate region. While the system 

power requirements are also higher, we observe that the extra transmit power per user 

required in the adaptive allocation case is not significant. 

In conclusion, adaptive beam allocation has been shown to enhance the efficiency of 

satellite resource utilization by enabling a higher active user ratio without degrading the 

average user throughput. The evaluation and results presented clearly illustrate that beam 

geometry and transmitter power are important controIs in expanding the achievable rate 

region for a satellite network. 
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Chapter 4 

Access Rate Scheduling 

4.1 Introduction 

Rapidly growing demand for interactive multimedia services, including web browsing, bulk 

data transfers and video services, provides impetus to the development of versatile broad­

band networks capable of providing cost-effective direct-to-user services to fixed and mobile 

users irrespective of location [10, 15-19J. Satellite systems are especially efficient for multi­

media broadcasting and for mobile users, particularly thos~ on ships, planes and in remote 

places. Satellite systems can provide global multimedia services to end users, long before 

such services would be available through terrestrial networks. In many regions, terrestrial 

broadband networking is not commercially viable. 

This thesis considers resource management on the uplink of a multibeam CD MA satellite 

system, that is, from terminais to satellite. The key control parameters are the beam 

coverage geometry as well as the transmission rate and power. The beam geometry is 

subject to control based on the geographic user distribution as discussed in Chapter 3. 

We assume that the desired beam configurations can be realized via the use of adaptive 

"smart antennas" [24,28, 29J. In this chapter we focus on the cell/frame-Ievel access control 

problem for which the overall objective is to assign transmission powers so as to achieve 

particular rate and signal-to-interference ratio vectors. We consider that the bandwidth per 

beam is fixed and so is the CDMA chip rate. Variations in transmission rate are achieved 

via changes in the processing gain. 

As noted previously, CD MA is the access technology of choice for future generation 

networks. However, CD MA is capacity-limited by interference due to simultaneous trans-
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missions within the same bandwidth. To minimize such interference and enhance system 

capacity, a variety of techniques are proposed in the literature. Such techniques can be 

broadly classified as follows: 

@ Physical layer techniques: These involve code and receiver design so as to facilitate 

the separation of one signal from another [180-182]. 

@ Network layer techniques: These involve the control of the number and/or rate of si­

multaneously active terminaIs or the control of the transmit ter power for each termi­

nal or the joint control of the power and rate allocated to active terminaIs. Section 2.4 

presents a review of such techniques. 

Our interest in this work is for network layer techniques. Consider a system whereby the 

various terminaIs in the system see channels of different and randomly varying capacities. 

One obvious way in which to counter the effect of deep fading on any particular channel is to 

increase power at the corresponding transmitter - but in so doing to increase interference 

on aH other channels, prompting an other transmitters to increase power as well. An 

alternative strategy is in fact to diminish rate when the channel weakens, and to compensate 

with augmented rate wh en the channel is strong. Such an alternative, exploiting temporal 

elasticity in the definition of user QoS, may be useful in settings where the time constants 

associated with user-QoS are long relative to fade durations. 

In this chapter, we formulate a rate-allocation strategy along the lines suggested above 

and quantify its performance as a function of the quality of service time constraints. Our 

work departs from the literature (for example, [66-69]) in that in our particular instance of 

the rate management problem, in which user-perceived rate and actual transmission rate are 

distinguished by different time constants, the long-term requirements are specified in terms 

of average-rate. The scheduling policy exploits time elasticity, as refiected in the length of 

the window that defines the rate averaging operation, to enhance bandwidth utilization. 

Such utilization enhancement lS achieved by judicious allocation of the transmission rates 

at each time frame so as to minimize the long-run energy per bit requirements for each 

terminal while ensuring that the average-rate targets are achieved. Figure 4.1 depicts the 

access rate allocation for five terminaIs over an averaging window that lS seven timeslots 

in length. In this case, the rate allocation is restricted to three rate levels. 

In evaluating the performance of the access rate scheduling policy we consider the extent 

to which temporal elasticity yields a throughput advantage. The idea that there should 
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be an advantage is made evident when we compare the throughput due to long-horizon 

scheduling policies to that due to short-horizon policies, as we shaH show in Section 4.3. 

Armed with this motivation, we proceed to develop a Markovian model of the access 

control system so as to bring the optimal rate allocation problem within the purview of 

Markov Decision Theory and Dynamic Programming (DP). Without loss of generality, we 

consider the system state at each interval to be the channel conditions and rate allocations 

up to that interval within the window. At each interval, the control (in form of a rate 

allocation) selected by the scheduling policy is governed by the current system state and 

state transition probabilities so as to minimize the long-mn network operation costs in terms 

of failure to achieve the average-rate requirements. To reduce the DP solution complexity, 

we propose a Markovian approximation to the access control model in which we utilize 

terminal backlogs to embody the rate history of the system. We conclude the chapter with 

a performance evaluation of the rate scheduling policy in order to highlight the value of 

exploiting temporal elasticity to enhance network performance. 

In the following section, we outline the access rate scheduling problem. 
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4.2 Access rate scheduling problem 

We consider network operation such that the instantaneous transmission power is subject 

to an upper bound, and assume that the instantaneous transmission rates are continuously 

variable and subject to network control. We focus on uplink transmissions, from terminaIs 

to satellite receiver. At the beginning of each time frame, the access control selected is 

based on state feedback about previous rate allocations and prevailing channel conditions. 

We consider a reduced version of the problem, in which user-QoS is specified in terms of 

average rate alone. 

Consider a single satellite beam serving M terminaIs and with uplink signaling band­

width, W. Terminal i transmits at instantaneous rate ~ bps and at power Pi limited by the 

power constraint, Pi ::; Pi. The signal from terminal i is received at the satellite receiver 

with power aiPi' The attenuation coefficients, ai, depending on the prevailing channel 

conditions are assumed known and iid from frame to frame. While this is a significant 

assumption, we consider that the channel conditions can be estimated on a frame-by-frame 

basis by satellite measurement mechanisms such as described in Section 2.4.1. 

Remark. We acknowledge that the assumption that attenuation coefficient, a, is known is 

a strong assumption made to simplify the computational model. The assumption is made 

for simplicity, in the expectation that such simplicity will facilitate exploration of the issues 

of primary interest. 

Within the satellite beam, channel errors are due to satellite receiver noise and user 

interference. The former is assumed white and Gaussian, with intensity 1j2 watts/Hz. The 

latter is typically more complex, but in this thesis - as noted in Section 3.4.1 - we assume 

that the interference is white and Gaussian. These assumptions allow for use of the SIR 

formula given in Equation (3.7) 

PiaiW/Ri 
----M-'::--- = "Yi 

W 1j2 + '" P-a-L." J J 

#i 

i = 1,'" ,NI. 

The rate allocation policy decides who will transmit and at what rate, given the delay 

tolerance, SIR requirements, power constraints and time-varying channel conditions. 
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We assume that time evolves in consecutive, non-overlapping intervals of constant 

length. Time interval n is [Tn , Tn+ 1)' For each interval n, the control parameters are 

the rate allocation vector R( n) = (RI (n), ... , RM (n)) and the power allocation vector 

P(n) = (Pdn) , ... , PM(n)). The foregoing relationship between powers, rates and SIR 

thresholds can be expressed in the form 

(4.1) 

where a denotes the attenuation coefficient vector, W is the system bandwidth, and li is the 

minimum SIR requirement for terminal i. Where g is invertible, if a given rate allocation 

is feasible we can calculate P = h(R, a), h(·) ~ g-l(-). At each interval n, we assume that 

the attenuation coefficient an is independent of am, for aH m < n, and is also independent 

of all previous rate and power allocations. In addition, we assume that an holds constant 

over the time interval n. We further assume that the probability distribution of ais known. 

The access rate scheduling policy has two objectives. The first objective is to achieve 

prescribed average-rate constraints. The constraints in question are formulated in terms of 

parameters Ki (the length of the rate-averaging window) and pi (the rate threshold). For 

each terminal i, we require 

1 N 
Ki L ~(n) 2: p? for aU N 

n=N-K;+l 

( 4.2) 

Secondly, we need to achieve the average-rate constraints with minimum transmission pow­

ers. The objective is to minimize the long-run average energy per bit required per terminal, 

based on the rate and power allocations made at each interval n, and given by 

(4.3) 

Problem. Let p~K)(N) denote the left-hand si de of Equation (4.2). For each terminal i, 

we seek ta optimize a combination of the average energy per bit Eb(i) and the function 

F(p~K)(N), pi), where F(·) indicates how well (or not) the rate allocation strategy satisfies 
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the average-rate constraints. 

In Section 4.4, we develop a Markovian model of the access control system so as to bring 

the rate allocation problem within the purview of Markov Decision Theory and Dynamic 

Programming. Before that, we show the case for time-elastic control by comparing the 

performance of an infinite-horizon policy to that of a short-horizon policy. 

4.3 The case for time-elastic access control 

We look at a simple model by which to assess analytically the potential benefits of time­

elastic access control. We compare the short-horizon policy, which confers no elasticity, to 

an infinite horizon one, in which the elasticity is unconstrained. In working out the details, 

we assume that there are M sources, that the average rate requirement, T", is the same for 

an sources, and that the a's (as before) are iid. In effect, we consider 

Short horizon - K = 1 : R(n) = T" (aU n) 

K-l 

- 1 '" Infinite horizon - K = 00 : R = Hm K L..t R(n - i) = r 
K--too 

i=û 

The rate and power requirements are obtained as follows. We denote the required 

transmission power as P(a) and the allocated transmission rate as R(P(a), a), and assume 

a homogeneous SIR requirement, Î. 

K = 1: For each interval n and each terminal i, Ri(P(a), a) = T". That i8, the K = 1 case 

represents constant rate transmission. The transmission power can be determined from 

Equation (3.7) 

T"Î Pia~ 
-= , 
W 1 + LPjaj 

j:fi 

where, as before, the a/ IS normalized with respect to the satellite receiver noise, (J2. 

K = 00: In this case, 
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R = J R(P(a), a)dF(a) = r, P = J P(a)dF(a). 

Assuming stationary channels and with no constraints on the delay or power, the optimal 

policy for maximizing system throughput has been shown to be that of scheduling one 

user at time with priority to users with good channels [47, 151J. In our particular case, 

where the channel is time-varying and there are constraints on the transmission power, 

we can assume that due to the infinite length of the averaging window, each terminal will 

eventually experience good channel conditions. Furthermore, our interest is to achieve 

average-rate constraints. Consider a rate allocation policy such that, at each interval n, 

the terminal with the largest a gets to transmit. For a system with M terminais, the 

probability a terminal will transmit is given by 1/ M. Let a max denote the maximum a at 

a given interval. If permitted to transmit (w. p. 1/ M), the transmission rate for terminal i 

is ~(P(a), a) = Mr and, from Equation (3.7), the transmission power is 

( 4.4) 

Otherwise, Pi(a) = O. 

In the following subsections, we show the long-mn average power requirements for K = 1 

and for two cases of K = 00 - without enforced idleness (example considered above) and 

with enforced idleness (transmission permitted only if amax 2: a, a given threshold). These 

average power requirements are given in Equations (4.5), (4.6), and (4.7), respectively. A 

comparison of the power requirements reveals that the K = 00 policies require less power 

than the K = 1 policy. However, the transmission delay, transmission rate and transmission 

power for each terminal grow linearly with M in the case of K = 00. 

While we do not prove the optimality of the infinite horizon policies, our primary interest 

here being to highlight the advantages of time-elastic control, we shaH use the K = 00 power 

requirements as benchmarks for the time-elastic control policies we develop later in this 

thesis. 
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4.3.1 Long-run average power requirements for K = 1 

In the case of K = 1, aH M terminals are required to transmit at their prescribed average 

rate at each time interval. Assume that an terminais have the same target average rate, r, 

and SIR constraint, Î. From the SIR formula (Equation (3.7)), we have 

where 

1 W 
-=1+-, i=l, ... ,M. 
T/i rOi 

6. Pia~ 
T/i = --M---"--

1 + LPjaj 
j 

It can be shown that a feasible power allocation should satisfy L::!l T/j ~ 1. 

Suppose terminal i = 1 is taken as the reference terminal, and that it has a normalized 

attenuation coefficient, a~. If Pl = p, then a feasible power allocation can be obtained from 

( _l_+_p,,:",", a...;:.~) T/1 + T/2 + ... + T/ M = 1. 
pal 

Given that the terminaIs have the same rate and SIR constraints, we can rewrite the power 

feasibility condition as 

[(
1 + pa~) ] pa~ + IVI - 1 T/1 = 1, 

from which we obtain 
1 ( b ) p--

- al 1- 1\,15 ' 

( W)-l where 5 = 1 + Îr . 

At each interval n, the total transmission power is P( a) = M p because all terminaIs 

are transmitting. Let FI denote the marginal distribution of each a - given that the a 
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are iid. The long-run average power is given by 

p = Mb J ~dF(a) 
1- Mo al 

Mb J 1 M-I( --M-' -FI a)dFI(a) 
1- u al 

(4.5) 

- Mb E[~l 
- 1- Mb al 

In the sequel we compute the average power requirements for K = 00 for comparison 

with Equation (4.5). 

4.3.2 Long-run average power requirements for K = 00 (without enforced 

idleness) 

For K = 00 without enforced idleness, at least one user gets to transmit at each time 

interval. In the case we consider here, we assume that at each interval, the user i with the 

largest a gets to transmit at power Pi = M r"Y /W a~ (Equation (4.4)). Let the largest al at 

each interval be denoted by amax . Then the long-run average power is given by 

where Ii is an indicator function such that Ii = 1 whenever a~ (n) = amax . 
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Focusing on the integral term, we have that 

J ;; dF(a) = JE [~~ IIi = 1] Pr[Ii = 1] 

JE [~~ 1 ai = amax] 

Given that a is iid, let FI denote the marginal distribution for each a. We obtain the 

long-run average power for K = 00 as 

_ Mr'YJE [_1 ] 
W amax (4.6) 

_ M8 JE [ 1 ] - -- --
- 1- 8 amax ' 

( W)-l where, as before, 8 = 1 + 'Yr . 

A comparison of long-mn average power requirements as given in Equation (4.5) and 

Equation (4.6) reveals the following: 

1. For aH Al and 8, the case of K = 1 has the larger coefficient for the expectation 

operator. 

2. For any arbitrary distribution, JE [~1] 2: lE: [a:ax] . 

Hence, a larger average power is required for the case of K = 1. However, white this 

comparison highlights the case for infinite-horizon considerations in terms of power required 
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to meet given rate objectives, we should aiso note the following in the case of K = 00. The 

transmission delay, burst rate and transmission power for each terminal grow linearly with 

.M. With increasing M, such a system would no longer be sustainable in a case where, say, 

constraints are placed on the maximum transmission power per terminal. 

4.3.3 Long-run average power requirements for K = 00 (with enforced 

idleness) 

In the strategy for K = 00 above, we have considered a work-conserving policy in which 

there is a transmission scheduled in each and every frame. CalI this the MAX-a policy. In 

this section, we show that the optimal policy when K = 00 is in fact achieved when non 

work-conserving policies that involve forced-idleness are considered. 

The basic model for the optimal policy is the same as for the MAX-a policy: time evolves 

in frames; a's are constant over individual frames and iid from frame to frame; sources are 

homogeneous in the sense of sharing a common distribution for a and common objectives 

for SIR and long-run average rate. No doubt the model could be generalized without sinking 

the whole enterprise, but then the conclusion, no longer valid as stated, would have to be 

reformulated. In any case, it is important to move the frame structure outside the scope of 

design and optimization - to foreclose the otherwise attractive possibility of making the 

frames arbitrarily short. So we make the assumption that the frame structure is fixed from 

the outside: a's are constant within frames and iid between frames. 

Consider the following non work-conserving policy. Let a denote the largest possible 

value of a, and let transmission for user i be permitted only when ai = amax = a. We can 

show that enforcing idleness in the access control strategy has the effect of replacing the 

factor E[l/amax], in Equation 4.6, by lia. In this case the long-run average power with 

enforced idleness is given by 

(4.7) 

Hence, long-mn average transmission power is minimized by the access control strategy of 

K = 00 with enforced idleness. 

In the rest of this sub-section, we show the validity of Equation (4.7). We begin by 

showing that simultaneous transmission is sub-optimal. Then, we proceed to show the 

effect of enforced idleness and provide the proof of Equation (4.7). 
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A. Concurrency is sub-optimal 

Without constraints on time and/or power, and subject to the assumption that interference 

is appropriately modeled by the SIR model (Equation (3.7)), the simultaneous transmission 

of users is sub-optimal- note that the assumption made here excludes receiver techniques 

such as multiuser detection (MUD) [176,183]. Indeed, in addition to the preceding section 

on the MAX-a: policy, a variety of works show that single-user transmission per timeslot 

will maximize system capacity, see [47] and [151] (and references therein). 

A.l Fact. Any strategy in which two or more terminaIs transmit simultaneously can be 

improved by separating those transmissions in time. The improvement is strong: each ter­

minal sees unchanged average rate at reduced average power. The cost of such improvement 

is in terms of peak rate and peak power, both of which are substantially increased. 

Praof. Consider two systems, A and B, operating over a time frame of Iength T seconds. 

Each system supports M terminaIs. In System (A) aIl M terminals transmit together, at 

rates Rt, ... , RÎt. System (B) separates the transmissions in TDM fashion: the T-second 

frame is partitioned into M (disjoint) slots of lengths Tl, ... , TM, where Tl + ... + TM = T; 

terminal (i) transmits at rate Rf in slot (i) and otherwise is silent. In both systems the 

transmit powers are selected so that the M SIR constraints are satisfied with equality. 

Assuming that the average rate per terminal per frame is the same in both systems, we 

compare the corresponding average powers. 

We begin by making the following definitions: 

.6. ( W)-l 
6i = 1 + 'YiRf 

where 'Yi stands for the SIR target associated with terminal (i). The two systems are related 

by 

EiRf = Rt, i = 1, ... , A1. 

The average and instantaneous powers in System (A) are the same: 15/ = P/. In 

System (B) they are related by PiE = EiPt, where PiE is the power expended during 
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actual transmission. Power and rate are in turn related in the usuaI way, through the SIR 

constraints 

From these you get that 

In particular, 

W (J2 + L O'-jp/ ' 
j:;ti 

B. The effect of enforced idleness: 

(4.8) 

o 

Assume here that aU sources have the same SIR threshoId ,. The tradeoff under strategy 

MAX-a between long-run average power and long-run average rate is given by 

where a* (depending on A1) denotes the random variable max ai. 
i~M 

Consider a to be the largest possible value of a. 'Ne can define 

a ~ min{u: Fc«U) = l}. 

Inasmuch as Fc< is a cumulative distribution function (cd]) for a, and therefore right­

continuous by construction, the use of min, as opposed to inf, is well-founded. In particular, 

because the quantity a is the largest possible value of a, we have that Fc< (u) < l for u < a. 
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B.l Fact. The very best power/rate tradeoff of which MAX-a is capable, and which indeed 

is achieved when M is large, is simply 

2 - ,Cl-
P=-R. 

a 

Praof. From Equation (4.6), for reference terminal i, we have that 

As M --t 00, we have that 

Thus, when M is large, 

E [~l = M! ~FM-l(a)dF(a) 
a* ai 

F!;!-l(U) -+ {1' 
0, 

u=a 

u<a 

1 
---t -

a 

(4.9) 

o 

Claim. A tradeoff identical to Equation (4.9) is (almost) achieved for arbitrary ]Iv[ by 

modifying MAX-a so as to allow for forced idleness. 

Observe, in light of (A.l), that the inquiry can be conducted ignoring aU sources save 

one. Focus on Source (1). Write I(n) = 1 if Source (1) is permitted to transmit in frame 

(n), and I(n) = 0 otherwise. Let R(n), P(n) respectively denote the Source (1) rate and 

power in frame (n). Then 

~ ~ R(n) = 2:~ I(n) . 2:~ I(n)R(n) 
N ~ N 2:~ I(n) , 

~ t P(n) = 2:~ I(n) . 2:~ IJn)P(n) . 
N l N 2:1 I(n) 

Assuming that the limits exist in the limit of large N, we have that 

Il = vIl', P = VP', 
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where 1/ is the long-mn proportion of frames that are allocated to Source (1), unprimed 

overbar denotes long-mn average over aU frames, and primed overbar denotes long-run 

average over Source (1) frames. 

B.2 Punch Hne. If P', R' are linearly related, then sa are l', R, and the relationships in 

bath cases are identical. 

In other words, the optimal location of forced idle periods can be derived from a single­

source system model. The resulting P', R' tradeoff can be transferred without change to a 

multi-source environ ment subject to a, the maximum value of a. 

B.3 Fact. For every M, and for every E > 0, there is a MAX-a policy with forced idleness 

for which 
2 

- ,Cl -
P:::; (1 +f)-R. 

a 

Motivated by (B.2), here the underlying model has just one source which owns all 

frames. This being so, for convenience we shaH drop the primes. Note that frame indices 

are not conserved in moving from the multi-source to single-source model. The goal is to 

minimize l'for given Il. Moreover, there being only one source, we have that 

,Cl
2 R(n) = a(n)P(n), 

the argument n indicating that the associated variables refer to frame (n). Hence, the 

problem can be reduced as follows. 

Problem. Choose P(·) sa as ta minimize P subject ta aP = c, where c ~ ,Cl2 R is a given 

constant - P(n) being a function of a(n). Equivalently: Given a random variable a, 

find a function P = g(a) which minimizes E[P] while satisfying E[aP] = c, where E[·] 

denotes expectation relative to the distribution of a. 

Typically there is no such g(.), as will be clear shortly. Consequently, the set of possible 

controls is not closed. Nevertheless, E[P] has a well-defined infimum which is arbitrarily 

closely approachable. 

B.3.1 Fact. E[P] :::: a-1E[aP] = cla. The inequality is strict unless (a - a)P = 0 with 

probability 1 (w.p. 1) - the probability distribution being that of a. In other words, the 
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inequality is strict unless transmission is restricted essentially ta those frames in which 

a=a. 

B.3.2 Fact. infE[P] = ~. 
9 a 

Pro of. Choose E > O. Define 

.Cl. 
Q = E[a 1 a > a - E] 

and 

g(u) ~ { :~ if u > a - E, 

otherwise. 

Notice that q> 0, by definition of a. Set P ~ g(a). Then E[aP] = c, as required, and 

2 -

E[P] = ~ ::; _c_ = ra R. 
Q a-E a-E 

Since E can be arbitrarily smaU, it follows that 

c ra2 -
infE[P] ::; - = -R. 

9 a a 
( 4.10) 

Combining Equation (4.10) with (B.3.1) conclu des the pro of of both (B.3.2) and (B.3). 0 

C.I Conclusion. Allawing forced idleness in the acceS8 control strategy has the effect of 

replacing the factor E[l/a*], where it appears in the slope of the P - R graph, by lia. 

In summary, analysis of the power requirements for the cases of K = 1 and K = 00 

supports the case for time-elastic access rate scheduling. As previously noted, we shaH use 

the K = 00 power requirements as benchmarks for the access control policies we develop 

in this thesis. In particular, we shaH consider the case of enforced idleness and make use 
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of Equation (4.10). In the following section, we develop a Markovian model of the access 

control system. 

4.4 Markovian model of time-elastic access control 

The access control we seek decides who will transmit and at what rate, given the delay 

tolerance, SIR requirements, power constraints and time-varying channel conditions. As 

discussed in Section 4.2, the rate allocation objectives are to 

(a) achieve prescribed average-rate constraints such that for each terminal i we have 

1 N 

Ki L Ri(n) 2: p; for aU N 
n=N-Ki+l 

(4.11) 

(b) minimize the long-mn average energy per bit required per terminal, based on the rate 

and power allocations made at each interval n, and given by 

N 
. 1 '\;"' Pi(n) 

hmsup N L..t R.( ) 
N-too n=l z n 

( 4.12) 

As before, let piK
) (N) denote the left-hand side of Equation (4.11). As noted previ­

ously, for each terminal i, we seek to optimize a combination of the average energy per 

bit Eb(i) and the function :F(p~K)(N), pi), where :F(.) indicates how weIl (or not) the rate 

allocation strategy satisfies the average-rate constraints. We develop a Markovian model of 

the access control in order to apply techniques from Markov Decision Theory and Dynamic 

Programming. 

Definition. A Markov Decision Process (MDP) is a controllable Markov process with as­

sociated costs or rewards. We are interested in the discrete-time variant. At each stage 

(time instant), a control action is selected, a next state is selected according to transition 

probabilities that depend on the control, and a reward is issued (or a cost incurred) again 

depending on the control [184, l85}. 
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From the rate allocation objectives in Equation (4.11) and Equation (4.12), and the 

SIR model in Equation (3.7), at each interval n, the rate allocation R(n) depends on 

the prevailing channel conditions (as described by the attenuation factor) and past rate 

allocations; that is, R(n) ~ f(R(n - 1), ... , R(n - K + 1), a(n)). We assume that the 

rate allocation pro cess is stationary and non-anticipatory (that is, independent of future 

channel conditions). Without loss of generality, we can consider the system state, x(n), at 

interval n to be the channel conditions and rate allocations up to that interval. Assuming 

the channel attenuation coefficients to be iid random variables of known distribution, we 

shan assert the state variable to be x(n) = [R(n), ... , R(n - K + 1)] - only a function of 

the rate allocation. For an M-terminal system, this results in an MK dimension al state 

space, X. 

In the following subsections we describe the system control, and discuss the dynamic 

programming formulation of the access control problem (Section 4.4.2). Based on this 

formulation, we discuss the computation of an optimal access control policy (Section 4.4.3). 

Due to the complexity of this computation (as we shaH show), in subsequent sections, we 

proceed to define Markovian approximations to the access control model which we shaIl 

use in this thesis to obtain an optimal access rate scheduling policy. 

4.4.1 Describing the access system control 

At interval n, the system control u(n) determines a rate allocation R(n) from a set of 

possible rate allocations, A( n). The traffic model used in this work assumes that each 

terminal is capable of transmitting at whatever rate it lS allocated and that the rates vary 

continuously. 

The system control is governed by two conditions: 

@ The prevailing channel conditions. At each interval n, the conditions are described 

by the attenuation coefficient, a(n), and are independent of the state of the system. 

Again, we assume the governing probability density function for the attenuation co­

efficient lS known. Further, we assume the system is non-anticipative in that future 

values of the attenuation coefficient, a(m), m > n, remain unknown and statistically 

independent of the past and the present. 

@ The nature of the past rate allocations. This can be determined, for example, by 

the value of an indicator function or a rate history function (RHF) that relates the 
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left-hand side of Equation (4.11), p}Kl(N), to the prescribed average-rate, pi. For 

instance, RHF couId indicate whether the average of the rates in a given state is 

greater or less than the prescribed average-rate constraint, pi, for each terminal i. 

Vnder these conditions note that, at each interval, the randomness exhibited by the control 

is due to the randomness of the channel conditions, a. The evolution of the state process 

can be described by a function cp of the current state, the prevailing channel conditions and 

the applied control: 

x(n + 1) = cp(x(n), u(n)), n = 1,2, .... (4.13) 

The control u(n) in interval n is specified by a policy, 7r : X x a t-+ A, where A is the set of 

possible rate allocations su ch that ~(n) ~ ui(x(n), a(n)) for each terminal i. We assume 

that the poliey 7r is independent of time: that is, 7r is a stationary policy. 

4.4.2 Dynamic programming formulation of access control problem 

At interval n, let the control described above be denoted u(n) ~ 7r(x(n), a(n)). The rate 

allocation problem is then to optimize the long-run average of a function '!j;(x(n) , u(n)) that 

represents a combination of Eb(i) and :F(p~K)(N), pi) for aH i. This optimization is subject 

to the constraint 0 :; Pi(Tn ) :; Pi, i = 1 ... M, where Pi is the maximum transmission 

power for user i. The average is taken over the distribution of the attenuation coefficient, 

a. We can write this optimization problem as 

optimize 
1 N 

lim sup N L Ea['!j;(x(n) , u(n))] 
N-+oo n=l 

(4.14) 

subject to 

Let us consider the problem above as follows. As a result of the chosen rate action 

at each interval n, let the system incur a one-stage cost of c(x(n), u(n)) equivalent to 

'!j;(x(n) , u(n)). The goal is then to optimize the conditional average cast incurred by the 

system which is defined by ë(x(n), u(n)) ~ Ea['!j;(x(n) , u(n))lx(n) = x], for aH possible 

values x E X. Equation (4.14) then defines an average cost Markov Decision Problem 

(MDP), and can be solved using dynamic programming techniques [166,186]. For the 
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MDP, we seek an admissible control policy 1T that will minÎmize the long-run average of 

function 'Ij;(.) - via minimization of the long-run average cost for the system, ë(x(n), u(n)). 

A fundamental theorem of dynamic programming is as follows. 

Theorem. If the following conditions are true: 

® the one-stage cost is a function of x 

® the objective is to minimize the long-run average cost per stage 

® X is Markov when control u is a function of x 

then u can be chosen to be a function of only x without loss of optimality. 

In addition to the co st structure ë(x(n), u(n)) defined ab ove , we need the transition 

probabilities from one state to the next. Let J1f (i), i E X, the state space, denote the value 

function that estimates the long-run average cost - given policy 1T and an initial state 

x(l) = i. Then 

.J.(i) = J~oo ~E. {t,c(x(n), u(n))lx(l) = i} i E X. (4.15) 

Given the set of aIl admissible policies, il, the optimal control policy 1T* is that which 

minimÎzes the average operating cost and is obtained as 

J;(x) = inf J1f(x). 
1fEII 

(4.16) 

Let V denote the optimal value function, J; . satisfies the Optimality Equation [166, 

pp. 31], [185] 

V(i) mjn [c(x(n), u(n)) + ~Pij(U)V(j)], '1 i EX 

min [ë(x(n), u(n)) + E [V(j)lx = iJ], ViE X, 
u 
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where Pij(U) is the transition probability from state i to state j under control u: 

Pij(U) = P[x(n + 1) = jlx(n) = i, u(n) = u, o:(n) = 0:), 'Vi, j E X. ( 4.17) 

For a controlled Markov process, the transition probabilities are determined by the 

actions due to the rate-dependent control function u. Let the rate history at state n be 

denoted by 
~ H(n) = [R(n - K + 1), R(n - K + 2), ... ,R(n - 1)]. 

Then, dependent on the control function u, the transition probability from state x(n) = 

(R( n), H (n)) to x( n + 1) is given by a function {) of the control applied, the rate history 

and the prevailing channel conditions 

Pij(U) ~ P[(R(n + 1) = r', H(n + 1) = h')I(R(n) = r, H(n) = h)] = {)(r, h, 0:). (4.18) 

Observe that the randomness in x(n + 1) is due to r', which in turn is random as a result 

of the randomness of the channel conditions. In conclusion, the transition probabilities are 

governed by the probability distribution of the attenuation coefficient, 0:. 

With the co st structure and the transition probabilities defined, we are now in position 

to solve for the optimal policy that will minimize the long-run average cost of the system. 

As we anticipated, the computational complexity involved is significant. 

4.4.3 Computation of time-elastic access control policy 

In the case of finite or sufficiently quantized control u, there are two conditions that result 

in the existence of a stationary optimal policy. Let i, j denote two states. The conditions 

are that there exist a bounded function h(i), i ~ 0 such that Ih(i)1 ~ z, Z > 0, and a 

constant À such that 

À + h(i) = mJn [C(i, u) + fPij(U)h(j)] , i ~ 0 
)=0 

(4.19) 

where c(i, u) is the one stage average cost for state i and control U [166, pp. 93], [186]. 
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Then the optimal stationary policy, 7T*, is obtained as 

J;(i) = À, Vi 2 0 (4.20) 

and for each i, 7T* is any policy with controis that minimize the right-hand side of Equa­

tion (4.19). 

An optimal solution to the average cost problem of Equation (4.19) can also be obtained 

as a special case of the solution to the lI-discounted cost problem, where li E (0,1) [166]. 

This is done as follows. Assume a focal state, say state 1. Let JI/ denote the optimal 

expected v-discounted cost function 

(4.21) 

Condition. IJ there exists Z < 00 such that !JI/(i) - JI/(I)1 < Z Jor allll > 0 and i, then 

1. there exists a bounded Junction h(i) and a constant À that satisJy Equation (4.19); 

2. Jor sorne sequence lin -+ 1, h(i) = lim [JI/Ji) - JI/JI)]; 
n-+oo 

3. lim(1 - v)JI/(l) = À. 
1/-+1 

ProoJ on [166, pp. 93}. 

The condition ab ove satisfies the existence of a stationary optimal policy whereby the 

optimal cost per stage is independent of the initial stage. In this case, À is the minimal 

average cost. Let u* be any policy with controls that minimize the right-hand side of 

Equation (4.19) for all i E X. Applying J~(i) = À for aH i E X (as in Equation (4.20)), we 

have the following approximation: 

J~(i) '" (1 - v) i~f [~vnEO [1'(i, u)!xo = il] , Vi EX. ( 4.22) 

Hence, one computational approach to solving the optimal control problem lS value 

iteration (also known as Successive Approximation) which Is in essence the dynamic pro-
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gramming algorithm. Let Jo (i) be any arbitrary bounded function and define Ji (i) by: 

Then for iteration index, n > 1, 

( 4.23) 

Jn is the minimum expected discounted cost of an n-stage problem that confers a terminal 

cost Jo (j) if the process ends in state j. Jn converges uniformly to J as n -+ 00, that is, 

iI).f IIJn(i) - J(i) Il -+ O. Finally, as n -+ 00, the optimal access control policy is obtained as 
l 

that which approaches the long-run average cost J. 

As can be observed from Equation (4.23), Jn is optimized over an possible control u 

for each of the M K states and for each value of a. Furthermore, the value function for 

each state and control is obtained by solving a system of simultaneous linear equations. 

Solution of this problem is computationally intensive with increasing dimensionality of the 

MK, control and/or a spaces. It is such complexity that leads us to consider Markovian 

approximations to the time-elastic access control model. 

4.5 Markovian approximations to the time-elastic access control 

model 

With solution complexity as indicated above, direct calculation for an optimal rate allo­

cation policy satisfying Equation (4.19) is computationally intensive. Instead we consider 

approximations to the time-elastic access control problem. 

We begin by reducing the dimensionality of the state space, M K. We suppose, tem­

porarily, that there are only M = 2 users, so that the state space is small and the set of rate 

and power vectors consistent with the given SIR constraints has an analyticaI description. 

such a case, it is possible to construct an optimal strategy via dynamic programming 

as we shaH show. System performance will be measured by the (two-dimensional) set of 

feasible average-rate vectors. Figure 4.2 depicts an access rate allocation for two terminaIs 
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with rate averaging window of size K. 

Tenninal 

virtual buffers 

-l..I..J..W-U111111 ~ 
-l..I..J..W-U111111 ~ 

Fig. 4.2 Access rate allocation for two terminais over a window of size K 

100 

We further consider two additional options that will simplify the control policy compu­

tation. First, we suppose that instead of being allowed to vary continuously, the allocated 

rate can be quantized to a specific number of values. In this case, for a simple 2-user 

network, the computational complexity remains a function of only the size of the rate av­

eraging window which represents the state space per terminal. vVe discuss this option in 

Section 4.5.1, where we also present the cast structure and transition probabilities associ­

ated with the model. 

The second option, which is our primary focus for the Markovian approximation ta the 

access control model, is to use terminal backlogs as the state variable instead of the rate 

history. In sa doing, we reduce the state space per terminal from K (the window size) to 

a single state variable (the terminal backlog). We discuss the backlogs approximate model 

in Section 4.6. 

4.5.1 Quantized-rate approximate model 

Assume that the rate allocations are quantized to sorne finite number of values, instead of 

allowed to vary continuously. This reduces the dimensionality of the control space and, in 

turn, the computational complexity. In the general M case, the quantized-rate model do es 

not alter the state space of the original Markov model, it only alters the control space. As 

before, at each interval n, the state variable for each terminal, m = 1, ... , M, is denoted 
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by x(n) = [R(n), ... ,R(n - K + 1)]. 

Consider a system that can support only three rates (in decreasing order of magnitude): 

Rmax, Rmin, Rsync. At each interval n, the control u(n) determines the rate allocation R(n) 

in a manner that is dependent on the past K allocations as weIl as the prevailing channel 

conditions. However, in this approximate model, u(n) Â n(x, a) E {Rmax, Rmin, Rsync}. As 

before, we assume that the attenuation coefficients, a, are iid. 

The evolution of x(·) is described as follows. Let x(n + 1) = Y and x(n) = x, where 

y = Yo, YI, ... , Y K -1 and x = xo, Xl, ... ,x K -l, then 

{

Xi-l, 

Yj = u(x, a), 

i = 1, ... , K - 1, J = Z 

j = O. 

Note that, again, the randomness in the evolution of x(·) is due exclusively to the random­

ness of R(n) - itself a random variable as a result of the randomness in the a-process. 

Thus, given x(n) = x and rate allocation policy u, x(n + 1) = Y if and only if for each 

m, 

(4.24) 

Equation (4.24) provides the basis for computing the transition probabilities in x(·) associ­

ated with a particular policy u(·). To complete the problem formulation for the quantized­

rate approximate model, we proceed to specify the co st structure and the transition prob­

abilities. 

Cost structure for the quantized-rate approximate model 

At each interval n, we require that the cost c(x(n), u(n)) for any strategy u be a scalar 

function of the rate allocation, x( n), the channel parameters, a( n), and the control u. The 

system operating cost is the sum of the costs of achieving the prescribed average rate and 

of the energy-related costs. We assume that the energy-related costs are a non-decreasing 

function of Pm(n)j Rm(n), for each terminal m, where Pm(n) is the transmission power. The 

costs of achieving the prescribed average rate are obtained as follows. As in the original 
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problem, we require that for each terminal m: 

1 N 

K L Rm(n) "2. P':n 
n=N-K+l 

Again, let pC;:)(N) denote the left-hand side, and let F(pC;:l(N), p:n) denote a function 

that relates the two si des of the equation. For example, we could have F(pC;:l(N), p:n) 

denotes an indicator function that tracks if the prescribed average-rate is not attained, 

such that 

Alternatively, we could have that F(pC;:) (N), p:n) is a non-decreasing function of the dif­

ference between the prescribed average-rate and the achieved average-rate, such that 

(K) * {f(P:n - p~Kl(N)), 
F(Pm (N), Pm) = 

0, a.w. 

Then we can consider a cost structure as follows: 

m m 

In the context of the optimization of the rate allocation policy u, the significant attribute 

of Cu (.) is the conditional average for all possible values of x, 

ëu(x) ~ EQ[cu(n)lx(n) = xl 

J cu,x(n)fa(o:)do: 

Next, we turn our attention to the transition probabilities. 

(4.25) 
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Transition probabilities for the quantized-rate approximate model 

The transition probabilities, Pxy (u), from state x to state y under control u, are developed 

from the evolution of x(·) as given in Equation (4.24). The randomness in the transition 

from x to y is a consequence of the randomness of the attenuation coefficient, a, and so 

we have that: 

Pxy(u) ~ J Pr{Y=Yo,Yl,···lx=xo,x}, ... ,u,a}fa(a)da 

J Pu(x, yla)dF(a) 

Pr{a : u(x, a) = Yo}. 

( 4.26) 

We can now proceed to solve the optimal rate allocation for this approximate model 

using DP techniques such as value iteration. However, we focus on the backlogs approximate 

model discussed in the following section. 

4.6 Backlogs approximate model 

The system state as defined above is a segment of the rate history and described by M K­

dimensional vectors. The approximation to be developed here leads to an alternative state 

definition requiring only M scalar integers. The idea is to attach a fictitious buffer to each 

terminal and to use the backlog in that buffer as an approximation to the rate history of 

that terminal. 

l 
Fig. 4.3 Schematic diagram of a buner 

Important, The backlog model is praposed here as a computational device by which rea­

sonable contraIs may be derived for the original rate allocation prablem. We will show 
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among other things (Section 4.6.1) that the appropriate input rate to the fictitious buffers 

is exactly the target average rate that appears in the quality of service specification. The 

input rate ta the buffers is thus constant even though the actual source transmission rates 

in the original model are not. 

As depicted in Figure 4.3, the m-th buffer is characterized by its length Bm and its fixed, 

constant input rate, Tm, that is equivalent to the target average-rate requirement. How these 

values are selected we take up later by referring to the original problem. The associated 

depletion rate Hm is time varying and state dependent. The vector R ~ (Ri,' .. ,RM ) is 

the control we wish to optimize. In systems where the vectors Rand Pare related by the 

SIR constraint in closed form fashion, such as the SIR model (Equation (3.7)), P is an 

equivalent control variable. 

As before, time is assumed to evolve in consecutive, non-overlapping frames of constant 

length. The time scaIe is chosen 80 that the frame length is unit y; the integer-valued time 

instants accordingly coincide with frame boundaries. The depletion rates Rm,and the 

parameters of the M channels between terminaIs and satellite, are assumed constant over 

the course of a single frame. 

The dynamics of the system are described by a number of discrete-time random pro­

cesses: 

1. State pro cesses {xm(n)}n, m = 1, ... , M, where xm(n) stands for the backlog in 

buffer m at time Î t (the start of frame n). 

2. Channel pro cesses {am(n)}n, m = 1, ... ,M, where am(n) is the (assumed constant) 

attenuation coefficient in channel m during frame n. 

3. Control variables Rm(n), m = 1, ... ,.AI, for aH n, where Rm(n) specifies the rate (in 

bits per frame) at which terminal m transmits in frame n. 

Note that the am and Rm are assumed constant in each frame. On the other hand, the 

variables X m (n) are the samples at frame boundaries of backlog pro cesses that do vary over 

the course of a frame. 

In Section 4.6.1, we show how terminal backlogs are representative ofthe rate history of 

the terminal. Following this, we discuss the formulation of the access control problem for 

the backlogs approximate model, including definition of the cost structure and transition 
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probabilities. Results of the performance evaluation of the resulting access control are 

presented. 

4.6.1 Equivalence between original model and backlogs approximate model 

We show how the original model and the backlogs approximate model are related. 

The terminal m backlog at the end of frame n is given by 

(4.27) 

where Am(s, n) is the traffic applied in intervals [3, n]- or time [Ts , Tn+1 ) - and Dm(s, n) 

is the traffic drained in [3, n]: 

n 

Dm(s, n) ô. L Rm(u).6.T 
u=s 

u=s 

where .6.T is the length of a unit time interval. Overfiow is avoided by maintaining xm(n) :::; 

Bm; that is by ensuring that 

or 
n 

L bm(u) > (n - s + l)Bmo - Bm, for aH m, n, s :::; n, 
u=s 

ô. 
where Bmo = rm .6.T. 

This condition can be rewritten in the form 

for an n, k, m. ( 4.28) 
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This is to be compared with Equation (4.11), which for convenience is reproduced here in 

the form 
1 N 

K :I: bm(n) 2 P":n, for all n, m. 
n=N-K+l 

( 4.29) 

Note that Equation (4.29) holds for a particular K, unlike Equation (4.28) that holds 

for all k. Bm is K frames of data (applied at rate Tm) scaled by a factor (3 to be chosen. 

We want to choose (3 so that Equation (4.29) approximates Equation (4.28). In terms of 

(3, Equation (4.28) becomes 

1 N ( (3K) k :I: bm (n) 2 Brno 1 - k . 
n=N-k+l 

(4.30) 

The inequality has teeth only when k > (3K. If (3 2 1, then Equation (4.30) is certainly 

satisfied for k = K. The two parameters Tm and (3 can be varied in attempting to bridge the 

gap between Equation (4.28) and Equation (4.29). In our numerical studies the approach 

was to take T rn = p:n and (3 = 1, selecting a rate allocation policy in the approximate model 

so as to control the probability of buffer overfiow. 

In the sequel we describe the access control problem for the backlogs approximate model. 

4.6.2 Rate allocation problem formulation 

We detail the rate allocation problem formulation for the backlogs approximate model. We 
.6. have asserted that the vector pro cess x = (Xl, ... , X M) forms astate process, and thus, 

in particular, that x(·) has Markovian statistics. This assertion will be validated by the 

definition of the model's cost structure c and by the following restrictions on the channel 

parameters a and control variables R 

® For each m, the variables am(n), n = 0,1,2, ... , are iid. 

® For each m and n, Rm(n) is a function of the M-vectors a(n), x(n), both of which 

are assumed known to the controller at the start of the frame. 

® The input rates Tm (bits per frame), the output rates Rm (bits per frame) and the 



4 Access Rate Scheduling 107 

buffer capacities Bm (bits) are aH integer-valued. This, for computational conve­

nience. 

The randomness in the evolution of x(·) is due exclusively to the randomness in the depletion 

rates Rm, which in turn is a consequence of the randomness in the a process - just as 

it is for the original rate allocation problem. It is thus a, and only a, that is the source 

of randomness in the system. Hence, we can think of the access-rate control problem as a 

computation which accepts the statistics of a as input, and pro duces policies Ul, ... , UM 

as output, policy Um being the function which relates x(·), a(·) to Rm 

Rm(n) = um(x(n), a(n)), n = 0,1,2, .... 

The solution to the access control problem is a vector U = (Ul' ... , UM) of policies Um , one 

for each terminal. Our objective is to determine the optimal u. 

The evolution of the backlog process, x(·), is described by the following recursion. Define 

m = 1, ... , M and n = 0, 1,2, ... , 

where tlT = 1 is the frame length. Then 

(4.31 ) 

In particular, given x(n) = x and strategy u, it follows that x(n + 1) = Y if and only if for 

each m 

Ym = ° ( 4.32) 
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Equation (4.32) provides the basis for computing the transition probabilities in x(·) 

associated with a particular strategy u(·). To complete the formulation of the optimization 

problem, we have to specify these transition probabilities and the cost structure. 

4.6.3 Cost structure for the backlogs model 

For any strategy u subject to the restrictions described in Equation (4.32), the cost cu(n) 

of operating the system over the n-th frame should be a scalar fun ct ion of the backlogs 

{xm(n)}m, the channel parameters {am(n)}m and u. For example, we can have that cu(n) 

is the total volume of data lost to overflow during the n-th frame, that is, 

m 

Alternatively, we can have that cu(-) is defined as ab ove , in terms of components cu,m(n), 

except that now cu,m (n) is defined by 

LI. {1 cu,m(n) = 0 
otherwise. 

In this case, cu(n) lS a measure of the probability of overflow during the n-th frame. 

In the context of the optimization of u, the only attribute of Cu (.) that actually matters 

is the conditional average 

for aH possible values x of the backlog vector x(n). Observe that the expectation here lS 

with respect to the distribution of a(n), which by assumption is independent of n. 

4.6.4 Transition probabilities for the backlogs model 

For the backlogs approximate model, the transition probabilities, Pij (u), from state i to 

state j under control u, are developed from the conditions given in Equation (4.32). For 
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each buffer m, we have that: 

which is the probability that the backlog at the start of the next frame lS j, given that the 

backlog at the start of the present frame is i and that policy u prevails there. The relations 

recorded in Equation (4.32), one such set for each m, are both necessary and sufficient in 

order that x(t + 1) = j when x(t) = i. It follows that Pij(U) is just the probability (relative 

to the distribution of a(n)) that Equation (4.32) holds for aH m. In symbols, 

Pij(U) = Pr{Al n··· n AM}, 

where Pr refers to the distribution of a and Am (depending on the vector x and coordinate 

Ym) is the set of values for a(n) that satisfy Equation (4.32). 

What is the probability of buffer overfiow? The cost structure for the backlogs model 

will steer the system so as to minimize the frequency of buffer overfiow. For buffer m, let 

Lm(n) denote the backlog that is in excess of Bm at interval n, then: 

rm > Rm(n) 

where u+ ~ max{O, .}. The probability of buffer overfiow, POf(U), is then given by: 

Por(U) = P[Lm(n) = l, l > 0] = ,6. {P[Llm(n) = Bm - xm{n) + ll, Tm > Rm(n) 

, 0, otherwise. 
( 4.33) 

Figure 4.4 is a schematic diagram of the backlog process. The transition probabilities 

Pij (u) and overfiow probabilities, Pof (u), are both functions of only the Cl: process. 

Armed with the cost structure and transition probabilities, we can now proceed to solve 

the optimal rate allocation problem using dynamic programming. 
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Pof 

···9 
No overflow region 

Fig. 4.4 Schematic diagram of system with buffer overfiow scenario 

4.6.5 Dynamic programming formulation for the backlogs model 

Once again, we have an optimization problem that can be solved using dynamic program­

ming techniques. In this case, the strategy u is to be constructed so as to minimize the 

steady-state average rate, expressed, say, in dollars per frame, at which cost accrues in 

the operation of the system. The steady-state in question is that of the backlog pro cess 

x(·), which under the assumptions given above is a Markov chain. If we write 'lfu for the 

steady-state distribution of x(·) under u, then the objective function is in fact 

(4.34) 
x 

where X denotes a random variable whose distribution is identified in '!ru, the subscript 

attached to the expectation operator. 

It should be noted tbat there are two (nested) averaging operations involved in evalu­

ation of the steady-state average cost rate: one with respect to the am's, used to produce 

ëu(x), and the other with respect to 'lfu. At each step n, the controller observes x(n), is 

informed of a(n), combines both to construct Rm(n) (from which point, till the end of that 

frame, there is no further randomness) and then subsides till (n + 1). The distribution 'lfu 

is determined by the transition probabilities Pij (u) described above. 

The DP formulation of the optimization problem is slightly complicated by the fact that 

the policies u are functions of a as weB as of x. One could have incorporated a into the 

state description, creating an augmented state variable x(n) Û (x(n), a(n)); the individu al 

actions available to the controller in each state x = (x; a) would then have been ordinary 

real numbers u(x) ~ u(x, ex). The path we chose instead, in which x(·) alone defines the 

state, is made possible by our assumption that a(·) is memoryless from frame to frame. 

It entails that the action taken in each state x is in fact a whole function - the function 
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u(x, .) of a. There is thus a tradeoff between the dimensionality of the state-space and the 

dimensionality of the action space: the smaller the one, the bigger the other. 

The decision to go with the smaller state space (and larger action space) was motivated 

by consideration of the policy-iteration DP algorithm, which is one approach to the solution 

of our optimal control problem. Each iteration has two parts: one part solves a system of 

simultaneous linear equations to obtain an approximation to the differential value (cost) 

function, while the other effects a minimization over the action space. The number of linear 

equations in question is equal to the dimensionality of the state space, meaning that the 

complexity of the solution step is polynomial in that parameter. The minimization step is 

easier. The optimization of u(x, .) can be done separately for each value of the argument 

a, so that complexity in the worst case is merely linear in the number of levels to which a 

is quantized for purposes of computation. 

Applying dynamic programming techniques with discount parameter, li, we obtain the 

optimal value function for each state x E X (the state space) and aH a (am E [0,1]) as 

Vn(x) min [CU(X,:)(X) + li L pu(x,:) (x, Y)Vn- 1(y)] u(x,:) 
yES 

- mi~ [ t cu(x,o:) (x)dF(a) + li L t pu(x,o:) (x, Y)Vn-1(Y)dF(a)] (4.35) 
u(x,.) Jo Jo 

yES 

min t dF(a) [CU(X,O:) (x) + li L pu(x,o:) (x, Y)Vn-1(y)]. 
u(x,:) Jo 

yES 

The fact that the a are iid entails that the state is defined by only x. Consequently, as 

noted ab ove , the optimization can be conducted as a set of independent scalar minimiza­

tions - one for each (x, a) pair separately instead of conducting a vector optimization as 

a function over an a, (x, :). Hence, we can rewrite Equation (4.35) as 

t f(a)da min [cu(x,a)(x) + li L pu(x,o:) (x, Y)Vn-1(Y)j- . Jo u(x,a) 
yES 

Moreover, from the buffer evolution conditions (Equation (4.32)), for any given u and 
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x, there is only one possible value of y. Renee, for each (x, a), we obtain the following 

simplified minimization step: 

min {[cRlx, a, R] + vVn-1(x + ro - R)} . 
R 

If we consider the a-space to be quantized and suppose that there are q values of a, we 

then obtain the optimal value function as 

q 

Vn(x) = L Fa(i) mÀn {[cRlx, ai, R] + vVn- 1(x + ro - R)} . (4.36) 
i=l 

While we have made approximations to the original access rate scheduling problem in 

order to scale down the solution complexity, nevertheless, we are still able to gain insight 

into the structure of optimal rate allocations for the time-elastic access-control problem. 

Such insight can be used, for example, in the design of other approximation or heuristic 

policies in order to yield sub-optimal or near optimal solutions for the original problem. 

4.7 Optimal rate allocation policy (Backlogs approximate model) 

In this section, we develop an optimal rate allocation policy for the backlogs approximate 

model. We apply the cost structure, transition probabilities and dynamic programming 

formulation discussed above. Using the policies obtained, we evaluate the steady state 

performance of a long-horizon policy relative to that of a short-horizon policy. 

Consider a 2-user system, each with a buffer of finite size B and constant input rate 

ro. The buffer output rate is governed by the system control u, given the system state 

and channel conditions. For each user m, X m = {a, 1,2, ... , B}, and similarly the control, 

Um = {a, 1, 2, ... , B}. Figure 4.5 depicts the 2-user system. 

The system control is such that R(n) ~ (Rl(n), R2(n)) = u(x(n), a(n)), subject to 

P(R(n), a(n)) :::; Pmax , the maximum transmission power. The attenuation coefficient, a, 

are assumed iid. We further assume that at the beginning of each frame n, the attenuation 

coefficient am (n) and the state X m (n) for each user m is known. Because the system state 
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ro 

ro 

Fig. 4.5 Two-user backlogs approximate model 

is defined only in terms of the buffer backlogs, the control taken at each state x is in fact 

a function u(x,·) of a. For each user m (see Equation (4.32)) we have that 

The objective is to minimize the steady-state average rate at which cost accrues in 

the operation of the system. The system cost, eu(x), comprises a weighted combination 

of the buffer cost Bc(x, a, u) (the cost of buffer overfiow events or of the data lost) and 

a power cost Pc(x, a, u). The power cost refiects our interest in controlling the long-run 

average energy per bit, and is defined as the total power required by both users. Our rate 

allocation objective is then 

min [(1 - a)Bc(x, a, u) + aPc(x, a, u)l, 
u 

( 4.37) 

where a is a tradeofj coefficient and is a design parameter. 

Using well-known results, as shown in Section 4.4.3, we can obtain the average-cost 

optimal solution as a special case of the solution to the v-discounted cost problem via the 

following approximation: 

( 4.38) 

Note that here the necessary and sufficient conditions to ensure the existence of the average 

long-run cost are (1) a uniformly bounded cost function, c(xn, un), for an n, and (2) a 

discount factor, v -+ 1. In this work, the state and control spaces are both finite, we take 

v -+ 1, and, for an n, the one-stage cost, c(xn' un) ~ f(B, Pmax , a) < 00 - where B is the 
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buffer size and P max is the maximum transmission power. At each iteration, we optimize 

the following (Equation (4.36)): 

q 

Jn(i) = L Fa(i) mAn {[cRlx, ai, R] + vJn-1(i + ro - R)}, Vi E X. 
i=l 

In the sequel we present the structure of the optimal access control policy. 

4.7.1 Structure of the optimal policy 

From the buffer evolution conditions in Equation (4.32), we can make sorne observations 

about the structure of the optimal policy. For instance, in the case of Ym = 0, we can 

assert that the optimal control is um(x, a(n)) = X m +rm . This is because any other feasible 

choice makes no difference to the system state - it will remain at Ym = O. Further, larger 

values of um(x, a(n)) would result in increasing interference within the system due to the 

associated increase in power required to support the rate allocation. 

More generally, let us consider the performance of longer-horizon policies and a short­

horizon policy in a system with time-varying channel conditions. Here, a longer-horizon 

policy is one that selects a control based on its cost implications on both the current and 

subsequent states while a short-horizon policy selects a control based on its impact on the 

current state only. 

In the following subsections we present the one-stage (short-horizon) and optimal (long­

horizon) controls for a simple 2-user network. Each user has buffer size B = 4 and an input 

rate ro = 4 units. A binary-valued channel is considered, where the attenuation coefficient 

for a good channel is 0.8 and the coefficient for a bad channel is 0.3. We consider a 

co st tradeoff coefficient (Equation (4.37)) between the buffer costs and power costs of OA. 

From the controls obtained we observe that, given current channel conditions, the one­

stage control will only try to transmit as much data as needed to prevent buffer overftow. 

Conversely, in view of the uncertainty of future channel conditions, the optimal policy will 

try to transmit as mu ch data as is feasible. 
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One-stage control 

One-stage or short-horizon control is based on information about the current state only, 

independent of the impact such a choice makes on the subsequent states in the process. 

Table 4.1 shows the one-stage control for the case of X m = {a, 1,2,3, 4} and am = 
{D.3,0.S}. The buffer cost applied is that of buffer overflow, 

C(Xn , un) = L I{xm(n)+ro-Rm(n»B} , 
m 

where 10 is the indicator function. 

It is observed that the control policy is such that the buffer is maintained at full capacity, 

B, for aU combinations of states and channel conditions. We see that for each (x, a), the 

output rate is at most equivalent to the buffer state, x, regardless of the prevailing channel 

conditions. That is, the system will exp end only as much feasible power as is required to 

minimize buffer overflow at the current state. 

Optimal control 

In contrast to one-stage control, optimal (long-horizon) control is based on the current 

state and the impact any selected control would have on subsequent states. 

Table 4.2 shows the selected control for the optimal policy. In contrast to the results 

obtained for short-horizon control, we observe that the optimal control seeks to transmit 

more than simply the current backlog, x. For example, consider the situation for buffer 

states 1-5. Except for the high-attenuation case of a = (0.3,0.3), at least one user gets to 

transmit the equivalent of aH incoming data to the user, ro = 4, regardless of the user's 

buffer state, x. Secondly, WB observe that transmission is weighted in favor ofthe user with 

a good channel (higher Œ). Again looking at states 1-5, we see that the user with Œm = 0.8, 

that in the myopie case had not transmitted, is now permitted to transmit and at full rate 

(ro = 4, in this case). 

At the beginning of this section on a structure for the optimal policy, we had asserted 

an optimal policy for the case of xm(n + 1) = Ym = 0 for each user m, where from the 

buffer evolution conditions we had that 

(Ym = 0). 
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Table 4.1 One-stage control for given x and Œ ( (J = 0.4) 

Buffer state Œ 

(X) (0.3,0.3) (0.3,O.8) (0.8,0.3) (0.8,O.8) 
1 (0,0) (0,0) (0,0) (0,0) (0,0) 
2 (0,1) (0,1) (0,1) (0,1) (0,1) 
3 (O,2) (0,2) (0,2) (0,2) (0,2) 
4 (0,3) (0,3) (0,3) (0,3) (0,3) 
5 (0,4) (0,4) (0,4) (0,4) (0,4) 
6 (1,0) (l,O) (1,0) (1,0) (1,0) 
7 (1,1) (1,1) (1,1) (1,1) (1,1) 
8 (1,2) (1,2) (1,2) (1,2) (1,2) 
9 (1,3) (1,3) (1,3) (1,3) (1,3) 
10 (1,4) (1,0) (1,4) (1,0) (1,4) 
11 (2,0) (2,0) (2,0) (2,0) (2,0) 
12 (2,1) (2,1) (2,1) (2,1) (2,1) 
13 (2,2) (2,2) (2,2) (2,2) (2,2) 
14 (2,3) (2,0) (2,3) (2,3) (2,3) 
15 (2,4) (2,0) (2,4) (2,0) (2,4) 
16 (3,0) (3,0) (3,0) (3,0) (3,0) 
17 (3,1) (3,1) (3,1) (3,1 ) (3,1 ) 
18 (3,2) (0,2) (3,2) (3,2) (3,2) 
19 (3,3) (0,3) (0,3) (3,0) (3,3) 
20 (3,4) (3,0) (0,4) (3,0) (3,4) 
21 (4,0) (4,0) (4,0) (4,0) (4,0) 
22 (4,1) (0,1) (0,1) ( 4,1) (4,1) 
23 (4,2) (0,2) (0,2) (4,2) ( 4,2) 
24 (4,3) (0,3) (0,3) (4,0) (4,3) 
25 (4,4) (0,4) (0,4) (4,0) (4,4) 
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Table 4.2 Optimal (long-horizon) control for given x and 0: (Cl = 0.4) 

Buffer state 0: 

(X) (0.3,0.3) (0.3,0.8) (0.8,0.3) (0.8,0.8) 
1 (0,0) (0,4) (0,4) (4,0) (4,4) 
2 (0,1) (0,1) (0,4) (4,1) (4,1) 
3 (0,2) (0,2) (0,4) (4,2) (4,2) 
4 (0,3) (0,3) (0,4) (4,0) (4,3) 
5 (0,4) (0,4) (0,4) (4,0) (4,4) 
6 (1,0) (1,0) (1,4) (4,0) (1,4) 
7 (1,1) (1,1) (1,4) ( 4,1) (1,4) 
8 (1,2) (1,2) (1,4) (4,2) (4,2) 
9 (1,3) (1,3) (1,3) (4,0) (4,3) 
10 (1,4) (1,0) (1,4) (4,0) (1,4) 
11 (2,0) (2,0) (2,4) (4,0) (2,4) 
12 (2,1 ) (2,1) (2,4) (4,1) (2,4) 
13 (2,2) (2,2) (2,2) (2,2) (4,2) 
14 (2,3) (2,0) (2,3) (4,0) (2,3) 
15 (2,4) (2,0) (2,4) (4,0) (2,4) 
16 (3,0) (3,0) (0,4) (4,0) (3,4) 
17 (3,1) (3,1) (0,4) (3,1) (3,4) 
18 (3,2) (0,2) (0,4) (3,2) (3,2) 
19 (3,3) (0,3) (0,4) (4,0) (3,3) 
20 (3,4) (3,0) (0,4) (4,0) (3,4) 
21 (4,0) (4,0) (0,4) (4,0) (4,4) 
22 (4,1) (0,1) (0,4) (4,1) (4,1 ) 
23 (4,2) (0,2) (0,4) (4,2) (4,2) 
24 (4,3) (0,3) (0,4) (4,0) (4,3) 
25 (4,4) (0,4) (0,4) (4,0) (4,4) 
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The assertion was that the optimal policy should be, um(x, a(n)) = Xm + Tm. What 

is the prevailing situation? Table 4.3 and Table 4.4 show the selected controIs for two 

different buffer sizes, B E {4,6}, and two different tradeoffcoefficients, (J E {0.2,0.4}. 

Note that the premium on power costs increases with increasing (J. The [al'" a4J are 

[(0.3,0.3) (0.3,0.8) (0.8,0.3) (0.8,0.8)], respectively. lndeed, given input rate, Ta = 4, we 

note that the highest output rate selected is equivalent to 4 units for buffer state xm = 0 

and equivalent to 5 units for buffer state X m = 1. This holds true even for the case of B = 6 

where output rates greater than 5 units are possible. 

Table 4.3 Selected contraIs for states (0,0) and (0,1) for (J = 0.2 

Buffer Buffer One-stage control Optimal control 
size, B state, x al a2 a3 a4 al a2 a3 a4 

4 (0,0) (0,0) (0,0) (0,0) (0,0) (3,4) (3,4) (4,3) (4,4) 
(0,1) (0,1) (0,1) (0,1) (0,1) (3,4) (3,4) (4,3) (4,4) 

6 (0,0) (0,0) (0,0) (0,0) (0,0) (0,4) (0,4) (4,0) (2,4) 
(0,1 ) (0,0) (0,0) (0,0) (0,0) (0,5) (0,5) (4,1) (2,5) 

Table 4.4 Selected contraIs for states (0,0) and (0,1) for (J = 0.4 

Buffer Buffer One-stage control Optimal control 
size, B state, x al a2 a3 a4 al a2 a3 a4 

4 (0,0) (0,0) (0,0) (0,0) (0,0) (0,4) (0,4) (4,0) (4,4) 
(0,1) (0,1 ) (0,1) (0,1) (0,1) (0,1) (0,4) (4,1) (4,1) 

6 (0,0) (0,0) (0,0) (0,0) (0,0) (0,2) (0,4) (4,0) (2,4) 
(0,1) (0,0) (0,0) (0,0) (0,0) (0,3) (0,5) (4,0) (2,5) 

We conclu de the discussion on an optimal rate allocation policy for the 2-user backlogs 

model by evaluating the steady state performance of the optimal policy relative to the 

one-stage policy and by comparing the the long-run average system performance due to 

the optimal policy to that obtained for the K = 1, 00 cases in Section 4.3. 
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4.7.2 Steady-state performance of one-stage and optimal policies 

We compare the steady-state performance of an optimal access-control policy to a one­

stage (short-horizon) policy. For buffer size, B, in the range 4 - 9, attenuation coefficient, 

0: E {0.2, OA, 0.6, 0.8, 1}, and tradeoff coefficient, 0', in the range 0.1 - 0.8, we generate an 

optimal control table similar to Table 4.2. Again, the one-stage cost function is given by 

(1 - a)Bc + ClPC1 where Be denotes the buffer cost, in this case taken as the probability of 

buffer overfiow, and Pc is the total power requirement. We then obtain the steady-state 

average-cost, il = I:7r{u)(x)Vu*(x), where V:(x) is the optimal cost and 7r(u)(x) is the 

steady state distribution of the buffer states, x EX, given control u, Cl and B. 
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Fig. 4.6 Average operating cost versus tradeoff coefficient, Cf, for B = 
4, ... ,9 and for the short-horizon case K = 1 

Figure 4.6 presents the average system operating cost for the various combinations 

of buffer size, B, and tradeoff coefficient, Cf. We note that the one-stage horizon result is 

independent of Band only varies with 0'. Secondly, we note that, for both the short-horizon 
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and optimal cases, a higher cost is associated with the mid-range tradeoff coefficients. This 

is because here neither the premium on the power or buffer costs dominates. On the extreme 

ends of the CT-scaie, on the low-end, the buffer costs are minimized or eliminated at the 

expense of power costs and the converse is true at the high-end scale of CT. Nevertheless, 

the optimal cost decreases with increasing buffer size, B. 

Based on the optimal cost values, we can then obtain the achievable region for power 

requirements versus buffer overfiow as shown in Figure 4.7. For each buffer size, B, each 

point on the curve is a tangent of the line (P;(CT), B~(CT)) for a given tradeoff coefficient, 

CT. We observe that the power required to achieve a given probability of buffer overfiow 

decreases with increasing buffer size B. In the case of B = 20, only at the extreme high 

tradeoff coefficients (premium on power) is the probability of buffer overfiow greater than 

O. Even then, it is less than 0.05 and so barely registers in Figure 4.7. 

lr-----~----~----~----~====~ 

0.9 
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~0.5 
E: 
Q.) 

~ 0.4 

0.2 0.4 0.6 
Probability of buffer overflow 
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Fig. 4.1 A verage power versus probability of buffer overflow for B = 4, ... ,9 

In summary, time-eiastic control (enabled by increasing buffer size) minimizes the 

steady-state average rate at which cost accrues in the operation of the system. In the fo1-
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lowing section, we compare the long-mn average performance to that obtained for K = l 

and K = 00 with enforced idleness. 

4.7.3 Long-run average system performance for optimal policy 

We compare the performance of the optimal access-control scheme with that of the two 

benchmark cases considered in Section 4.3, that is, K = 1 and K = 00. For a system with 

prescribed average-rate requirement of rand equivalent buffer length, K, at each interval, 

the rate per terminal is r for K = 1 whereas for K = 00 it is M r for the single user that 

is permitted to transmit. 

We consider the performance of the access-control policy over N = 104 time frames for 

2 users with constant input rate, ro = 4. The users experience channels with homogeneous 

Rayleigh distribution, and for each user the attenuation coefficient, a, is iid from frame to 

frame. We apply the following long-mn performance measures: 

1 N M 

@ long-mn average total power: N I:: I:: Pm(n) 
n=l m=l 

1 N M 

@ long-run average total throughput: NI:: I:: Rm(n) 
n=l m=l 

@ long-run average energy per bit: 

N 

@ probability of buIrer overflow: ~ I:: I{x(n)+ro-R(n»B} 

n=l 

The long-run average power and throughput per user are obtained by dividing the average 

total measures above by the number of users, M. 

Figure 4.8(a) presents the long-mn average power versus throughput per user. We 

observe that at lower throughput values there is no clear benefit of varying the buIrer sizes 

among B = 4,6,9,20. However, beyond a throughput value of O.5ra, we clearly note a 

higher power requirement with decreasing buffer size. We also note that for B = 4 a 

throughput value wellless than the input rate, ra = 4, is the maximum achievable. Finally, 
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we observe that the performance of the access-control scheme approaches that of K = 00 

with increasing B. 

In Figure 4.8(b), we observe a similar pattern is obtained as in steady state case (Fig­

ure 4.7) for the average user power versus the probability of buffer overfiow - the smaller 

the buffer size, the larger the transmission power required to achieve a given constraint on 

probability of buffer overfiow. However in Figure 4.8(b) we have (i) a significant distinction 

of the higher power requirement for B = 4, (ii) a readily observable probability of buffer 

overfiow for B = 20 - even though still markedly sm aller than that for the other buffer 

sizes, and (iii) at best, the probability of buffer overfiow for B = 4 is 0.2 and, conversely, 

at worst that for B = 20 is 0.05. 

In Figure 4.9, we display the performance with varying tradeoff coefficient, (J. We focus 

on the region a E [0.1,0.7] which, in Figure 4.6, has a similar cost variation for the buffer 

sizes, B = 4,6,9. In Figure 4.9(a), in general, we have that below about (J = 0.1, the 

larger the buffer size, the lower the power requirement. This trend is reversed beyond 

a = 0.1. As a increases, so does the premium on power costs. With increasing buffer size 

and hence a reduced buffer cost contribution, the higher the B the better able the system 

is to maintain a greater than zero throughput without excessive overall system costs. With 

low B, probability of buffer overfiow is high and so the overall system costs are reduced by 

reducing the power costs since a buffer overfiow is likely to occur anyway. In Figure 4.9(b), 

we observe that for buffer sizes, BI > B2' the long run average throughput R(Bd 2: R(B2) 

for all Bl' B2 E {4, 6, 9, 20}. We also see evidence of similar behavior between B = 20 and 

the infinite buffer case for (J :S 0.5 - in this case, B = 20 maintains a long-run average 

throughput of 7'0. 

In summary, the performance of the optimal access-control approaches that of the op­

timal K = 00 as the buffer size, B, increases. Significant similarity in performance is 

obtained here in the case of B = 20. Furthermore, a comparison of Figure 4.8(a) and 

Figure 4.8(b) reveals that while the K = 1 scenario does entail a much higher power re­

quirement than any of the access-control options, together with the K = 00 scenario, it 

does not suffer any loss of data. Note that if the buffer size is obtained as a measure of 

the user delay tolerance, then the probability of buffer overfiow results are indicative of the 

probability that the user delay bounds will be violated. 



4 Access Rate Scheduling 123 

3 
~B=4 
-e-B=6 

2.5 
-B- B =9 
-8:- B = 20 
-t.. K=l * . __ K=oo 

2 ... 
'* Il) 

~ 
0 
0.. 

~ 1.5 
o:j * .... 
Il) 
> 
-< :ti 

* 
0.5 .i:f' 

$r' .-.-

0 0.5 1.5 2 2.5 3 3.5 4 
Average Throughput 

(a) Average power versus throughput per user 

1.2 
~ B=4 
-e-B=6 
-El- B=9 
-8:- B = 20 

0.2 0.4 0.6 0.8 
ProbabHity of buffer overflow 

(b) Average power versus probability of buffer overflow 
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4.8 Applying lessons learned: Rate allocation policy for original 

Markov model 

In the preceding sections, we used a queueing model to build a Markovian approxima­

tion to the original rate allocation problem. We now apply the controis derived from the 

approximate model to the original problem. 

Consider the two-user case, where the system state is a function of the rate history (as 

described in Section 4.4). Each user is considered to have a fictitious buffer that tracks the 

backlog resulting from the difference between the traffic applied (taken as ro = p* at each 

frame) and the traffic drained from the buffer over a rate averaging window, K. As before, 

the random attenuation coefficients for the two users are iid Rayleigh from frame to frame 

and independent from user to user. 

The performance evaluation is by simulation. At the beginning of the simulation, the 

fictitious buffers are empty. In each time frame, the rate control is selected (using results 

of Section 4.7.2 and including the case of B = 20) according to the buffer backlogs and 

the values of the attenuation coefficients. Figure 4.10 presents the simulation results for 

the two-user system run for N = 104 time frames. Each user had an average-rate target 

p* = 4. We observe that the power required to achieve a given average rate diminishes with 

increasing length of the averaging window, the trend here similar to what was observed for 

the backlogs model in Figure 4.8(a). 

4.9 Concluding Remarks 

In this chapter, we have developed an optimal rate allocation that exploits the difference in 

timescale between the user QoS requirements and the network operation. \Vhile we have 

considered a simple case of a 2-user network, the results obtained do highlight the case for 

time-elastic access rate scheduling in terms of minimizing the cost of operation for a system 

supporting delay-tolerant users. 

In the previous chapter, we observed that adaptive beam configuration expands the 

achievable rate region attainable via a uniform beam configuration. From this chapter, we 

conclude that given a beam configuration, the cost of operation is diminished by suit able 

time-elastic rate scheduling. In the following chapter, we investigate heuristic and optimal 
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solutions for the general M-user system based on the results obtained in this chapter. 
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Access Rate Scheduling: Multi .... user 

Scenario 

5.1 Introduction 
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The rate control obtained in Chapter 4 addresses the simple case of a 2-terminal network. 

This network was in fact an approximation made so that we couId gain insights into the 

characteristics of the optimal rate allocation policy for a system with M terminaIs. We 

now focus attention on the general case of M terminaIs. As before, there is an average­

rate constraint, where the averaging is over a window of fini te prescribed length. We are 

interested in the impact of rate scheduling on the energy per bit required to meet the SIR 

targets. We use the queueing (backIogs) model to compute the controIs. 

While dynamic programming techniques do yield an optimal solution, the complexity 

involved - due to increasing state space - makes such techniques an unattractive choice 

when M > 2. Note that a reduction in state space is possible wh en the terminal popu­

lation is homogeneous in terms of the target rate, r, the buffer size, B, the SIR target, 

i, and the distribution of the attenuation coefficient, a. We shall consider this special 

case in Section 5.3, where we develop an optimal access control modeI for homogeneous 

populations. 

In the general case, dynamic programming (DP) remains computationally intensive. 

Myopie strategies, while typically sub-optimaI, are usually easier to compute. An example 

of a myopie strategy is one that derives the power allocation such that, at each interval, the 
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throughput is maximized subject to prevailing channel conditions and SIR constraints [130, 

187]. It is shown that system throughput is maximized by allowing only one user in each 

time slot. It is also considered that, with time, poor channel conditions will clear and 

enable most users to transmit under good channel conditions. However, because of the 

myopic-based considerations, it is acknowledged that sorne users may suffer from fading as 

a few us ers may get high rates in consecutive time slots. To redress this, a variable time­

slot structure is considered and user transmission scheduled in terms of the time required 

to transmit a fixed size packet [187]. The user with the short est time transmits first and, 

again, it is considered likely that channel conditions would have improved by the time the 

last ranked user is scheduled to transmit. 

An alternative myopic-based technique is one that builds upon DP results from a sim­

plified network. Such a myopie strategy can result in near-optimal policies that require 

less intensive computation for a generalized network - and is the approach we consider. 

Works such as [67,69] take a similar approach in developing 'practical' joint rate and power 

allocation policies based on user backlogs. 

In the following section we present two myopic-based policies that are based on insights 

from the optimal rate allocation policy obtained in Chapter 4. 

5.2 IIeuristic multi-user rate allocation policies 

From the optimal rate allocation policy for an A1 = 2 network, we observe that higher 

output rates are allocated to terminals with larger backlog, X, and higher Q - see Table 4.2, 

for example. A myopic rate weighting that is a product of the buffer occupancy ratio and 

the channel conditions would support such a policy. We proceed to develop heuristic policies 

for a multi-user scenario that apply such a myopic-based rate weighting mechanism to guide 

the rate allocation strategy for the network. 

A rate weighting mechanism similar to the product weighting considered here is pre­

sented in [188] where a rate and power allocation policy is developed for a satellite downlink 

that transmits to !vI locations over time-varying channels. At each interval, the allocated 

rate is based on a concave rate-power allocation curve reflecting diminishing returns in 

transmission rate with increasing power. The power allocation policy has the dual objec­

tives to (a) provide more power to buffers with high data rates in arder to maximize the 

throughput, and (b) provide more power to buffers with large backlog in order to minimize 
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excessive backlogs. To achieve these objectives, while maximizing the system throughput 

at each interval, the allocation ls conducted as an optimization problem that seeks to max­

imize the product of the backlog and data rate for each buffer subject to constraints on 

the total power. It ls shown that this allocation policy is stable in terms of maxlmizing 

throughput and maintaining acceptable backlog levels even while the allocation considers 

only the current state information. 

We propose a rate weighting, ()m, for each user, m = 1, ... ,M, such that 

(5.1) 

where amax is the largest attenuation coefficient at a given time slot, Wl = In(M) and 

W2 = In(B). The idea is that the percentage of overall rate given to a particular terminal 

might reasonably depend on its value of a relative to the maximum of aH the a's and 

its value of backlog relative to worst possible backlog; the power law form selected gives 

particular emphasis to values of a and x that are near maximum. Because the values of M 

and B can potentially be quite large, Wl and W2 are chosen as natural log functions of M 

and B respectively since In(x) tends to infinity slower than any power of x, that ls, 

lim ln(x) = 0 
x---+oo xY , 

Vy > O. 

This allows the value of ()m to vary gradually with increasing M and B. Given the weighting, 

we obtain the rate allocations for each user, m, as 

Rm = ;R, e ~ L()m, (5.2) 
m 

where R Ïs a scalar quantity such that L Rm = R. "Vith this approach, the unknown 
m 

term ls a scalar quantity which should simplify the computation complexity. Based on the 

benchmark policies of K = 1 and K = 00 in Section 4.3, we shan consider that R::; Mro, 

where ro is the buffer input rate for each of the M buffers. 

In the sequel, we consider two algorithms that are based on this rate weighting scheme. 



5 Access Rate Scheduling: Multi-user Scenario 130 

5.2.1 Cost-based multi-user rate allocation 

In this scheme, the selection of R is so as to minimize the system operating cost in terms of 

buffer overflow and required transmission power. We apply a cost function similar to that 

used for the optimal rate allocation policy (in Section 4.7): 

rnjn ~.~)1 - a)I{xm+ro-amR>B)} + aPm(R), (5.3) 
m 

where 0 ::; R::; Mro, am ~ em/e and Pm(R) is the power required by terminal m. 

From Equation (5.3), we observe that power costs are decreased by reducing Rand 

buffer costs are eliminated when 

Summing both sides, we get 
M 

R~LXm-MB', 
m=l 

where B' = B - ro. As B increases, the required R decreases along with the power required. 

Given the channel conditions, one could then determine the minimum R so as to minimize 

the probability of buffer overfiow. This would be a fine scenario if channel conditions were 

time invariant. Since we are dealing with time-varying channels, the question is how to 

select a minimum R so as to "allow" for potential bad times ahead whereby the selected R 

lS a way of "buying insurance" for future scenarios. In the optimal case, the controls for 

each (x, a) are selected based on aH possible future scenarios. However, this is what makes 

the optimal control algorithm complex and time-consuming. 

Ideally, we would like that for each terminal m, we have Rm = X m + ra, where X m is 

the backlog for terminal m. Solving R(m) = min{Rmlam , Mro} for aH terminaIs will result 

in a set of [R(l) , ... ,R(M)] optimized for each terminal. Let V denote such a set. For each 

element j of V, we obtain the corresponding one-stage cost of operation as: 

M 

Cv(j) = L(l - a)I{xm+ro-Rm>B)} + aPml 
m=l 
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where for each terminal m, the rate and power allocation is given by: 

D . {R(j) +} 
1. Lm - mIn am l X m ra, 

The next step is to select a single system-wide R* from the set V. To obtain this, we select 

R* such that R* = arg min{ Cv}. Figure 5.1 presents a fiowchart of the cost-based multi-user 

rate allocation algorithm. 

Given current state at time n 

Obtain set V 

Select system-wide R 

Obtain rate and power 

allocation 

Is rate allocation 

feasible? 

~ Yes 

Permit transmission and 

wait till next interval 

No 

Fig. 5.1 Flowchart of the cost-based multi-user rate allocation algorithm 

Note that in a power constrained system, R* may not necessarily yield a feasible rate 

allocation where Pm ::::; Pmax, Vm. Hence, in such cases, an alternative feasible allocation 
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must be sought. One option could be to only permit transmission for the terminal with 
IJ. 

the largest, am. Let a max = max{ al, ... ,aM}, then: 

{

min { l,f PmaxCXm, X m + ro } , 
Rm= 

0, 

Based on Figure 5.1, an experiment was conducted for !VI = {5, 10, 15, 20, 25, 30} users 

and with varying buffer sizes, B = {4, 9, 20}. Each experiment was conducted over 104 

frames with W = 8 X 106
, SIR = 10 and ro = 4. Figure 5.2 compares the results obtained 

to the optimal K = 00 scenario. In general, the larger the number of users the smaller the 

average throughput. 
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Fig. 5.2 Cost-based algorithm: Long-mn average power versus average 
throughput per user for M = [5, 10, 15,20,25, 30J 
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From the figure we notice that even though the average power range remains consistent 

with that obtained in the M = 2 case (Figure 4.8(a)), the throughput is greatly limited 

for the small buffer sizes, B = 4,9. This implies that the algorithm is better suited for 

traffic with relatively long delay tolerances. Nevertheless, the gains of time-elastic control 

are clearly evident as we observe that use of a larger buffer size results in reduced power 

required for the same throughput. In the next section, we consider an alternative heuristic 

algorithm that seeks to enhance the throughput achieved with small buffer sizes. 

5.2.2 Sequential-selection multi-user rate allocation 

In this case, the desired operating cost is zero and users are selected in sequential manner 

as long as they do not result in an operating cost that exceeds zero. The {am}'s represent 

the priorities by which users are considered for transmission - for each terminal m, the 

higher the value of am, the higher the priority of the terminal. 

In addition, we amend the definition of the power cost so that instead of tracking the 

sum of powers required, we track the sum of power violations. The amended cost function 

is then given by: 

mln L(1 - cr)I{xm+ro-amR>B)} + crI{Pm(R»Pma",}' (5.4) 
m 

As a result of the amendment, the policy encourages transmission of more than sim ply what 

is needed to prevent overfiow - since power costs are incurred only when Pm(R) > Pmax. 

Figure 5.3 presents a fiowchart of the sequential-selection multi-user rate allocation 

algorithm which proceeds as follows. At each interval, the {am}'s are arranged in order of 

decreasing value. Let z = 1, ... , M denote the rankings. Beginning with the user, z = 1, we 

have that Rz=l = min{xz=l + ro, Mro}. If Pz=l 2: Pmax, no additional users are considered 

and the user z = 1 is allocated 

In the case that Pz=l < Pmax, transmission of additional users is considered - one 

addition al user at a time as long as the operating cost does not exceed zero. A primary 

difference with this algorithm 1S that the set V is compiled by considering the transmission 

permission of a single user at a time. For z 2: 2, as in Section 5.2.1, we have that R(z) = 
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Given current state at Ume n 

ls 

PZ=l < Pmax? 

Consider additional user 

Obtain set V, given Rz=l 

Select system-wide R 

Obtain rate and power 
allocation given Rz=l 

ls rate allocation 
feasible? 

~No 

Yes 

Permit transmission of accepted users and 

wait till next interval 

Accept user 

Fig. 5.3 Flowchart of the sequential-selection multi-user rate allocation al­
gorithm 
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min{Rz/az, Afro}, Rz = xz+ro. As each additional liser is considered, the cost of operation, 

Cv(z), is determined with Rz=l fixed as initially obtained. If Cv(z) i= 0, only lisers that 

had previously been permitted will get to transmit and no additional lisers are considered. 

Let z* denote the largest rank permitted to transmit, then R* = R(z"). 

Based on Figure 5.3, an experiment was conducted for M = {5, 10, 15,20,25, 30} users 

and with varying buffer sizes, B = {4, 9, 20}. Each experiment was conducted over 104 

frames with W = 8 X 106 , SIR = 10 and ro = 4. Figure 5.4 compares the results obtained 

to that for the optimal K = 00 scenario. Again, we note the inverse relationship between 

the energy required for transmission and the buffer size. 
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Fig. 5.4 Sequential-selection algorithm: Long-run average power versus av­
erage throughput per user for M = (5,10,15,20,25,30] 

From Figure 5.5, we note that the sequential-selection algorithm achieves an improve­

ment in throughput, particularly for small buffer sizes, such as B = 9. This improvement 

is at the cost of increased average power requirements. In the case of B = 20, the two 

algorithms have similar power requirements for average rates below 0.5ro. 
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Fig. 5.5 A comparison of long-run average power versus average throughput 
for the cost-based and the sequential-selection algorithms 
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5.3 Optimal access control model for homogeneous populations 

While the heuristic algorithms presented highlight the gains of time-elastic control, the 

optimality of the allocations remains in question. In this section we present the problem 

formulation for a revised dynamic programming model that is applicable in a generalized 

network when the source population is homogeneous. The computational savings, such as 

they are, fiow from the reduction in the size of the state space, which in turn is achieved 

by suppressing source identities in the definition of the state variable. The situation is 

most easily described wh en the channel state, described in each frame by the attenuation 

a, is binary-valued ("Good" or "Bad"). The goal is to find a manageable approach to the 

computation of optimal controis when the number M of sources exceeds two. 

Homogeneity of the source population means that the parameters B (buffer size) , ! (SIR 

target), Pmax (maximum power constraint) and ro (data generation rate) are the same for all 

M sources, and that the a's (one in each frame for each source) are iid from source to source 

and from frame to frame. As before, vector x = (Xl, ... , X M) represents the buffer backlogs 

at the start of a frame. Previously, we had used x, taking (B + l)M possible values, as the 

state variable. The idea now is to replace x in that raIe by the (empirical) distribution of 

x. The new state variable is the vector f..l = (f..lo, . .. ,f..lB), where f..lx (x = 0, ... , B) is the 

number of terminais with backlog x at the start of the frame: 

~ 
f..li = Card {m : Xm = x}. 

By definition, L~ f..lx = !v!. It follows that the number of possible p vectors, identical 

to the number of possible partitions of M objects into B + 1 cells, equals 

(
M + B) = (M + B) ... (M + 1) 

M Bl' 
(5.5) 

The size of the state space, previously exponential in M, is now polynomial in M. By way 

of example: when M = B = 5, there are 252 states in the new model, versus 7776 states 

in the old one. When M = 2 (the case already studied in detail), a buffer of size B = 15 

yields 256 states in the old modei and 135 states in the new one. The hope is that the 

redefinition of the state variable will bring more interesting values of M within reach of 
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computation, at least for modest values of B. 

Vector J-L represents the data carried forward from frame to frame in the continuaI 

revision of the rate allocation. Within each frame that allocation depends not only on J-L, 

but also on the way in which particular values of Cl: are associated with particular backlogs 

x. In the present setting, Cl: being binary-valued by assumption, that association can be 

represented by the vector À = (Ào, ... , ÀB ), where Àx (x = 0, ... , B) lS the number of good 

channels among the J-Lx channels at backlog x. 

The vector pair (J-L, À) provides the data in each frame from which the rate allocation 

is to be constructed. Write R for any such allocation. Where J-L, À are given, R (or R(J1.,>.)) 

is simply an M-vector of integers specifying the volume of data carried in that frame on 

each of the M channels; the indexing of the components of such R (an issue in that the 

correspondence between backlog and terminal identity is not carried in the state descriptor) 

is described below. In the absence of reference to specifie (J-L, À), R denotes a policy, a rule 

which attaches an integer-valued M-vector to aH possible combinations of J-L and À. The 

number of equations in the DP formalism equals the number, displayed in Equation (5.5), of 

possible values of J-L. Each such equation, corresponding to a particular value ofJ-L, includes 

a minimization over R that can be computationally onerous. We proceed to describe the 

situation in more detail. 

The DP Optimality Equations, relative to the revised definition of the state variable, 

have the form 

The minimization lS over policies R. The notation is otherwise standard: V(·) lS the 

optimal value function (now a function of J-L), f3 is the discount factor and CR is the one-step 

average cost, a function both of R and of J-L. The transition probabilities PR(J-L' 1 J-L) charac­

terize the Markovian evolution of J-L under policy R. Bearing in mind that the randomness 

in the system is due exclusively to À, we can reformulate the Optimality Equations so that 

the RHS averaging lS with respect to À rather than to J-L': 

V(J-L) = mjn LP(À 1 J-L) (CR(J-L, À) + f3V(J-L~(J-L, À))). 
À 
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vVe have used CR(f-L, À) for the one-step cost given R, f-L and À, and f-L~(f-L, À) to den ote the 

state which follows f-L under the combined influence of À and R. The conditional distribution 

of À given P lS independent of Rand sim ply described: 

@ The variables Ào, ... ,ÀB are statistically independent; 

@ The variable Àx (x = 0, ... ,B) has the BINOMIAL(px, f) distribution, where f is the 

probability that any particular channel is a good one. 

Notice that policy Rean be optimized separately for each (f-L, À) pair. It follows that 

the Optimality Equations can be recast one more time: 

V(p) = LP(À 1 p) mjn {CR(P, À) + ;JV(p~(p))}. (5.6) 
À 

This new DP formulation is distinguished from the previous one (Section 4.4) in two re­

spects: first, the minimization, previously over polieies R, is now over M-vectors, which 

are simpler; second, the argument of V(·) on the RHS l is independent of À. The R which 

achieves the minimum in Equation (5.6) lS the optimal R(p.,À)' 

Remark. The index À on the RHS of Equation (5.6) is a veetor of dimension B + 1. Its 

range, given p, has eardinality (Po + 1) ... (PB + 1). Binee L:x Px = M, the latter is bounded 

above by 

This follows direetly from 

( 
M )B+1 

1+-­
B+ 1 

Thus, for example, wh en M = 10, B = 4, the sum in the Optimality Equation for any 

p has at most 243 terms. For the same values of M and B there are 1001 possible states p. 

A single cycle of the Value Iteration Algorithm in that case thus includes at most 244,000 

lAn admitted abuse of notation: J.lk(J.l) denotes the state that ensues when M-vector R is applied in 
state J.l. 
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instances of the minimization step prescribed in the RHS of the Optimality Equations. 

It remains to describe the parameterization of R(/-L,>..). Assume, then, that p, À are fixed. 

The associated rate allocation, which for the moment we sim ply write R, suppressing the 

subscripts for convenience, is an M-vector. Inasmuch as source identities are irrelevant 

here, we are free to choose the source indexing. Think of the M sources as organized into 

two disjoint blacks. The sources in the first black, indexed 1, ... ,A where A ~ Ào+" '+ÀB' 

are those assigned a good channel. Those in the second block, indexed A + 1, ... ,M, are 

those assigned a bad channel. Within each block the sources are enumerated in descending 

arder of backlog x. Vector R inherits that same two-fold partition, one block for the good 

channels and one for the bad. We regard as self-evident, but have not proved, the following: 

® The rate allocated to a source with larger backlog is no less than the rate allocated ta 

a source with smaller backlog if the channel conditions (good or bad) are the same for 

both sources. 

® The rate allocated to a source with a good channel is no less than the rate allocated 

to a source with a bad channel if the backlogs are the same for both sources. 

These two principles can be used to narrow the search for an optimal allocation policy. 

The first one, in light of the scheme selected for indexing sources, implies that the rate 

vector R is non-increasing within each block. Each of the M coordinates of R takes one of 

B + 1 possible values, corresponding to the B + 1 possible values of backlog at the end of 

the frame. It follows that the minimization in Equation (5.6) can be effected, in the worst 

case, by testing at most 

(5.7) 

distinct R vectors. The bound is arrived at by noting that the number of non-increasing 

functions with domain of cardinality a and range of cardinality b is equal to the number of 

ways in which a objects can be separated into b bins without ordering [189]; that is, 
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The bound in Equation (5.7), specialized to the case AI = 10, B = 4, is never greater than 

(
- + 4)2 
o 4 ~ 16,000. 

Following on from the two principles we can also state that the rate allocated to a 

source with a good channel and large backlog is no less than the rate allocated to a source 

with a bad channel and small backlog. However, the structure of the converse scenario -

good channel and small backlog versus bad channel and large backlog - remains to be 

investigated. 

5.3.1 Steady-state performance of myopie and optimal polides 

In this section we compare the steady-state performance of the optimal access-control policy 

to a myopie policy. For each M and B, we obtain the steady-state average-cost as 

il = L 1T{U) (J-l)Vu* (J-l), 
Il 

where Vu*(J-l) is the optimal cost as defined in Equation (5.6) and 1T(u)(J-l) is the steady 

state distribution of partitions, J-l, given control u. The one-stage cost function is given by 

(1- Cl) Be + ClPe, where Cl is the tradeoff coefficient, Be denotes the buffer cost, in this case 

taken as the data volume lost, and Pe is the total power requirement. 

Figure 5.6(a) presents the average system operating cost for various combinat ions of 

ME {4,6}, B E {4,6}, ànd Cl E {0.2,0.4,0.5,0.6,0.8}. A 2-channel system was considered 

whereby the attenuation coefficient of a good channel was ŒC = 0.8 and of a bad channel 

was ŒB = 0.3. From the results obtained, we note that in aH cases, the optimal costs 

are less than the costs of myopie operation. The myopie policy shown here is for (p,.À) 

when M = 4. As obtained in Section 4.7.2, the myopie control is independent of buffer 

size B. Secondly, we note that the operating cost increases with the number of users, AI, 

but decreases with increasing buffer size, B, as emphasized in Figure 5.6(b). In summary, 

as noted in the simple two-user case in Section 4.7.2, we observe that time-elastic control 

(enabled by increasing buffer size) minimizes the steady-state average rate at which cost 

accrues in the operation of the system. 
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5.4 Concluding Remarks 

Based on insights from the optimal rate allocation policy given by the backlogs approximate 

model, we have developed heuristic algorithms for the multi-user scenario of M > 2. The 

algorithms select a control based on the current state only but use a rate weighting that 

is a product of the buffer occupancy ratio and the channel conditions. This was motivated 

by the optimal rate allocation policy in which it was observed that higher output rates 

are allocated to terminaIs with high buffer occupancy, x, and high attenuation coefficients, 

a. Both algorithms revealed a clear case for time-elastic access control which yields less 

average power for the same throughput. 

However, the optimality of the heuristic algorithms remains in question and hence we 

have developed a dynamic programming model that is applicable for homogeneous source 

populations. This is certainly a special case and therefore further work is required to trans­

late the insights from this case to a more general scenario of inhomogeneous populations. 
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Chapter 6 

Conclusion 

6.1 Thesis Summary 

We studied resource management in the context of the uplink of a multibeam CDMA-based 

GEO satellite network, foeusing on two specifie problems: 

1. Bearn management - Given a two-dimensional distribution of users over the satellite 

coverage area, we were interested in beam management techniques that yield roughly 

equal numbers (or mean numbers) of users per beam in cases where the user quality­

of-service requirements are homogeneous. We were also interested in the impact of 

su ch techniques op. the aehievable rate region, compared to the aehievable rate region 

for beam management techniques that ignore the geographieal distribution of users. 

2. Rate allocation - We were interested in the tradeoff between transmission rate and 

transmission power that is achieved by exploiting temporal elasticity in user quality­

of-service requirements. 

The following summarÏzes the results. Section 6.2 presents directions for future work. 

6.1.1 Beam Management 

The user distribution was assumed governed by inhornogeneous spatial Poisson. The prob­

lem was to generate the beam pattern over the geographic area. Our approach to a solution 
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was via nonlinear programming. The coverage area was quantized into a grid of user loca­

tions, and an objective function was specified to determine the cost associated with a given 

allocation of terminaIs among the beams. 

We developed two beam allocation algorithms. The key elements of these algorithms 

were a beam allocation function and the Hooke and Jeeves search method. In the first 

algorithm, the beam allocation function distributes terminais such that a terminal is as­

signed to the beam whose center is the shortest Euclidean distance away from the terminal. 

The Hooke and Jeeves method is used to search across the coverage area in search of an 

improving direction with respect to objective function. The second algorithm is built on 

the same principle. However, in addition, vector quantization techniques are applied at 

each beam allocation stage to minimize the separation distance between terminais and 

their beam centers. The performance of the algorithms developed is measured in terms of 

a Bearn Variability Factor (BVF). The BVF is defined as the ratio of the standard devi­

ation to the mean of the vector of me an users per beam. The more evenly balanced the 

beam configuration, the smaller the BVF. The two algorithms outperformed the uniform 

beam allocation. The second algorithm (incorporating beam size adjustment) provided 

only marginal performance improvement relative to the first algorithm. 

We compared the performance of a uniform and an adaptive allocation in terms of the 

achieva.ble rate region and the minimum power required to achieve a given throughput. 

Relative to the uniform beam allocation, adaptive beam allocation was observed to provide 

increased system throughput. The adaptive scenario required a higher power allocation 

because more terminais are permitted to transmit. It should be noted that the alloca­

tion algorithms developed can be adapted to a variety of network performance criteria by 

changing the form of the objective function. 

6.1.2 Rate Allocation 

We were interested in the tradeoff between transmission rate and transmission power when 

exploiting temporal elasticity in user quality-of-service requirements. Instantaneous trans­

mission power was subject to an upper bound; and instantaneous transmission rates were 

assumed continuously variable and subject to network control. The objective was to allo­

cate rates to users in each frame so as to minimize power or energy per bit while meeting the 

average-rate and SIR constraints; where the averaging in the definition of average-rate is 
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over a sliding window of prescribed finite length. The power savings achievable by exploit­

ing the temporal elasticity in the specification of the rate targets were confirmed through 

analysis of two extremal cases (short averaging window, infinite averaging window). 

We developed a Markovian model of the multi-user access system sa as ta bring the 

problem within the purview of Markov Decision Theory and Dynamic Programming (DP). 

However, even with aIl the tools necessary to solve for the optimal policy that minimizes 

the long-run average cost of the system, the associated computational complexity was 

significant. To explore the structure of optimal policies, a simple two-user network was 

considered. The original model, in which state is represented by the whole rate history 

over one averaging window, was approximated by a Markovian queueing model in which 

buffer backlogs are used to capture the rate history. 

The structure of the optimal policy revealed that higher rates were allocated to those 

terminaIs with high buffer occupancy and clearer channels. Based on this, two heuristic 

policies were designed to guide the rate allocation pro cess for a general multi-user network. 

In this case, the control was based on the current system state and the prevailing channel 

conditions. Performance evaluation showed the same trends as obtained for the optimal 

two-user scenario, again confirming time-elastic control does yield savings in the long-run 

average energy per bit per terminal. 

We also considered a general multi-user scenario in which terminal parameters and 

QoS requirements are homogeneous. The channel conditions remained iid from terminal 

to terminal and from frame to frame. In this case, we showed that by suppressing source 

identities within the state definition, thereby reducing the state space, we can reduce DP 

complexity and complete the calculation of optimal controls. 

In general, increasing the buffer size, thereby increasing the time elasticity of the access­

rate control, reduces the average transmission power required to support a given rate allo­

cation. 

6.2 Further directions 

We conclude with possible directions for further work on the two problems we studied. 
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Bearn management 

® The user distribution was assumed inhomogeneous spatial Poisson. Future work 

might look at other distributions, such as the generalized Gaussian distributions 

considered in [115,190], to determine sensitivity of the solution to detailed statistics. 

® Future work might consider the joint impact of geographic user distribution and 

propagation environments on gains in system capacity attributed to beam shaping. 

® Future work might consider the case where the number of beams lS also variable, and 

its impact on adaptive beam management. 

Rate allocation 

® Inherent in Equation (3.7), relating SIR to rate and power allocations, are the CDMA 

access signaling format and the single-user receiver architecture assumed in this the­

sis. If the receivers are upgraded to include multi-user detection capability, then 

the formulas will change, but the general formulation of the resource management 

problem will not. Further work might thus extend the problem considered here to 

systems with alternative receiver structures, and alternative signaling formats, such 

as TDMA. 

® Future work might evaluate the role of interbeam Interference and propagation delay 

in satellite resouree management. 

® We have assumed that channel conditions can be estimated on a frame-by-frame 

basis. Invariably, we can expect that there will be errors in the rate control. Future 

work might evaluate the rate allocation strategy under conditions of imperfect rate 

or power control. 

® We have also assumed that attenuation coefficients, a, are iid. Future work might 

consider Markov-dependent attenuation coefficients within each channel, which are 

more realistic. 

® Future work might develop better heuristics for large M number of users. 

® Future work might consider the rate allocation problem in non-geostationary satellite 

networks, such as LEO satellite networks. 
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