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ABSTRACT

To suppott and keep pace with the Internet growth, new routers based on optical multi-stage
architectures are emerging. These routers consist of multiple shelves interconnected with
parallel optical interconnects. This thesis proposes the analysis of the inter-channel crosstalk
of a state-of-the-art 1x12 VCSEL and PIN array based parallel optical interconnect operating
at 2.5 Gb/s. The crosstalk properties of the parallel optical interconnect will impact the optical

power link budget and scalability of these multi-stage routers.

To study the crosstalk properties of the optical interconnect, a special test set-up and detailed
test procedures were created to analyse the bit error rate and jitter performance of the parallel
optical interconnect in multi-channel operation. The results obtained from the pre-defined
experiments confirmed the degradation of the interconnect performance due to inter-channel
crosstalk. This petformance penalty also limits system scalability, especially when it is
combined with the inherent crosstalk properties of the optical redirection boxes. The sources
of intet-channel crosstalk were also determined. Finally the system optical link budgets were

adjusted and rough system scalability limits were obtained.
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SOMMAIRE

Pour supporter I'évolution rapide de I'Internet, une nouvelle forme de routeur basé sur une
architecture multi-stages est sur le point d’émerger. Ces routeurs sont composés de plusieuts
chassis interconnectés au moyen de systemes a base d’optique parallele. La présente these
propose une analyse de diaphonie (« crosstalk») inter-canaux d’un systeme d’interconnections
optiques paralléles basé sur une technologie de pointe consistée de 1x12 VCSEL et PIN
fonctionnant 2 2.5 Gb/s. Les proptiétés de diaphonie du systéme d’intetconnections a optique

patallele vont affecter Pexpansibilité de ces routeurs a base d’architecture multi-stages.

Pour étudier les propriétés de diaphonie de ces composantes optiques, un appareillage spécial
ainsi que des procédures de tests détaillées ont été faites pour déterminer la différence du taux
d’etreurs sur les bits ainsi que la variation de la performance des canaux optiques quand tous
les canaux fonctionnent simultanément. Ceci a permis I'analyse de 'impact de la diaphonie
inter-canaux sur la performance du systéme et son expansibilité. Les résultats obtenus quand
les tests prédéfinis ont été exécutés ont confirmé qu'une dégradation de performance est
causée par la diaphonie inter-canaux. Cette dégradation de performance quand elle est
combinée 2 la diaphonie des boites d’interconnections optiques peut limiter Pexpansibilité d'un
systeme. Les sources de diaphonie inter-canaux ont aussi été déterminées. Pour conclure, les
budgets de puissance de liens optiques pour systémes a architecture multi-stages ont été
déterminés et rajustés basé sur les résultats obtenus lors de cette expérimentation et les limites

approximatives de 'expansibilité de tels systémes ont aussi été évaluées.
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Chapter 1

Introduction

To support Internet growth, a new generation of routers based on multi-stage interconnect

netwotks (MIN) 1s emerging. These are drving the introduction of cost effective high-

bandwidth optical interconnect technologies. However, one significant factor limiting system

petformance and scalability is the crosstalk induced in parallel optical interconnects (POI). This

thesis is concerned with investigating the impact of POI crosstalk on system petformance. An

outline of the following chapters is presented at the end of this chapter.

1.1 Internet Network Growth and System Scalability

1.1.1 Network Growth
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Figure 1: U.S. Internet traffic growth [2]

Internet traffic is projected to
grow at more than 100% per
year [1] whie Internet
backbone capacity is doubling
every 6 months as shown in
Figure 1[2]. Actual growth
figutes vaty from study to
study [3, 4, 5, 6, 7], but they
all point to the fact that very
large routers will be needed to
support next generation IP

networks.



1.1.2 Router Scalability

Routets are the building blocks of today’s Internet infrastructure and are typically segmented in
many different layers, one of which is the “core” router layer. Core routers in general aggregate
the traffic coming from the customer facing edge routers. They typically support very high
Internet traffic throughput, and act as gateways to the optical backbone networks “where

traffic volumes and cost of failures are the highest” [1].

Most of the core routers deployed in today’s telecom networks are limited in terms of port
count and can support a maximum of 8 to 15 OC-192 interfaces [8, 9]. With the IP bandwidth
growth shown in section 1.1.1, cote routers are expected to reach their capacity limits in the
near future [1]. Using expensive revenue-generating intetface ports to interconnect many
routers together is the only way to scale today’s router. This represents a costly solution for
cost-sensitive service providers (on average approximately $250 K US per OC-192 port) [10].
Furthermore it results in the additional drawback of reducing the total number of revenue

generating potts per system.

To meet today’s network growth requirements, a new breed of scalable routers or “super-
routers” [1] is needed. They will support a large numbers of interface ports and will use switch

fabric interconnections in a cost-effective and efficient mannetr.

1.1.3 Multi-Stage Architecture and the Need for Optical Interconnect

This new type of scalable router architectute is similar to the multi-stage interconnect
networking (MIN) architectures found in the computer industry. It consists of interconnecting
the switch fabric of many shelves together as shown in Figure 2. This architecture maximizes
the use of revenue generating interface ports. Some new scalable core router architectures are
alteady found commercially and provide between 5.12 Th/s and even 19.2 Tb/s of aggtegate
capacity. Three main topologies are used: Multi-Stage [11], Thoroidal Mesh [12] or Hypercube
[13].



2 Core Routers Now Work as a Single System
(Without Using Revenue Generating Ports)
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Figure 2: Scalable router architecture based on switch fabric
interconnection [1]

These new multi-chassis architectures require an interconnect scheme with the following

attributes:

cost efficiency and reliability

e high bit rate support (> 2.5 Gb/s)

e high aggregate capacity (>10 Gb/s).
¢ low footprint

e capability to support various interconnection lengths (at least several hundred meters)

Optical interconnects have been shown to offer many advantages over electrical connections
for “shelf-to-shelf “ or “inter-shelf” applications [14, 15]. For scalable router applications,
850 nm VCSEL based parallel optical technology is best suited (this will be discussed in
Chapter 2) and offers the added capability for increasing the interconnect distance to several

hundred meters. Even though the technology has been confined to laboratory demonstrations



for many years, commercial VCSEL array based parallel optical technology, for example 4 or

12x2.5 Gb/s channel technology is currently emerging [16, 17, 18, 19].

VCSEL technology also provides a solid platform upon which next generation components

that further increase intetconnect bandwidth capacity can be based. As routers scale to larger

systems, ultra compact highly dense components will be needed. Already, components
suppotting 32x2.5 Gb/s channels have been reported [20, 21, 22]. WDM based VCSEL array

technology also offets interesting interconnect alternatives [23, 24].

1.1.4 New MIN Architecture
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Figure 3: O-MIN
redirection box [25]

architecture with optical

Router architectures that scale
using optical mterconnect links can
be viewed as optical MINs or O-
MINs. Scaling O-MINs increases
system complexity and cost since
optical interconnect technology is

expensive in general.

An optical interconnection or
redirection box (RB), composed of
passive or active optical technology,
will  simplify the O-MIN
interconnection scheme and reduce
the total number of expensive
optical-to-electrical-to optical
(OEOQ) conversions [25]. Figure 3b
shows an example of an O-MIN
using an optical redirection box
instead of the electrical connections
(depicted in Figure 3a). All-optical
O-MINs are not practical with
technology but

today’s  optical



hybrid O-MINSs, which use a form of circuit switching at the optical layer to minimize OEO
processing, will appear in the near future [26, 27]. In fact, component vendors are already
touting the use of low-cost electrical switches with parallel optical technology (POI) technology
[28, 29].

1.1.5 Scalability Limitations of Optical MINs

To scale O-MINs further, many optical interconnection boxes can be connected together.
Figure 4 shows an example of such a scaled O-MIN architecture. It is well known that optical
crosstalk characteristics of the redirecion boxes will limit system performance and
consequently its scalability [30, 31, 32]. Figure 4 also identifies possible sources of crosstalk.
POI crosstalk can occur at the transmit end and receive ends of the POI, and is also an

inherent component of the redirection box itself.

\ RB Crossialk

POI Crosstalk
Tx and Rx

Figure 4: Scalable O-MIN architecture

The crosstalk, and mote specifically the optical crosstalk inherent to the POI technology, will

be one of the primary limitations on system petformance and scalability.



Inter-channel crosstalk within the POl will impose a power penalty over single channel
operation of the POI. This will degtade the system’s optical link budgets of a scalable O-MIN
architecture [24]. Crosstalk will also degrade the jitter performance of the optical POI links
[29].

Optical crosstalk within the POI links can limit the total number of optical redirection boxes
that can be interconnected to scale an O-MIN. Although several new MIN architectures have
been proposed to minimize the impact of crosstalk on O-MIN petformance [26, 27], the
crosstalk petformance of POI links will nevertheless impose additional crosstalk requirements

on the optical redirection technology used in today’s O-MINss.
1.1.6 Network Implementation Considerations

System reliability and cost are two of the most important criterta considered by service
providers when purchasing new routing equipment for their network [7, 33]. These two items

will represent key attributes, which will affect technological choices.

11.6.1 The Carrier-Class Reliability Paradigm

Optical interconnect components used in telecom grade networking equipment have to be
robust and reliable enough to enable the system to meet “cartier-class” system reliability
standards. In general, this requirement means 99.999% system availability, or approximately 5

minutes of down time per system per year over the lifespan of the system [34].

To meet these system level reliability targets, component reliability targets are even more
stringent. These have barely changed since 1992 as described in [35, 36] for a generic switching

central office environment. One ctiteria of importance for the wotk in this thesis is:

® BERp, 4 < 10 7 (the bit error rate is maintained below 10 ™ for 1 Gb/s data rates)

1.1.6.2 Cost Sensitivity

The highly competitive environment and tightening capital budgets are forcing setvice
providers to push further the equipment vendors for dramatic price reduction in equipment.
Tenfold price reduction is expected for systems in the next year. With optical components
representing one of the major router cost component [1, 5], they will be under constant price

reduction pressure.



1.2 Thesis Outline and Organization
1.2.1 Project scope and Challenges

The work presented in this thesis is part of a series of studies undertaken at Hyperchip to
characterize commercially available POI technologies. A detailed understanding of POI
propetties is essential in order to implement state-of-the art POI technology in core router
applications. It is complementary to the work done in [37], which characterizes the
petformance of the POI components used in scalable router designs and is essential for

understanding the scalability of scalable router architectures using POI technology.

The objective of this thesis is to charactetize the impact of optical and electrical crosstalk on
the performance of a 12x2.5 Gb/s channel POI used in an O-MIN router architecture. The
work done in this thesis focuses on defining the power penalty and jitter budget penalty due to
crosstalk and in particular, determining the optical crosstalk, which can affect the scalability of
multi-stage scalable routers. We confine our study to a state-of-the art 12x2.5 Gb/s POI from
Agilent Technologies. Nevertheless, the methodology and characterization process provide a
general framework for analyzing the crosstalk performance of other POI technologies and

identify key selection criteria for evaluating POI technology used in telecom applications.

Several challenges presented themselves throughout the completion of this thesis: Dealing with
state-of-the art technology created component availability and reliability issues. Testing
equipment availability and price was also an issue. Finally, dealing with sensitive, ie.
proprietary, and confidential information from component vendors represented a last

challenge.

1.2.2 Thesis Organization

Chapter 2 provides a general description of the POI components used in this thesis and the

reasons for their selection. An overview of the sources of crosstalk is provided in Chapter 3, as
well as key techniques used for minimizing crosstalk. This information will be used when

selecting other POI components for testing.

Chapter 4 explains the impact of crosstalk on POI performance as well as the implications on

system performance and scalability. The experimental set-up and procedure specifically



designed to measure crosstalk and the associated performance penalties, are desctibed in
Chapter 5. Tests used during experimentation have been carefully selected to identify the
possible sources of POI crosstalk. Test results are shown in Chapter 6 and an analysis of the
impact of crosstalk on POI and system performance is provided. Finally, concluding remarks

and future topics for investigation are given in Chapter 7.
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Chapter 2 Technological Considerations and
Description of the Experimental Optical

Interconnect

The optical technology best suited for short distance high bandwidth optical interconnects in
scalable router applications is based on 850 nm vertical cavity surface emitting laser and p-i-n
(VCSEL/PIN) atrays as will be explained in the first portion of this chapter. The POI
components used in this paper are all commercially available parts. Key component
characteristics affecting crosstalk performance will be described in the second part of this

chapter.

2.1 Advantages of VCSEL/PIN Array based POI

As stated in Chapter 1, MINs requite a shelf-to-shelf interconnect solution providing as much
bandwidth as possible over a distance of several hundred meters. Telecom-grade MINs impose
the additional requitements of density, power consumption as well as reliability and cost-

effectiveness.

References [1, 2] detail the advantages of parallel optical technology over electronics for inter-
shelf communications in a cartier-class switching environment. In summary, as data rates
increase to speeds greater than 400 Mb/s, electrical interconnects are limited by, distance

(conductor and dielectric loss), cross- talk, power and pin-out density [3, 4].

Of all the short wavelength lasers used for short distance applications, 850 nm based VCSELs
(typically InGaAS/GaAs based lasers) are best suited. In patticular, they offer performance
improvements over other technologies: low threshold current, high efficiency, relative

temperature independence, multi-mode emission properties, as well as the ease with which they

can be driven (see Figure 5 [5] and Table 1 [5]).
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Figure 5: Graph of optical power versus diode current for 3
different laser diodes [5]

TABLE |
COMPARISON OF PROFERTIES OF LASER DIODES WITH
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Table 1: Comparison of different laser diode properties [5]

Other features of 850 nm VCSEL based technology include lowets module costs through
simplified packaging [6], standard testing techniques and a minimum of monitoring circuits.
Furthermore, combining 850 nm VCSELs with large core size multi-mode fiber relaxes the
alighment constraints between the laset/photodiodes, and standard IC fabrication techniques,
testing and mounting technologies have already been proven for mass production. Finally, 850

nm VCSEL technology is becoming somewhat of a commodity [7] and is thus inexpensive.

Advances in 1-D VCSEL/PIN array based POI technology [8, 9, 10, 11, 12, 13] have just
recently been translated into commercial high-bandwidth optical interconnect products.
Today, only a few vendots provide VCSEL/PIN array-based components, such as Agilent,
Zatlink, Picolight, and Alvesta, to name a few, [14, 15, 16, 17]. As stated in Chapter 1, such

technology meets the requitements for multi-stage scalable router architectures. A further
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advantage of 850 nm VCSEL arrays is the uniform performance of its elements across the
arrays. This can provide further cost reduction as it either simplifies or completely removes
the need for laser monitoting circuits. Such technology is gaming widespread acceptance as
demonstrated by its incteasing promotion at industry forums such as the Optical

Internetworking Forum (OIF) [18].

The relative advantages of VCSEL based atrays over other optical technologies available today
are shown in Table 2. A “++” sign identifies the components having a distinct advantage over

other technologies listed in the table.

Bandwidth | Relative Power Relative | Transmission
Footprint | Consumption Cost Distance
Factor
(Price/Gb)
Typical 10 Gb/s - -- -- + +
TDM (40 Gb/s) - - - +
Edge
Emitters
1310-
1550 nm
[19,20]
TDM 10 Gb/s - + + +
VCSELs
(16]
CWDM 10 Gb/s + ++ + +
(21]
VCSEL 10 Gb/s, ++ + + + -
Artays 30 Gb/s,
850 nm 90 Gb/s,
[14, 15, 120 Gb/s
17, 22,
23]

Table 2: Comparison of optical technology used for high bandwidth interconnect
applications
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In terms of bandwidth capacity, VCSEL/PIN atray-based POIs are already offering aggregate
bandwidths of 30 Gb/s. TDM technology based on conventional edge emitting devices does
maximize bandwidth within a single fiber link but typically occupies more boatrd space than
VCSEL based technology on a gigabit per square millimeter basis. They also require additional
multiplexing and demultiplexing circuitry, which increases the total board footprint of the
TDM solution. New VCSEL based TDM technology does offer a board space improvement
[16]. However, TDM applications dissipate more power than VCSEL based POI technology
on a per gigabit basis, especially when the power requirements of the additional circuitry are
factored in. Thus, in terms of cost per gigabit of transmitted bandwidth, VCSEL based POI 1s
more cost effective. The transmission distance of VCSEL based POI is limited to a few

hundred meters which does not represent a problem for O-MIN architecture applications
described in this thests.

VCSEL atray based POI technology provides a simple roadmap for increased bandwidth
capacity. Increasing the array size or modulation frequency can easily increase the aggregate
bandwidth. Such new components will be needed as O-MINs scale to the system sizes

described in Chapter 1 or even larger.

The ability to scale current VCSEL/PIN array based POI technology is promising. Prototypes
of components opetating at 36x2.5 Gb/s (ot 90 Gb/s of aggtegate capacity) and even 48x2.5
Gb/s (ot 120 Gb/s of aggtegate capacity) [22, 23] have been demonstrated. Operation of a
16x16 VCSEL artay operating at 1 Gb/s (256 Gb/s) has also been shown in a laboratory
experiment [24]. Increasing the data transmission speed of current 2.5 Gb/s links can also
provide more bandwidth: high speed VCSELSs operating at rates of up to 10 Gb/s and 12.5
Gb/s have been reported [25, 26]. However the need for further scaling of POI technology is

not foreseen in the immediate future.

Combining VCSEL technology with WDM technology, offers an interesting apptoach for
increasing bandwidth while providing the added advantage of reducing the total fiber count of
POI links used in O-MIN architectures. Already, experiments of POI links have shown 4x2.5
Gb/s and 4x10 Gb/s Coarse Wavelength Division Multiplexing (CWDM) channels in
operation [7, 26, 27]. Even a 100 Gb/s solution based on CWDM has been demonstrated [21]
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showing the great potential of the combination of CWDM and VCSEL/PIN array

technologies.

2.2 Disadvantages of 850 nm POI technology

One of the issues impacting the petformance of VCSEL/PIN array based POI links is
crosstalk, and more specifically electrical and optical crosstalk. Several techniques developed to
mitigate component crosstalk in POI will be discussed in the next chapter. As the POI
components scale to larger arrays and provide higher bandwidth, crosstalk can become more

of a limiting factor.

A second disadvantage of 850 nm POI technology is reliability, especially that of 1-D
VCSEL/PIN array based technology, which still needs to be proven. To date, because of their
limited deployment in telecom networks, there is little reliability data available for POI. Many
vendors are working to obtain such data through repeated testing [29]. Only long periods of
utilization will provide accurate reliability numbers. However it is expected that reliability of
VCSEL/PIN array based POI will improve over time especially since their manufacturing
process is based on standard silicon fabrication technology. Additionally, using strained
InGaAs quantum wells improves the overall lifetime of the VCSELs [5]. Although the
reliability of 2-D array technology is expected to be wotse than for 1-D array components ([25]
shows a decrease in manufactuting yields with the increase in atray sizes), improvements are
expected once these devices are mass-produced. There are also encouraging signs
demonstrating improvements in the reliability of POI technology: [30] demonstrated catrier-
class operation of a 10x1.25 Gb/s channel POI which maintained 2 BER figure of 10 ™* with a

power budget of 10 dB and a small power consumption of 130 mW per channel.

POI require multiple fiber terminations but evolving standard multi-fiber ribbon connectors
such as the MTP™ and their termination process alleviate this problem. A final disadvantage is
the use of standard multimode fibers used in POI, which are not suited to transmit at high data
rates over long distances. Typical transmission distances over multimode fiber are less than
300 meters; however with special index profile MMF, transmission distances can be improved

and distances greater than 400 metets have been reported at 12.5 Gb/s [25].
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2.3 Experimental POI Description

The POI studied in this thesis has already been described in detail in [31] and only features
pertinent to the crosstalk study undertaken this thesis will be presented below. This description
provides information cotnplementary to that provided in [31]. Further details can be obtained
from the component manufacturer’s datasheets themselves. Note that only off-the-shelf or
commercially available components were used in this experiment. For this first study, the
component suppliets selected were picked at random from a number of commercially available
VCSEL/PIN array based modules all offeting high aggregate bandwidth (30 Gb/s), low power
consumption and small footprint (Alvesta, Picolight and Agilent) 15, 16, 17].

2.3.1 General Diagram

The experimental POI consists of
twelve 2.5 Gb/s channel
VCSEL/PIN array based
transmitter/receiver modules.
Coupling to standard 62.5 um mult-
mode rbbon fiber (MMF) 1s
achieved with standard 12 channel
MTP™ connectors, which come
integrated in the transmitter (Tx) and
recetver module (Rx).  This is

illustrated in Figure 6.

Figure 6: Experimental transmitter (right) and
receiver (left) modules mounted on test boards
interconnected with a 12-channel multi-mode
fiber ribbon cable.

2.3.2 The Transmitter Module (Tx):

The Tx module is based on 12x2.5 Gb/s channels using 850 nm oxide-confined InGaAsP
multi-quantum well (MQW) VCSEL array made by Agilent (part # HFBR-712BP) [32]. It is

integrated with a custom 12 channel laser driver IC and operates from a single 3.3 V power
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supply. It provides low-voltage transistor-transistor logic (LVITL) and low-voltage
complementary metal oxide semiconductor (LVCMOS) control interfaces and current mode
logic (CML) compatible data interfaces. It comes with an integrated standard MTP™ (MPO)
connector. Finally, electrical connections of the Tx module are ball grid array (BGA) based
which render inaccessible the module pins to external probing which will be seen later when
testing the components in Chapter 5. The average optical output power varies between —8 and
—3 dBm while the extinction ration (ER) varies between 5 and 6 dB [32]. This wide variation
indicates that optical output power vamation actoss the VCSEL array will have to be
characterized at the start of the expetimentation. RIN is specified at — 124 dB/Hz, which is
low enough (< -112 dB/Hz) for the POI applications considered in this thesis [33, 34].

2.3.3 The Receiver Module (Rx):

The corresponding 12-channel PIN photodiode array is also from Agilent (part number
HFBR-722BP) [32]. It is coupled with an integrated pre/post amplifier integrated circuit and
like the Tx module described above, it operates from a single 3.3 V power supply. It provides
LVTTL and LVCMOS control interfaces and CML compatible data interfaces. It is integrated
with a standard MTP™ (MPO) connector and the electrical connections are also BGA based.
Minimum receiver sensitivity is specified at — 16 dBm. This value will be useful when

measuring POI bit error rate (BER) with variations in input optical power.

2.3.4 Fiber Characteristics

FiberExpress 62.5 um/125 pm graded-index mult-mode fiber ribbon (MMF) from
Nordx/CDT was used [35]. It was connectotized with standard MTP™ connectors. The key

charactenstics of the fiber ribbon are listed below:

3.25 dB/km attenuation

e 200 MHz*km bandwidth

¢ (.2 numerical aperture

® zero crosstalk between channels due to cladding confinement and channel separation

(specified by the fiber ribbon supplier) [36]
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2.3.5 Optical connectors:

The key attributes of the standard MTP™ connectors provided on both the Tx and Rx
modules as well as the fiber ribbon cable are specified below [37]:

e 0.2 dB typical over all fibers (0.50 dB maximum); the performance actross the atray is

expected to be uniform at the connectors

e <0.2 dB difference over 1000 mate/unmate cycles (this shows that frequent

manipulation of connectors will not cause a large vanation in experimental results)
e 125 um pitch between channels

2.3.6 Test board characteristics.:

The VCSEL and PIN array modules were mounted on test boards supplied by the component
vendors (HFBR-7001 and HFBR-7002) [38, 39]. The wire lengths for each channel were
verified by examining the Gerber files of the test boards, which were graciously provided by

the supplier [40, 41]. The wite lengths were equal for all channels on the test boards (+ 250
Um).

2.4 Summary

In this chapter, we considered the use of an 850 nm VCSEL/PIN array based POIL They
represent state-of-the-art technology and provide the most cost-effective technology available
for high-bandwidth interconnect in telecom-grade scalable O-MIN architectures. The POI
used in this experiment is composed of commercially available components only. This
minimizes the inherent risks associated with the unknown reliability of VCSEL/PIN based
array technology. The technologies are based on the proven silicon mass fabrication process,
which mitigates such tisks: when the VCSEL array vendors will produce large numbers of
these components, their reliability should improve. Additional specifications pertaining to the

crosstalk characterization are also provided.
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Chapter 3 POI Crosstalk Definition and

Mitigation Techniques

This chapter will define crosstalk in detail with special emphasis on optical crosstalk. It will
also list interesting crosstalk mitigation techniques as found in the literature. It is important to
note that the details of crosstalk mitigation techniques used by component vendors cannot be

divulged due to the sensitive nature of such information.

3.1 Crosstalk Definition

POI crosstalk is divided into 3 main components: optical, electrical, and thermal [1]. We focus
on optical and electrical crosstalk in this thesis. We do not consider thermal crosstalk in any
detail and only provide a brief overview of thermal effects on POI performance for

completeness.

3.1.1 Optical Crosstalk

| Opticat erosstatk (VCSEL onty)

12 channel fiber
ribbon cable

H x
‘‘‘‘‘‘

VCSEUPIN

EENEEER
mmmmm  Nearcst-neighbour aggressor channel
c— Next-nearest neighbour aggressor channel

Figure 7: POI diagram with sources of optical crosstalk
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From Figure 7, we define optical crosstalk, X, as

n
X =10 log 2 (Px - aggressors)i/ Pcut dB Equation (1)
i=1
Whete P, esors 15 the optical power leaked from adjacent aggressor channels, Py is the

optical power of the channel under test (CUT) and “n” is the total number of neighboring

channels (n = 11 in Figure 7).
Contributions to optical crosstalk in POI are threefold as can be seen from Figure 7:
1. Optical power leaks at the optical coupling sections (at the VCSEL and PIN arrays).

2. Spontaneous emissions from neighboring channels within the VCSEL array when

VCSELs ate very close to each other (less than 3 pm [2]),

3. Optical power leaks from channel to channel within the parallel optical fiber cable-
here it is assumed to be zero as confirmed by suppliers (see Chapter 2).

3.1.1.1 Optical coupling at Tx and Rx

Optical crosstalk between POI channels can occur at both the transmitter and receiver ends,
where the devices are coupled to the fiber medium [3]. Crosstalk will depend on the type of
optical coupling used in the devices. If there is free-space between the active components and
the fiber, then optical crosstalk is expected in systems using lens coupling. Butt coupling of the
VCSEL/PIN arrays to the fiber will minimize crosstalk because it minimizes this air gap ot

free-space.

In the free-space case, it is also expected that optical crosstalk will be greater at the receive end
than at the transmit end. Light typically needs to be tightly coupled into the fiber at the
transmit end because of the large numerical aperture of the laser relative to the fiber. On the
other hand, at the receive end, the coupling mechanism is often not as precise as at the
transmit end and in some cases can even be lacking completely (free-space). Since photodiodes

are also very sensitive, even a small incident optical crosstalk signal will generate unwanted
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photocurrent. The amount of optical crosstalk at the connector level will depend on the size
of the air gap, which can vary depending on the connector insertion. Also note that as
expected a larger active area of the photodiode will increase optical crosstalk since mote of the

incident optical crosstalk can be converted into an electric crosstalk signal [4].

Optical crosstalk due to coupling can be approximated by looking at the numerical apertures
and pitch of the VCSELS, the active area and pitch of the photodetectors and the aperture of
the fiber. A fine balance between all of these variables is needed to minimize crosstalk as will
be shown in the example below. It is assumed that optical crosstalk will come mostly from the
nearest neighbour and the next-nearest neighbour channels in a2 1-D atray VCSEL, 1.e. at most
4 channels in a 1-D array [4]. However, in a 2-D array, optical crosstalk contributions could

come from more than 4 neighbours depending on the location of the channel within the array

[3)-

As an example, we consider the POI described in chapter 2, with a pitch of 125 jim and a fiber

numerical aperture (NA) of 0.2. We make the following assumptions:

e the optical signals obey Gaussian beam propagation properties with a beam waist,

w(z), described in Equation 2 [29]:

o w(z)::wo [1+(z+ Z, )2] Equation (2)

where

z 1s the distance from the fiber end

® w, s the spot radius (at the fiber end)

z,= w, (t/A) (Raleigh number)

A =845 nm

O For small z, an additional components, We(z) needs to be added to w(z) above:
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- w(2)=ztan (8, Equation (3)

whete

o 0. =sin"NA)/1.5= 7.69 °=Gaussian divergence angle
g g

Gauss
e sin"(NA) = divergence angle containing 99% of optical power
¢ the surface areas of the photodetectors are all perfectly circular and equal

e the end of each one of the fibers within the POI cable lines-up perfectly with the

center of the active area of the photodiode.

We can sum the results of equations 2 and 3 to get a rough approximation of the beam waist

size at the detector area for different distances from the fiber. These are listed in Table 3

below.
Fibet Core Beam waist at Beam waist at Beam waist at Beam waist at
Diameter 12.5 pm from 25 um from fiber | 50 um from fiber | 100 pim from fiber
fiber (Um) (m) (Mm)
(hm)
50 pm 26.69 28.38 31.76 38.53
62.5 pm 32.94 34.63 38.01 44.76

Table 3: Estimation of optical crosstalk due to optical coupling

The size of the beam diameter hitting the photodiode sensitive area grows slightly as the
distance from the fiber end increases. However, it decreases with the diameter of the fiber

core.

The amount of optical power that will hit an adjacent channel will be a function of the
photodiode area radius and the pitch at which they are spaced from each other. Approximately
99% of the optical power will be confined in an atea defined by a beam waist radius of 1.5

w(z). Hence a 50 um detector size would detect 99% of the incoming optical power from the

50 um fiber while a 60 Wm detector would be needed with 62.5 um fiber. Only a portion of

26



the remaining 1% optical power could be detected by an adjacent photodetector. This 1%
represents approximately 0.004 mW from the average optical transmit values obtained in

Chapter 6, which is negligible.

Equation 3 below can be used as a quick check to venfy if 99% of the energy is contained in

1.5 times the beam radius:

(PhotodiodeArrayPitch) — PhotodiodeRadius > SpotSizeRadius Equation (4)

If the conditions described in equation 4 are satisfied, thete will be minimum optical crosstalk.
It can be obsetved that a large photosensitive area combined with a small array pitch will
increase the crosstalk contributions to adjacent channels. Since the mating design of the
connectot is such that the maximum air gap is less than 60 im and the receiver sensitive atea
radius is less than 60 Wm, optical crosstalk due to coupling inefficiencies is not foreseen in this

experiment.

It is also interesting to note that decreasing the pitch to 62.5 Um would have significant impact
on optical crosstalk. The photodiode radius would have to be reduced to a size smaller than of
31.25 wm. This photodetector size would not be optimum to receive at least 99% of the

incoming optical power. Optical crosstalk would likely to occur in such conditions.

Optical crosstalk can be further subdivided into homodyne (same wavelength) and heterodyne
(different wavelength) as well as coherent and incoherent [5]. Both types can influence the
petformance of a multi-link or multi-hop optical circuits used in O-MINs, as this will be
explained later in Chapter 4. Since all POI channels run asynchronously and independently
from each other in real life applications, we expect the crosstalk to be incoherent, ie. the
waveforms from adjacent VCSELs will be incoherent and data signals from adjacent channels

will be uncorrelated.

3.1.1.2 Spontaneous emissions from neighboring channels
As described in [2], when VCSELs are very close to each other with less than 3 Wwm spacing,
spontaneous emission of one VCSEL will change the apparent threshold of neighbouring

channels through the creation of a significant number of photo-cartiers. When a neighbouring

27



channel is biased, its spontaneous emission reduces the threshold voltage of the channel under
test. This effect is also reciprocal between the main channel and the adjacent channels. When

both channels are biased, an increase in output optical power is expected.
3.1.2 Electrical Crosstalk
Electtical crosstalk contribution can be further subdivided into 2 main factors [3, 6]:

1. inductive and capacitive crosstalk between channels due to electrical conductorts,

similar to inductive coupling in the bond wires
2. current leakage between channels (due to the finite resistance between them)

3.1.2.1 Inductive and capacitance crosstalk between channels due to electrical
conductots:

The predominant cause of electrical crosstalk in laser arrays is associated with ground loops
and the parasitic inductance of the connections to the laser or photodiode [7]. Electrical
crosstalk is frequency dependent. The dominant source of crosstalk is resistive coupling for
low frequencies (< 700 MHz) [1 6, 8]. At higher frequencies, electromagnetic coupling
becomes dominant. Figure 8 illustrates 2 20 dB/decade increase in crosstalk as frequency
increases and indicates that the dominant path of the crosstalk is an inductive coupling
between channels [1], either induced by bond wires used to interconnect drivers to the lasets ot
by the inductive coupling through the ground contacts [8]. This makes sense since
electromagnetic fields get stronger at high bit rates and couple between channels, especially
“when rise/fall times are short and voltage swing is high” [9]. Electtical crosstalk in the
experimental POI is therefore expected to be due mostly to inductive/capacitive coupling
since the components will be operated at high frequencies, i.e. 2.5 Gb/s and higher during the

experiments as well as real life applications. Similar behaviour is obsetved in photodiodes [26)].
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{2) Crosstalk can also vary between
10 laser-pair within an array at high
=20 frequencies [8]. This variation
§ depends on the laser position within
ﬁ pr
% -30 the atray.
e
5]
40 W Attention has to be paid also to the
5 s s . lengths of the wires between the
0.1 1 . .
Frequency [GH2] VCSEL drivers and the lasets:
different wire lengths will cause a
Figure 8: Graph of crosstalk versus device difference in modulation
frequency [1]

characteristics of a multi-channel
VCSEL because of the difference in channel impedance and capacitance [3]. As stated mn
Chapter 2, all VCSEL and PIN atray wire lengths on the test boards used in this experiment

were the same.

3.1.2.2 Current leakage between channels within the VCSEL/PIN

Inter-channel crosstalk between lasers in an array is due to

the difference in resistance between the lasers at low

frequencies. Figure 9 shows an electrical model of a VCSEL
B 1 1 [6]. The cladding layer (R12), and the 2 laser diodes (RD1

WRZ 4R 2

and RD2) act as a current splitter: its splitting ratio depends

on bias current, 1.e. the small signal resistance of the laser

diodes.

Figure 9: Electrical model of | This difference in crosstalk is proportional to the physical
VCSEL array [6]

distance between the 2 lasers (or photodiodes). The larger
the spacing, the better the crosstalk suppression. For example, a 7dB difference in electrical
crosstalk was observed between 2 channels when the physical spacing between the two lasets

was varied from 100 im to 500 um [6].
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Crosstalk also incteases as the bias
current of the neighbouring channels is
decreased. This is illustrated in Figure
10 [1]. The latger the difference
between bias currents of adjacent
channels, the smaller the differential
resistance of the neighbouring channels.
This makes a larger part of the current
injected into the adjacent channels flow

into the VCSEL under test through

Crosstalk [dB]

10

50 N |
01 1

Frequency [GHz}

Figure 10: Graph of crosstalk versus frequency
with different bias currents [1]

electrical coupling [6]. However, under

normal operation, all lasers of an array will be

operating at the same bias cutrent and this

should not be a factor in the experiments done in this thesis.

V]
1.3
= E
B F
= 4
S =
o I . | N . |
o 4.0 (ns)
0.5 nsldiv
(a)
{mv]
60

10 mVidv

0.5 ns/div
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Figure 11: Results of a simulation to
determine electrical crosstalk between the
lines connecting a dtiver chip to a 32-
channel VCSEL array [4]

3.1.3 Thermal Effects

Figute 11 shows results of a simulation
done to measute the electrical crosstalk of
the lines connecting the laser array driver
chip to a 32 channel VCSEL array: Figure
11 b) illustrates that electrical crosstalk due
to the two nearest neighbours represents
about 4.5% of the active signal of 1.2V
(shown in Figure 11 a)). This amount of
crosstalk can be significant when very low

system BER needs to be achieved [4].

As stated eatlier, we will not expetimentally characterize thermal crosstalk; for completeness,

we list the sources of thermal crosstalk. The internal temperature compensating circuits of the

POI components tested were proven to function propetly as little vatiation in POI
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performance was observed at higher ambient temperatures [10]. Therefore, temperature
changes will have little impact on crosstalk performance of the POI used in this thesis. It
would be worthwhile, howevet, to inquire about the use of temperature compensating citcuits

before testing other POI component.

Thermal effects, if not propetly compensated, represent an important aspect of the overall
crosstalk performance of POI as they can affect channel performance and operating
wavelength. Basically, temperature leaks from neighbouring channels into the main channel of
a VCSEL array can cause enough of a temperature rise to decrease the output optical power of
the main channel [11]. “As the main channel temperature increases, its gain decreases for a
given injection current and its differential gain decreases due to both the temperature and
increased carrier density required for threshold. With threshold current increasing and the
differential gain decreasing the performance will degrade at higher temperatures” [12]. The
thermal effects are even greater in 2-D VCSEL arrays and are shown to affect both light

output power and emission wavelength [13].

Channel to channel thermal leaks or thermal crosstalk increases with the internal device
temperature of the laser array. Temperature cycling or increased operating temperature has the
additional negative effect of accelerated component aging. This highlights the importance of

built-in temperature compensating mechanisms.

3.2 Crosstalk Mitigation Techniques

Because the exact structural details of the POI component studied in this thesis are either not
available or are proprietary, this section will identify techniques used to minimize POI crosstalk
that are found in literature, but not necessarily used in the components. These will be
illustrated with examples where possible. The objective here is not to review the component
structures in detail but rather to focus on the key attributes required by POI components to

minimize crosstalk.

In general, 3 factors can be tailored to minimize crosstalk: the physical properties of the active
components, the electrical/optical connection scheme, and the signalling schemes used to

drive the components.
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3.2.1 Optical Crosstalk Mitigation

Optical crosstalk can be minimized at the POI Tx and Rx modules and morte specifically, at the

active components of these modules, i.e. VCSEL and PIN atrays.

3.2.1.1 VCSEL based Tx Module
VCSEL structute

The 850 nm 12x2.5 Gb/s VCSEL arrays used in this thesis is based on oxide-confined
technology [14], which provides better optical confinement properties than the older
generation proton-implanted VCSEL arrays. Typically, this VCSEL structure consists of
quantum wells sandwiched between top and bottom quarter wave DBR mitrors or Bragg
reflectors with high reflectivity for feedback. The quantum wells are generally InGaAs/GaAs
ot AlGaAs/GaAs [15, 16]. The optical confinement provided by the oxide layers is strongly
index-guided because of the large refractive index difference between the oxide and the active
section. This improves coupling to the fiber as less diffraction occurs at the output of the
VCSEL. The oxide layer also forms an apetture for the laser current and an optical waveguide

at the same time [16]. A typical VCSEL structure is shown in Figute 12 [17] below.

Eght mumput

clectroplated . pering cgmtact
rcantat /}f?'d | T TT <" pdupad
-~ e “1 Bragy reflector
‘ d polylmide
= g~ - -uxilized ALDJAIAY
CHrrl Gperture

= R active QWs

Gads substrate -t n-tloped
By reflector

Figure 12: Example of a selectively oxidized top-emitting structure [17]

The improved optical confinement properties of oxide-confined VCSELs minimize inter-

channel optical crosstalk.

Spontaneous emissions between channels can also be minimized through the device’s

structure. To block and isolate spontaneous channel emissions, absotptive and non-conductive
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films can be deposited on the VCSEL sidewalls, or walls can be added between the devices of
the array [2]. Large spacing between the VCSELs should also minimize crosstalk due to

spontaneous emissions.

Also a crosstalk reduction can be achieved by pre-biasing all devices slightly above threshold,
typically at 1.1 times the threshold bias value. This will clamp spontaneous emissions. An
example in [2] shows that when pre-biasing 2 channels at the same voltage, the total output
powet is very close to the sum of the individual operation powers of the 2 devices but the

optical crosstalk is reduced to <-20 dB.

Coupling Mechanism:
Since light is transmitted and received notmal to the VCSEL/PIN mounting plane, coupling
light is typically normal, which means the light will require a turn before being coupled into the

transmission fiber, like the 45 ° mirror shown in Figure 13.

Polvmeric optical waveguide film
/45, mirror
e B AN CSEL(PD) array

g Wy X i B e S

Figure 13: Coupling of VCSEL light emission in a fiber

No matter what scheme 15 used, the critical factor in the coupling of light from a VCSEL to a
fiber or from a fiber onto the active area of the photodetector are the distance between the
optoelectronics and the fiber medium and the lateral offset of the alignment. Sub-optimal
distances and misalignment reduce the efficiency of the optical coupling, which result in optical
power losses, leading to greater drive cutrents and power consumption [18]. In this thesis the

component manufacturers are assumed to maintain very tight alignment tolerances.

Optical alignment tolerance will also affect the above parameters. A smaller core, lower NA

fiber generally requires tighter alignment tolerances. Inefficient VCSEL light coupling causes
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larger drive current which leads to greater power consumption and radiated emissions. Of

course, optical losses can affect crosstalk performance and reduce the system link budget.

Because the output aperture size of each VCSEL within an array can be lithographically
controlled, their gain tegion can be made symmetrical to the output aperture, making their
output profiles symmetric—this facilitates the packaging and the integration with fiber ribbons

or micro-lenses for multi-channel POI.

Butt coupling is another very efficient coupling technique that can be used to couple light from
a VCSEL in a fiber. Because the fiber is directly coupled to the VCSEL, it does not requite a
redirection mechanism. An optoelectronic array is butt-coupled to the MT connectorized

optical ribbon fiber through an optical element, which manages the light from the optical
arrays at Tx and Rx to the 62.5 um MMF [14, 19].

Using index-matching material to fill air gap between the VCSELs and fibers can improve

coupling between fiber and laser, but it is seldom used in practice.

If free-space coupling is required, reflective mirrors with low polarization sensitivity are needed
on the reflecting mitrors in order to keep polarization fluctuations from being converted to
amplitude noise on the fiber ends. Gold is typically the best metal for mirror coating. An
interesting approach is shown in [4]: 62.5 um core GRIN MMF is coupled to VCSEL/PIN
arrays via 45 degree mirrors polished onto the ends of the fibers. Again this is impractical for

real-life applications.

3.2.1.2 PIN based Rx Module

On the Rx side, the diameter of the photodiode determines the Rx bandwidth and alignment
tolerances [16]. The size of the active area of the photodiodes within a PIN array will affect
the crosstalk performance of the Rx module. For standatd 62.5 im graded-index fiber into the
photodiode, a diameter considerably larger than the core is required for lens-free coupling. The
GaAs PIN photodetectors used in this experiment have a diameter smaller than 87.5 um [1,
14, 19]. Likewise, another suppliet also uses a large active area of 95 Pm for its InGaAs/InP
PIN photodiodes atrays [16].
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3.2.1.3 MMF Fiber Ribbon
Smaller core MMF, 1.e. 50 pm core MMF fiber instead of the standard 62.5 pm core MMF will
telax the coupling tolerances at the recetve end of a POI but will tighten them at the transmit

end.

3.2.1.4 Notes on Optical Crosstalk Suppression in O-MIN architectures:

Optical crosstalk can be further suppressed at the optical redirection box with the use of
MUX/DEMUX and optical filtets at the optical inputs. Also note that wavelength deviations
with temperature changes must also be kept to a minimum since optical MUX/DEMUX are

tuned to specific wavelengths.

3.2.2 Electrical Crosstalk Mitigation

Flectrical crosstalk can be minimized at the Tx and Rx modules of the POI and more

specifically, at the active components of these modules, 1.e. VCSEL and PIN arrays.

3.2.2.1 VCSEL based Tx Module:

Structute

Oxide confined VCSEL arrays with deep trenches, very short driver lines of same length, and

differential signalling scheme will minimize crosstalk at the transmit module.

Oxide-confined VCSELs also provide better catrier confinement than proton-implanted
VCSELs and can offer low threshold current, high overall efficiency, and freedom from any
bias control [1]. Since the oxide layets ate located immediately adjacent to the active region,
they insulate and confine the charge catriers into the quantum wells. This provides better
carrier confinement, which not only reduces electrical crosstalk but also reduces threshold
cutrent and minimizes threshold deviation across the atray. Threshold cutrents as low as 100

MA have been demonstrated [20, 21]. Also threshold cutrents deviations as low as 50 HA, and

even 14 UA across atrays have been shown [16, 21]). Minimum threshold cutrent deviation
leads to improved atray petformance: a small threshold cutrent deviation is an indication that

current leakage across VCSELSs in the array is low and electrical crosstalk is thus minimized.
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Of course, electrical crosstalk can be reduced by isolating the channels within an array through
isolation trenches or semi-insulating substrates and deep trenches etched through the n-DBRs

[16]. This prevents inter-channel coupling through the common n-layer.
Connection Scheme

The electtical connection scheme will also influence crosstalk petformance of the active
modules. Short signal lines will help minimize crosstalk. Signal lines terminated very close to
the dtiver chip on the Tx module minimize electrical crosstalk [4]. On the components used in
this thesis, high-speed digital signals are routed on a flex circuit from the BGA onto the Tx or
Rx ICs of the Rx module [14, 19]. Also, 2 Silicon based bipolar transmitter/receiver IC is
mounted as close as possible to the optoelectronic components for enabling high-speed

operation [14, 19].

Inserting ground wites or power leads between signal leads or shielding each individual line will
isolate signal leads from one another and reduce electrical crosstalk [3, 15]. Using electrical fan-
in/out microsttips on ceramic with matched impedance has been shown to minimize electrical
crosstalk [23] especially if they are shielded [24]. A T filter, which filters out the noise due to
the current switching of the laser drivers of the atray, can also be used at the input of each

current source [23].
Signaling Scheme

The scheme used to dtive the Tx module impacts the crosstalk performance of these
components. Differential input voltages are used to drive laser and Rx modules used in this
experiment [25]. Because power and ground currents tend to cancel in the differential links,
crosstalk is reduced [18]. Differential signalling provides the additional benefit of lower power
consumption: using a differential signalling scheme cuts power consumption in half compared
to single ended connections having the same nominal SNR. For example, LVDS signalling can
further reduce total power consumption and guarantees compatibility for large number of

datacomm IC’s [16].

36



3.2.2.2 PIN based Rx Module

Physical Properties

GaAs-based photodiode arrays suffer from electrical crosstalk issues similat to those found in
VCSEL array based Tx modules. These can be minimized using several different techniques:
increasing the spacing between conductors; using wide and deep notches in the substrate to
sepatate the channels, and shielding the conductors. Shielding can be integrated monolithically,
as was done in [26] for a 1.55 im PIN array. Like with the Tx module, high sensitivity,
minimum current leakages and maximum electrical output uniformity are also desired across
the Rx atray. This can be achieved as shown in [15], where an Rx sensitivity of 0.4 mA/mW
and leakage curtents (2V bias voltage) of 40 nA for a 60 Um diode and 50 nA for a2 70 um
diode wete reported. The overall uniformity of this component was better than 1 dB with

mean output currents of 200 LA and a max deviation of £ 32 HA.

Connection scheme:

The schemes described for the VCSEL-based Tx module also apply to the Rx module.
Signaling Scheme

As for the Tx module, a differential signalling scheme will minimize crosstalk at the Rx atray as
well. In addition, it is also important to control the amplitude of the integrated amplifier array:
an output stage providing full ECL swing, and amplitude control will lower jitter and crosstalk

at maximum operation speed [15].

3.2.3 Notes on temperature compensating techniques

As shown with the components used in this experiment [10], temperature compensation
techniques can maintain the optical output power constant despite fluctuations in internal
device or channel temperature. The temperature compensating method can be either structural

or depend on external feedback monitoring.

At the structural level, the offset-gain method can be used to improve the VCSEL

petformance with temperatute changes. Basically the wavelength of the cavity is longer than
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the peak gain (ted-shifting) so that both converge during ambient temperature rise [4, 27]. This

also minimizes channel-to-channel wavelength variation due to temperature changes.

Isolating channels thermally from one another minimizes thermal leaks from channel to
channel. Evidently, thermal isolation between channels of an array increases with laser spacing.
The thermal resistance determines the internal device temperature: lasers in the center of an
array exhibit a higher thermal resistance since more devices surround them. The temperature at
the center of an array is typically the highest: it was shown to be 50 % higher at center then on
the edges of the 2-D array [13].

Additional control inputs can maintain uniform laser power levels in the presence of
temperature and supply voltage variations as well as device aging. Feedback from a monitor
laser and detector is needed though. The monitor detects any temperature or supply voltage
changes. It raises the bias and modulation currents of laser drivers accordingly in order to
maintain uniform modulation currents. Therefore, at higher temperatures the laser current
increases for a fixed voltage thus compensating for the lower optical gain. The output power
stays almost constant for the entite temperature range [28]. However such circuits increase
component cost, which represents an issue for multi-stage router applications as described in

Chapter 1.

3.3 Summary

POI crosstalk 1s composed of optical, electrical and thermal components. Optical and
electrical crosstalk is detailed in this chapter. The key attributes for minimizing POI crosstalk

within the context of the VCSEL/PIN atray components considered in this thesis are:
1. Oxide-confined MQW VCSELs
2. PIN photodiodes
3. Minimum optical coupling distance
4. Very shott traces between active components and dtiver components

5. Shielded signal traces
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6. Differential signaling scheme

7. Temperature compensating structure and/or circuits

This list of attributes can serve as a guideline when evaluating optical components to be used in

high-bandwidth interconnects for scalable router applications. The same attributes can apply to

next-generation 2-D array devices as well.

3.4

10.
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Chapter 4 Impact of Crosstalk on POI and

System Performance

This chapter will explain how crosstalk not only affects the performance of a POI link but will
also provide an ovetview of its impact on the scalability of systems based on O-MIN

architectures.

4.1 Impact of Crosstalk on POI performance
4.1.1 Total crosstalk

Total crosstalk, i.e. the combination of optical, electrical, and thermal crosstalk, will dictate
general POI performance. In the system applications considered in this thesis, all channels are
driven simultaneously. The data integrity of a single POI channel is reduced by the total cross-
talk contributions of the other channels within the same POI. The combination of electtical,
optical, and thermal crosstalk degrades the link BER and consequently limits the optical link
budget. This petformance reduction is typically characterized by a power penalty due to a
reduction in extinction ratio and increased jitter sensitivity. “The crosstalk measured through
the optical signal includes all the possible crosstalk sources, and this data is the most
meaningful”’[1]. When measuring crosstalk, power and jitter penalties can be determined [2].
Determining these penalties will lead to a mote realistic view of the system performance as will

be shown in Chapter 5 and Chapter 6.

The impact of crosstalk on link budget, jitter tolerance and petformance uniformity across the
array will be studied in this thesis. These patameters are detailed for single channels in [3] but
will be expanded in Chapter 5 and Chapter 6 to include multi-channel operation and to

determine the different crosstalk components.

Accurate link budgeting depends on wotst-case analysis of the power penalty and jitter penalty
due to POI crosstalk. For shelf-to-shelf interconnect applications used in O-MINs, it is
important that each POI channel offer the same performance attributes in order to ensure
overall system stability. Optical crosstalk can futrther limit system scalability in O-MIN

architectures using redirection boxes as will be seen in the next section of this chapter. As
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stated eatlier, we will not consider the impact of temperature vatiations on POI performance in

this thesis.

Typically inter-channel skew is also considered a performance parameter. In the application
studied in this thesis, individual POI channels are considered independent from each other and

thus inter-channel skew is not a factor.

4.1.2 Power Penalty Due to Crosstalk

The power penalty associated with component crosstalk is observed by comparing the BER
versus Rx Sensitivity cutves of a single channel operating with that of the same channel
operating simultaneously with all the other channels in the atray. These cutves were explained
in detail in [3] and are typically used to evaluate the performance of a POI link. A 1 dB power
penalty is observed when all 1.25 Gb/s channels are turned on (102 BER) as shown in Figure
14 [2]. The power penalty observed when operating all the channels in the device at the same
time 1s attributed to inter-channel (optical and electrical) crosstalk at both transmit and receive
ends of the POL It will be interesting to identify the main cause of this power penalty, as it

needs to be evaluated accurately for real-life link budgets.
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Figure 14: Example of a waterfall cutve showing a power penalty due to crosstalk [2]
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The powet penalty due to POI crosstalk is expected to be non-uniform across channels: a
smaller penalty is expected for the side channels of the array as they have fewer neighbors that
can potentially contribute crosstalk signals. Thus, one of the objectives in crosstalk evaluation
is to determine the channel with the worst power penalty within the array since this channel
will ultimately define the system link budget. The worst case channel(s) is expected to be the
one(s) with the most neighbors, 1.e. the middle channels within a 1-D and 2-D array, but this
will be dependent on the physical structure of the VCSEL and photodiode atrays.

4.1.3 Jitter Tolerance

Jitter performance of the POI has been analyzed in detail using a “bathtub curve” generated
with the sampling point method [3] (this is basically a BER versus eye position curve). An
example is shown in Figure 15 [3]: 25% degradation in jitter performance (Figure 15 b) over
single channel operation (Figure 15 a) is observed when operating all channels simultaneously
for an Rx sensitivity of —12 dBm and a 10" BER. The effects of jitter on link performance are
especially important for high-speed links, as they will also translate into a power penalty [4]. A
degradation of single channel jitter performance is expected as multiple channels are operated
stmultaneously. Deterministic Jitter (D]) influences the eye opening thus changing the starting
points of the bathtub walls resulting in a closure in eye opening. Random Jitter (R]) affects the
slope of the bathtub curve. We will focus on the impact of inter-channel crosstalk (optical and
electrical) on the jitter performance of the POI link and more specifically, on total jitter [3, 5].
Again, the jitter penalty due to multi-channel operation needs to be evaluated accurately to
determine the link budgets of POI links used in O-MIN applications. Tolerance to jitter

variations will lead to improved system stability.

A stated in Chapter 1, a 10" BER petformance is typically required from POIs to provide
carrier-class system reliability. However, the specifications of the setial-to-parallel electrical
signal converters used in conjunction with the POI only allow for a 10'> BER. This is
sufficient in the present application following [3, 6]. Therefore the total jitter budget for the
POI link is 120 ps for the Tx, 20 ps fot the fiber link and 95 ps for the Rx for a total POI
budget of 177 ps or 0.59 UI (Unit Interval) with a 10-20% jitter performance degradation
when all POI channels are operating simultaneously (4 meters of fiber) [6]. For comparison

purposes a total jitter in the eye crossing of 83 ps was observed in [7] when drving 12 channels
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of a VCSEL array at 2.5 Gb/s with a PRBS 2"-1. This shows that it is possible to meet the

system jitter budget with commercially available components (but the actual POI performance

will be measured in the next chapters).

Bathtub Curves - PRBS, 2.5 Gb/s, 4m RO 17 di e
-5 85.0% 85.7%
-6 83.7% 84.3%
-7 82.3% 83.0%
-8 80.9% 81.7%
B -9 79.6% 80.3%
< -10 78.2% 79.0%
u -11 76.8% 77.6%
-12 75.5% | 76.3%
-13 74.1% 74.9%
-14 72.7% 73.6%
: : -15 71.4% 72.2%
Relative sampling point (ps) Table 4: Single-channel
bathtub curve for 4m., 2.5
Gb/s
a) Single-channel bathtub curves for channel 9 at 2.5
Gb/s, 4 meters
2.5 Gbps Eye opening
Channel #9 -2.5 Gb/s -4 m BER(]Og) -7 dBm [-12dBm
6.00 : -5 83.5% | 72.0%
700 -6 81.5% | 69.9%
-7 79.4% | 67.8%
-8.00 -8 77.4% | 65.7%
3 -9 754% | 63.6%
g 900 -10 | 73.3% | 61.5%
“ -11 71.3% | 59.4%
710.00 .12 [ 693% | 51.3%
100 -13 | 67.3% | 55.3%
-14 652% | 53.2%
-12.00 -15 63.2% | 51.1%

Relative sampling point (ps)

Table 5: Multi-channel
bathtub curve for 4m., 2.5
Gb/s

b) Multi-channel bathtub curve for channel 9 at 2.5
Gb/s, 4 meters

Figure 15: Example of a bathtub cutve showing a jitter penalty due to crosstalk [3]
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4.13.1 Bit-rate induced power penalty

Increasing bit rate actoss the POI
10% . .
! 4 1Gb/s 9mA (MM} | | array will impose an additional
® 1Gb/s 6mA (SM) '
10t} *3Gb/s 13mA power penalty [4, 8, 9]. Figure 16
w0t | shows a power penalty of
& i approximately 3.5 dB for a 107"
@ 10t . .

i - BER as the bit rate 1s increased
107°] from 1 Gb/s to 3 Gb/s [10]. This
pnry penalty is due to the fact that

o = R T ST S g Y receiver-switching power depends
Recelved Power (dBm) on bit rate [4]. Also note that
dispersion is not a factor in this
Figure 16: Graph showing a received power penalty case
when the bit rate increases (for MMF and a given )
BER)
The impact of bit rate on the

crosstalk performance of the POI will be analyzed in this thesis since it is planned to increase
the POI bit rate during the lifetime of the O-MIN system. Therefore this penalty will need to
be considered when establishing the fiber link budget of the O-MIN as it is preferable to not
modify the system link budget once the system fiber links of an O-MIN are installed.

4.1.4 Uniformity

As stated in Chapter 2, if the performance is uniform across the array, complicated control

circuitry is not required, thereby keeping the components inexpensive.

The uniformity of the optical crosstalk across the array needs to be evaluated. This will be
important in a POI application with redirection boxes since optical circuit lengths can vary
within the system as shown in Figure 4. Uniformity across POIs enables uniform link budgets

across all the optical channels of an O-MIN architecture.

Good performance uniformity is charactetized by sensitivity deviations below +/-1dB for all

channels at all the data rates for which the devices are designed to operate [7]. Also note that
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threshold current uniformity is needed to ensure uniform control of the optoelectronic arrays

[10].

4.2 Impact of Crosstalk on O-MIN Performance

Optical multi-stage networks (O-MIN) desctibed briefly in Chapter 1 show great promise for
scalable router architectures. However, crosstalk challenges need to be better understood to
enable the scaling of these systems using optical interconnects. In addition to the power
penalty due the crosstalk within the POI itself, the crosstalk suppression properties of the
optical redirection box can further imit O-MIN scalability. Understanding and minimizing the
impact of these crosstalk penalties is a unique challenge. A general overview will be presented

in this section and 1s subject to further research.

Optical crosstalk within the redirection box (RB) can represent such a problem that different
MIN architectures have been proposed to avoid or minimize this particular problem [11, 12,
13, 14,15]. “ Switch (RB) crosstalk is the most significant factor which reduces SNR and limits
the network size” [15]. This 1s validated by a number of studies that evaluate the impact of RB
crosstalk on system performance [16-26]. However, by attempting to solve the crosstalk issues
associated with the redirection boxes, some of the proposed architectures actually create
further system limitations. For example, [12] solves the crosstalk issue by using switch dilation
to reduce crosstalk at the RB but dilation actually increases the insertion loss penalty at the RB,
thereby reducing the overall permissible optical power penalty between MIN nodes and
subsequently the configuration flexibility. Using semiconductor optical amplifiers (SOA) ot
other optical amplification schemes does overcome the insertion loss problem but it creates
SNR challenges since ASE noise accumulates as the netwotk scales. This degrades the
performance of the O-MIN as suggested in [16]. Also numerous optical components required
to create the O-MIN suggested in [16] will increase the cost. Other proposed solutions
presented are rather complex in terms of RB equipment or algorithms needed for their
management, and are expensive—this is contrary to the low system cost requirement expressed

in Chapter 1.

We are not aware of any studies describing the impact of POI crosstalk on O-MIN scalability.
However a number of studies exist detailing the scalability of all-optical networks using optical

redirection boxes (optical cross-connects) and SMF fiber (basically used in optical backbone
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architectures) [16 to 26]. It 1s thus interesting to try to draw a parallel between these two, as the

basic principles described are the same.

Component crosstalk has been shown to limit the scalability of all-optical networks using
optical cross-connects as redirection boxes [17-21, 23-26]. In summary, crosstalk suppression
of greater than —40 dB is required between RB channels for SMF all-optical networks using
RBs, [16, 25, 26]. This crosstalk suppression requirement becomes even more stringent at

higher bit rates [25].

However, in the case of an O-MIN, the optical signals coming into an optical redirection box
from a POI might already have an optical crosstalk component. This crosstalk, especially if
caused by the Tx, can add to the crosstalk already inherent to the RBs and degrade further the
petformance of the optical link between 2 shelves linked with POls. In addition, the optical
crosstalk component found at the receive end of a POI link will also degrade the link
petformance and system scalability further. As the O-MIN scales through interconnection of
many RBs, the scalability of the O-MIN will degraded with the POI link BER. Thus, crosstalk
within POI technologies can potentially limit the scalability of O-MIN networtks, since signals
coming into the RB will have already been degraded by the inhetent optical crosstalk associated
with POL As stated eatlier, crosstalk suppression of greater than —40 dB is expected for RBs
used in all-optical networks. Similar stringent crosstalk requirements will be expected on RBs
used in scalable router architecture. This will need to be evaluated in greater details in another

study.

The optical crosstalk of the POI at the RB can be further characterized as homodyne crosstalk
since, in general, the VCSEL wavelengths within an atray are centred on the same wavelength.
However, if CWDM technology is used within an array to minimize the fiber count in a link,
then heterodyne crosstalk at the RB will also affect the scalability of the system. In the
application described in this thesis, since all channels of the VCSEL/PIN array ate operated
independently, it is assumed that the crosstalk would also be incoherent at the RB. This would

also need to be verified.
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4.3 Summary

The impact of crosstalk on the key POI performance parameters was reviewed in this chapter.

Of importance for optical interconnect applications are BER, jitter and performance

uniformity across the POI channels. The impact of POI crosstalk on the performance of an O-

MIN has also been discussed in this chapter. This information will serve as the basis for

understanding the issues that will be presented in the next chapters.
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Chapter 5 Experimental Set-up and Plan

This chapter describes the expetimental set-up used to characterize the crosstalk of the POI
described in Chapter 2. All tests were performed while operating all POI channels
simultaneously. This chapter also lists some interesting experimental techniques used to
measure electrical and optical crosstalk, as found in literature. Although these techniques were
not used hete, they ate useful for testing other POI components. Note that time and budgetary
constraints made it impossible to purchase a parallel BER tester. A unique test set-up was thus
created to measure crosstalk. It used a dual channel BER tester, optical switches and channel
dtiver boatds developed in-house, which gave the ability to drive the 1x12 array simultaneously
as well as taking readings for all 12 channels in parallel with maximum automation and
minimum manipulation of the components. This set-up minimized the problems associated

with keeping expetimental conditions constant throughout the experimentation.

5.1 Lab set-up and Test equipment selection
5.1.1 Physical Test set-up

The experimental set-up depicted in Figure 17 was used to characterize POI crosstalk. It
allowed the simultaneous measurement and control of the optical power of three adjacent
channels as well as eye and BER measurements of the channel under test with a minimum of
fiber manipulation during testing. It also allowed the study of eye/BER degradation due to

crosstalk and its effect on system link budget.

A few modifications were added to the set-up used in [1]: 2 extra optical switches were added
to minimize the total number of fiber manipulations done during the experiments. The
VCSEL artay was connected to a fan-out parallel optical fiber (100 meters of 62.5 im MMF).

The Channel Under Test (CUT) was connected to a variable optical attenuator or VOA
(EXFO I1Q-3100D-EI-EUI-91), which was then connected to an optical switch (Agilent

8606X). One of the outputs of the optical switch was sent to the corresponding channel on a
fan-in cable (100 meters of 62.5 tm MMF), which was connected to the PIN atray test board
(the total fiber length for all channels was 204 meters). A second switch output was

connected to an EXFO power metet, 1Q-1643-FOA-254. Finally, the last switch output was
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connected to a Digital Communications Analyzer (Agilent 86100 with 86101A plug-in). The
channels adjacent to the channel under test (CUT) wete connected to manual VOAs, which
were linked to identical optical switches. The first output of the optical switches was
connected to the cotresponding channels on the fan-in parallel fiber cable, which was in turn

connected to the PIN array. The second output was connected to the same power meter as

the CUT.
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Figure 17: Diagram of test set-up for measuring POI crosstalk (multi-channel
operation)

The manufacturer test boards mentioned in Chapter 2 provided an electrical interface toward
the modules and are shown in Figure 6. A BER tester (Agilent 86130A) generated the input
to the Tx CUT. The corresponding Rx PIN array electrical output was sent either to the same
BERT (Agilent 86130A) detector section and its sampling oscilloscope (Tektronix TDS7404
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TDS) to tecord the eye diagram and to study the significant parameters of the reconstructed

waveform. The full set-up is shown in Figure 18.

Figure 18: Test set-up for measuring POI crosstalk (multi-channel operation)

Two boards designed in-house dubbed “banana boards” and described in [1] always drive the
aggressor channels of the VCSEL/PIN atrays using SMA connections. Fach can drive up to 8
differential data lines simultaneously. These data lines ate independent synchronous pseudo-
random bit sequences (PRBS) of length 2”-1 [2]. Interleaving the signals from the 2 boards
ensures asynchronous behaviour between adjacent aggressor channels. Using these banana
boards enable the aggtessor channels to always be driven while studying the crosstalk of the

CUT and provide for a mote treal-life operational situation.

The optical switches and VOAs added many optical connections into the optical path of the
channels tested (approximately 1-2 dB extra in losses). But since we are interested in observing

the variations across the array, the extra losses will appear for each channel observed. Also,
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these losses will worsen the results found with the 204 meters of 62.5 um/160MHz multi-
mode fiber used in this experiment. This is in-line with the “worst-case” scenatio approach

used in this thesis and in [1].

Finally, this set-up needed to be reconfigured for every channel being tested. Each time 2 CUT
was changed, all the fibers and connectors were cleaned using standard fiber cleaning

procedutes [3]. This simulates real-life applications.

5.1.2 Statistical framework:

We used PRBS of length 2-1 and 2'-1 throughout the expetiments. PRBS 27-1 is the most
commonly used data pattern used to simulate data transmission while PRBS 2’-1 simulates data
encoding used in the POI (this is more tepresentative of real-life situations). PRBS 2-1 is also
used in local area networks (LAN) using short run codes and is similar to the 8B/10B
encoding used in Gigabit Ethernet [4, 5]. The data pattern was also found to have little impact
on POI jitter [1] and thus it was not varied in the expetiment. An average of 3 readings was

taken to minimize experimental etror and measurements were taken at steady state.

Because the data collection period for 10" BER was extended, 10"> BER results were

extrapolated from 10 BER measurements as per the method described in [1].

5.1.3 General Settings

Unless otherwise stated, all channels were driven at 2.5 Gb/s as this bit rate represents the
operating bit rate of the POI To make sure data from adjacent channels is uncorrelated and
asynchronous, the connections from the 2 “banana boards” to the POI test boards wete

alternated.

Furthermore, for all tests, the bias voltage for the laser and Rx arrays were set at 3.3 V as

prescribed by the manufacturer [6].

Finally, the ambient temperature was kept constant (approximately 20 degtees C)
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5.2 Experimental Strategy
5.2.1 Experimental Techniques for Evaluating Crosstalk

When characterizing POI crosstalk, the main challenge is to differentiate between electrical and
optical crosstalk. The best approaches consist of either varying the input current of the
VCSEL array and obsetving fluctuations in the optical output power levels of the VCSELs [7]
or varying the input optical power to the PIN array and measuring any fluctuations in the
output current or voltage of neighboring channels [8]. Although these techniques are
interesting, it was not possible to vary or monitor the bias current and voltage of the POI
components in this thesis. Since the VCSEL/PIN atrays ate BGA based, they did not allow
for any probing of the Tx and Rx component pins for electrical cutrent and voltage

measurements.

We can also measure optical

Fiber Fillod with Whis Light

crosstalk by sending an optical

signal to one channel and

measuring the optical power on
the nearest (NN) and next-
nearest neighbor (NNN)

channels. Only these four

channels were found to impact

the performance of a POI

channel through optical crosstalk.

The NN channels have been
Figure 19: Results of an expetiment to measure

optical crosstalk [9] found to have a greater impact

than the NNN channels
(approximately 3 dB difference) as obsetved from the measutements made on a 1D 32x1
channel VCSEL array-based POI using 62.5 pum GRIN MMF [9]. 'The same bchavior is
expected from the 1-D POI tested in this thesis. In a 2-D atray, the impact of the NNs and
NNNSs channels is expected to be wotse as each channels has mote neighbots. Also, as
expected, the VCSELs on the periphety of an atray have better SNR and waveform than those
in middle of 2D atray [10].
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Crosstalk can be evaluated by comparing the eye opening observed when all channels are being
operated to that obtained when one channel is active. The value of the penalty is estimated
from the reduction in vertical eye opening, corresponding to an mncreased width of the logic
levels. This effect on the high and low levels is also accompanied by an increase of the jitter on

the rising and falling edges, which translates into a larger pulse width.

When measuring crosstalk, variations in eye patterns across channels might be due to the
variation in board traceline impedance, causing signal reflection and parasitic capacitance
associated with each channel [10]. However, when all devices within the array have the same
characteristics, which was verified to be the case in this experiment (Chapter 2), it can be

determined that the dominant contributor to performance degradation is crosstalk.

5.2.2 Experimental Test-Plan

The experiment was divided into 2 sets of experiment: the first set analyzed the basic
components of POI petformance, and aimed to determine the performance limits of the POL
Part of this work was done in conjunction with [1]. The second set of measurements focused
specifically on isolating the possible sources of the performance degradation identified in the
first set of general measurements, within the POI itself (Tx, Rx, fiber, connectors) and

determining the major crosstalk contributor, i.e. electrical or optical.

The BER and jitter measuring techniques described in Chapter 4 were used in this experiment.
Also, the data collection was automated using the LabView program detailed in [1]. A general

description of these tests and their goals follows.

5.2.2.1 General Characterization of POI Crosstalk
The different tests performed to obtain the basic characteristics of the POI operation are listed

below:
1. Wavelength Measurements:

a. Goal: to determine the transmission wavelength of each channel. The
information collected here can help determine if optical crosstalk is homodyne
or heterodyne. If the wavelength variation is large, then this information can

be used to characterize the soutce of optical crosstalk at the Tx end.
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4.

5.

b. Procedure: using the set-up of Figure 17 while drving all channels
simultaneously, the output of optical switch #2 is connected to an optical
spectrum analyzer Advantest Q8384, where the actual wavelength of the

channels is measured.

Optical output power of VCSEL array channels when channels are not being

driven:

a. Goal: to determine if single channel operation is affected by the non-

operation of adjacent channels and performance uniformity across channels.

b. Procedure: with the Tx modules biased at 3.3 V, but not connected to the
dtiver boatds, measure the output optical power of each individual channel

with the power meter.

Optical output power of VCSEL array channels when channels are being

driven:

a. Goal: to determine the output power of all channels when operated in multi-
channel configuration and to determine the uniformity of performance across

all channels; to determine if there is a difference with the results of test #2)

b. Procedure: same as test #2b) but with the Tx and Rx modules connected to
the driver boards to drive all channels adjacent to the CUT.

Rx Power uniformity- 0 aggressor channels:

a. Goal: to determine the BER changes with varation in maximum receive
optical power across all 12 channels when no other channel is in operation, and

to identify the uniformity of performance actoss all channels.

b. Procedure: drive each channel individually and petform a waterfall curve

measurement for each channel as per the technique described in [1].

Rx Power uniformity- 11 aggressor channels:
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a. Goal: to determine the changes in BER with variation in maximum receive
optical power actoss all 12 channels when all the other channels are in

operation, and to identify the uniformity of performance across all channels.

b. Procedure: drive all channels simultaneously using the drver boards and
petform a waterfall curve measurement for each channel as per the technique

described 1n [1].

5.2.2.2 Crosstalk Characterization of Individual POI Components
The tests performed to isolate the sources of crosstalk within the POI and to determine the

cause of this crosstalk are listed below:
1. Cross-talk characterization of fiber medium:

a. Goal: to determine if optical crosstalk within the fiber medium exists and to

quickly verify the supplier specifications.

b. Procedure: this test is done by simply lighting up one channel of the parallel

fiber cable and measuring optical output power on adjacent channels.
2. BER and Eye Opening Penalty due to optical crosstalk at the Tx side:

a. Goal: to determine the BER penalty and eye opening penalty due to optical
crosstalk leakage in both the Tx and the Rx modules, to determine how many
adjacent channels will impact BER and eye opening performance and to

determine the performance uniformity across the entire array.
b. Procedure:
This test is done in 2 parts:

1. When driving the CUT, aggressor channels are added or removed
progressively and changes in the CUT BER, ER, and eye pattern are

obsetved at the receive end

59



. The output of the Tx module is fed directly in the DCA and aggressor

channels is added or removed progtessively: changes in the CUT BER

and eye pattern are observed at the transmit end

3. Characterization of Rx Crosstalk

a.

Goal: to determine the impact of optical crosstalk on Rx performance

b. Procedure:

This test is done in 2 parts:

i. Using the set-up in Figure 18, waterfall curves are obtained for the

different CUT while maintaining the difference between the optical
power of the adjacent channels and the CUT constant. This 1s
achieved by manually setting the variable optical attenuators of the

nearest neighbor channels to the right attenuation level.

i.. As shown in Figure 20 below, a completely different Tx module is used

to send light to the Rx channels adjacent to the CUT. By using a
different Tx module, to provide the optical power of the aggressor
channels, we isolate the receive end of the CUT and can determine if
optical crosstalk contributions from the aggressor channels impact
CUT BER. In this case, a Picolight 12x2.5 Gb/s VCSEL atray, (Part#
PL-TCP-00-S53-0B) is used because it was available.  Any other
similar VCSEL array based laser could have been used as vanations in
receiver BER are obsetved. Two Picolight channels are connected to
the fibet channels in the fiber tibbon atray that ate as far away from the
channel under test as possible. At the receive end, these aggressor
channels are connected to the nearest neighbors of the CUT. This can
be achieved using a fan-out fiber ribbon at the Tx side and a fan-in

fiber ribbon at the Rx end.
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Figure 20: Experimental set-up to measure optical crosstalk at the receive end
of a POI

4. Impact of cross talk on POI jitter performance

Goal: to determine the tolerance of the POI to jitter performance degradation

with multi-channel operation.

Procedure: The “Rx Power uniformity- 0 aggressor channels” and “Rx Power

uniformity- 11 aggressor channels” procedures are repeated but jitter was

measured instead using the bathtub curve method described previously.

5.3 Summary

The unique test setup and testing methodology designed to characterize POI crosstalk was
described in this chapter. The set-up minimized component manipulation throughout the

testing of the POL

whenever components needed to be handled.
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Chapter 6
Experimental Results and Impact on System

Performance

Test tesults obtained from all expetiments described in Chapter 5 are explained in this chapter.

Observations and expetimental analysis ate also included.

6.1 Experimental results
6.1.1 General Characterization

6.1.1.1 Wavelength Measurements

The measured channel

Wavelength distribution over channels

wavelengths varied by less than
one nanometer across the 12-
channel POI array (Figure 21).
The average wavelength was
845.4 nm with standard deviation

of 0.08 nm. This represents

Wavelength (nm)

excellent uniformity across the

array. Hence, it was not possible

to use wavelength as a “marker” 0 1 2 3 4 5 6 7 8 9 10 11 12 13
Channel #

for identifying the possible source

of optical crosstalk. These results
also confirm that if the there is | Figure 21: Channel wavelengths

optical crosstalk caused by the Tx module, it will be of homodyne nature since the all the

wavelengths center around 845 nm.
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6.1.1.2 Launch Optical Power (no connections to the driver boards)

The results shown in Figure 22

Output Power of Channels with NO Data . .
Signals Applied show an interesting phenomenon:

(all channels on at same time)

when the Tx module is biased at
3.3V but is not connected to the
“banana” boards, the Tx channels

still generate optical power, in

Output Power (dBm)

some cases as high as —3 dBm. The
high optical power of these

Channel # channels can impact the

petformance of any channel being
Figure 22: Optical transmit power per channel

; tested, which means that when
(bias only)

characterizing POI crosstalk, only
the aggressor channels that are being driven with the driver boards are connected optically to
the fiber ribbon(s). Any Tx channel that is not being driven is not connected optically to
minimize potential crosstalk noise due to the high optical output power as observed in Figure
22. 'The output power varied randomly across the atray. It was recommended to squelch the

optical output power of un-driven channels to POI component suppliers.

6.1.1.3 Launch optical power dtive

Optical launch power measurements were made in [1] and repeated below in Figure 23. The
bias voltage is varied within the limits presctibed by the manufacturer [2] to determine the
sensitivity of the Tx module to variations in power supply voltage. As expected, the output
optical power varied little when the bias voltage of the Tx module was varied within
specifications. Furthermore, the channel-to-channel variation was small, with a standard
deviation of 0.21 dB for an average Tx optical power of — 3.91 dBm. The optical launch

power was found to be insensitive to signal pattern. This corroborates the findings in [1].

The optical output power was found to be independent of bit rate. The output optical power
measured at a bit rate of 2.125 Gb/s was almost identical to that measured at 2.5 Gb/s [1], as
shown in Figure 23 and Figure 24. These latter measurements will be most significant for O-
MIN applications where an inctease in bit rate beyond 2.5 Gb/s is planned without requiting

any changes in the installed fiber plant.
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Figure 24: Optical output power per channel (2.125 Gb/s)

6.1.1.4 Single-Channel and Multi-Channel Testing

Figure 25 plots single-channel operation together with multi-channel operation of the POI in
order to get a good estimation of the power penalty associated with the multi-channel
operation of each channel of the POI with the 204-metet fiber ribbon link described in 5.1.1.

Multi-channel operation includes the operation of all 12 POI channels simultaneously. The
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observed power penalties at BER of 10" are shown explicitly in Table 6. To ensure the validity
of the experimental data, 2 sets of measurements were completed separately for the single

channel operation and the multi-channel operation.

Channel 1 2 3 4 5 6 7 8 9 10 1 12

Power | 35 53 4.2 5.1 5.6 4.6 58 4.3 5.0 52 49 39
Penalty
(dB)

Table 6: Measured power penalty pet channel for multi-channel operation at 2.5 Gb/s
and a 10? BER

As expected the power penalty is smallest at the edge of the POI, i.e. on channels 1 and 12
since these channels have less neighbors than the other channels. Also the middle channels
have the highest penalty. The average power penalty averages across the array is 4.8 dB, which
1s significant. The standard deviation 1s 0.7 dB, which shows a fairly consistent penalty across
the array. For link budgeting purposes, the worst-case penalty should be used, cortesponding
to a reduction of 5.8 dB relative to the average single channel case. This obsetrved power
penalty is due to crosstalk at either the Tx or Rx ends, or at both ends and subsequent testing

in this chapter will aim to pinpoint the exact source.
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Gb/s (crosstalk power penalty)—M=Multi-channel operation and S=single channel
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The steepness of the waterfall curves collected in Figure 25 is expected, as it is typical of optical
receivers. Hence, varying the optical power by a small amount can create a radical
improvement in the cotresponding BER petformance, i.e. from a 10° BER to a 10° BER. For
example, when varying the optical power of channel #2 by 1.2 dB the BER improves from 10°
to a 10” during the watetfall curve measurements, as shown in the expetimental results listed in

Table 7 below.

DATA:

Waterfall Curves for Multi-

Channel CH2 Step (dB)

- 0.1
Power @ PM | VOA settings
(dBm) (dB) Pass 1 Pass 2 Average
-16.8 -9.8 5.00E-05 4.70E-05 4.85E-05
-16.7 -9.7 2.45E-05 2.48E-05 2.47E-05
-16.6 -9.6 1.26E-05 1.30E-05 1.28E-05
-9.5 6.20E-06 6.30E-06

-16.5

6. .86E-06 2.98E- U6
-16.3 -9.3 1.32E-06 1.29E-06 1.31E-06
-16.2 -9.2 6.10E-07 5.80E-07 5.95E-07
-16.1 -9.1 2.63E-07 2.60E-07 2.62E-07

-16 9 9.60E-08 1.01E-07

-15.8 -8.8 1.53E-08 1.52E-08
-15.7 -8.7 5.20E-09 4.30E-09 4.75E-09
-15.6 -8.6 2.30E-09 1.80E-09 2.05E-09
-15.5 -8.5 7.00E-10 8.00E-10 7.50E-10

Table 7: Waterfall curve measurements for channel #2 (multi-channel operation at 2.5
Gb/s)

Table 8 summarizes the maximum power variation needed to obtain the same BER

improvements. The channel performance is consistent across the atray (standard deviation of

0.15 dB).

Channel 1 2 3 4 5 6 7 8 9 10 11 12
Optical | 1.4 1.3 1.4 1.5 14 1.6 1.7 1.5 1.7 1.8 1.5 1.5
Powet
A (dB)
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Table 8: Optical power variation across channels (multi-channel operation at 2.5 Gb/s)
The results in Table 8 indicate that performance of all channels within the POI array are
sensitive to variations of less than 2 dB when operated in multi-channel fashion. However,
these power penalties represented absolute worst-case scenarios since only the received power
of the CUT was attenuated telative to the full optical power of the aggressor channels.
Therefore the wotst-case 5.8 dB power penalty listed in Table 6 previously will have to be

adjusted to reflect 2 more real-life application as will be seen later in this chapter.

Large vatiations in Rx sensitivities are also obsetved in multi-channel operation. These Rx
sensitivities are listed in Table 9: the average sensitvity for a 10" BER is —14.8 dBm with a
maximum deviation of 2.3 dB and a standard deviation of 0.6 dB. The average receive power

is ~19.7 dBm and the standard deviation falls to 0.3 dB for single-channel operation.

Channel 1 2 3 4 5 6 7 8 9 10 n 12
Rx -164 | -147 | -152 | -148 | -146 | -145 | -141 | -15 -144 | -145 | -151 | -154

Sensitivity

(dBm)

Table 9: Receive power per channel for 10> BER (multi-channel opetation)

The measured Rx sensitivities at 10> BER ate greater than the -16 dBm prescribed by the
component vendor [2]. This is because the components used in the expetriment were early
prototypes. However it will be important to get assurance from the component vendors that

the parts used in real-life applications meet the prescribed Rx sensitivity [5].

These Rx sensitivity and multi-channel operation power penalties translate into a wotst-case
9.8 dB link budget as shown in Table 10. The maximum link budget variation between
channels is 2.85 dB, which can affect the scalability of 2 multi-hop O-MIN as will be discussed

later in this chapter.

Channel 1 2 3 4 5 6 7 8 9 10 11 12

Link Budget | 12,65 | 1095 | 11.5 | 10.7 | 109 | 1025 | 9.8 | 11.15| 106 10.5 11.3 | 11.45
(dB)
10-2BER
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Table 10: Pet channel operational link budgets (multi-channel operation at 2.5 Gb/s)

The POI was also found to be sensitive to both bit rate and bias voltage. Waterfall curves were
produced for 3 channels (Figure 26) and we obsetved a power penalty of up to 0.9 dB at 10
BER when the bit rate varied from 2.125 Gb/s to 3.125 Gb/s. Note that the POI was
operated under multi-channel conditions. As expected from Chapter 4, there is a power penalty
due to a2 1 Gb/s bit rate increase and a 9% variation is rather large when compared to the

average link budget of the system.

Comparing the two bit rates

% g ch52.125G

"B | mch5 3.125G

e o | chg82.125G
o \tos | % ch8 3.125G
L | Xch92.125G

o ch9 3.125G

1.E-10

1E-n

1E-12

Received Power (dBm)

Figure 26: Waterfall curves for channels 5, 8 and 9 with bit rates of 2.125 Gb/s and 3.125
Gb/s

The channels were then operated under single and multi-channel conditions with varying bit
rate in order to better understand the cortesponding power penalty due to the combined effect
of multi-channel operation and increased bit rate. The bit rate was only increased from 2.5
Gb/s to 3.125 Gb/s to represent a more real-life application. The experimental results are
shown in Figure 27. Penalties as high as 7 dB for a BER of 107 wete observed when
comparing multi-channel operation with single channel (tefer to channel 2 in Figure 27).
However, when considering multi-channel operation only, the power penalty was less than 0.3

dB for a 10" BER when increasing the bit rate from 2.5 Gb/s to 3.125 Gb/s for both
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channels shown in Figure 27. Of impottance is the variation in Rx sensitivity between the 2
channels below, which is approximately 1.5 dB for both 2.5 Gb/s and 3.125 Gb/s. It is
Intetesting to note that optical power variations due to changes in bit rate are small at the Tx
end (as found in section 6.1.1.3). The performance of the Rx end of the POI is thus assumed

to be the major contributor to the bit rate induced BER penalty found above.

2.125G vs 3.125G
Single vs Multi (204m)

m ch1 2.125G single
® ch2 2.125G single
ach1 3.125G single
¢ ch2 3.125G single
ch1 2.125G multi
% c¢h2 2.125G multi
x ch1 3.125G multi
e ch2 3.125G multi
-ch1 2.5G single
ch2 2.5G single
ch1 2.5G multi
ch2 2.5G multi

Figure 27: Graph of BER versus receive power for single and multi-channel operation
at bit rates of 2.125 GB/s and 3/125 Gb/s (power penalty)

Finally, a power penalty was also observed when the bias voltage of both Tx and Rx
components was varied within the limit voltages presctibed by the component vendor [2] for
multi-channel operation mode. This penalty was smaller than 0.5 dB as shown in Figure 28 but
still forced careful monitoring of the bias voltage throughout the experiments in order to get as

accurate data as possible and ensure consistency of the expetimental results.
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Comparing the two supply power values

1E03
3.E-04

1.E-05

&ch5 3.15V
mch5 3.45V
1E07 ch8 3.15V
=< ch8 3.45V
Xch9 3.15V
@ ch9 3.45V

1.E-06

BER

1.E-08

1.E-09

1.€-10

1E-11

1E12

Received ower (dBm)

Figure 28: Graph of BER versus receive power for channels 5, 8 and 9 and bias voltages
of3.15and 345V

6.1.2 Crosstalk Characterization of Individual POl Components

The next seties of experiments aimed at identifying the sources of the previously found power

penalty.

6.1.2.1 Cross-talk characterization of fiber medium

This was a quick test to verify the manufacturer’s claim of negligible crosstalk between fibers.
The MTP connectors created a challenge when trying to isolate a single channel in the fiber
ribbon cable. To make sure the true ribbon crosstalk was measured, it was necessary to block-
off any crosstalk occurring at the Tx end of the POI. Therefore a fan-out cable was connected
to a fan-in cable to isolate a single optical signal. This signal was then fed into a ribbon cable.
Optical power was measured on channels adjacent to the lit CUT. As expected, no optical
crosstalk was detected on the nearest and next-nearest neighbors with the optical power meter,
which was capable of detecting weak optical signals of —85 dBm. It can therefore be
concluded that optical crosstalk due to inter-channel coupling within the fiber ribbon array is

negligible as it is less than —85 dBm.
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6.1.2.2 BER and Eye Opening Penalty due to optical crosstalk at the Tx side:

1. Determining which aggressor channels have significant impact
The first set of experiments aimed at determining which adjacent channels has an impact on
the POI performance when operating in multi-channel mode. Knowing which adjacent

channels influence the CUT performance reduces the total number of tests required.

Initially, one channel was operated and driven at 2.5 Gb/s with the “banana” board while the
receive power was set so a 10° BER using the variable optical attenuator. Aggtessor channels
were added one by one and the BER was measured. BER degraded very quickly as soon as
one NN channel was added and it was not possible to determine if channels other than the
neatest and next-nearest neighbors had an impact on the BER petformance of the CUT. The
testing strategy was thus reversed, ie. the CUT was initially operated in multi-channel mode
while its receive power was set to a low BER of 10™. This low BER was selected because it
teduced the data collection period needed on the BERT and it maximized the impact of
removing adjacent channels on CUT petformance. The aggressor channels furthest from the
CUT were disconnected one by one, first optically, by removing the fiber connection, and then
electrically, by disconnecting the driver board. Channels furthest from the CUT were first
disconnected, and then the next furthest channels, and so on, getting closer and closer to the
CUT, untl an improvement in BER was observed. Using this last technique, we were able to
determine that only the nearest neighbors were found to affect CUT performance and not the
next-nearest neighbors when operating a particular CUT under normal operating conditions,
ie. with no optical attenuation on the adjacent channels. Results for channel #5 are shown as
an example in Table 11 below. Only results for the neatest-neighbors channels are shown

since the simultaneous operation of other channels had no effect on the CUT BER.

It is interesting that both the optical and electtical connection had an impact on the BER
reduction of the CUT. This is an indication that both optical and electrical crosstalk affect the
BER petformance of the CUT. We note that the optical transmit power varied by less than
2% when the adjacent channels wete disconnected electrically from the driver boards. This
indicates that the optical crosstalk did not occur at the transmit end of the POI but rather at
the receive end. This will be verified later in this chapter.
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Channel #5 = CUT

Remove Channel #6 BER Tx Optical Power (dBm)
a) electrical & optical 297 E-4 -17.8
b) remove optical conn. 129 E-6 -17.5
c) remove electrical conn. 4.46 E-7 -17.8

Remove Channel #4 BER Tx Optical Power (dBm)
a) electrical & optical 6.62E -7 -17.81
b) remove optical conn. <10E-12 -17.83
¢) remove electrical conn. <10E-12 -17.79

Table 11: Test Results showing the impact of nearest-neighbour channels on the
channel-under-test BER

The fact that the nearest-neighbor channel has the most impact on BER performance of the
CUT i1s a characteristic of the POI used in this thesis. It cannot be concluded that all POT will
behave in a similar manner. Nevertheless the experimental procedure described above can be
used for any other POI and is a quick and easy way to determine which aggressor channel(s)

will influence the CUT performance.

2. BER and Eye Opening Penalty due to optical crosstalk at the Tx side

The second set of experimental tests consisted in measuring the characteristics of the Tx
channels and observing variations for multi-channel operation relative to single-channel
operation. As an example, with the set-up desctibed section 5.1, the eye pattern of channel #5
was measured using the DCA. Its optical powet was also measured. When adjacent channels

were connected, negligible variations in eye pattern and optical output power were measured,
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1.e. less than 3%. Fitst the nearest neighbor channels were connected up and then the next-
neatest neighbors. Results for 4 channels are shown below (Table 12) and include an edge
channel as well as a middle-of-the array channel. These results show that behavior is the same
irrespective of channel position within the array. All results were taken for a 10° BER, which
was first set using the vatiable optical attenuator on the CUT. Then, with the optical switch,
the signal was fed to the DCA.

Optical Power (dBm) | Jitter (ps)
Channel # 9 (no aggressor) -15.29 11.5
Channel #9 + NN channels -15.28 11.2
Channel #9 + NN & NNN channels -15.23 11.2
Channel # 2 (no aggressor) -15.88 14.9
Channel #2+ NN channels -15.86 14.5
Channel #2 + NN & NNN channels -15.85 14.7
Channel # 6 (no aggressor) -15.43 113
Channel #6 + NN channels -15.46 11.0
Channel #6 + NN & NNN channels -15.45 11.3
Channel # 10 (no aggressor) -16.69 11.5
Channel #10 + NN channels -16.70 11.3
Channel #10+NN & NNN channels -16.72 11.3

Table 12: Optical crosstalk measurements on Tx side of POl
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It was not possible to block-off the adjacent optical channels in the MTP connector on the Tx
side without damaging the components, and thus it was not possible to determine if crosstalk
occutred within the VCSEL itself, either through electrical crosstalk or through spontaneous
emission coupling. Also, it would have blocked off any of the high-powered biased emissions
measured in section 6.1.1.2, which might have added to the optical crosstalk due to inefficient
coupling of the output transmit power. Because the vatiations in transmit signal parameters
were negligible, it can be concluded that optical and electrical crosstalk due to the Tx module is

negligible.

This means that if the present Tx module is used in an O-MIN architecture, its optical signal
will not be degraded due to optical crosstalk prior to its entry in an optical redirection box.
Only the inherent crosstalk associated with the optical redirection boxes will need to be
considered when assessing its impact on the optical link performance, which will determine the

scalability of the O-MIN.

6.1.2.3 Optical crosstalk at the Rx End of the POI:

Since 1t was determined there is negligible crosstalk contributions from the transmit side of the
POI and the optical fiber ribbon atray, it is also assumed that the crosstalk penalty observed in
the first section of this chapter is due solely to Rx crosstalk, both electtical and optical. Because
the Rx array was BGA-based and did not allow any probing of the array pins for electrical
current variation, 1t was difficult to determine the extent of the electrical component of the Rx
crosstalk. Therefore an estimation of the impact of optical crosstalk on the treceive end is

determined.
1. Characterization of Rx Crosstalk

To characterize the crosstalk induced at the Rx end, experiments wete done using the set-ups
described in Figure 17 and Figure 20. Because the powet penalties found in section 6.1.1.4
represented cases whete the optical power differences between the CUT and aggressor
channels varied, two tests were performed where the difference in optical power between the
CUT and the aggressor channels remained constant. To achieve this, the optical power in the
aggtressor channels was adjusted manually using the optical attenuators and relative to the
attenuation done on the CUT. In this manner, the difference in optical power between the

adjacent channels and the CUT temained constant throughout the collection of data points
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needed for the waterfall curves. Results for 2 channels are summatrized in Figure 29 and Figure

30 below.

¢6dB
m3dB
1dB

BER

Received Power (dBm)

Figure 29: Graph of BER versus Rx sensitivity for channel 11 at 2.5 Gb/s
(different optical power in the two nearest-neighbours channels)

¢6dB
m3dB
1dB

BER

Received Power (dBm)

Figure 30: Graph of BER versus Rx sensitivity for channel 8 at 2.5 Gb/s
(different optical power in the two nearest-neighbours channels)

As can be seen from the readings of the above two channels, the power penalty associated with

an increase in optical power in the adjacent channels, relative to the optical power in the CUT
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is not constant: for channel 11, the power penalty 1s approximately 1 dB while for channel 8 it
is less than 0.5 dB at 10"* BER. The same is true for the other channels and the power penalty
observed is less than 2 dB across all channels. We can only conclude that the impact of an
increase in adjacent channel optical power relative to the CUT is not strong. It cannot be
determined if the crosstalk is electrical or optical but 1t is suspected that it is mostly electrical

following the calculations done in section 3.1.1.1.

Table 13 shows how the power penalties found in Figure 29 and Figure 30 differ from those
found in Table 6 and Figure 25. Approximately 1.2 dB improvement is obsetved when
maintaining the optical power difference between the aggressors and the CUT at 6 dB. The
best improvement is less than 2 dB for an optical power difference of 1 dB. The key question
becomes, what is the “pain threshold”, ie. at what is the optical power difference between

channels that will impact BER significantly. This will be examined next.

Channel Full Power A=6dB A=3dB A=1dB
(dB) (dB) (dB) (dB)
8 4.85 3.47 3.07 3.04
11 5.17 4.06 3.65 3.42

Table 13: Power penalties for different optical power in nearest-neighbour aggressor
channels

In the second experiment, the procedure described in Figure 20 was performed with a different
laser altogether to send light to channels adjacent to the CUT in the Rx module. Only the
nearest neighbor channels are used since they are the only channels affecting CUT

performance (as found previously in section 6.1.2.2).

In this series of expetiment, the granularity of the optical power difference was refined to 1 dB

increments. This allows a better accuracy when determining the threshold optical power
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difference that will impact CUT performance. The CUT BER was set to 10°. As the optical
power of the nearest-neighbor channels is increased in 1 dB increments using manual optical
attenuators and relative to the CUT optical power, variations in BER are observed. The
“threshold optical power difference” between the CUT and the nearest-neighbor channels is
somewhere between 3 and 4 dB difference for all channels measured. Further degradation in
CUT BER is observed as the optical power difference is increased further. Results are shown
in Table 14 below. Because throughout the experiment, the POI components were found to
petform uniformly under normal operation, it is assumed in confidence that it will be the case
in this particular expetiment as well. This allows a reduction in the total number of channels to
test. In this particular expetiment a random selection of atray elements was done instead of a

full experimental characterization to reduce testing time.

BER
Optical Powet Channel 1 Channel 3 Channel 4 Channel 6 Channel 9 Channel 10
A (dB)
3dB 263 E-9 3.87E-10 10E-10 156 E-9 10-10 9.48E-9
4dB 211E-7 471E-6 043 E-7 2.105-7 1.78E-7 6.25E-7
5dB 9.43E-5 5.69E-5 1.23E-5 65E-5 4.66-5 8.44F-4

Table 14: BER variation in the CUT with differences in optical power in the aggressor
channels

Referring back to Table 13, with 3dB as the threshold optical power difference, the powet
penalty improvement will then be 1.5 dB approximately, so that the 5.8 dB worst-case power
penalty found in section 6.1.1.4 can then be adjusted to 4.3 dB. A 2-3 dB difference in optical
power can translate to a 3.5 dB to 5.8 dB power penalty as obsetved in Figure 25. This penalty
can be significant when compared to the 12.5 dBm optical link budget found in [1]. A quick
verification of the link budget for all channels again demonstrates uniformity across the array
for both the initial link budget and the link budget adjusted with the 1.5 dB improvement: the
average adjusted link budget for all channels listed in Table 15 is 12.48 dB with a standard
deviation of 0.73 dB, with a wotst-case of 11.3 dB. Thus the impact of the power penalty due
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to multi-channel operation will also be consistent across the array. A bit rate increase from 2.5
Gb/s to 3.125 Gb/s would de-rate the link budgets by an additional 0.3 dB to complete worst-

case analysis.

Channel 1 2 3 4 5 6 7 8 9 10 1 12

Initial 12.65 | 1095 | 115 | 107 | 109 | 1025 | 9.8 | 1115| 106 | 105 | 11.3 | 11.45
Link
Budget

(dB)

Adjusted | 14.15 | 1245 | 13.0 | 122 | 124 | 11.75 | 113 | 1265 | 121 | 120 | 128 | 1295
Link
Budget

Table 15: Link budget per POI channel (multi-channel operation at 2.5 Gb/s)

In real-life point-to-point or single-hop applications using the present POI, a channel will
rarely be attenuated by more than 3 dB relative to the other channels in the array (teferting to
the Rx sensitivities of the channels shown in Table 9). However, when used in multi-hop O-
MINs with optical redirection boxes, one channel can go through many redirection boxes and
thus be attenuated by more than 3 dB relative to other channels not going through as many
redirection boxes (as shown previously in Figure 4). The above limitation will have to be taken
into account when determining the link budget for all the fiber links used in an O-MIN: a limit
on the number of redirection boxes that can be connected together will be imposed as the total
sum of the losses attributed to these boxes cannot be greater than 3 dB without impacting the
link BER or power budget. Assuming a 1 dB loss per redirection box, 3 reditection boxes is a
good approximation of the maximum number of redirection boxes that can be interconnected
optically in a row to create an O-MIN. The limitations can also be applied to the maximum
number of hops an optical signal can go through if mote than 3 optical redirection boxes are

used. This last approach however will require some form of optical signal management.
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6.1.2.4 Impact of cross talk on POI jitter performance uniformity across the array

A fairly extensive jitter analysis was done in [1]. In this present thesis, the tolerance of the POI

to multi-channel induced jitter and its uniformity of the jitter across the array are of interest.

The worst -case eye opening of 44.8% at —14 dBm for channel 6 shown in Figure 31 and Table

16 is still large enough to meet the system link budget determined [1]. The corresponding eye

diagram is shown in Figure 32. Multi-channel operation of the POI will degrade the channel

jitter performance.

However, this petformance is still acceptable within the jitter budget

defined for a POI used in the scalable router application defined in this thesis. In other words,

the POI studied in this thesis exhibits high tolerance to jitter since the 20% jitter performance

degtradation is acceptable in the context of point-to-point links in an O-MIN application.

Further study will be needed to determine the jitter tolerance for multi-hop applications.

Channel - 2.5 Gb/s
-6.00
()

-7.00
—~ -8.00
()
L)
P -8.00
w
@ _10.00

¢-10dBm ®-12dBm  -14 dBm
-12.00 S e e e
Relative sampling point (ps)

Eye
opening

2.5 Gbps (Average)

BER(log)| -10dBm | -12dBm | -14 dBm
-1 92.9% 82.9% 75.2%
-2 90.3% 80.7% 72.4%
-3 87.7% 78.5% 69.6%
-4 85.2% 76.3% 66.9%
-5 82.6% 74.1% 64.1%
-6 80.0% 71.9% 61.3%
-7 77.4% 69.8% 58.6%
-8 74.8% 67.6% 55.8%
-9 72.2% 65.4% 53.0%
-10 69.7% 63.2% 50.3%
-1 67.1% 61.0% 47.5%
-12 64.5% 58.8% 44.8%
-13 61.9% 56.7% 42.0%
-14 59.3% 54.5% 39.2%
-15 56.7% 52.3% 36.5%

Table 16: Channel #6 eye opening

Figure 31: Bathtub curve for channel #6 (2.5 Gb/s at (2.5 Gb/s at 204 m.)

204 m.)
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Figure 32: Eye diagram results for jitter measurements (channel #6 at 2.5 Gb/s, 204 m
@ -12 dBm Rx power)

6.2 Summary

The tests described in Chapter 5 were cattied out completely, and in some cases additional
testing was petformed. Optical power measurements, Rx sensitivity measurements, and
vatious jitter measurements were performed to successfully characterize the power and jitter
penalties due to multi-channel operation of the POI This testing confirmed that the POI
selected in this paper could be used in an O-MIN architecture. It also demonstrated that the
crosstalk-induced power and jitter penalties are mostly occurring at the Rx end of the POL
With the results obtained, it was possible to adjust the optical power budgets of the O-MIN
system. Finally, the methodology followed in this chapter can be applied when testing any
other POI components that will be used in an O-MIN architecture.

6.3 References

1. M. Salzberg, “Testing and Characterization of a Parallel Optical Interconnect for a
Scalable Routing System™ Master’s thesis, McGill University, 2001.
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Chapter 7 Conclusion and Future Work

In this thesis, much work has been completed to characterize the crosstalk of a parallel optical
interconnect used in optical multi-stage networks. A brief review of this work is provided in
this final chapter. Future testing activities to improve the crosstalk characterization of POI

technology are also considered.

7.1 Review

To meet the ever-growing bandwidth demands of IP networtks, new scalable routers are
emetging based on multi-stage architectures. These consist in creating a single system by
interconnecting multiple shelves together. Parallel optical technologies have been shown to be
the most effective method to intetconnect shelves in a multi-stage system. With the use of
optical redirection boxes, the total number of optical links needed is reduced. Systems using a
combination of optical redirection boxes and POI links are called optical multi-stage

interconnect netwotks or O-MINs.

Today, POI technology is available to support multi-stage scalable router applications and
offers many advantages over other optical technologies available today. The components
selected in this thesis were state-of-the-art components. Their key characteristics relevant to

the subsequent crosstalk evaluation testing were presented as well.

By studying the characteristics of the POI components, it is possible to find out about their
crosstalk properties. The key attributes needed to minimize electrical and optical crosstalk in
the POI at both the Tx and Rx ends have been determined in Chapter 3. In summary, they

are:

Oxide-confined MQW VCSELs

PIN photodiodes

Minimum optical coupling distance

Very short traces between active components and driver components

Shielded signal traces

AL S o .

Differential signaling scheme
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7. Temperature compensating structure and/or circuits

The effects of thermal variations in the POI components on petformance have not been
studied in this thesis. A brief overview of thermal effects and the solutions to minimize these

has been provided for completeness.

Optical and electrical inter-channel crosstalk within the parallel optical interconnect
components (at the Tx and Rx side of the POI) can degrade the interconnect performance.
The key performance parameters that need to be evaluated are bit error rate (BER), jitter as
well as uniformity across the array. Uniformity is of particular importance in an O-MIN since
it simplifies system link budgeting. Although [1] provided a very thorough analysis of the POI
used in this thesis, it did not include in-depth testing under multi-channel operation. The
petformance degradation found in this thesis is really evaluated under multi-channel operation,

which represents a real-life operating condition of the POL

In ordet to charactetize the electrical and optical crosstalk of the POI components and verify
they meet the design specifications, several unique test set-ups were created and a detailed test

plan was developed and executed.

The test plan was implemented with slight modifications for improved accuracy. It was found
that only the nearest-neighbour channels affected the CUT performance in the POI tested.
Multi-channel operation of the POI does induce a power penalty of as high as 5.8 dB relative
to single channel operation and the maximum variation actoss the array is 2.85 dB. This initial
measurement technique did not represent real-life operational situations however. The power
penalty was therefore adjusted by 1.5 dB using further experimental results to get a worst-case
link budget of 11.3 dB, which more closely matched real-life usage of the POIL 2.5-3 dB was
found to be the threshold optical power difference between adjacent channels and the CUT,
which corresponds roughly to a 3 or 4 hops O-MIN, depending on the insertion losses of the
optical redirection box. Crosstalk was shown to only occur at the teceive end of this particular
POJ, which means that thete will be no Tx-induced crosstalk at the optical redirection box.
Only the inherent crosstalk components of the optical redirection box and the receive end of
the POI will affect the performance of the POI used in an O-MIN. Calculations showed that

there is no optical crosstalk due to inefficient coupling at the receive end of this particular POIL
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The POI tested was also found to be jitter-tolerant as the worst-case jitter penalty under multi-
channel operation still was twice the jitter budget specified in [1]. This provides very large jitter
margins and thus the POI tested in this thesis is jitter tolerant. This margin is sufficient for

point-to-point optical interconnect links but still needs to be verified for multi-hop O-MINss.

Because the POI tested was made of prototype components, tecommendations were made to

the component supplier for further POI performance improvements.

Finally, the techniques used in this thesis can be applied to measure the performance

degradation of other types of POL

7.2 Future Work

Further investigations are required in order to fully charactetize the crosstalk-induced

performance degradation of the parallel optical interconnect.

The most important wotk that needs to be performed next is to determine the impact of
optical redirection boxes on the jitter performance of multi-hop POI-linked O-MINs.
Although the POI was found to be jitter tolerant in point-to-point links in this thesis, studies
with multi-hop O-MINs need to be completed. Such testing would determine the nature of the
optical crosstalk (homodyne or heterodyne, coherent or incoherent) at the RB as well as its

impact on system performance.

Further characterization of the Rx crosstalk is also needed in order to better understand the
cause of the crosstalk induced power penalty. With BGA-based POI components, it is difficult
to determine but with other pin-based or lead-based components, this can be done. This work

can provide further direction to the component manufacturer for improvements.

Observing the effects of long-term operation on crosstalk petformance also needs to be
completed. For carrier-class system operation, it is important to verfy that the POI

performance will remain stable over long petiods of time (> 10 years).

It will be interesting to use the crosstalk measurements techniques developed in this thesis to
test new POI technology, like 2-D VCSEL/PIN atray based technology or CWDM VCSEL
based technology. These new technologies will be used to provide cost-efficient high-
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bandwidth interconnect capacity that will be needed in next-generation multi-stage scalable

routers.

POI technology not only offers immediate advantages for routers requiring high-bandwidth,
cost-effective interconnect technology but it is the only technology enabling dramatic
improvement in scalability. As routers scale further to meet the tremendous bandwidth growth
demand fuelled by Intetnet, POI technology will become more prevalent in the system
intetconnects. This highlights the value in testing and characterizing POI components today

and tomottow.

7.3 References

1. M. Salzberg, “Testing and Characterization of a Parallel Optical Interconnect for a
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