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Absttact 
\ . 

The problem of binpÎèking consists of computing sufficient informati6n about 
identity. position and orientation of 3-D objects ,randomly stacked in a bin. in order to allow 
a robot to individually grasp a part and place it at a specified pose. 

1 
ln this thesis we. descnbe the BIFOCAL VISION system which we have devel­

oped to enable a PUMA 260 robot to grasp and place mdustrial parts which are randomly 
- piled and oriented in a bin. This is achieved through the graceful integration. as' visuai 

feedback signais. of the sensory inputs provlded by a 2-D televislon camera positioned over 
the workspace and a wnst-mounted single-point range finder. 

The standard apprpach 15 to first attempt the recognition of identlty and pose 
of the part and' then send the robot han'd to an approprrate holdsite so that the part can 
be grasped and moved The main disadvantage of this method is that It usually is very 
difficult to recogmze a heavily occluded part in a 2-D Image • , . 

" . The BIFOCAL approac~ntegrates information from two types of sensors. First; 
visuai information from â c~era IS analyzed to Isolate the location of potential holdsites 
in the 2-D image. The rdf)ot gripper is then sent to the most promising holdsite using 

. line-of-slgh~ control. Second, close to the obJect the'robot is guided by a single-point range 
finder and acquisition is attempted. l' 

The complete system has been developed and tested on different types of objects 
such as cylinders. rings. bolt~. ~tc. We haVe also evaluated the system's sensitivity to 
variations in scene lighting. holdsite models and the amount of co"ected range data. On 
the basis of these experimental r:,esu/ts, we have found that- the BIFOCAe WS/O N system 
provides robust and reliable binpicking. . 
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Le problème de l'atquisition robotisée de pièces empilées: au has~rd consiste à 

.. 

~éterminer l'identité, l'emplacement et l'orientation des pièces, de façon à permettre au 0 

robot de les saisir et de les manipuler une par une. . . 
1 

Dans cette thèse nous décrivons le système BIFOCAL VISION que nous avons 
développé én vue de doter un robot PUMA 260 de la capacité de saisir et placer des objets 
tri-dimensionnels empilés au hasard, et ce grâce à une intégration adéquate des signaux 
fournis par deux sens,eurs visuels: une caméra 'TV pl~cée au-dessus de la pile d'objets et 
un senseur ponctuel de profondeur installé sur la main du robot. 

~ 

L'approche conventionnelle consiste à. déterminer d'abord l'identité et l'emplacement 
d'une pièce. et ensuite à envoyer le robot afin d'acquérir ladite pièce. Cette technique com­
porte un désavantage important: il est souvent très difficile de reconnaitr,~ des pièces 
partiellement visibles dans une image de luminosité. , 

Notre approche comporte deux étapes essentielles. 1 Le premier module utilise· 
u!1e image globale de la scène, fournie par une caméra TV, afin;, de trouver l'emplacement 
de points de saisie potentiels pour une pince à doigts para"èr~s. le aeuxième module 
obtient. à l'aide du senseur de profondeur. une grille de· données t"i-'dimensionl1elles autour 
du meilleur point de saisie potentiel. 

de façon à confirmer la présence du point de saisie et à calculer S9n emplacement 
précis et son accessibilité au moyen de la pince du robot, Ensuite le robot prend la pièce 
et la dépose à l'endroit vo'ulu et avec J'orientation. désirée. 

Le système BIFQéAL ylSION a été vérifié en utilisant différents tipes de pièces, 
telles que des cylindres, tores, vis, etc. la sensibilité du système par rapport ,à l'illumination, 
,les modèles ~points de saisie et la quantité de données tri-dimensionnelles échan~illonnées 
a aussi été é~aluée. Les résultats obtenus nous permettent d'affirmer qu~ BIFOCAL VISION 
effectue l'acquisition de pièces empilées au hasard de façon robuste et gable. 
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Cfiapter 1 .. .' Introduction 1 ,-r-

--

<6 

The problem of feeding workpieces that are unoriented in bi('!s is an ubiqui': 

. " . 
tous one in manufacturing. Solving this problem should prove useful for the nume{OjJs 

applications that require robots to acquire and manipulate objects whose orientations are 

unkr(own. The purpose of most of the existrng algorithms is to use sensory data. mostly 
'" . 

visual. so as ,to recognize the identity. posifion and orientation of the parts. A robot'could 
J 

then be able to feed the orrented parts to an automated assembly line. Thus. the problem 

of brnpicking consists ~! computing sufficient information about ~ identity and pose (i. 

e .. position and orifmtation) of 3-D objects rando~ly stacked in a bin. in order to allow a 

robot to indiv idually grasp a pa rra;,'} place it at a s'pecified posè. This proc"ess may be 

ndaTd approach is to first attempt the recognition of type and pose df 

the occfuded pa . and. then send the robot manipulator to an appropriate holdsite sa that 

moved. The mai~ ~isadvantage o~ this ~ethod is that it 

usually is ver~ 'difficult to recognize a heavily occluded 3-0 part in a 2-D image. Virfually 

every published algorithm in this class deals only with two-dimensional fiat abjects. Hence. 
- • ... 1 • ~ " 

it is reasonable to assume that the bin-of-parts problem has been solved for the case of 

... 
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fiat objects and. ~o a certain extent. of 3-D parts with a few stable positions even wh en 

piled in a bin. Lowe (32.33] constitutes an exception. since he daims that .the viewpoint 

consistency constraint can lead ta robust three-dimensional abject recognition from single" 

gray-Ievel images. Another approach consists of tirst using computer vision techniques to 

isolate the location of potentiat holdsites ln an image. The robot gripper is the~ sent to 

the most promising holdsite. and an attempt is made to grasp the urif<nown object. Upon 

successful gtasplng. the part's Identity and pose are more easlly computed. This method 

reduces the complexlty of the initiai problem by breaklng It lOto two whlch are simpler to 
i 

handle Current Implementations of this approach do not seem to be very rehable. nor do 

they take full advantage of the wlde vanety of sensory devices avadàble. such as tactile and 

range sensors 

The proposed approach IS holdslte-based It uses a (CD TV camera and a 

slngle-polnt range flOder as sensors The visuai Input 15 used for holdslte detection and 

fast control of the manlpulator. whereas the depth data provldes close-In control This 

results in a reliable and robust system for part acquIsition and manlpu~afl?n. 

This thesls is organlzed as fotlows. the next chapter conslsts of a survey of 

previous work in the area of btnpicking and related tOplCS Th~n. the physlcal components 

of the system are described in chapter 3. whereas chapters 4 and 5 descnbe the 2-D'~and 3-D 

image processing algorithms used 10 this project. The expetimental results are shown and '\ 

subsequently discussed in chapter 6 FlOally. in the last chapter. we present the conclusion 
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Chapter 2 Survey 

, 

\ 
This chapter essentlally consists of a survey of a large number oLpapers related 

ta the bm-of-parts prablem They baslca"i deal wlth the recognition of the identity. position 
-'T 

and orientation of overlappmg parts randomly piled ln a bm The hterature is covered in a 
,-

structured manner Methods are classlfled by, among others. the type offeatures used for 

reŒgnltlOn. the sources of sensory data. and the methoqology Fihally. the state-of-the-art 

ln bmplckmg IS deswbed 

2.1 Classification Criteria 

- .-
The classification of methods used for the reéognition of industrial parts is not 

t 
, ~ 

a trivial task. The literatur€ is rtch in this subject. so it IS necessary to group methods on 

the basis of certain 'key parameters. Several of these have been selected. although sorne 

JJaramete~s are not completely tndependent of the others. These are listed as follows' 

, 
(1) Source of sensory data magnetic sensors. tactile sensors. range scanners. television 

cameras or a combination of two or more sensors. '> 

(Ii) Type of features used for recognition: local. global or both. 

u 
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, , :;-' '. -..,,, , ., . 

(iii) Type of objects that the system is able to recognize: mostly flat 2-D objects or 

3-D objects. 

(iv) Arrangement of objects in the bin: in the simplest case. each ~bject to be recognized 

must be completely visible and surrounded by background. In a more complex case. 

objects are allowed to touch neJghboring ones but .not overlap. In the most general 
, . 

·Ii .... case. objects are allowed to touch or partlally occlude one another. 

'Ii 
(v) Methodology to detect identity and pose befoFe grasping by a robot or to use a 

holdsite-based approach in whlch legal grasp configurations are tirst detec.ted. and 

once the obJect is held by the robot's gripper. the identity and pose are computed. ,. 

.. 
(vi) Type of matchlng algorlthm. data-driven. model-driven or a mixture of both 

(vii) Meth~d of èntering object models into t~(computer manually. using a teach-by-

showing teéhnique or retrieving models from a CAO/CAM database. .. 

, \ 

Among the above parameters. the type of the matching algorrthm is one of 

the most complex te determine, Usually It is composed of a mixture of both data and 

model-driven modules. !However. often one of the components clearly dominates the other. 

and thus it is relatively difficult to assign a type to the algorithm. This is a basic control 

issue. namely. whether recognition is triggered by high-Ievel expectatlons 'Or by low-Iever 
iQ, 

visual input. In its pure form data-drive~ processing is also known as bottom-up control. 

The image is first preprocessed in a domain-independent way: then it is segmented into .. 
meaningful regions· or con!ours. and fiflally the objects and thei,. relations are identified. 

4 
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ln a similar, way. model-driven processing is ~nown ilS top-down controL Predictions are 

generated by internai models in the knowledge data base. and then the verification of these 

predictions leads to image understanding. This goal-oriented paradigm is also called "hy-

pothesize and veri(y". It seems clear thatneither ~f the the two matching types in its pure 

form is weil suited to computer vision. This fact has brought about' sorne very interesting 
1 , 

1 combin~tions of the two matching algorithm types. 

2.2 Binpicking Aigorithms 

2.2.1 Blind Acquisition 
, 
\ 

The simplest way of solvmg the bm-of-parts problem IS to use a blind rgbot 

eqUipped with only local sensmg devlces It could acquire pieces by physically scanning a 
, . 

bm untll contact with a plece was sensed. and then use tactIle sensing capabllities to pick 

up the piece. Blind acqOlsition systems have been implemented using magnetic. vacuum 

or one-fmgered hands 115.41}. This technique has several drawbacks. an Inherent'Iy low 

probablhty of fin ding workpieces along the search path due to its bhndness. and the long 

tlme constants assoclated with arm motions. It may also be impossible to desigr gripper~ 

which can blindly acq~lfe ail type8 of workpieces. magnetic techniques only work for metallie 

parts. and vacuum eups cannot easily pick large piec~ nor those with irregular surfaces. 

--
2.2.2 Methods Using Global Features 

\ 

• 
We will now consider robotie systems equipped with sensing capabilities. namely 

computer vision systems. First. we will focus our attention on algorithms that use global 
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features for object recognition. A global. as opposed to local feature, is one ,that depends 

. \ ---~~-----------~--- -----

orr-fue-rofatlly-o""îtne-oojëèf -TypÎcalry-globartecnniques for abject recognition consist of 

"' 

pattern recognition. usirlg global feature vectors [25} Each abject is ~scribed by a list 

of numerical values that are as invariant as possible wlth regard to translation, rotation 

and scalmg of the abject Durmg the syst~m's learnrng stage. a model (or a feature 

vector) IS computed and stored for every possible obJect type ln the recognrtlon phase. 
1 

the fe~ture vector of the unknown p,ece IS compared to the feature vectors of each object 

type The workplece IS recognlzed uSlng a nearest nel~hbor or hk~hhood ratio classIfier 

This procedure can be slow If the feature vector 15 large and tlme-consummg to compute. 
\ 

or If there IS a large number of models agarnst V(hlch It has to be matched Thus. a blnafy 

declslon tree may be used to speed up recognition tlme (5] Beglnnmg at the root node. 

a smgle global feature IS computed Different branches of the tree are taken dependlng 

on the value of the feature Thus. ail obJects connected to branches other than the one 

chosen are ehmmated from c0'1slderatlon. One by one. more features are computed and 
. ' l 

compared to thresholds. reducmg the possible-obJ~ct se!. untll only one obJect 151eft ln the 

set Yachlda and T5UJI'[55] u5ed a blnary declslon tree. In whlch the next feature to look 

for was based on the current posslble-object set 

Among the global fe~tures that can be used are moment Invarrants '114.22]. as 

glven by equatlon (2 1) 

,. 

j +oo f+oc , 
mp,q = -00 _~ p(x.y)xPyqdxdy p,q =0,1,2" .. (2.1 ) 

where p( x, y) ',S the density' function which can be either zero or one in the' ca~e of a binary 

image. In the more general case of a gray level image. the density function corresponds 

v . 
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ta image intensity. These moments are then algebraically combi~ed' to yield a ~equence of " 

moment invariants ~ch are subsequently used as a. feature vector. 

T~e SRI vision module (17) uses a set of heuristically determined global features. 
(J 

such as the area of the binary silhouette of the object, perimeter. number of ~oles. f{.ea 

of holes. maximum and minimum radii from the object's centroid. the ratio of these two .. 
radii. etc. A similar approach w"s taken by Pugh (39) who proposed efficient algorithms 

for computing moments. 

l 

Another global feature set is the normalized Fourier descriptor, which has b~en 

used to ,recognize aircraft from silhouettes Ir). The Fourier descriptor of an object. is found 

by taking the djscrete Fourier transform of Its contour The boundary curve is treated as 

a periodlc complex functlon with real and imaginary parts corresponding to the x and y 

coordlnates. The descriptor IS then normahzed to a standard location. rotation angle. 

size. and co~tour trace starting point. During recognition. the normalize'd descriptor of the. 

II' unknown object is compared to each one of the models stored in the object database .. and 

~ 
object identity is determined by the closest match . . ' 

As mentioned earlier. global features are dependent on the totality of the object. 

and hence they cannot be used to recognize abjects that are anly partially visible. such as 

objects that are partially in the field of view or occluded by others. The' reason is that global 
. , # 

features computed for part of aIJ object are. in general. di'fferent from those computed far 
(" " 1 

the entire abje~t. 'To solve this pro~em many researchers have opted for the "use of local 
. 

feature~:. which depend on parts of an aoject. and can therefore increase the possibiHty of 
, 

finding' id~ntity and pose of overlapping abjects. 
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2.2.3 Methods 'Using Local Featurés for the Recognition nof 2-D Objects 

, 
local features can ohe computed on the basis of different types of sensory irqSbt, 

l \ \ 
such as two-dimensional brightrless images, range maps, and even tactile data. Our review 

of the literature will start with the algorithms that use 2-D images in order ta recognize 
. 

mainly fiat objects Almost every method in this group is model-driven. 

. Boites td Cain (9) introduced the Jocal-feature-focus me;i,od. which is en ~~ 
gorithm designed to recognize ahd locaté occluded two-dimensional objects. The local 

features used are holes. convex corners. and concave corners. as shown in figure 2.1. The 

fi;'st step is the detectlon of the type. location. orientati~ and size of the local features' 
, ,. ) 

found in the image. The local-feature-focus models are génerated 

performs a detailed analysis of computer' alded design (CAO) odels of the obje&s and 

searches for a c/uster of local features in a relative configu~ation tl1 does not occur else-

where in the same object nor in any other object in the database. One feature in' this 

,10 

cluster is selected as 'the ',ocus" feature. The second step is to search for objects jn the ,. ., ' 

image, This is done by sequentially searching fo( theïr focus features. Wh en one of them 

is found. its neighborhood is searched for the remaining features in the cluster. If these 

are found in a configuration cons,istent with the model. then the object is hypothesized ta 

exist at t~ocation. The system use~ a maximal-clique ~Igorithm (8)-"5-a graph match:ug 

technique 50 ~s to locate the largest cluster of mutually consistent assignments. Final/y, 

the object's template is translated and r6tated as required. and then matched to the image. 

If the match yie~~ a good result. the hypot~is is considered to be verified, and the object 

is reœgnized. 
o c 

Perkins' [37.38) proposed a system which can determine the position and orien-

8 
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~ \ 
taUon of complex curved obJects ln nOliiy gtay-Ievel scenes Flrst. edge pOints are detected 

... 

ln the Image usmg the Hueckel operator [231 These edg-e pOints are Irnked a!1d store€! as 

cham codes The edge chams are then approxlmated by stralght Imes and clrcular "arcs 

by flttlng Imes. us mg a least-squares fit to the cham data ln O-s space (1 e angle-arc 

'Iength space) Thus. the system orgamzes and reduces Image data to il compact repre-, 

sentation havmg the appearance ·of aime drawmg (see figure 2 2) . This representatlon 

is ~sed for formmg .obJect models by sequen\,ally showlQg every possible obJect to the 

camera under favorable hghting and background conditions Under these conditions the 

system stores the detected "concurves" (1 e curves) ·as models Às the .program tries to 

" 
recqgnize objects. image curves are matched againsr-model curves. Possible matches are 

su'ggested by the curve's type. length. total angular change. bending energy. and several 

other of its properties. At this point. potential matches are checked using cross-correlation 

in the ()-s space. Finally, if the results are adequate. matches are verified by computmg a 

• 
transformation from model coordinates to image coordinates and by searching for edges in 

the expected directions at a list of points spaced along the mode!' 5 perimeter If thls test 



provides enough 'supporting evidence. the objeét's identity and pose are d~termined. An 

c- . , 

èarlier system proposed by McKee and Aggarwal (35) alsô used s'imitar techniques. 

(a) 

, 

(b) 

. -
Figure 2.2 Example of concurves. adapted from 137) 

c Ayache and Faug~ras (3) intro~uced HYPER (HYpotheses Predicted and Eval-

10 
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· 
uated Recursively), a recognition method based on the generation and recursive evaluation 

of hypotheses Whether the system is trymg to build a model or a scene description, it 

performs the same sequence of operations on the1image If the obJect-background contra st - , 

15 hlgh enough. the Image IS thresholded lOto a bmary Imag{and then smoothed using 

.... 

eroslons and dilations, whlch are mathematlcal morphology operators [47] However. under 

more general lighting conditions. edges are found by combmmg gradient (Sobel) and sec-

ond order denvatlve mformatlon (zero crossmgs) At thls pomt the program butlds a IIst of 

connected border pOints. after whlch the connected components are,ap"proxlmated by poly-

gons Shapes of 2-D obJects are therefore represented by polygonal approximations of thelr , 

boundanes The ten longest segments of the model deSCription are sequentlally matched 

agamst the segments of the scene deSCription so as to generate hypotheses The~e are , 
evaluated by attemptmg the Identlftcatlon of addltlonel segments between the two descnp-

tlons Aiso. the predtcted position of the model IS reftned by a Kalman fllter The matchtng 

ends when a sufflClent number of hypotheses has been tested or If a very hlgh quahty match 

IS obtamed Fmally. the best hypothesis is reexammed so that It can be elther vahdated or 

reJected 

Knoll and Jam [28] descnbe a sys~m for recogntzmg partlally Visible obJects 

usmg feature Indexed hyp,otheses Each local feature IS assoCiated wlth a hst of where it 

occurs m the obJect models When a match IS found for a feature ln the Image. object~ are 

hypotheslzed for each obJect Identlty and pose m the feature' s hst These hypotheses are 

testetj by flrst translatlng and rotatmg the obJect model to the hypotheslzed location. and 

then vcrifying at a penodlc sampi mg of pOints along the object model boundary, that the 

predlctio:'1S are fulfilled ln the image Usmg thls algorlthm. recognition time grows only as 

the square root of the number of P9ssible obJects. It IS worth noting that a non-optimal 

11 
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procedure is provided for automatic feature selection. given a set of possible objects. 

-

Turney et al. [49] introduced an 'afgotithm to recognize and 4cate partially 
Il _ " 

occl~ded 2-D parts usil)g a subtemplate based versl?n of the Hough transform (30). The 
• c 

subtemplates are overlappin( segments of the ob~ect model boundaries. Each 'subtemplate 

is assigned a weight which is a measure of it~ distinctiveness or saliency. The saliency of 

an object' s subtemplate is entirely dependent on the set of possible objects and therefore 

e.mbodies a priori knawledge about what can appe,ar on the sc~ne (see figure 2.3). The 

subtemplates are sequentially matched tthe image usmg a least1quares fit ln the O-s , , 

space. Whenever a match is found. the accumulator pointecf to by the subtemplate's vector 

(i e the hypothesized object's 'centrold) is incremented. Finally, when ail the subtemplates 

1 have been matched against the edges in the image. the accumulator with the largest valoe ' 

is selected If It is above a certain threshold, the object is recognlzed, with the accumulator 
l\ 

'ocatlon indicating the "object"s centrold. The main advant~ge of this meth~d .over earlie~ 
l 

techniques is the weighting scheme that increases the importance of the most distinguishing 

features found in the set of pOSSible objects 

Koch a~d ~ashyap (29] proposed a vision system to identify occluded industrial 

parts. First. objects are separated from the backgroul)d using a simple thresholding tech-
1 

nique. Next. the boundaries are extracted by a contour following algorithm. At this point. , 

the boundaries of the objects are smoothed using a polygon approximation procedure. The 

result is a grouping of the contour points into line segments. From the polygon approxima- , 

tion the curvature function of the boundary is estimated. Vertices with positive curvature 

are labeled convex. while those with negative curvature are labeled as concave. Corners are 
• > 

-
detected as local maxima of the absolute value of the curvature function and are used as 

12 
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Figure 2.3 Context dependency of salient features. from (49) 

o ' 

local features for matching purposes. For every t'hatching between an image feature and 
. 

a modek feature the corre.5-ponding coordinate transform is computed to ma))' the model 

corner into the image corner. Thi~ transform is the best in a least squares sensl." A gr.up 

of consistent matches ean easily be recognized. since they ail have approximately the same 
\, 

coordinate transform. Therefore. hypotheses are generated by clusters <?f consistent cor-
, 

ners in the image. Hypothesis verification is performed by projecting the bound~lrY of the 
, 

model onto the image. using the transform previously found. and checking the ïnterior of-

the éontour for consistency. Depending on the outçome of this test the object is recognized 

or the hypothesis rejected. 
Q 

; 

Hattich (20] propo~ed a..strategy in which the ~oundary of the objects is sequen­

tially constructed. on the basis of consistent local evid,ence. 'by a model-driven algorithm. 
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The algorithm is able to ''jump'' over occlusions and is reported to work weil for two-

dimensional overlapping parts. 

Wallace" et al. [52) describe a system that uses lot~1 shape descriptors for 

, recognition of single aircraft silhouettes. Although not used for ebinpicking the method is 

general. eFirst. the boundary of the object is traced. and peaks and valleys in ,the curvature 

function are detected. The local shape descriptors are arc length between peaks anè:l angle 

change between valleys. The list of image features is matched against the lists of the 

models. and the unknown object is recognized by the closest match. Tejwani and Jones 

\ 
(48) used a similar system for the recognition of partial shapes. 

Relaxation techniques have also been used for the purpose of matching two-

dimensional shapes. Local features in the image are computed and then matched to ail 

the features in the object models. For each image feature a vector is stored contaihing 

the estimated probability that it corresponds to each feature in the models,. These vectors 

are updated by a relaxation algorithm in which neighboring consistent labelings support 

each other. At the end of the labeling process image features are recognized as their 

vectors' entries with the highest probability. Methods using this approach can be found in 

(6.11.44.45). 

The Hough transform and modified versions of it have been used for shape recog-

nit ion. such as the generalized Hough transform which detects arbitrary two-dimensional 

shapes (4) and a subtemplate based version of tl-te Hough transform that recognizes oc­

cluded objects (4). Segen [46] describes a Hough based technique with a particular search 

method. Initial/y. objects have three degrees of freedom. namely rotatiolt .and x-y trans-

lation. These three dimensions are reduced one at a time by the ':Ise of one;-dimensional 
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Hough transforms. 

The methods described a60ve differ from each other mostly with regard ~o tbe 

local features used. and on the way in V(hich they perform matching between models and c< 

data. The basic approach-.to binpicking is that of objeçt recognition. which is in turn 

defined as a Tepresentation and search problem. In view of this paradigm. local features 
o 

are the means to represent the world. whereas matching algorithms correspond to search 

procedures that ensure scene, inteq5fetation in a limited context. 

Il 

" .. 
" 

This conclu des the review of papers concerning the recognition of identity. po- (, 

sition and orientation of two-dimensional objects. 

2.2.4 Methods Using Local FeatureS' for the Recognition of 3-D.,,9bjects 
-" 

With regard to binpicking three..dimensional parts we will first consider systems 

that use television cameras. Systems with other types of sensors. 5uch as tactile sens ors -

and range cameras. will then be discussed. This classification of methods. by the sensor 

type they use. seems to be adequate. since systems in the same group have to face similar 

limitations and constraints due to the nature of their sensory input. 

Kelley et al. (26) at URI (University of Rhode Island) have developed three vision 

àlgorithms for binpicking. Ali the algorithms are holdsite driven. that is. they recognize the 

location of potential gripping points for a particular type of gripper. Part acquisition is then 
~ < 

attempted. followe~ by the computation of object's pose. Two types of grippers are used: 

a vacuum cup gripper and a parallel-jaw ,ripper. Object grasping with the vacuum cup 

requires the detec~ion of patches of smooth surfaces. whereas with the parallel-jaw gripper 

15 
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r~ it requires two opposing parallel edges. linear or curvilinear. The heuristic techniques 

o 
detect these surfaces and edg~s. and thus they provide a strong indicatiol} of potential 

holdsites. One such technique is ca lied shrinking. It is mainly used for finding planar . . 
surface patches where a vacuum cup can be applied. First. a gray level picture of the scene 

is taken Intensity and gradient thiesholding are then applied so as to separate parts from 

background. and also overlapping parts from one another This Jast procedure outputs a 

blnary image. which IS subsequently eroded The shnnking operation amounts to iteratively 

peeling the boundary of \he objects unt~ a preset number of iteratlons is achieved. as shown 

in figure 24 The remal~ are clustered by distance Into reglons The largest of 

these regions are labeled as potentlal holdsltes for a vacuum cup gripper ,r 

Figure 2.4 DIfferent eroslOn levels as obtamed by the shnnking procedure (adapted 

from 1261l 

Another method IS the collision fronts algorithm. whlch can be consider<€d as 

a gray-Ievel version of the shrinkmg algorithm. Its objective. however. is to search for 

opposing para"el~dges which correspond to parts that can be grasped by a parallel-jaw 

gripper. This alg.,.ithm attempts to obtain the reduced skeleton. namely the subset of the 

skeleton that is bounded by long paran~1 edges. by propagating edges towards the middle 
) 

of the part. Whenever a propagating Ejdge encounters an edge being propagated trom the 

) 
16 
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(1) 

(b) 

(c) 

Figure 2.5 Collision fronts applied to connecting rods (a) shows the original image. 
whereas (b) iIIustrates the gradient image a"d (c) the collision fronts (from 126)) 

, 

opposite direction. a collision point is formed. Collision points are subsequertly clustered 

into co:lisioh fronts by using a li ne merging technique. The longest collision fronts indicate 

the presence of potential holdsites. as shown in figure 2 5. , 
11 
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The third metho4 proposed IS the parallel-jaw filter algorithm. which uses 

matched filters for detecting holdsites (see figure 2.6). In ail. fOJJr "eigenfilters" are applied 

Lto the image. yielding the position and orientation of potential gripping points in the form 

of parallel clëimping surfaces. 'The filters are rotated versions of the parallel-jaw templa.te. 

The shrinking. collision fronts and paralJel-jaw filter methods are "omplementary. since 
, 

they can be used fôr difTerent gripper types. objects and lighting environments. A robotic 
\ . 

system using these algorithms has also been implemented with reportedly good results. 

further work on the same oholdsite-driven approach. by researchers at URI. can be found in 

(12.13.27]. 

GRIPPEk P J Ee l. GklPPER 

Figure 2.6 Parallel-jaw filter schematic showlng an appropriate operator structure 
for holdsite detection Maximum response is obtained when the central region 
corre~ponds to the holdsite and the ~teral ooes map ioto free space (from 1261) 

Boissonnat (7] describes a method for matchtng a robot hanct' structure to an 

object's contour. The location of stable holdsltes is computed by means of a local analysis 
: 

of the object Silhouette The polygonal approximation of the Silhouette is segmented l~tO 

primitives. and these primitives are then parametrized. The final result is the complete 

list of possible grasps. 'The main advantage of this algorithm is that it follows a well-
"'- ~ 

defined general procedure for finding stable gripping points. However. it requires a properly 

computed object silhouette as an input. -

Fukada et al. f6J built a system whic~ recognizes crankshafts that are tightly \ 

arranged and piled up in multiple layers. Their algorithm fi~st car ries out the c01ectiVity 
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analysis of the input binary image, Then it computes elementary globs by using a line fittin , 
procedure on boundary pixels of conQected regions. At this point. blobs are matched to 

object components. and finally groups of blobs are recognized as objects on the basis of 

relational models Object pose is computed simultaneously with the recognition stage. 

("\. 

Horn and Ikeuchi [21) have used.photomeinc sreo to find surface. orientation 

at every pixel Three images of the scene are obtamed J,sing a single CCD television camera ~-

and three dlfferent hght sources Triplets of mtenslty values for the same plx,el under three 

dlfferent hghtmgs are mapped mto surface Orientation vectors by means of a look-up t~ble 

developed using a caftbratlon obJect The result of the photometrie stereo module is called 

a needle diagram of the scene, since it caon be sho~m as a piàure of the surface covered with 

short needles, each'Qeedle being parallel to the local normal to the surface A segmentation 

~ 
~ 

procedure IS then ca(ned out THIs procedure dlvldes 'the (nput scene into Isolated reglons 
\ 

based on the surface Orientation data generated by the pHotometrie stereo module Edges , 

are detected ln areas where the ~rface normal varies dlscontlnuou~ly wlth posit}~n, and 

also ln 1areas where surface orientatIOn 15 undefined due t6 elther mutual illu'1'mation or 
/' 

shadQ~~ng Oree the Image has' been 

Its area '~Îîd- ~Ier number Figure 2 7 , 

segmented, one reglon IS selected on the basls of 
1 

shows the detalled "needle diagram over the target 

reg10n Next. an orientation histogram is generated for the selected region. The orientation 

hrstogram IS a discrete approximation of the Extended Gaussian Image (EGI) The EGI 

Of the object (i.e the region) is matched agains~ model EG!s in order to determme the 

Clbject' s attitude. Object Identity is assumed to be knoV:n. but cou Id also be found by • ...,. 

EGI matching. Furthermore. Ikeuchi et al (24] have added a binocular stereo module to 

t-- '~ 
their photometrie stereo system. Binocular stereo generat~s range data so as to produce 

a coarsely s,ampled elevat,on map of the scene. Tf depth m;'s used by the planning 

" /. 19 
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ç 
proc,e!>s ln order to compute colliSion free grasp configurations 

.. 

Tactile sen50rs are also used to provlde range and surface orientatIOn data 

Grrmsan and Lazano- Perez 1181 descrlbe a system that has tactIle sensrng capabdltles An 

abject ln the f,eld af vlew can be Ident,f,ed by analyztng spar5e range and surface normal 

data abtatned by the serlsar ObJect models are stored ln a CAO-type database and have 

dlscrete faces Matchlng 15 performed by palflng range data pomts lto faces ln the abject 

models 

Equation 2.2 shows that for m known obJects wlth n) faces each. and s range J pOints. ther. are C possible combrnahons of palnngs 
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(2.2) 

The resulting tree of combinations is searçhed to fi~d a consistent set of pair-

mgs. which is the basfs for object recognition. The tree search may be accelerated by 

" 
the use of face distance and normal constraints that prune almost ail of tbe combinations. 

Grimson (19) has also proposed techniques for acqui~ng position and surface orientation 

data abou~ p,?ints on the faces of objects so as to sèlect sensory pOints that will force 

a unique mterpretatlon of the identity and pose' of the abject with as few data points as 

possible 

Rodger and Browse (40] have proposed a system that attempts to Integrate 

vlsual and tactile inputs Object models are clearly edge-based. In that abjects are broken 
1 

into faces. which are m turn descnbed by thelr edges Visuai mput IS used ta detect edges 

and to compute their length and attitude. whereas tactile Input indlcates the location of 

corners. edges or flush contacts. Matchmg and obJect recognation are performed on the 

basts of sensory data provlded by both sources of mput. namely. edges and corners. The 

approach seems to be adequate. however a system Implementmg this algonthm has yet to 

be bUllt 

2.2.5 3-0 Vision and 8inpicking 

We will now turn our attention to sorne research etTorts which attemptto solve 
• 

the hin-of-parts problem by using three-dimensional vision (i.e. range maps). Yang and 
\ 

Kak [!l3.54) describe an algorithm for detecting the identity and pose of the topmost object 

in a pile. Objects may be planar. like those of the convex polyhedral type. or cue:ved. such 
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as those that can be identified uniquely by using EGl's. The first step in the algorithm is . ' 

finding the highest point in the scene ..... which is assumed to belong to the top,,"-ost- object 

ln the pile. Planar obJects are then segmented by a region growing procedure based on 

surface normal adjacency and obJect normal constramts. On~ the object is isolated. its 
"-. .. ' 

EGI is computed so as to be able to reèognlze the obJect' s Identity ~'nd attitude. In the case 
• 1 

of curved obJects boundary detectlon IS used to segment the topp,ost surface. ItS Interior 
"-. 

IS tben fi lied- ln abject Identlty 15 detected 7 meàns---{}f-surface curvature analysls. 

the EGI 15 matched Wlth prototype EGls 'iorder to yleld obJect pose 

Agm et al III use 1~)Cal features found ln three-dlmenslonal Images so as to 

recogmze randomly orlented Plled obJects Thelr method 15 called .. pose cluster matchrng" 

.J" 

It consists of flrst computrng single local-feature asslgnments. after whlch the algorrthm 

frnds mutually compatible sets of features that constraln the match pose Frnally. clustenng 

IS performed ObJect Identlty and pose are dlctated by the largest set of consistent features 

( 

A'rchlbald and RIOUX I2l have bullt WIl:.NESS. a system for obJect recognitIon 

uSlng range Images Planar surface extraction 1S performed by means of clusterrng. 0(\ 

the basl~ of slope. and reglon mergrng abjects are modeled by augmented surface adJa-, 

cency graphs Thus. matchrng an obJect wlth a model IS equlvalent to graph matchrng for 

Isomorphlsm The method used IS called heurrstlc augmented graph matchrng and takes 
) 

mto account the followlng constrarnts structural compatlblllty. relatlonal compatlbihty and 
< 

relrabllrty 

Bolles and Horaud 150J have extended the local-feature-focus method 19) ln order 

to detect 3-D obJects using range maps ObJects are recog",z~d one by one. on the basis 

of clusters of consistent features. and then the system builds a global deSCription of the 
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scene that describes whi~h objects are on top of the others. . 
t) 

Van laethem et al. [50] describe a holdsite-based approach to binpicking. First 

the range image Ls approximated by fiat regions. Then. the algorithm searches for gripping 

sites that the gripper' can access following collision-free trajectories, Roth [42.43) al50 uses 

a holdsite driven method. His algorithm' finds the highest point in the range image and 

then computes the orientation of the major axis of the object containing the highest point. 

Several profiles of the obJect are subsequentlY,cotlected perpendicular to its major axis. and 

finally the i>est legal holdslte is comJ\uted. This is achieved by usmg a set of parameters 

• for measuring holdsite quality: slippage. which is dependent on the angle between the two 

clampmg surfaces, stability. which is proportion al to the area of c~ct between the gripper 

fl!lgers and the object: and safety. which is related to translatlonal uncertainty Figure 28 

iIIustr.ates a holdsite detected using this algorithm. 

Figure 2.8 Example of a computed holdsite whose presence is indicated by the two 
white rectangles (from (42)). 

23 



.. 

A very interesting approach to object recognition using ra!]le images has been 
, , 

proposed by Oshima and Shirai [36). Object models consist of regions, with their respective 

properties, and the topological relations between them. That is to say that models are 

graphs which have regions as nodes and topological relations as branches. Matching an 
" 

image to a model is a combination of data-driven and model-driven search processes. as 

shown in figure 2.9. The first part of the matching algorithm. which is data-driven. consists 

of finding regions in the range image and separately matching them with compatible regions 

in the object models The second part of the procedure. which is model-driven. sequentiJlly .. 
takes single reglon image-model pairings and searches for more global evidence of the match. 

That is. adjacent regions are also matched and tn overall measure of the adequacy of the 

match is determined This procedure is equivalent to graph matching. and could prove to 

be too sensitive to errors in the segmentation of the range map 

scent 10 Ol reco ",zed 

Figure 2.9 Matching process. from 136) , 

. 2.2.6 Discussion 

At this point. having described a large number of algorithms. it becomes nec-

essary to summarize the work that has been done to date in search of solutions for the 
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bin-of-parts problem. Thus. a number of remarks can be stated concerning the state-of- , 

the-art" in binpicking: 

1- Algorithms for the recognition of two-dimensional overlapping objects are reported to 

work fairly weil They use the recogmze-pick paradigm. and are usually model-driven. 

2- Systems based on sensors of three-dimensional objects. such as range cameras and 

profile scanners. are most promismg since they have the potentlal for a general so-

lutlon to the bm-of-parts ,problem. The systems that have already been bUilt look 

rather primitive and show considerable room for Improvement. However. senous re­

search efforts are now u~er way. and better systems are therefore to be expected m 

the near future 

3- Holdsite driven algonthms for the recognition of three-dlmenslonal objects ~smg the ~ 
plCk-identlfy paradigm are very mterestmg The ide a behmd thls approach IS to break 

the difftcult problem of recognlZlng occluded 3-D objects \nto two whlch are eaSler 

to handle mdividually Namely. the problem of fmdmg a sUitable holdslte somewhere 

in the image. and then the p':.,oblem of Identifytng an object that has already been 

Isolated from the rest. 

The current methods just descnbed also have several drawbacks. Most of the 

algorithms designed for binpicking deal only with fiat objects. and are not easily modifiable 

for dealing with three-dimensional obj~cts Furthermore. three-dimensional sensors are 
1 

very expensive. especia/ly when custom made Finally. even the holdsite-based methods 

previously described have sorne significant weaknesses: 
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Kelléy et al (26] use intensity images for holdsite detection. whereas close-rin' robot 
. " 

• control and acquisition are guided by binary optical switches. This method's main 

disa~vantage is that it does not ensure collision-free gré!sp configurations. 

- Boissonnat (7) requires a silhouette in order to produce a list of legal grasps. However. 

the generation of connected contours is a diffic~lt problem on its own. 

--' 
- Van laethem et al [50] use range images to find fiat reglons whu,;h constltute adequate 

holdsites for a vacuum-type gripper. The constraint that objects must contain fiat 

reglons IS in our view too restrictive since it exclu des a wide range of industrial parts 

(pipes. bolts. etc) 

- Roth and O·Hara (43] employ depth data to find and acquire the highest object ln 

( 
a pile. However. the method by whlch the Orientation of the obJect's mam axis is 
. 

computed appears to be inadequate. since it involves unnecessary robot motion for 

range data acqUisition purposes 

• 

v 
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Chapter 3 The BIFOCAL System Description 

The BIFOCAL method IS designed for binplckmg three-dlmenslonal mdustnal -

parts usmg a holdslte-dnven approach. Its sens ory hardware reqUirements are only a CCD' 

TV camera and a single-point range finder. both readily avallable The visual input is u~ 
for holdslte detection and fast control of the manipulator. while the depth data provldes 

'" close-in control 

The proposed approach consists 'bf flrst usmg computer vIsion to Isolate the 
'Z) 

, . 

location of potentlal holdsites in the intensity Image The robot gripper is then sent to the . . 

most promising holdsite us mg line-of-sight control. Close' to the obJect. the robot is guided 

by a "single-pomt range finder. and an attempt IS made to grasp the unknown object. Upon 

successful grasping the part is shown to the CCD camera. and ItS pose is easily computed. 

Several assumptions are made that simplify::the ,problem. while keeping the solution as 

general .as possible: 

(1) The robot hand consists o~parallel-jaW gripper; 

~) The parts to be picked contain at least one region which can be used for grasping 
... 

by a parallel-jaw gripper (Le. two parallel clamping surfaces): 

\ 
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(3) The scene is static. meaning that the bin does not move during proce'ssÎng: 

! 

(4) The weight of every individual part is within thè lifting ability of the robot; 

(5) A CCD TV camera is placed over the bin of parts"in a fixed position. with its main 

axis orthogonal to the horizontal plane. and 

~ 

(6) A single-point range finder is wrist-mounted. so as to provide reliable close-in infor-

mation about potential ~ol~sites. 

Ct; 
1 

p 

ln view of these constraints. and in compliance with the selected approach. we 

designed the BIFOCAL algorithm. which consists of two main steps. The first is concerned 

with the processing of 2-D images in order to extract parallel lines whlch constitute potential 

holdsites in 3-D space. Figure 3 1 shows an example of line detection oQtained by applymg 

Man~ourïs' hypothesis prediction/verification pa/adigm [34) to the image of a pile of rods. 

The second step deals wlth the guidance of the robot to the selected grippmg points by , ... 

using scattered local &pth data provided by the range finder. One of the principal objectives 
c 

of this system is thus to attem'pt the graceful ;ntegratlon. as visual feedback signais. of 

th.e sensory inputs provided by ~ TV camera and a single-point range finder. These factors 
Q. 

~ . 
result in a system that is considerably more re!iable and robust than previous ones . 

. . 

3.1 The Choiee of a SingJe.p~ Range Finder 

The four basic material components of our system are: ~ computer. the robot. 

the T.V. ca"era and the r~nge fin der. as show~ ~~ figure 3.2. For the'first three elemer:tts 

• ~"28 
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Figure 3.1 Example of "ne detectlon 

~e se/ected eXlstmg eqUipment at the McRC/M Computer VIsion and Robotlcs Laboratory 

a MlCrovax " compllter. a Puma 260 robot runntng RCCl (31 J. and a Falrchtld T V camera 

However. a smgle-pomt range fmder had to be selected and acqUired This section dea/s 

wlth the problems and Issues Involved ln the cholce of a range sensor 

The purpose of s;ngle-point range fmders IS to provlde accurate measurements 
~ 

of the distance between the ~easurlng devlce and the obJect's surface (1 e the depth) The 

specifications that we establtshed for an Ideal range flnder. as reqUired by our particular 

application. are the followmg 

- L.ght WE!lght. slnce the device IS to be wrtst-mounted 

- Output proportional to depth. analog or digital. 
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Computer 
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., 

~lonitor 

,-

Dtgitizer 
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Controlltr 
(l\eyence) 

TV Camera 

fluorescent Rtng 

Robot 
(Puma 260) 

--~ Robot Controller 
A/D (LSl) 

Figure 3.2 The BIFOCAL system 
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c Large rneasurmg range. From a few mm to sorne 20 cm. 

Good accuracy. error lower than 025 mm 

Small volume ease of installation 

r 
Ease of calibration of the devlee 

• 

The measurements should be Independent of variations ln color texture. Orientation 

and magnetl( propertles of the obJect 5 surface 
\ .. 

Inexpenslve , . 

( 
\(ve dlHerent types of range sensor~ were ev-~Iuated pholo-electrtc. trtangulatlon 

, 

based ultrasonlc Inductive and capacltlve 

3 1 1 Photo- Electric Sensors 

Photo-eleetnc sensors use modulated mfrared Irght to deteet the presence of 

/ abjects Each sensor contalns a Iight source and a recelver The hght sourcE; combines 

an osctllator and a LED. 50 as to generate modulated IIght The recelver 15 cornpn5ed 

of a photo transistor. an amplifIer tuned ta the frequency of the modulated hght. and an 
<) 

output sWltch DetectIon occurs when a sufflclent amount of Itght IS reflected dtrectly off 

the obJect and returned to the recelver. as Illustrated ln fIgure 3 3 Thus. the output SWIt'~ 

( has two possible states ON / OFF 
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Figure 3.3 Diffuse senslng 

Before usmg this type of sensor ê\ few consIderatIOns should be taken into 

) account' 

\ - It only provides a binary output 

- Sensing distance depend.."s 0[1 the surface reflectlvlty of the obJect 

- Highly reflectlve background abjects may be detected by the sensor. 

- If depth must be measured. then one must use the response curve of the sensor for 

this surface A typical curve is shown in figure 34 

This response curve is ambiguous. smce for the sama response y there are 
fi' 

constitutes an important \0 possible depth values x. and Xb (see figure 3.4). which 

,)advantage-. 

~' ! 
' 3.1.2 Trlanguiatlon-8ased Sens).. 

Triangulation-based sensors al50 use infrared light or laser beams. 

! 
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Figure 3.4 Performance th art 

they have a dlfferent principle of operation. as shown ln figure 35. They baslcally conslst 

of an emi,Uer and a linear sensor (a receiver) The emiUer projects an IR or laser beam of 

light. whereas the linear sensor captures the light reflected off the obJect's surface Th, 

depth measurement is a function of where the refJected light hits the sensor. 

, POINT 
RANGE 
SENSOR 

DfTECTOR 

UGHT 
SOURCE 

'-

OBJECT 
SURfACE 

\ 
1 

1 

1 
\ 

\ 
1 

" 1 

......... ' II-~I-+----+-~ - -ft. AZ 

\ 
\ 

Figure 3.5 The triangulation principle 
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Tnangulation-based sensors are usually ver, accurate They are also relatively 

expenslve. especlally those us mg laser beams 

3.1.3 U Itrasonic Sensors 

Ultrasonlc sen~()r~ u<,e the tllne-of-flight prinCip le of operation A transducer 

tranSnllts a short ultra:.onl< pulse the ec ho of whlch IS rce elved by the same transducer 

The tlflle elap~ed between the trJrbrlllSSIOn ~nd the receptlon 01 the signai 15 proportlonal 

ta the distance traveled Slnce the speE.'d of sound IS kl10wn the distance between the 

sen,>or and the reflectlilg surf ac~ can be (alculated 

--- -
'" 

TRANSDUCER 40 mm 

L-________ ~ _________ _ 

Figure 3 6 Ultrason" beam p,lttlrl1 

Agam a few consideratIOns are worth notlng concernmg thls type of sensor 

They are relatlvely fragIle 

r ~easurlng range goes from approxlmately 10 cm to ten5 of feet 

Relative accuracy IS poor when measunng short distances 

~' 

'. 
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- The beam pattern. shown in figure 3.6. is too thick. thus yielding an overly coarse 

resolution. 

3.1.4 inductive Sensor. 

Inductive proxîmity sensors consist of an oscillator and sensing coil. a detector. 

and an output switch. The oscillator generates an electromagnetic field through the sensing 

CO" Wben metal/lc obJects enter this f,eld. eqdy currents are rnduced in the objects. causing 

a voltage drop in the osc,IIator The detector senses the voltage drop and signais the <>utput 

to change state 

, .... -

Figure 3.7 Typical sensing field 

Electroll}élgnetic 
Field 

Figure 3.7 ifJustrates a typical sensing field for an inductive device. Note thal 

the sensing distance varies for difTerent met aIs and alloY5. and i5 also a function of object 
,J 

size. Moreover. even if the voltage drop is proportidllal to the object-sensor distance. there 

is ambiguity due to the possibility of a lateral. rather than axial. approach. 
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3.1.5 Capacltlve SenIors 

Capaèitive proximity sensors consist of an osci/lator. a capacitor plate. which 

IS the sensing device. and a,n output switch. The capacitor plate generates an electric 

field which is altered by the physical (dielectric) properties of the material to be sensed. 

As an object. composed of elements such as glass. plastic. wood and metal. enters the 

electnc field. capacitance increases brmgmg about a change sn osclllator frequency. The 

detector senses thls frequency varratlon aryd outputs a voltage proportlonal to It. As for 

the Inductive sensors. senssng dIstance IS a functlon of the sensed matenal and its size 

Capacitlve sens ors are mostly used for blnary obJect detectlon 

3.1.6 Our Choice of 8 Sensor 

After carefully conslderatmg a wlde varlet y of sensors. indudmg Micro SWltch's 

90() serres mductive proximlty sensors. Visltromc's HVS electro-optlcal dIstance gauges. 

Candld LoglC's PreCimeter laser range flnder. Skan-a-matlc's C40000 series modulated 

viSIble bea~oto-electnc sensors. TrI-tronics' Smarteye rnfrared photo-electnc sensor. 

Dlffracto's Laser Probe 400 laser range sensor. and ISSC's self-contained inductive analog 

sensor. we selected Keyence' s OptlCal Displacement Sensor • 

Keyence's PA-t830 range sensor uses the following principle of operation. an 

infrared LED beam. narrowed by a lens. IS applied ~o the obJect Diffused reflection IS 

• Micro Switch. 825 McCaffrey. St-Laurent. Quebec H4T IN3. Visitronic. PO Box 5071. En­
glewood. CO 80155. Candid Logic. 31681 Dequindre. PO Box 11943. Madison Heights. MI 
48011-0943. Skan,-a-matic. Route 5 West. PO. Box S. Elbridge. NY 13060. Tri-tronics. P.O 
tlox 25135. Tampa. Florida "'33622. Oiffracto. -6360 Hawthorne. Windsor. Ontario N8T 1J9. 
ISSÇ. 435 West Philadelphia. P.O. Box 934. York. PA 17405-0934: Keyence. 407 McGiII suite 
312. Montreal. Quebec H2Y 2G3 
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focused through a reception lens. forming a spot image on the photo detector .. This spot 

shifts proportionally with object displacement: therefore its positioQ is converted to an 

electrical signal which is transmitted to the sensor's cQntroller. and subsequently interpreted 

as a distance. 

'h 

.. 

(fAIII) 

+IV 
I+SV: 

• 

hll(O 04, PMI.I()I'\ of otlf8C' 
(\"",0 lOI) _.--

• • 

Figure 3.8 Keyence PA-tS30 sensor's response curve 

Figure 3.9 Keyence PA-tS30 sensor 

T 0 summarize. this sensor basically uses an infrared beam and the triangulation 

principle to provide an output that varies linearly WIL' ~n>Al[n. as shown in figure 3,8. Its 

specifications are the following: 
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Resolution 10 J.lm 

Analog output, between - 5 and +5 V 

Output unafTected by matenal type or obJect color 

Standoff 40 mm 

Measurlng range - 5 7ml/ 

Aceuraey 20 /1111 -+ 1 % of measurement 

Maximum spot dlameter 3 IlilfI 

Welght approxlmately 80 qr 

Priee, approxlmately 5000 CDN$ 

The reason for buymg thls partlcular sensor IS a eombmatlon of adequate mea-

surmg range, Iight w€lght. very goôd accuracy and reasonable cost 

3.2 

Lightmg 15 a subJect too often overlooked by computer vIsion deSigners, even 

though ïlost of them would readlly adml,t that there 15 no substltute for a high quality 

Image Prc-processmg techniques can be tlme consummg and do not always yield adequate 
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results. The selection of aFropriate sources of illumination. whenever possible. is thu~ an 

important first step Jo the solution, of an image processing problem. 

A conflicting consideration is the fact that. whenQsigning a system. one does 

not want to render it 50 dependent on illumination that a mmor lighting variation would 

cause the algorithm to fail As a .consequence. when the system designer has control 

over the environ ment. the best solution is to select lighting equipment 50 as trobtam the 

fest possible Image and. at the same tlme. allow for Illumination vanations by deslgning 

adaptive. fleXible algorithms 
1 .., 

) 
lri our case. the objective IS to detect parallel Imes. and we want those Imes 

to correspond to physlcal edges. not to shadows We therefore selected a fluorescent ring 

as the sole source of Illumination. smce it provldes wlth diffuse. almost omOldlrectlonal. 

hghtmg Finally. the camera was placed at the center of the fluorescent rmg 50 as to 

minimize any shadowing effects. as iIIustrated ln figure 3 10 

3.3 Hand-Eye Calibration 

Hand-eye calibration is necessary for controlling the robot by visuai feedback. 

It consists of a mapping of image coordinates into world (i e robot) coordinates. 

G;ven the fact that axis of the camera is parallel to the vertical axis. we selected 

a very simple calibration procedure. For any given value of z (i.e. z = constant) image 

coordinates (u, v) are mapped into world coordinates (x, y). as shown in equations (3.1) 

and (3.2): 
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Figure 3.10 lighting set-up 

where al, 0:2,0:3, Pt ,P2 and P3 are calibration coefficients. The image-world mappmg 
('. 

therefore consist~ of a translation and a rotation. Obviously these coefficients are only 
<) ,,-' 

iI* 

valid fora specifie z = constant plane. which is referred to as the calibration plane. Also 

to be ~omputed are the heights of the calibration plane and of the camera. since they allow 

the interpolation of the calibration resutts over the entire volume defined by the camera's 
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Figure 3.11 Calibrated space j 

field of view. as iIIustrated in figure 3.11. Hence. eight calibration parameters are requir~d 

to map any image point (u, v) into its corresponding line in x-y-z space 

Since only eight unknowns have to be determined. four points would be suffi-

cient to obtain a single solution. 8y point we refer to the camer a coor~inates (u, v) and 

the corresponding world coordinates (x, y, z). However. calibration accuracy can be con-

siderably improved by collecting, more points so as to generate an overconstrained system 

of equations. and then solve it using a least-squares fit. We employed this latter technique . 
;ta 

~it~ abQut 2Q points. The latter are collected by firs' conpecting to the robot's end effector 

a special calibration tool, shown in figure 3.12. that contains regularly spaced marks on 

its surface. and subsequently showing it to the TV camera. The operator then manually 
/1 

~ 

locates those J1larks in the image. and each one of them is s.aved as a (u, v, X, Y, z) vec-

tor. Once the dèsired number of points has been collected. the calibration parameters are 

computed by solving the underlying system of equa'tions. 'The results obtained indicat.e 

that the average error is approxilnateJy 0.33 mm witb a standard deviation of 0.16 mm. 
",. 
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Ttlese values are vieil within the tolerances that can be accounted for by the use of the 
ID" ~ • ... 

ranée sensor. :which confitms the increased. ffexibility and r'obustness brought about by this 

additiorial source of sensory input.'· 

}-

Figure 3.12 Calibration tool 

// 
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Chapter 4 Holdsite Determination Using a TV Camera 

This chapter descnbes how holdsltes are found m the mtenslty Image There 

are two mam steps m findmg potentlal holdsltes m a two-d,mens,onal Image The flrst 

consists of a hne detectlon procedure. whereas the second fmds holdsltes and measures 

theH quallty and approprlateness 

4.1 Une Detection 

The Ime detectlon algoflthm has been developed at McGIII University by Man-

SOUri 134] and uses a hypothesls prediction / venflcatlon paradlgm Glven a pixel (xc,Yc) 10 

the Image, whose gradient. as computed usmg the Sobel operator. exceeds a pre-determlned 

threshold. It IS hypotheslzed that a segment of a hne eXlsts whlch IS centered at the (xc,Yc) 

pixel. whose Orientation 15 perpendicular to that of the gradient. and whose total length IS 

equal to 2n + 1 pomts (where n IS the order of the segment) Thus, a set of pOints {(xp Y%)} 

IS assumed to belong to the hypothesized Ime. as shown ln equatlon (4 1) 

... 

( (4 1) 
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where H is the hypothesis. S the segment. and (exc ' t!yc) the gradient components along 

the' x and Il direc,~ions at pixel (xc, Yc ) 

/ 
The sample mean orientation of the gradient through the segment are glven by 

Sx and Sy (see equatlons (42) and (43)) 

_ 1 2n~1 
5 - -- - \. -.,. e 

y - 2n + 1 L Yt 

t::: 1 

(42) 

(43) 

ln a Slm.lar manne. sample .. "ances s~ and sbe glVen by equal.ons (44) 

and (45) 
, 

(44) 

(4.5) 

If we assume that {ex } and {e y } are normally dlstnbuted random variables 
\ \ 

.1:" 

wlth uflkown mean and variance, namely {J.lx,J.ly} and {o~,o~} . the sampling distributions 

of the s\~tistics given by equations ~4Y6) and (4.7) are then student t distributions wlth'2n ... 

degrees of freedom. . 
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'rJ 1 

(4.6) 

l fiIr intr 
\ 

Sy-J.l.y 
(4.7) 

{ffr in-h 

l 
I,-<J.' • -1". 0 la • 

c 
Figure 4.1 Student t distnbution 

.-.( 

Therefore. It IS possible to show that a 100(1 - a) percent two-sided confidence interval 

on 1'% is given by equation (4.8): 

- Rf2 - {lf2 S - ta % < < S ta % 
% 2" ,2n 2n + 1 - J.l% - % + 2" ,2n 2n + 1 (4.8) 

This also holds for the confidence interval on J.l.y (see equation (4.9)): 

c 1:-- (4.9) 
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Maintaining the same assumptions. it is also possible to prove that the sam­
) 

pling distributions of the statistics given by equations (4.10) and (4.11) are chi-squared 

distributions with 2n degrees of freedom. 

(4.10) 

(4.11 ) 

Figure 4.2 Chi-Square distribution 

Hence. we can show that a 100(1 - a) percent tw<rsided confidenceo interval on O'~ is given 

by equation (4.12): 

L 
\ 

(4.12) 

Ag~in. the same analysis is also true for q~. as shown in equation (4.13): 
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2nS: 2 2nS: 
2 <Uy< '2' X - - x 

J Ï,2n 1- I,2n 

(4.13) 

Thus. in order to estabhsh bounds for the variance and mean difference for 

100(1 - a)% confidence intervals on the estimation of parameters. namely P.x,lly,U~ and 
? 

o~ . we use the results stated above This procedure ylelds. for Jl.x. a bound on the error 

Dx. whlch 15 computed as shown ln equatlOn (414) 

Simllarly. Dy 15 computed as shown ln equatlon (415) 

Bounds on the- variance~ Vx and Vy • are also computed ln a simple way. as 

.lIustrated in equat.ons (r6) and (4 17) 

V 
_ 2nS~ 

x - 2 
X Ck2 1_- n 

2' 

(4.16) 

2nS2 
V - y 

y - 2 
Xl_~ 2n 

2' 

(4.17) 
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At this point., we èan state four tests of hypothese~ for the purpose of c~nfirming 

or rejecting the existen~e of one specifie line: 

Ho J'x = J.l.xo as opposed to H 4 ' J.Lx :1 J.l.xO 

(1~ unknown 

Hl J.Ly = J.lyO as opposed ~a H 5 J.Ly t l1yo 

(12 unknown y 

H 2 (1~ = o~o as opposed ta H 6 (1~ fc o~o 

H 3 (1~ = o~o as opposed ta H 7 : (1~ fc (1~o 

(4.18) 

(4 19) 

(4.20) 

(4.21) 

Hypotheses HO through H 3 have ro be true in order to infer the presence of the 

hne Therefore. Ime L eXlsts If and only If the following expression is true' 

where '1~ and O~ are user-determined thresholds on variance. and â",x and ll/!,y are the 

thresholès on mean differences. which are also selected by the user. 
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This line detection .Igonthm finds IInes in a sequenti.1 manne.. ThU~ in orde:î 

to dlmlmsh the number of hnes generated by the same physlcal edge. which IS in part due 

to the fact that edge operators tend to thlckeh edges. a new Ime IS not created if It is 

located ln the nelghborhood of prevlously found Imes This IS stated ln a more ngorous 

way by equatlon (423) 

( 4.23) 

where ., .. ;] IS the new Ime and .,.;/ a prevlously found segment .\ IS the nelghborhood deflned 

as a 3-plxel wlde "ne whose center and OrientatIOn comclde wlth those of the hne for whlCh 
) 

It 15 determmed À 15 a user selected coeffIcIent that sets the threshold wlth regard to the 

maxImum amount of overlap between new an~prevlOus Imes 50 that the new Ime can be 

saved as such 

• Whon IInes are found ln the IntenSity Image th~are stored '" order on the 

basls of theJr Orientation ThiS contrtbutes to the subsequent processtng of the Imes whlch 

analyses certam relatlonshlps between them 50 as ta detect more elaborate geometncal 

structures 

(f 

4.2 Holdsite Finding 

Once the Imes have been found and stored accord mg to thelf OrientatIon It 

becomes necessary'to detect the potential holdsltes that they generate. A prion. any , 
combtnatlon of two Imes in the database may constitute a holdsite These large number of . 
possible combmations must therefore be prun 50 as to retain only those pairs of lines that 

.. 
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are most likely to correspond to potential holdsites. Hence. the holdsite finding procedure 

consists of a search algorithm. 

Three parameters applied to pairs of lines are used for pruning the search space: 

orientation. distancé' and separation Since the algorithm searches for parallel clamping 

surfaces. the orientation constraint can be stated as in equatlon (4.24). and iIIustrated as 

in figure 43. This constraint 15 used to reject hne pairs whose orientations are not opposite 

(i e. approx;mately 1800 apart) 

(4.24) 

where al IS the orientation angle of the first line L1 . 02 is the angle of the second line L2 

. and the values are modulo 360 

a. 1 

Figure 4.3 The orientation constraint 
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Figure 4.4 Geometrie model of the holdsite 

Now. consldering the geometric model of the holdsite shown in figure 44. we 

can establlsh the remainlng two constralnts The flrst relates to the distance between the 

centers of the two Ime segments L1 and L2 . This distance constramt, as /llustrated ln 

figure 4 5. causes the pruni ng of those pairs composed of Ilnes whlch are too far apart 

SpeCiflCally. potent/al holdsites are reJected if the distance between the centers of gravit y 
,~ 

of the two lines exceeds a computed threshold, as mdicat'ed ln equatlon (4.25). L 

(4.25) 

where d(L1 , L2) is the distance between lines. Dmax is the maximum a"owed distance (see 

equation (4.26)). and d and h are the dimensions of the holdsite. • 

\ 

f (4.26) 

The last i5 the separation constraint. It is based on the average separation between the 

two segments. as defined in figure 4.6. This separation must be in the range indicated by 

equation (4.27): 

1 
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Figure 4.5 The distance constralnt 

O.75h < s < 1 25h , 
f'1( 

where S IS the average separatIon. and h the holdslte width , 

/' 

Figure 4.6 The separation constraint 

(4.27) 

{ 
The separation constraint therefore consists of matching procedure between the line pàirs 
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and the holdsite model. since it allows the algorithm to retain only those pairs of lines 

which mâtch. at least to a certain degree. the underlymg model. 

The constramts described above permit the search algonthm to build a list of 

potentlal holdsltes whlch. as ln Jhe case of Ilnes. are ordered accord mg to thelr onentation. 

These holdsltes will be evaluated accordmg to sU/tablilty Crltena whlCh we will descnbe .. 
later However. we must flrst deal wlth the problem of multiple representatlons for the 

hol~tes 

4.3 HoldsÎte Filtering 

The algorlthm hypotheslzes potentlal holdsltes whlch may not be unique for 

each actual holdslte ln other words, the same physlCal holdslte may correspond to man y 

computed holdsltes For reasons· of efflclency and 10gICai cor.tslstency. we mu~t therefore ' 

fil ter the redundant potentlal holdsltes 50 that there IS a one-ta-one mappmg between the 

physlcal world and a representatlon of It ln vlew of thls. a flltermg procedure has been 
., 

Implemented m whlCh holdsltes are clustered Of! the basis of location and onentatlon. Two 

holdsltes are merged together If the distance between thelr centers of gravit y IS smaller 

than a model-based threshold (see equatlon (428)) and If thelr respective onentatlons are 

approxlmately equal. as stated ln equatlon (429) 

( 
) 

,~ 

( 4.28) 

(4.29)~ , 
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where (cYxl' cYY1 ) and (cgX ]' cYY2) are the centers of gravit y of the first and second hold­

sites. respectlvefy. and 31 and th are their correspondmg Orientations (see figure 4.7) 
1 

1 

After fllterlng. the ren~alnlng hold5.te~ arL ail d,s,tlnct (1 e they correspond to 

'\:j.Herent local Image structures) At th'5 pOint. the5e well-ueflmd potentlal gflpp.ng poanb 

must be evaluated 111 terms of thetr quallty, and apprOpridtene-'s But before explalnlf1g 

the manner ln whlch qual.ty .s computed we descr,be the chardcterlstlCs of a holdslte ln 

terms of what .5 drSlrable. of what makes a holdslte a good onE: and of the rlSk5 Involved 

f> ln graspl~g an obJ ct wlth a parallel-Jaw gripper It then becomes clear whlch parameters 

should be used as a measure of quallty 

4.4 Chara,cteristics of a Holdsite 

ln thls section we defme four basic propertles of a holdslte that characterize ItS 

sUltabillty t.o a parallel-Jaw gripper. namely sl.ppage. stabdlty. accessibtllty and safety 

54 

-,. 
-f l ,Jf .. ,... r ci~1 ~ '" 

-' 



, 

( 

,4.4.1 SUppage 

Slippage m~sures the probability that' t~-ri"Y slip" out of the rObo~ ~nd 
, 

during acquisition [43]. In the intensity image. the only clue 'about this parameter is given 

by the alignment of the two clamping surfaces. which indicates the possibility of slippage 

in the x-y plane as the gripper attempts grasping (see figure 4.8). Thus we have: 

Slippage ex e (4.30) 

Figure 4.8 Slippage in the 2·0 image 

4'.4.2 Stability 

-
Stability during part acquisition is directly related to the size of the contact area 

./ 
~ -between the part and the manipulator's fingers. In the intensity image. stability can only 

be approximat~d by assuming that it is proportional to the overlap' of the projection of the 
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first line onto the second line that constitutes the potential holdsite. as ilIustrated in .figure 

4.9. Thus we can state that: 

Stability <X overlap (4.31) 

, 

/ 
Figure 4.9 Stabi/ity in the 2-D image 

4.4.3 Accessibility 

For a ~pecific holdsite and a given gripper. accessibility can be characterized as 

the bmary .. decision as to whether the holdsite, can be reached or not. A holdsite may be 

located in an intensity im~ge. bft it might be in/possible t,o grasp il. as neighboring objects 

might impede acquisition, The ~eight of these potential obstacles cannot be determined in 

an intensity image and tbus neither can h~'dsite accessibility. '\. 

) 
4.4.4 Safety -_/ 

Safety is determined hy the effects that uncértainties in the transrational and 
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rotatlonallocatlon of the grtpper may have on the acquisitIon process. such as th~OSSibilitY 

of collIsIons or grasptng fallures 

Once a sUltable holdslte has been detected. the grasptng pose of the grtpper IS 

computed It conslsts of SIX values. the 3-D positIon (x,y, z) and the onentatlon angles 

(roll. pli ch, yau') Safety IS the sensltlvlty of the stabllrty and accesslblltty of the holdslte 
h~ • 

to .small changes ln l Y ;: ro/l. pltch and yen/' Thus 

/J Stabi/lty 
Safety ex 

b AccesslbJ/Jty 
Safety (X - - - - . 

bx 

J 

/ 
\ l' 

\.---' / (4 32) 

(433) 

If we reduce thls to t~ I Y plane. as 15 the case ln mtenslty Images. safety IS 

defmed by the amount of dlsplacement that the grasp confIguration can tolerate along the 

I and y"dlrectlons and about the;:; a)l.IS 

4.5 Computation of Holdsite Quality 

ln Ilght of the matters dlscussed ln the prevlous sectIon. holdsite qualtty depellds 

<{n the closeness of fit between the data and "the holdslte model. and on the holdslte 
.r' 

charactertstlcs. namely sltppage stablltty. acce~slblilty and safety 

As shown prevlously. holdslte accesslbiltty cannot be computed on the basls 

~ 
of a two-dlmenslonal Image Furthermore. safety can be a~counted for by tncorporating it 

" , 

Into the shppage and safety computations ThIS IS achleved by addtng a safety factor that 
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results in more conservative estimates. Quality is therefore evaluated as a function of three 

parameters: closeness of model fit cf' shppage SI and stability St • as given in equation 

(4.34): 

q = 100 - o.c J - fJsI - l S t (4.34) 

where q indicates the quality in percentage. Q, fJ and 1 are constant parameters. cf is the 

dlfTerence between nommai and computed holdsite separation. Si IS the dlfTerence between 

the orJentation~ of the two segments that constit~te the holdslte. and St IS the shlft angle 

as defmed in figure 410 

Figure 4.10 The shlft angle 

It is worth noting that cf equal5 zero for a perfeet fit betw~en model and data. 

Si is al50 equal ta zero if both holdsite lines have the same orientation. and finally St has 

a vahJe ..ef~zé;à if the two lines are exactly facing eaeh other. thereby indicating excellent ... 
stability. Therefore a quality of 100 % is assigned to a perfect hold5ite and this value 

decreases as the holdsite characteristics become less desirable. 

\ 

The programr~omputes the quality q of every filtered holdsite and selects the 
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three best potential holdsites whose quality is above a threshold (20 %). These ordered 

gripping points constitute the input to the line-of-sight module which controls the robot's 

approach and the subsequent range scanning procedure. The line-of-sight approach consists 

of sending' the robot' s gripper towards the selected holdsite following a specifie line in space. 

This line (i e. the hne-of-sight)' efined by the focal point ofthe camera and by the center 

of gravit y of the holdsite. as iIIu ted in figure 4 11. 

x 

z 

1 , , 
... '" 

Camera 

,; , 
------..... ;:1 ,"" .. -- ",. " ---J 

'" ,; Holdsite 
, Field of View 

Figure 4.11 The line-of·sight 

J 

Line-of-sight 

y 

The robot. which was positioned outside the camera's field of view dunng image 

acquisition and processing, is moved to the line-of-sight at a pre-determined height. The 

gripper orientation is selected so as to result in the range finder being aligned with the 

line-of-sight and pointing towards the holdsite center, as shown in figure 4 12. As for the 

orientation about the line-of-sight. it is determined in order to position the gripper fingers 

paraI/el to th~ clamping surfaces of the holdsite, 
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1 , Robot Gripper 

Range Sensor 

Une-of-sight 

y 

x 

Object 

figu re 4.12 Gripper onentation during hne-of-sight approach 

At thls pOint. the second step of the BIFOCAL VISION algorithm must be car-

ned out This step encompasses the guarded approacn and the acquisitIOn and processing 

of local range data 
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Chapter 5 Range Proéessipg 

This chapter descrtbes the guarded approach and the range Image processmg 

techniques used ln order to conflrm holdslte eXistence. update the location of ItS center of 

gravit y and orientation. and determme whether the holdslte can be reached and grasped by .. 
the robot gripper 

5.1 The Guarded Approach 

The objective of the guarded approach 15 to move the robot hand towards the 

holdslte while at the same tlme preventmg any Collisions from occurnng ThiS 15 'l8chleved 

by collectmg"- range data as the robot approaches the holdslte and stoppmg the motion on 

condition (~e when the wnst-mounted sensor 15 at a certain distance from the obJect) 

'-' The guarded approach 15 Implemented ln two step5 due to practical èonslder-

t' 

atlons concernmg the range sensor, as Indlcated ln section 3 1 6 and illuseated in figure 

3 8 Dunng the ~irst phase the robot moves at a hlgh speed along the line-of-sight until 
~ 

the first positive indication is returned by the sensor. This takes place at approximately 
\ 

50 mm from the holdsite. In the second phase the ~obot continues, moving in the same 



o 

o 

, 

.sriection but at a much lower speed. Thi~ fine approach ends when the sensor is at exactly 

35 mm from the object. thus placing the holdsite within the sensor's measuring range 50 

t~at a local depth grid can be acquired by moving the sensor at constant height. In other 
J 

words. the guarded approach determlOes the height at which the robot end effector should 
~ 

stay throughout the whole range data acquisition process. This has the effect of ensuring 

that the holdsite IS always within the range finder's measuring range. 

The range gnd consIsts of four parallel profiles and ha5 a rectangular shape 

The location ,uf the grid on the x - y plane IS chosen as a function of the holdslte location 
<Q. , 

computed us mg the global Intenslty Image. more precisely the center of the range gnd 

IS selected 50 as to coincide with the center of gravIt y of the 2-D holdslte The gnd's 

orientation IS chosen 50 that the collected profIles are perpendlcular to the holdslte. as 

Illustrated ln fIgure 5 1 The actual Sile of the grid IS a functlon of the holdslte wldth h and 

gripper thlckness. Another factor is the requlred tolerance wlth regard to possible holdslte 

location errors due to the 2-D Image analysis ln our case ':"'{e chose to use a 12.5 mm wide by 

25.0 mm long grid. the length bemg measured along the profile These dimensions ensur~. 

fo/~ecific parts and gripper. proper holdsite detection and accessibility computation. 

5.2 Range Image Processing 

Once the data have been acquired by R10virig the robot end.efTector in a speclfic 

way so as to generate a local depth grld (see figure 5.1). it becomes necessary to process 

this range grid in order to confirm the presence of the potential holdsite. update its location. 

and compute its accessibllity by a parallel-jaw gripper. This procedure is summarized in 

the diagram shown in figure 5.2. 
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Figure 5.3 shows such an accessible holdsite. It is defined by two clamping 

surfaces separated by a specifie distance as determined by' the holdsite model. having 

specifie areas of free space in front of each of the two surfaces. The size au of ttiese areas 

is related to the size of the robot fingers. In our case we selected au equal to three times 

the finger width (i e au == 5 mm ) as a safety precautl~n. 

n PROFILES? 

;1' " { POTENTlAL 
HOLDSITE 

Figure 5.t Path followed by the range sensor's beam as the robot end etrector 
moves so that the sensor can colJect a grid of depth values .. 

As indlcated above the range profiles are collected perpendicular to the main axis . 
of the holdsite. This c~n be done since the approxima te holdsite location and orientation 

are previously found in the intensity image. The range grid can therefore ~e processed row 

by row. Every row corresponds to a different profile of depth values and is processed as 

a one-dimensional digital signal 50 as to extract the location of the two clamping surfaces 

that constitute the holdsite. The profile processing procedure is ,IIustrated. through two 
.. 

examples. in figure 5.4. 

The profiles are combined. because of their spatial contiguity. into an integrated 
, 

description of the grid. Profile processing is performed according to the following steps: 

- Smoothing: Implemented by a Gaussian mask [30] which is applied over a neighbor-
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lo~~::~:r:I~P~:~:i:t~on 
l 

Holdsite Detection 

ye. l 
'------- Next Profile? 

lno 

Integration of 
Profile Results 

l 
Computation of 

Holdsite Location. 
Orientation and 

Accessibility 

1 

Figure 5.2 Diàgram of the range image processing procedure 

\ 
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Figure 5.3 An accessible holdsite 

hood of five pixels. Its purpose is to ellmmate small artifacts and other types of noise 

generated during the range data acquisition process. 

c - Gradient computation' Imp/emented as a subtraction of the values of adjacent pixels 

along a given row' of the smoothed image. 

- Local extremum detection: The objective is to detect the presence and location 

of potential clamping surfaces which are assumed to correspond to extrema in the 

signal" s first derivative (see figure 5.4). 

- Holdsite detection: This step consists of detecting the first maximum-minimum pair 

that matches the holdsite width. as dlscussed in Section 4'.2. 

When ail of·the profiles have been processed. we obtain a set {zdim),zk(ip)}. 

where k = 1,2, ... , n . n is the number of profiles. z is the depth. im is the location of 

the loca! maximum. and i p is the location of the matching local minimum. In other words. 
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Figure 5.-4 The profile processing procedure 
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this set consists of the locations of -the damping surfaces as detected in every individual 

profile. At this point we fit two lines using the least-squares approximation. one through 

{z(j)} and another through {z{jp)} . as indicated by equations (5.1). (5.2) and (5.3). The 

purpose of this procedure is- to combine the results of profile processing 50 as to obtain a 
(<t . b 

3-D representation of the holdsite. 

let 

x = ay + b (5.1 ) 

be the 'me which is approximated by a Jeast-squares fit on the basls of a {Xk, Yk} set of 

pomts. Then it can be shown that: 

b - 2: Xk L Y~ - El E XkYk 

- (2: Yk)2 - El E Y~ 

(5.2) 

(5.3) 

If the approximated clamping surfaces are not paralieJ within a tolerance of ten 

degrees. the holdsite is rejected since this indicates a Jack of consistency between the results 

obtained for adjacent range profiles. Otherwise the ho/dsite is confirmed and its location 

estimated as the center of gravit y of the ar~ea enclosed between the two approximated lines. 
Ç) 

whereas its orientation is taken to be the average orientation of the clamping surfaces. 
"'/ 

Q, 

Holdsit~ accessibility is computed by verifying the depth values of pixels neé!r each of the 

cJamping surfaces. Accessibility. as described in Section 4.4.3. is a binary parameter'which 
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indicates whether a holdsite carl be reached or nat usi[lg a specifie robot gripper, Figure 5,5 
1 

shows the ~wo, critical zones for accessibility. If the ~epth of e~ry pixel in these zones is 

below the required level for object grasping, which for the gripper used in our experiments 

was equaL ta the maximum holdsite height maxk,& zk(i) less 7 mm, ~hen the holdsite is 

deemed accessible by the robot gripper, and a command is issued ta the robot in order '. 

to attempt part acquis~tion. The object grasping ilnd manipulation operations consist of 0 

several steps. First., the robot gripper is moved over the holdsite location and oriented 

along the holdsite's mai~ axis, th en it is moved down vertically until it reaches the already 

described appropnate grasping level. The robot gnpper is subsequently closed sa as to 

grab the object. and finally the obJect is moved ta a specifie location and deposited in the 

required Orientation 

( 
CRITtCAL ') 

ZONE 
( LI 

L2 

CRJTtCAL 
ZONE 

Figure 5.S Critical zones for accessibility 

We have therefore described in this section how local range information can 

be used as ,a complement. to the global intensity data, in arder to obtain more accurate 

estima tes of holdsite position, orientation and accéssibility. 
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Chapter 6 Results 

. . 

ln this chapter we describe the test results of the BIFOCAL binpicking system 

when applied to piles of cylinders and stacks of indus trial parts. We also analyze the 

algorithm sens.tivity to variations in gradient threshold values. holdsite models and amount 

of collected range data. Finally. timing considerations are described and suggestions given 

as to how to improve execution times. 

6.1 Binpïfking Cylinders 

This section deals. through an exarnple. with the complete procedure of picking 
, 1 

up a cylinder out of a pil~. Figure 6.'1 shows an image of a pile of cylindrical objects. This 

intensity image is processed 50 as to extract the best potential holdsites. as iIIustrated in 

"'-
figure 6.2. Nr~t. the Sobel gradient of the image is computed and thresholded and lines 

, of a pre-determined length (1S pixels) ar~ then detected. Subsequently. potential holdsites 

are generated as pairs of parallel lines. and finally. these holdsites are evatuated according 
" , 

to the;r appropriaten~ss and the three best arnong them are saved'for further processing. 

The holdsite which has the highest quality is selecte,d as a target for grasping 

and the robofs end effector is rnoved toward it .. along the line-of-sight using a guarded 
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Figure 6.1 Pile of cylinders 

motion approach. A local range grid is th en coUected aro!Jnd the holdsite. as shown in 

'figure 6.3. This depth map iS" processed in order to: confirm the presence of the holdsite. 

compute its exact location ..... and determine its accessibility by a parallel-jaw gripper. Figure ) 
~ -~ 

6.4 shows the local ext~ema of the gradient and the least-squares" approximation of the 

holdsite's clamping surfaces. In this ex ample the holdsite is accessible and acquisition is 

thus successfully attempted. 

The BIFOCAL system was tested on 50 different holdsites. 40 of which were 

found to be accessible. Table 6.1 summarizes the results of these experiments which 

show a remarkable success rate bf 85.0 % on the first acquisition attempt. Furthermore. 

considering that for a given .scene three hol~sites are selected. the, probability of not, being '. 
,". i 

able to g~asp any part after three consecut~ve aCqUisitioi attempts is Yery small. 
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, (a) 

Figure 6.2 Image processing results concerning the pile of cylinders' (a) thresholded 
gradient and (b) line detection 
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(d) 

Figure 6.2 Image processing results concerning the pile of cylinders (continued): 
(c) holdsite detection and (d) most promising holdsites 

• 
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(a)' 

c 

c Figure 6.3 local range grid: (a) pseudo-g:ll.levellmage and (b) 3-D view 
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(a) 

(b) 

o Figure 6.4 Range image processing: (a) local extrema of the first derivative and 
(b) !east-squares approximation' of the holdsite . ~ 
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Object Total Number Succeurully Fe ile d Sucee .. 
Type of Hold.it~. Gra.ped Acqul.ltlon 'necceuible 

Rate 

(yOn de,. 50 34 6 10 85.0% 

'ndultrlal 50 27 8 Part. 
15 77.1% 

Toul 100 61 14 25 81.3% 

Table 6.1 Rcsults of blnplcklng 

c 6.2 Binpicking Industrial Parts 

Our system was subsequently tested on piles of mdustnal parts. most of wh,ch 

were provlded by General Motors of Canada Inc ' whde the rest were speClflcally deslgned 

for testrng purposes Some parts had to be colored wlth white palOt slnce they were 

too dark and could not be detected by the avarlable range frnder An example of a pile of 

mdustrral parts 15 glven ln fIgure 6 5 where~s figure 66 shows the Image processrng results 

correspondrng ta the partlcular scene 

As ln the prevlous section. the program determrnes the three best potentlal 

holdsltes and the robot hand IS sent to the most promisrng holdslte along the line-of-sight. 

However. after. determming that this holdsite is inaccessible. the robot end effector is moved " 

'" General Motors of Canada Inc PO Box 660. Ste- Thérèse. Québec Canada 
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Figure 6.5 Pile of industrial parts 

towards the second best holdslte A local depth gr id is then collected around the holdsite, 

as shown in figure 6,7. and holdsite location. orientation and accesslbllity are computed 

(see figure 68). 

Again. we have verified the system's performance on 50 different holdsltes and 

the results of these tests are shown in Table 6.1. It is worth noting that the BIFOCAL 

system achieved a success rate of 77.1 % on the first acquisition attempt. and thls for a 

pile of industnal parts. 

6.3 Variations in the Gradient Threshold 

o The thresholded gradient image constitutes the basic input to the Jine-finding 

algorithm and is therefore critical to the success of the complete 2-D holdsite detection 
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(b) 
Figure 6.6 Image processing results concerning the pile of industrial parts: (a) 

thresholded gradient and (b) ~ine detection 
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(d) 
Figure 6.6 Image processing results concerning the pile of industrial parts (contin­

ued): (c) holdsite detection and (d) most prom.islng ho/dsites 

} 
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(b) 

Figure 6.7 Local range grid: (a) pseudo-gray level. image and (b) 3-D view 
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(b) 
Figure 6.8 Range image. processing: (a) local extrema of the first derivative and 

(b) !east-squares approximation of the holdsite 
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procedure. In this section we study the sensitivity of the holdsite finding algorithm to 
1 • 

variations in the value of the gradient threshold. Figures 6.9 and 6.10 show the detected 

potecntial holdsites for difTerent gradient thresholds in the respective cases of a pile of 

cylinders and a stack of industrial parts. 

Figure 6.9 Computed holdsites:.for a pile of cy/inders (a) threshold = 5 

These results indicate that there is a wide range of threshold values for which 

the program performs adequately. In other words. the holdsite finding algorithm is robust 

as far as gradient threshold variations are concerned. and it therefore has a desirable low 

sensitivity to lighting conditions. 
'-.. 

6.4 Variations in the Holdsite Model, 

The holdsite model, as previously described. consists of only two parameters: 

.81 
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(b) 

(c) 

Figure 6.9 Computed holdsites for a pile of cylinders (continued)' (b) thre~ho/d = 
15 and (c) threshold == 25 
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(b) 
Figure 6.10 Computed holdsites for a pile of industrial parts: (a) threshold ;:: 5 

and (b) threshold = 1S-
~ 
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Figure 6. t 0 Computed holdsites for a pile of industrial parts (eontinued) (e) 
threshold = 25 

. ~ 

width and length. Variations in the values of any of these two parameters are bound to have 
1 

an ~ffect on the algorithm's performance. Figures 6.11 and 6.12 i/lustrate t~e sensitivity of 

the holdsite detecting procedure to variations in the width of the holdsite model. 

As expected. significant variations in the width value considerably alter the 

detection of potential holdsites. This is a desirable property. since the width parameter 

acts as a holdsite filter. discarding those parallel lines that are too close together or too 

far apart to correspond to a -fegal holdsite a~cQFdi!1g to the moder.. However. we note that 

holdsite detection is not sensitive to ~mall variations (of the order of 20 %) in the val~e of 

the model width. 

Thus we observe that the BIFOCAL system is flexible in that it disregards 5mall 

width variations, while being sensitive enough to 'be able to sort parts according to their 
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(b) 
.: 1-'~Figlitfo.B C01lr!J1lKed,holcfsites ~r t pile o~ cylinders. (.a) width = 9 mm and (b) 

width = 11 mm ./' .'h., ~...., .. . 
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'( Figqre 6.11 Computed holdsites for a pile of. cylind"ers (continued): (c) width = . 
Il mm and (d) width = 15 mm 
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Figure 6.12 Computed holdsites for a pile of industrial parts' (a) width = 9 mm 
and (b) width = 11 mm 
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(d) 
Figure 6.12 Computed holdsites for 3 pile of industrial parts (continued): (c) width 

J 
:::: 15 mm and (d) width = 11 mm r 
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size. 

Figures ~.13 and 6.14 show computed holdsites as a functjon of the length of 

, ~he holdsite model. These results vary gr.acefullY for different values of model length. In 

other words. there is a large nu~b~r of leng~h values ~hi,ch result in adequate system 

( 

Figure 6.13 Computed holdsites for a pile of cylinders. (a) length = 15 mm 

" 
6.5 Variations in the Amount of Collected R~nge Data 

Q ln th,is section. we analyze the sensitivity of the range image processing algo-

rithm to vàriation~"Jn the amount .of collected --d.epth data. To this ~nd we performed a 
~ .' 

series tIf tests which consisted of measuring the error in the computed location and orien-
. --

,tation of a cYlinder. as! a function of the number of collected scan lines (i.e. -range profiles). 

:~I, '\ 
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,F!gure 6.13 éomputed holdsites for a pile of cylinders (contlnued): 
'30 mm and (cJ length = 40 mm < 
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(a) 

(bt 
Figure 6.14 Compuled holdsites for a pile-of'industrial ·parts; (a) length = 15 m~ 

and (b) length = '30 mm . 
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Figure 6.14 Computed holdsites for '1. pile of iodustrial parts (continued) (cl length 
== 40 mm 
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The results of these tests are iIIustrated in fIgures 6 15 and 6.16. arJd show that both the 

" 

location and the oritmtation errors decrease as the number of scan fines increases. 

The higher accuracy brought about by the addition of range data is due to 

the fact that the extr~ Ù1formation increa'5es redundancy and dimmishes the statistical 

probabHity of error. However. the ideal number of scari'lines must be a compromise between 

scanning speed on one side. and ac.cjJracy, of the computed holdsite location. orientation and 

accessibility. on the other side. Furthermore. the absolute errors in holdsite location and 

orientation e$t;m~tes are. in our context. very small. even in the case of only two scan fines. 

Because of this we chose to collec~ fo~r profiles per grid. which in our ~iew constitutes ail 

appropria te trade-off between speed and computational precision. We therefore conclude 

thatr du~ to ~e high qua'tty' of the ~cquired range data. the BIFOCAL system is relati\fefy 
A ' 
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Figure 6. t 5 Holdsite I~ation vs no of scan lines 
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6.6 Timing COlJsiderations 

; /r.;-i~ 
, 'r:~ 

, . -, 

Under its current implementation. the BIFOCAL system takes an averageoof/,-

four minutés to aë<{,uire and manipulilte a part from a pile .. The approximate breakdown of . ' 

the execution time is as follows: 

,T: V. image capture: 55 s .. 

\ 

- Sobel gradient computation, and thresholding: 35 s. 

- Line finding: 45 s. 

\ 
Holdsite detection: 15 s. , '. 

\ 
\ 

~ Line-of-sight' approach: 20 s.o 

- Fine approach and gripper posi~joning: 15 s. 

~ 3-D -scanning (consisting of four profiles):' 30 s. 

~ Range image pro~essing: 5 s. 

, l ' 

Object acquisitioO:' 10 s . 

. 
- Object· manipulation: 10 s. 



\ 

o 

o 

5~~_ 

. , 
It -is worth noting that if we reduced the unnecessary overhead associated with 

image capture (i.e. almost o~e minute) • 'and we oPtimfze the image processing algorithms 

as weil as the robot motions. we could easily achieve executiol1 times of approxi';'ately . . 
two minutes per object. Moreover. if ail of thé processing algorithms were impJemen(ed in 

. (' . 
the form of VlSI circuits. namely the Sobel gradient computation and thr,esholding. line 

finding. holdsite detection and rang! image processing. the only limiting factor would then 

be robot speed. Therefore. we consider that there is significant room
e 

for improvement in 
, 

the area of execution speed. particularly if this system is to be developed into an industrial 

product. 
\ . 

d r 

- -- - ~ - ------~ 

" iJ! 
• This.image acquisitiorr delay Is èfue to the fact that. In ~ur experimental set-up. the image must 

be sent through the computer n~twork before it can be processed. 
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Chapter 7 

The problem of binpickirig is a relevant' one in industry today. Many researchers 
. , 

have attempted. to find a general solution but, in general: they have ended up developing , 

context dependen't algorith(l)s . 'l! this thesis we have described the BIFOCAL system" 

whose purpose is to acquire and manipulate three-dime~sional objects which are initially 

piled up and- tanaomly oriented. The only restriction on parts is that they mus,t have at 
o 

least one appropriate holdsite that can be grasped by a parallel-jaw gripper. , 

, 
o 

The binpicking algorithm ~s holdsite-drrven. in other words, nô att'empt is made 
~ 

to recognize object identity. Only holdsites are of interest since any part may be grasped 

out of 'the pile. One~ of the sy-stem's main contributions is the fact that two sources of ' 

sensory input ~ are used 50 th~t they eomplement each other: a T.v. camera placed over the 

wor~space cap.tures intensity images of the global scene. and a wrist-mounted singl~point 
-"1._ 

/~, range fin der collects local 3-D data. The brightness images are used to find the location of 
)~~~~\ " .. .! 

.~. ~ potential holdsites and to evaluete their quality on the basis of âppropriate suitability' ' 
~~ . 

criteria. At this point, the robot hand is moved 50 that the range finder can colle ct a local 

grid of 3-D data around the most promising holdsite. Range' data are used to confirm 
, • Cl 

'il \ ' 

the presence of the holdsite. compute its exact location and orientation. and determine its 

., , . ~ 
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accessibility by the robot gripper. .ïhese loc~ data contain accurate information about 
" 

, 11 

the geometry of ~pe h9ldsite and it\. neig~borhood. and t,hus pro~~G th~ system wit~ a J 

, _ ' 4 • 

much higher degree of robus'tness and relislbiÙty than can be found i'n previous systems. 

D Furthermore, we only l!sed inexpensive, éomlflercially available sensors. as opposed to 

custom made range finders 
1 

.. 
The flexibili!y of the system has been experimentally confirmed. as it performed . , 

c'onsistent1y weil when faced with substantlal variations in the values of the gradient thresh· 
l' 1!> 

old, the holdsilfl model and the ar;nount of collected range data. We have therefore proven 

) the feasibility and appropnateness of a holdslte-based system that integrates 2-D'and 3-D 

.... 
inputs and that· provides reliable oinpicking of 3-D obJects. Future work should conçentrate 

on improving, the execution speed of the ove rail program, ~s weil as explore alternative 

range image pr<fessi~g techniques. In this regard, the replacement of the ~ingle-poin~ 

range finder by a more adequate 3-D sensor (i.e. with a larger measuring'" range) would 
) 

certainly have a p~sitive effect on the systèm's performance. 
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