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Abstract  

The ever-growing information and communications technology (ICT) sector supports the 

demands of higher internet traffic and speeds. This has prompted an accelerated growth of optical 

interconnects which are ever changing to comply with the demands for faster, cheaper, as well as 

more energy efficient and sustainable devices. The Silicon photonics (SiP) technology can deal 

with these demands. It leverages the mature complementary metal-oxide-semiconductor (CMOS) 

fabrication process flow to produce cost-effective solutions. Recently, new techniques have been 

incorporated into the designs of these devices to reduce their footprint and increase their 

bandwidth. These include the use of subwavelength gratings (SWG) and photonic crystals (PhC) 

structures which enable dispersion and birefringence engineering in nanophotonic devices and in 

nature. In the first part of this thesis, we review the concepts behind SWGs and PhCs by linking 

their optical behaviour and design principles to band diagram simulations.  

In the second part of this thesis, we report the use of SWGs to design a compact low-loss one 

by two multi-mode interferometer (MMI) operating as a power splitter over the telecommunication 

C-band and O-band. The device bandwidth was simulated to be over 100 nm for both TE and TM 

modes. The simulated insertion loss (IL) for TE modes was found to be around 0.1 dB across the 

entire bandwidth, while for TM modes, it ranged from 0.45 dB to 0.63 dB. However, experimental 

results revealed a higher TE IL of 0.54 dB and 0.96 dB at 1310 nm and 1550 nm, respectively. 

The experimental imbalance between the two output ports ranged from 1.09 dB to 0.73 dB for TE 

devices in the O-band and C-band.  

In the third part of this thesis, we examine the use of PhCs found on the glass-like shell of 

diatoms, a species of unicellular phytoplankton. These shells, called frustules, are the result of 

millions of years of evolution and their understanding could lead to new sustainable applications 
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of light harvesting and retention mechanisms. Their optical response was analyzed by using an 

experimental characterisation procedure consisting of scanning electron microscopy (SEM), 

scanning near-field optical microscopy (SNOM), and atomic force microscopy (AFM), as well as 

by investigating the photonic band structure in relation with peaks in the absorption spectrum of 

the chloroplast found in a centric diatom species known as Cyclotella Quillensis (CQ). 
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Résumé 

Le secteur en croissance constante des technologies de l'information et des 

communications (TIC) répond aux exigences de plus en plus élevées du trafic et de la vitesse de 

l’Internet. Cela a entraîné une croissance accélérée des interconnexions optiques qui évoluent 

constamment pour répondre aux demandes de dispositifs plus rapides, moins chers, plus économes 

en énergie et plus durables. La technologie de la photonique sur silicium (SiP) peut répondre à ces 

demandes. Elle exploite le flux de processus de fabrication de métal-oxyde-semi-conducteur 

complémentaire (CMOS) mature pour produire des solutions rentables. Récemment, de nouvelles 

techniques ont été intégrées dans la conception de ces appareils pour réduire leur encombrement 

et augmenter leur bande passante. Celles-ci incluent l'utilisation de réseaux de sous-longueur 

d'onde (SWG) et de structures de cristaux photoniques (PhC) qui permettent l'ingénierie de 

dispersion et de biréfringence dans les dispositifs nanophotoniques et dans la nature. Dans la 

première partie de cette thèse, nous passons en revue les concepts derrière les SWG et les PhC en 

liant leur comportement optique et leurs principes de conception a des simulations de diagramme 

de bande. 

Dans la deuxième partie de cette thèse, nous présentons l'utilisation des SWG pour 

concevoir un interféromètre multimode (MMI) compact à faible perte fonctionnant comme un 

répartiteur de puissance sur la bande C et la bande O des télécommunications. La bande passante 

de l'appareil a été simulée pour être supérieure à 100 nm pour les modes TE et TM. La perte 

d'insertion simulée (IL) pour les modes TE est d'environ 0,1 dB sur toute la bande passante, tandis 

que pour les modes TM, elle variait de 0,45 dB à 0,63 dB. Cependant, les résultats expérimentaux 

ont révélé un TE IL plus élevé de 0,54 dB et 0,96 dB à 1310 nm et 1550 nm, respectivement. Le 
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déséquilibre expérimental entre les deux ports de sortie variait de 1,09 dB à 0,73 dB pour les 

dispositifs TE dans la bande O et la bande C. 

Dans la troisième partie de cette thèse, nous examinons l'utilisation des PhC trouvés sur la 

coquille vitreuse des diatomées, une espèce de phytoplancton unicellulaire. Ces coquilles, appelées 

frustules, sont le résultat de millions d'années d'évolution et leur compréhension pourrait conduire 

à de nouvelles applications durables des mécanismes de récupération et de rétention de la lumière. 

Leur réponse optique a été analysée à l'aide d'une procédure de caractérisation expérimentale 

consistant en la microscopie électronique à balayage (SEM), la microscopie optique en champ 

proche (SNOM) et la microscopie à force atomique (AFM), ainsi qu'en étudiant la structure de la 

bande photonique en relation avec les pics dans le spectre d'absorption du chloroplaste trouvés 

dans une espèce de diatomée centrée connue sous le nom de Cyclotella Quillensis (CQ). 
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1 Introduction 

The ever-growing information and communications technology sector is constantly in need of 

innovation. The presence of cutting-edge technology in technical fields and in our personal 

everyday life has created an endless list of applications for optical technologies. In particular, 

cloud-computing and streaming services have pushed the development and accessibility of high-

speed internet. The infrastructure needed to support the demands of today and tomorrow rely 

heavily on the use of large data centers which require complex communication networks. These 

networks depend on integrated systems to provide low cost, high efficiency, and small footprint 

solutions to otherwise very costly or entirely infeasible problems. One way to reach those demands 

is to use integrated circuit platforms such as silicon photonics (SiP). The main advantage of the 

SiP platform, aside from the reduced size and cost, is its compatibility with complementary metal-

oxide-semiconductor (CMOS) technology which enables it to leverage advanced fabrication 

techniques. While most Si opto-electronic integrated circuits are built using deep ultraviolet 

lithography (DUVL), purely passive optical components can be built using electron beam 

lithography (EBL). This technique allows for relatively short lead times as well as a high 

lithographic resolution which has enabled the research into subwavelength features used in 

photonic band engineering.  

The continuous search for more sustainable and cheaper solutions has spurred research into 

the integration of natural and artificial optimization processes into current device designs. These 

technological advancements are important in order to realize new techniques and develop new 

components capable of surpassing the otherwise fundamental limitations of current technologies.  
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1.1 Silicon Photonics 

Communications and data exchanged through the internet are hosted by telecommunication 

networks that rely on electro-optical infrastructure. A growing demand for these services fuels the 

push for faster transfer speeds and higher bitrates. This need is currently met by optical fiber 

systems that offer low transmission loss and high bitrates at high propagation speeds [1]. These 

signals are transmitted at the infrared wavelengths of 1310 nm and 1550 nm, known as the central 

wavelengths of the O-band and the C-band, respectively. These correspond to the minimum 

dispersion and loss frequencies in silica optical fibers [2]. The signals in these networks are relayed 

by transceiver nodes that employ Silicon (Si) - based photonic circuitry.  

The Silicon on insulator (SOI) platform is host to a large index contrast between the 

waveguiding core of silicon (Si) and the surrounding cladding of silicon dioxide (SiO2). This 

enables the use of smaller devices and waveguide bends, which leads to more compact and dense 

optical circuits [3]. SiP integrated circuits can be used to combine thousands of active and passive 

components. This has led to the research and optimization of active devices such as modulators 

and photodetectors. However, the indirect bandgap of Si prevents the design of lasers and optical 

amplifiers. To circumvent this issue, efforts to integrate external laser sources via bonding have 

taken place. On the other hand, passive components such as grating and edge couplers, polarization 

beam splitters, and Bragg gratings can be easily fabricated. However, these circuit are limited by 

their loss. This is mainly due to scattering caused by fabrication imperfections. These defects are 

primarily due to lithographic smoothing, mask misalignment, and sidewall roughness [4]. 

Nevertheless, the fabrication limits are regularly tested by the incorporation of subwavelength 

features into passive SiP designs. These continue to be explored as they can provide larger 

bandwidths and polarization independence.  
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1.2 Passive SiP devices 

Components that only deal with light are categorized as passive devices, the most basic being 

a waveguide. Strip waveguides are comprised of a high refractive index core, surrounded by a low 

index cladding. Light propagates through these waveguides as guided modes. These modes are 

called transverse electric (TE) or transverse magnetic (TM) depending on the directionality of the 

electric and magnetic fields inside the waveguide. The mode profile of the two fundamental modes 

can be seen in Figure 1 for a wavelength of 1550 nm in a typical strip waveguide of 500 nm width 

and 220 nm height. The fundamental TE mode propagates mainly in the core as it is around 98% 

confined to the Si. On the other hand, the fundamental TM mode mainly propagates through the 

cladding as it cannot be confined by the typical 220 nm height of the waveguide.  

 

Figure 1: Mode profile of the fundamental (a) TE and (b) TM modes 

Modifying the dimensions of the waveguide allows more modes to propagate. To calculate 

the number of modes that can propagate in a waveguide, the dispersion relation can be used. These 

set of equations allow us to quickly find the number of confined modes in a waveguide. The width 

of the waveguide is most commonly changed to vary the number of confined modes. Suddenly 

increasing this value can excite higher order modes and lead to multi-mode interferometers 
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(MMIs) which will be explained in greater detail in chapter 3. On the other hand, reducing this 

width using a taper will lead to an enlargement in the modal field distribution. This property can 

be used to design edge couplers (EC) [5].  

To couple light into a SiP chip, two techniques can be used. The first involves using an EC 

where the effective index of the mode needs to be slowly reduced in order to match the mode field 

diameter of a single mode fiber. EC have a large bandwidth and are largely polarization 

independent [5]. However, they require very precise alignment and can only be utilized at the 

edges of the chip, limiting the total number of ECs possible per reticle. Recently, new designs have 

been introduced to lower the misalignment tolerance by introducing an array of inverse tapers [6]. 

Additionally, the mismatch in the mode field diameter can be reduced by using subwavelength 

gratings (SWGs) [7]. An example of an SWG EC can be seen in Figure 2.  

 

Figure 2: Top view of a SWG EC. Excerpt from [7] 

The other way to couple light into a chip is to use a vertical grating coupler (GC). GCs 

redirect light incident from the top of the chip onto the plane of propagation by modifying the 

wavevector of the light beam to one supported by the on-chip waveguides [5]. To do so, they 

employ SWGs in the diffraction regime. The different SWG regimes will be further explained in 

chapter 2. An example of a GC is shown in Figure 3. GC are advantageous since they can be placed 

along the surface of the chip, allowing many test structures to be tested. They also boast a higher 
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misalignment tolerance than ECs. However, GCs have smaller bandwidths and are more sensitive 

to the polarization of light [5].  

 

Figure 3: Top view of a SOI grating coupler. Excerpted from [8]. 

1.3 SiP Fabrication improvements 

The introduction of subwavelength features such as photonic crystals (PhC) and SWGs were 

facilitated by the developments of new fabrication techniques. The two main techniques used in 

the fabrication of SiP chips are DUVL and EBL.  

CMOS-based DUVL is a mature fabrication technique. Its versatility and complexity make 

it ideal for opto-electronic circuits since it enables the fabrication of devices with metal layers, 

doping, heating, and multi-etching. It can be used to mass manufacture chips at a low cost. 

However, the minimum feature size available through DUVL is around 180 nm and the lead times 

are long [9].  

On the other hand, EBL is a newer manufacturing technique mainly used for passive SOI 

chips. It allows for a high lithographic resolution with a minimum feature size of around 60 nm 
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and shorter lead times [10]. However, EBL lacks the complexity achievable with DUVL. 

Nevertheless, these advantages have attracted research into devices with subwavelength features.  

1.4 Microscopy techniques 

In order to visualize the different new developments made by the fabrication techniques and 

to understand the structures found in nature, we must use different microscopy techniques. In this 

thesis, scanning electron microscopy (SEM) was used to measure surface features in the nanoscale, 

near-field optical microscopy (SNOM) was used to characterize the optical behaviour, and atomic 

force microscopy (AFM) was used to image the topography of our samples.  

1.4.1 Scanning Electron Microscopy 

SEM is most commonly used to image nanoscale features of structures. This technique 

uses an electron beam to image samples in the nanometer scale. The electron beam is focused onto 

the sample, where they collide. This results in the ejection of backscattered and secondary 

electrons. These are then detected and converted into an image.  

SEM images are often used to validate the fabrication process of SWG and PhC devices in 

SiP circuits. However, it can also be used to map the elemental composition of samples. This is 

called electron diffraction spectroscopy. The main advantage of SEM is its imaging speed and the 

resulting detailed topography. However, it requires that samples be prepared beforehand. Samples 

with no conductive properties must be coated with a thin conductive film. 

In this thesis, SEM measurements were used to image a centric diatom species, to extract 

dimensions, and to inform the simulation models. The SEM images in this thesis were captured 

with the help of a technician.  
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1.4.2 Atomic Force Microscopy  

AFM is primarily used to measure the topography of a sample. Each AFM microscope will 

be equipped with a cantilever, a laser, and a photodiode quadrant. This technique uses a very small 

cantilever tip that resonates on the surface of the sample due to the atomic forces between them. 

The surface topography will affect this force and the frequency of oscillation of the tip will change. 

These movements will be detected using a laser. The laser is aimed at the cantilever and its 

reflection is captured by the photodiode quadrant. The changes in oscillation frequency will 

therefore dictate whether the height of the cantilever needs to be adjusted. This height is stored for 

every point along the sample and a heatmap is generated.  

AFM tips are usually only 10 nm to 20 nm wide. This allows for a high level of precision 

when measuring surface texture and roughness. For AFM, there is no sample preparation needed. 

However, more precise scans can take a long time. Additionally, the sample can be damaged by 

the tip in some cases.  

In this thesis, AFM measurements were concurrent to the SNOM images and were mainly 

used to validate the orientation of the diatom shell. This was due to the cantilever tip being larger 

than the feature sizes found on the sample. The size of the AFM tip was chosen as per the SNOM 

requirements. The AFM images in this thesis were captured by me. 

1.4.3 Scanning Near field Optical Microscopy 

Transmission SNOM is used to measure the near-field optical response of a sample. This 

technique uses a subwavelength aperture at the end of a cantilever to illuminate the sample in the 

near field. The light is evanescently coupled into the sample at a fixed angle. The distance from 

the tip to the sample is kept constant using the same technique used by AFM. The light is then 
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detected via an objective lens beneath. Using this method, it is possible to determine how light 

propagates through a structure by combining all the scanned points into an image.  

The illumination laser used can also be modified to obtain the optical response at different 

wavelengths. SNOM tips apertures can range from 60 nm to 150 nm. These larger sized tips limit 

the accuracy of the concurrent AFM image. For SNOM, there is no sample preparation needed, 

but they must be transparent and relatively thin. Similar to AFM, more precise scans can take a 

long time and the sample can get damaged. The SNOM also has a lengthy calibration process as 

both the top and bottom objectives must be properly focused on the same point.  

In this thesis, the SNOM images were used to characterize the optical response of the diatom 

shell. The SNOM tips used had an aperture of 90 nm and a red laser was used to illuminate the 

sample. The SNOM images in this thesis were captured by me. 

1.5 Thesis Objective 

In recent years, there has been a growing interest in SWGs and PhCs. Multiple studies have 

emerged in order to characterize and understand the optical behaviours of these structures in SiP 

devices and in nature [11-16]. In this thesis, we introduce a potential path to understanding these 

structures by relying on their optical band diagrams. To do so, we present their use in the design 

of a SiP low-loss SWG MMI splitter and in the characterization of a centric diatom species. We 

design and simulate 4 SWG MMIs for both central wavelengths and main polarizations used in 

SiP. The devices are then fabricated and experimentally validated. Additionally, the optical 

response of a diatom shell is presented using 3 different microscopy techniques and band structure 

simulations.  
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This thesis is divided into 5 chapters. This first chapter provided an overview of the field, and 

an introduction to passive silicon photonic devices as well as to the different microscopy 

techniques used in the thesis.  

The second chapter covers the theories and principles behind SWG and PhC structures. It also 

explains the link between the architecture of the devices and their optical behaviour by utilising 

band structure simulations.  

The third chapter introduces the low loss 1x2 SWG MMI splitters. In this section, we discuss 

the theory and design methodology, the propagation simulations, the experimental results, and the 

future work for the design.  

The fourth chapter goes over the optical response of the Cyclotella Quillensis (CQ) diatoms. 

It covers their architecture using SEM, their near-field optical response using SNOM and AFM, 

and their PhC properties using band structure simulations. This work was published in [15]. 

The fifth chapter summarizes the thesis and provides the next steps needed to expand the work 

done.   
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2 Device principles  

This chapter will cover the theory and design characteristics of subwavelength structures 

using band structure simulations and examples from recent literature. We will use simulated band 

diagrams to explain the relationship between light and its effective environment. We will then 

apply that theory to 1D and 2D cases by examining the optical behaviour of SWG and PhC, 

respectively. These concepts will be applied in later chapters to structures found in SiP designs 

and in nature.  

2.1 Band structures 

An electro-magnetic wave can be characterized by its spatial and temporal frequencies with 

𝑘 =
2𝜋

𝜆0
 and 𝜔 = 2𝜋𝑓, respectively, where 𝑘 is the wavenumber, 𝜆0 is the frere space wavelength, 

and 𝑓 is the frequency. Inside a material, the two are linked by the spectrally dependent refractive 

index 𝑛(𝑓). For example, the refractive index of silicon (Si) for a free-space wavelength (𝜆0) of 

1550 nm or its equivalent frequency of 193.43 THz is 3.48 [17]. This means that a wave with a 𝜆0 

of 1550 nm in vacuum would get compressed to a 𝜆 of 445.4 nm in bulk Si [11]. Any modifications 

to the material will affect the effective refractive index (𝑛𝑒𝑓𝑓) seen by the wave. These geometrical 

and material modifications lead to devices such as strip and slab waveguides that utilize a high 

index core surrounded by a low index cladding to confine propagating light. Taking this concept 

one step further by imposing smaller perturbations in the materials in the order of the reduced 

wavelength can produce unconventional optical behaviours. Such structures are called PhCs [12, 

18-20].  

These crystals exist in many forms with different periodic arrangements and dimensions. 

The dimensionality of a PhC is determined by the angles at which light can interact with the 
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structure. For example, in a 1D PhC, light only sees a periodic structure if it is travelling in a 

specific direction (𝑘𝑥). For a 2D crystal, any wave travelling along a plane (𝑘𝑥, 𝑘𝑦) will interact 

with the structure. Finally, in a 3D crystal, an incident photon from any direction (𝑘𝑥, 𝑘𝑦, 𝑘𝑧) will 

see the periodicity. 

The behaviour of light interacting with such a periodic structure can be described by its 

photonic band diagram. This diagram represents every combination of frequency and wavevector 

that can interact with the crystal as points that form curves or bands as seen in Figure 4. Similar to 

the normalized b-V curves used to determine the number of modes in a waveguide, band diagrams 

can also be normalized with respect to their lattice constant (𝑎) or pitch (Λ), which is the periodic 

spacing between the different dielectrics. In other words, crystals designed at microwave 

frequencies can be also be used at the nanometer scale [21].  

 

Figure 4: Simulated band structure diagram for an SOI grating with Λ = 120 nm, 240 nm and 360 nm 

showing the propagation (blue), the reflection (red), and the diffraction (green) regimes. 
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In these diagrams, the phase velocity (𝑣𝑝) is represented by the location of a band, while 

the group velocity (𝑣𝑔) is represented by the slope at that point [11]. Their values can be found 

using the following equations, 𝑣𝑝 =
𝜔

𝑘
 and 𝑣𝑔 =

𝑑𝜔

𝑑𝑘
.  

For SiP devices, the duty cycle (DC) is defined as the ratio of the length of the core material 

(Si) to the pitch (Λ). The figure above shows the band dependence on the pitch and the three 

corresponding regimes. For a DC of 0.5 and a large pitch around 360 nm, light with wavelengths 

in the C-band will radiate from the structure. These bands are not confined to the structure and as 

such, they will act as lossy modes. These are responsible for diffraction and coupling between the 

crystal and its surroundings. For a pitch of 240 nm, the same wave will fail to propagate due to the 

Bragg condition being met. This condition is defined as 𝜆 = 2𝑚𝑛𝑒𝑓𝑓Λ, where 𝑚  is an even 

integer, 𝜆 is the wavelength, Λ is the pitch, and 𝑛𝑒𝑓𝑓 is the effective index of the mode. In this 

regime, forward and backwards scattered waves will destructively interfere creating a region of no 

propagation, called a band gap. Finally, for a small enough Λ, the wave will propagate in the 

subwavelength regime. The seemingly constant linear slope of this zone is equivalent to a small 

dispersion-less region since the group velocity remains relatively constant. This regime will be 

explained further in the next sections.  

These band diagrams in this thesis were simulated using Ansys Lumerical 3D finite-

difference-time-domain (FDTD). The PhCs were modeled as infinite planar structures with 

thickness, 𝑡. For SiP devices, 𝑡 was set to 220 nm, the PhC core to Si, and the cladding to SiO2. 

For both materials, the spectral dependency of their refractive index was taken into consideration 

[22]. In-plane electric and magnetic dipoles were used to excite the TE and TM polarizations, 

respectively. The in-plane boundary conditions were set as Bloch periodic, while the out-of-plane 
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boundary conditions were set as perfectly matching layers. Only the first Brillouin zone was 

simulated following the symmetry points corresponding to the lattice in question and labelled 

Γ, Χ, Μ, and Κ  [23]. These symmetry points define the range of all allowed wavevectors that 

interact with the structure [21]. These simulations allowed us to further understand the design rules 

when building 1D and 2D PhCs.  

2.2 1D crystals: subwavelength gratings  

Imposing a 1-dimentional periodicity on a crystal can create an SWG. These structures can 

be observed in various SiP designs [7, 8, 24-26]. SWGs are composed of a periodic arrangement 

of two dielectric materials as seen in Figure 5. To alter the optical properties of the structure, the 

pitch and the DC can be modified.  

 

Figure 5: Schematic of a SWG waveguide with relevant parameters. 

The subwavelength regime is encountered when the effective wavelength of light is much 

smaller than the pitch of the grating. In this regime, light propagates through the waveguide as 

modes travelling though a homogenous material [12]. For this reason, these modes only slightly 

interact with the discontinuities and the sidewalls roughness of the gratings which allow for low-

loss propagation and high fabrication tolerance [24, 27, 28]. This means that an SWG waveguide 
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can be replaced with an effective material. This can be done following the effective medium theory 

[29]. To ensure that the SWG waveguide is operating in the SWG regime, the following inequality 

must hold [12, 30], 

Λ <
𝜆

2𝑛𝑒𝑓𝑓
 

where 𝑛𝑒𝑓𝑓  is the effective index of the propagating mode. This ensures that the operating 

bandwidth of the device does not enter the Bragg regime as previously stated. For standard SiP 

devices operating at 1310 nm and 1550 nm, the largest pitch that supports this condition was found 

to be around 200 nm [31]. However, in the deep subwavelength region, where Λ ≪ 𝜆 , an 

approximation can be used. This approximation follows the Rytov equations [32],  

𝑛∥
2 =

𝑎

𝛬
𝑛1

2 + (1 −
𝑎

𝛬
) 𝑛2

2 

𝑛⊥
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𝑎

𝛬
𝑛1

−2 + (1 −
𝑎

𝛬
) 𝑛2

−2 

where 𝑛∥ is the component of the electric field polarization being parallel to the gratings. Similarly, 

𝑛⊥ is the component of the electric field polarization being perpendicular to the gratings. The 

physical parameters of the waveguide are represented by 𝑎 and Λ as the length of each grating and 

the pitch between them, respectively. The ratio between them is called the duty cycle and is often 

kept at 0.5 to take advantage of the minimum feature size during fabrication. This means that in 

most cases, the core (Si) and cladding (SiO2) contribute equally to the effective index of the SWG 

structure. The refractive index of the core and cladding materials forming the SWG are represented 

by 𝑛1  and 𝑛2 . In SiP, 𝑛1  and 𝑛2  would be replaced with the refractive index of Si and SiO2, 

respectively. For a wave propagating along the SWG, from left to right in the bottom inset of 
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Figure 6, the effective index of the mode can then be calculated similarly to a strip waveguide with 

a core refractive index of 𝑛∥. This means that an SWG waveguide will have a lower refractive 

index compared to a strip waveguide of the same dimensions. This will lead to faster propagations 

times since the index is inversely proportional to the phase velocity of a mode. This reduced 

confinement will also affect the two main polarizations differently.  

 As mentioned in the last chapter, TM modes are not fully confined to the standard SOI strip 

waveguide. Their lower effective refractive index means that they propagate mainly in the cladding 

and are not as confined as TE modes. For this reason, TM polarized modes are not as affected by 

the presence of SWGs in a waveguide [24]. Therefore, the TM modes will have a different band 

diagram for the same SWG waveguide as can be seen in Figure 6. The position of the TM band is 

closer to the light line of the cladding as expected. The light line of the cladding is used in band 

diagrams to determine the cut-off point between confined and lossy modes. It illustrates the border 

between the diffraction and propagation regimes.  



30 

 

 

Figure 6: Band diagram, (top inset) schematic, and (bottom inset) propagation simulation of a 

SWG waveguide. Excerpt from [11]. 

The parameters of the SWG can be altered for different purposes. For example, fiber to 

chip devices utilise a larger pitch to access the diffraction regime. In the case of ECs, SWGs can 

be used to slowly lower the effective index of the mode and therefore decrease its confinement. In 

the case of GCs, the SWGs are used to form angles of constructive and destructive interference 

which map out the diffraction orders of the grating [11].  

Another advantage of SWGs is the linear sections of the optical bands found in the deep 

subwavelength regime. These allows for constant group and phase velocities over a large 

bandwidth covering both the O-band and C-band. This technique can be used to achieve highly 

broadband performances in waveguides [26], in ECs [25, 31]. These broadband properties have 

also been used in power splitters as presented in Chapter 3.  
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2.3 2D crystals: photonic crystals 

Increasing the periodicity of a crystal to a second dimension introduces new optical 

behaviours. PhC structures can be observed in various SiP designs [33, 34] as well as in nature 

[14, 16]. 2D PhCs are composed of a core material with a periodic arrangement of holes. This 

lattice of holes can be distributed in a variety of ways, with square and triangular configurations 

being the most common. Both the spacing between the holes and their individual size can be 

modified to alter the optical properties of the structure. Figure 7 shows a schematic of a typical 

square lattice with hole spacing 𝛬 and hole diameter 𝑑.  

 

Figure 7: Schematic of a square PhC lattice with relevant parameters. 

In SiP designs, PhCs are primarily used due to the presence of a band gap which can be 

used to either reflect or trap light. Analogous to the energy band gap in semi-conductors, photonic 

band gaps can be exploited, in this case to manipulate the behaviour of light. For example, adding 

a defect to the lattice by removing a row or a column of the crystal structure can create a localized 

mode [18]. This line defect allows light that has a frequency inside the band gap to be confined to 

the defect and thus propagate through a desired path. While a line defect in a PhC will act as a 

waveguide, multiple consecutive line defects can cause the emergence of a multi mode waveguide 
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[35]. Unlike conventional symmetric dielectric waveguides or step-index waveguides that rely on 

total internal reflection with a high index core and a low index cladding, PhC waveguides can 

guide light by surrounding the waveguide with a PhC whose band gap aligns with the frequency 

of the propagating light. The main advantage of PhC waveguides is their low propagation loss in 

sharp turns. This is due to the mode being unable to propagate inside the PhC, forcing it to remain 

confined to the line defect. However, their discrete lengths can impose issues when designing 

devices with specific lengths, such as MMIs [35].  

Photonic band gaps are also used to reflect light. As such, the difference in refractive index 

between TE and TM modes can be exploited in devices such as polarization beam splitters (PBS) 

that utilize PhCs [36-38]. Due to the birefringent nature of SiP, it is possible to design PhCs with 

different behaviours for different polarizations. The band diagram in Figure 8 demonstrates this 

difference between the two orthogonal polarizations inside of a crystal with a triangular lattice. 

The introduction of a polarization sensitive PhC inside a MMI allows for loss-less propagation for 

TM modes, while TE modes get reflected. In these designs, The TE modes would get collected as 

back-reflections while the TM modes would get collected at their mirrored self-imaging length. 

These devices allow for a high extinction ratio due to the large separation between the two output 

ports.  
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Figure 8: Band diagram of a photonic crystal used in the design of an MMI functioning as a polarization 

splitter. Excerpt from [11]. 

In nature, PhCs can be seen used due to the presence of a collapsed band gap, also known 

as a pseudo gap. These pseudo gaps are represented by a set of parallel bands with negligible 

spacing between them that can occur when the difference in refractive index of the core and 

cladding is small. Additionally, these bands can also occur when the PhC has small hole diameters 

compared to the spacing between them. The exact location of these collapsed bandgaps is 

determined by the lattice configuration, the lattice spacing, and the refractive index mismatch 

between the two dielectrics. These pseudo gaps represent frequencies of slow light since the slope 

of the parallel bands is often reduced. This behaviour is believed to aid coupling as it supports a 

higher density of optical states (DOS) [14, 15]. This optical property of PhCs will be further 

examined in Chapter 4.   
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3 SWG MMI 3-dB splitters 

In this chapter, we present the design, fabrication, and testing of 3-dB splitters using a SWG 

MMIs. The devices were designed to operate in both the C-band and O-band for TE and TM 

polarizations. An optimization process was then undertaken to minimize the insertion loss (IL) of 

4 different devices spanning the combinations of the two polarizations and central wavelengths 

previously stated. Some specifications will be omitted from this chapter since they are under 

intellectual property protection.  

3.1 Introduction  

The refractive index contrast between Si and the surrounding glass cladding (SiO2) as well 

as the low loss in the SiP platform facilitates high optical confinement and subsequently denser 

circuits. These integrated circuits have placed demands on power splitters to be more compact, 

efficient, and broadband. Power splitters from part of the building block for many photonic devices 

such as switches, modulators, and multiplexers. They can either have equal or variable power 

splitting capabilities.  

There are various approaches used in SiP to create a power splitter. One approach is to use 

directional couplers. These can be compact and different splitting ratios can be achieved [4]. 

However, they have narrow bandwidths and low fabrication tolerance [39]. To solve this issue, 

adiabatic directional couplers can be used. These devices have a larger bandwidth, but also need a 

much larger footprint [40]. Another approach is to use MMI-based designs since these have large 

bandwidths and are more tolerant to fabrication variations. Recently, SWG features have been 

used in these designs to reduce their footprint and to further increase their bandwidth [41].  
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3.2 Design  

Multimode waveguides form a type of optical passive device known as MMIs which are 

characterized by their number of input and output ports. MMIs can have multiple single mode 

waveguides as inputs and outputs denoted by N and M respectively such that the device can be 

named a N × M MMI. This drastic change in waveguide width excites higher order modes of 

which each propagates with its own propagation constant 𝛽 = 𝑘0𝑛𝑒𝑓𝑓, where 𝑛𝑒𝑓𝑓 is the effective 

index of each mode in the waveguide and 𝑘0 is the wavenumber 2𝜋/𝜆0. As these modes propagate 

through the multimode waveguide and interfere with each other, they produce self-images of the 

input field. The location of these self images is highly depended on the beat length (𝐿𝜋) of the two 

lowest order modes [42] as, 

𝐿𝜋 =
𝜋

𝛽0 − 𝛽1
≈

4𝑛𝑒𝑓𝑓𝑊𝑒
2

3𝜆0
 

where 𝑊𝑒 is the effective width of the MMI region considering the Goos-Hahnchen shift. This 

shift can be thought of as varying the penetration depth of the mode into the low index cladding. 

However, in high-contrast waveguides, this extra depth can be ignored so that the width of the 

waveguide will equal its effective width. The field distribution in at any length 𝐿 along the MMI 

can therefore be expressed as the sum of all the guided modes, 

Ψ(𝑦, 𝐿) = ∑ 𝑐𝑉𝜑𝑉(𝑦) exp [𝑗
𝑉(𝑉 + 2)𝜋

3𝐿𝜋
𝐿]

𝑚−1

𝑉=0

 

where 𝑉  is the mode number, 𝑐𝑉  is the field excitation coefficient, 𝜑𝑉(𝑦)  is the modal field 

distribution of each mode, and 𝐿  is the length along the MMI. The self-images can then be 

calculated as 𝐿𝑠𝑖 = 𝑝(3𝐿𝜋), where 𝑝 can be any even or odd integer to produce direct replicas or 
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mirrored images of the input field, respectively [42]. Multiple images of the input field can also 

be obtained at distances 𝐿𝑠𝑖,𝑁 =
𝑝

𝑁
(3𝐿𝜋), where N is the number of images symmetrically spaced 

within the width of the MMI. For example, the first two-fold image can be found at a length of 

𝐿 = (3𝐿𝜋)/2. This location is commonly used to design 3-dB intensity splitters.  

The addition of the SWG regime into the design above affects the 𝑛𝑒𝑓𝑓 of the propagating 

modes. By reducing the overall effective index of the structure, the resulting beat length is reduced 

which results in shorter values of 𝐿𝑆𝐼 and therefore in shorter overall MMI device lengths [43]. 

Furthermore, the SWG regime also offers extended bandwidths since it almost removes the strong 

frequency dependence of the effective refractive index and allows for a shorter difference between 

TE and TM beat lengths [44]. Using these concepts, 4 low-loss intensity splitters SWG 1x2 MMIs 

were designed. The device schematic seen in Figure 9 illustrates the different parameters used.  

 

Figure 9: Schematic of the SWG MMI with relevant parameters. 

The pitch, Λ, was chosen to ensure the device operated in the subwavelength regime as per 

its band diagram and to remain within the fabrication minimum feature size limits. The taper 

length, 𝐿𝑡𝑎𝑝𝑒𝑟, was optimized through simulations to minimize loss. The thickness and width of 

the input and output waveguides, 𝑤𝑤𝑔, were set to 220 nm and 500 nm, respectively. 
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A conventional MMI requires enough width to support a multitude of modes at the cost of 

increasing the self-imaging length for both TE and TM modes. This would consequently increase 

the overall footprint. Hence, the MMI width, 𝑤𝑀𝑀𝐼 , was set to 3 μm to introduce multimode 

interferometry for both polarizations at a short self-imaging length. The MMI length, 𝐿𝑀𝑀𝐼, was 

then chosen to collect the first folded self-image and optimized through simulation to improve the 

collection of both TE and TM light at the output ports. The width of the input and output ports 

were also tapered to minimize the insertion loss of the device and to slowly convert the refractive 

index of the mode from a bulk strip waveguide to a SWG waveguide. They were parameterized 

using the width of the waveguide at the multimode waveguide, 𝑤𝑡𝑎𝑝, and the width of the bulk to 

SWG waveguide taper, 𝑤𝑡𝑎𝑝𝐸𝑛𝑑. Finally, the DC was maintained at 0.5 to maximize the feature 

sizes available through fabrication. 

3.3 Simulations 

Band diagram and wave propagation simulations were done using Ansys Lumerical 3D 

FDTD to optimize the device. The band structure calculations were performed similarly to those 

explained in chapter 2.1. Propagation simulations were used to extract the IL, the bandwidth, and 

the imbalance from the device. The simulations were performed over the C-band and O-band 

separately to reduce the computation time. A source object was placed at the input port and two 

power monitors were placed at each of the output ports. All the boundary conditions of the 

simulation were set to perfectly matched layers to avoid them interfering with the device.  

The parameters used were chosen based on the device designs and their fabrication 

viability. In order to optimize the device for each wavelength and polarization, the following 

parameters were modified: 𝐿𝑀𝑀𝐼 , 𝑊𝑡𝑎𝑝, 𝐿𝑡𝑎𝑝 . The following parameters were kept constant 
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throughout the four designs: 𝑤𝑚𝑚𝑖 , 𝑤𝑡𝑎𝑝𝐸𝑛𝑑 , 𝑤𝑤𝑔. The optimization was done by varying each 

parameter individually and selecting the device with the lowest insertion loss.  

Different pitch values were simulated with the intention of challenging the fabrication 

limits while also ensure its feasibility. The lower value was picked as Λ = 175 nm, which would 

result in a minimum feature size of 87.5 nm. This would ensure its fabrication under EBL but 

would limit its implementation in circuits built using DUVL. For this reason, the second pitch 

value chosen was Λ = 200 nm. The band diagrams in Figure 10 illustrate the difference between 

the two Λ.  

 

Figure 10: Simulated band diagram of the SWG MMI for a pitch of (a) 175 nm and (b) 200 nm 

The length of the MMI was restricted by the discrete nature of SWGs. It was set as Λ ∗ 𝑛, 

where 𝑛 is the number of gratings needed to achieve the desired length. For example, an SWG 

MMI operating at 1550 nm with a period of 170 nm and a width of 3 μm would have a self-imaging 

length of 3.325 μm. This would correspond to a 𝑛 value of 19.56. Therefore, the device was 

simulated for using an 𝑛 parameter of 19 and 20 and the resulting best IL was selected.  
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The width and length of the tapers were also optimized. The three tapers used were kept 

identical in each device order to maintain the reciprocity of light through the device, allowing the 

SWG MMI to function as a splitter or as a combiner depending on the input/output ports used. The 

length of the tapers was long enough to allow for a slow effective index transition for the input 

modes travelling along a strip waveguide into the SWG MMI. It follows that for longer tapers, the 

gradual transition would lead to smaller losses, however, that would be against the objective of 

making a compact device. A balance between taper length and loss was therefore achieved for 

tapers of 8 to 9.3 μm.  

The width of the tapers determined the number of higher order modes that could be excited 

inside the MMI and therefore the location of the self-images. Their larger size also allowed for 

some tolerance in the exact location of collecting the self-image. This tolerance was needed due 

the exact MMI length needed being unobtainable using SWGs as previously stated. The table 

below summarizes the parameters that varied between each of the 4 devices designed.  

Table 1: Relevant parameters used in the SWG MMIs. 

Wavelength Polarization Pitch MMI Length Taper Length Taper Width 

1310 nm TE 175 nm / 200 nm 3.50 μm 8 μm 1.3 μm 

1550 nm TE 175 nm / 200 nm 3.33 μm 8 μm 1.4 μm 

1310 nm TM 175 nm / 200 nm 8.05 μm 8.5 μm 1.45 μm 

1550 nm TM 175 nm / 200 nm 6.30 μm 9.3 μm 1.5 μm 
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The entire devices were simulated including the SWG structures, the tapers and the bulk 

strip waveguides at the input/output ports. The electric field profile of the devices can be seen in 

Figure 11. The total length of the device was calculated as 2 ∗ 𝐿𝑡𝑎𝑝 + 𝐿𝑀𝑀𝐼. This resulted in a 

footprint of 19.5 μm × 3 μm for the TE case, and 24.9 μm × 3 μm for the TM case.  

 

Figure 11: Field-profile propagation through the 4 SWG MMIs for the TE (a-b) and a TM (c-d) modes at 

1310 nm and 1550 nm.  

The loss was extracted from the two power monitors placed at the upper and lower ports 

on the output of the device. The transmission, 𝑇, from these monitors was then converted to the IL 

as per the following equations, 

𝑇 =
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
 

𝐼𝐿(dB) =  −10 log10

𝑃𝑜𝑢𝑡1 + 𝑃𝑜𝑢𝑡2

𝑃𝑖𝑛
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where 𝑃𝑖𝑛  is the input power, 𝑃𝑜𝑢𝑡  is the power at the monitor(s). The TE simulated devices 

demonstrated a minimum loss of 3.10 dB and 3.11 dB at 1310 nm and 1550 nm, respectively which 

is 0.09 dB and 0.10 dB lower than the target imposed by the required 3.01 dB splitting ratio. On 

the other hand, the TM devices resulted in a simulated IL of 0.46 dB and 0.63 dB for the middle 

wavelength of the O-band and C-band, respectively. The absorption loss from the materials were 

not considered for these simulations. The loss profile of the 4 devices can be seen in Figure 12.  

 

Figure 12: Simulated IL at the output ports of the SWG MMIs for the TE (a-b) and TM (c-d) modes over 

the C and O-bands. 
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The maximum imbalance simulated was found to be negligible for both TE and TM modes. 

The bandwidth of the device was not fully simulated to reduce optimization time. However, the 

entire O-band and C-band are comprised as targeted, and the full bandwidth is over 100 nm. The 

independent analysis of the O-band and C-band was driven by the equipment in the lab. Due to the 

limitations in our experimental setup, only the wavelengths ranging from 1260 nm to 1360 nm and 

from 1500 nm to 1600 nm could be tested.  

3.4 Experimental results  

The proposed MMI splitters were fabricated on a SOI wafer with 220 nm top silicon 

thickness, a buried oxide (BOX) layer, and an oxide cladding at AIM photonics Inc. In order to 

test the devices, multiple variations were made using 4 test structure circuits. The IL of the device 

was found using circuits with a back-to-back configuration and a targeted IL of around 1 dB and 

10 dB. These optical circuits were comprised of 2 GCs and 10 to 100 TE devices. Additional 

circuits were fabricated to test the imbalance of the devices, the IL of the GC used and to align the 

testing equipment. To test the imbalance, circuits with individual devices were made. These 

utilized 3 GCs, one for the input and two for the outputs. To test the IL of the GCs, circuits 

comprised of 2 back-to-back GCs were used. An example of the layout of the 4 circuits can be 

seen in Figure 13. The layout submitted for fabrication consisted of 40 test structures and 10 

alignment circuits.  
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Figure 13: Layout of the SWG MMI showing the (a) back-to-back test structure and the (b) 4 circuits used 

in for each variation.  

The fabricated chip was tested using an automated setup. This setup consists of a fiber 

array unit (FAU), two Yenista TUNICS T100s-HP C-band and O-band tunable lasers, a Yenista 

CT400 Passive Optical Component Tester, and a polarization controller. The setup was also 

capable of heating the chip and of doing electrical measurements, however those functionalities 

were not used. A picture of the setup is shown in Figure 14.  
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Figure 14: Automated setup used for measurements 

The followings steps are needed to test passive devices using this setup. Initially, the FAU 

must be aligned to the chip. To do so, we adjust the pitch, yaw, and roll of the FAU with the 

alignment circuits. Since the GCs used are optimized at 1550 nm or 1310 nm, the angle of the FAU 

can be adjusted until the peak IL of the back-to-back GC circuit is centered at the desired 

wavelength. The polarization controller is then used to ensure the correct polarization is being 

coupled to the chip. To do so, the peak IL is again minimized. A typical transmission spectrum for 

a GC is shown in Figure 15. Since the wavelength sensitivity of the GC is quite high, it must be 

calibrated out from future measurements. The equipment used allowed up to 4 signals to be 

measured simultaneously using the 4 input ports of the CT400. This allowed us to test the different 

test structures without having to change the connections of the FAU. The power measured by these 

4 ports can be seen in the raw measurement data plotted below.  
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Figure 15: Transmission spectrum of back-to-back GCs 

Once the FAU has been aligned to the chip and the correct polarization is set, the IL of 

each test structure can be measured. The best raw measurements for the single device circuit are 

shown in Figure 16 for both the O-band and C-band TE SWG MMIs.  

 

Figure 16: Measured IL of TE SWG MMI devices in the (a) O-band and (b) C-band 

These plots closely follow the typical GC response due to the large bandwidth of the 

devices. The narrowband response of the TE O-band GCs used meant that the device’s response 
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could not be extracted properly as some of the signal was lost to the noise floor of the measuring 

equipment. Nevertheless, the IL could still be extracted for the central wavelength. In order to 

extract the IL of the individual device, the back-to-back GC response (in dB) is subtracted from 

the raw measurement. Additionally, a rolling average was used to remove the noise coming from 

any small polarization or coupling misalignments. The calibrated IL is shown in Figure 17.  

 

Figure 17: Calibrated IL from TE SWG MMI devices in the (a) O-band and (b) C-band 

After the largely wavelength dependent transmission of the grating couplers was removed, 

the IL was measured to be 1.25 dB and 0.85 dB for the TE with a pitch of Λ = 175 nm at 1310 

nm and 1550 nm, respectively. The maximum experimental imbalance between the two output 

ports is around 1.18 dB and 0.91 dB for the O-band and C-band variations. The IL for TE devices 

with a pitch of Λ = 200 nm at 1310 nm and 1550 nm was 0.54 dB and 0.96 dB, respectively. The 

maximum experimental imbalance between the two output ports is around 1.09 dB and 0.73 dB 

for the O-band and C-band variations. Across all the 40 test structures, the average IL for TE 

devices were 1.21 dB and 1.29 dB at 1310 nm and 1550 nm, respectively. The standard variation 

was 0.49 for the O-band and 0.65 for the C-band.  
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3.5 Discussion and Future work 

The experimental results suggest that a larger pitch leads to lower losses. However, this is 

due to the fabrication limits and not to the device performance. The smaller pitch slightly violated 

the design rules imposed by the foundry and therefore, it was expected that it could contain 

fabrication errors. These errors include missing an SWG and effectively doubling the pitch for 

certain sections of the MMI. This leads to a difference in the effective refractive index seen by the 

propagating modes and therefore a change in the location of the self-image.  

The experimental values are also different from the simulated values since the fabrication 

uncertainties will effectively change some of the device parameters such as the exact pitch, the 

width of the MMI, the shape of the tapers and the location of the output and input ports. 

Additionally, the grating coupler alignment plays a big factor in the insertion loss value and in the 

bandwidth of the device. The full bandwidth of the device was not properly measured since the 

experiments were only done in the range of the grating couplers used. However, the targeted 

relatively flat response across 100 nm was achieved. Another reason the IL was higher than 

simulated could be because of the layout. As the device is relatively small in width, both output 

ports are close to each other, and this could cause a weak coupling effect between them before 

they are separated in the layout. The absorption of Si and SiO2 would also add losses which were 

not considered during simulations. 

Our results improve on the design of previous SWG MMI splitters by having a low 

experimentally demonstrated IL. In [41], the IL was simulated to 0.5 dB at 1550 nm while the 

experimental IL was not reported. Our device also has a smaller footprint compared to the reported 

24 μm by 3 μm in [41]. Devices with loss as low as 0.085 dB have been shown in [45], however 

the bandwidth was limited to the C-band. Ultracompact devices such as the splitter presented in 
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[46] have demonstrated IL less than 0.1 dB across both the C-band and O-band while maintaining 

a small footprint.  

The above designs could be improved by decreasing its IL further, bypassing the 

fabrication limits, and increasing its functionality to output different splitting ratios. The IL could 

be reduced further by adding more spacing between the two output ports and ensuring there is no 

coupling effects between them. The minimum feature size imposed by the fabrication limits could 

be circumvented by introducing a tilt to the SWG. Tilting the SWG provides an additional 

parameter that can be optimised. This angle effectively reduces the pitch of the device by 

decreasing the horizontal distance between the two dielectrics [47]. This creates an effective pitch 

which can be calculated as Λ ∗ 𝑠𝑒𝑐𝜃, where 𝜃 is the tilt angle. These structures have already been 

used to produce a broadband PBS [44]. Additionally, asymmetric MMI designs have been shown 

to produce varying splitting ratios by adding a cut to one of the sides [41, 48]. These three 

improvements could be combined to create a low-loss, polarization independent, asymmetric 

power splitter.  

3.6 Conclusion  

The concepts of multimode interference and birefringence engineering in subwavelength 

gratings were employed in the design of 4 low-loss intensity splitters. Device simulations 

demonstrated a broadband response over 100 nm in the telecommunications C-band and O-band 

for both TE and TM modes. The effective insertion loss was simulated to be less than 0.1 dB and 

0.63 dB for TE and TM modes, respectively. However, the experimental results revealed a higher 

IL due to the fabrication and measurements inaccuracies. These results motivate further research 

into tilted SWG structures that allow for more precise refractive index engineering. By adding an 

angle to the gratings, the structure can be interpreted as a 2D PhC lattice. This results in the addition 
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of another parameter to adjust the effective index of both TE and TM modes by introducing an 

effective pitch without the need to wait for fabrication methods with smaller feature sizes.  
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4 Optical response of centric diatoms 

This chapter covers the use of 2D PhC found in nature. More specifically, the shell of the 

centric diatom species known as Cyclotella Quillensis (CQ) was examined. Its optical behaviour 

was investigated using different microscopy techniques and band structure simulations [15].  

4.1 Introduction 

Solar energy is one of the highest potential sources for renewable energy. This is because 

the amount of sunlight that travels to the surface of the Earth in one hour is enough to satisfy the 

world’s yearly power consumption [49]. However, this potential is not being fulfilled since only 

around 1.8% of the world’s power is currently being produced using solar energy [50, 51]. This is 

partially due to the low efficiency and high costs of solar panels. There is therefore an opportunity 

for a new technology to enhance the absorption efficiency of solar panel farms. To this effect, 

researchers have turned to plants who also orient themselves towards the sun to capture as much 

sunlight as possible. 

Natural systems already take advantage of this energy through photosynthesis. This process 

is estimated to absorb as much as 8 times the energy requirements of our society today [52]. Most 

of this can be attributed to unicellular phytoplankton found in most bodies of water. These 

organisms are called diatoms and they are responsible for over 25% of the global supply of oxygen 

[53]. They are also play a major role in the ocean carbon cycle with a 40% contribution [54]. 

Diatoms are subjected to constant turbulences and lack any mobility. This means that they cannot 

orient themselves or maintain an acquired orientation towards the sun like terrestrial plants. 

However, they still inhabit almost all bodies of water. Their abundance has made it clear that 

understanding their optical behaviour could lead to developments in energy harvesting and carbon 

sequestration.  
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Diatoms grow a glass-like shell called a frustule by assimilating silica from surrounding 

waters. This structure provides protection, chemical buffering, and light manipulation [55]. 

Frustules are unique to each diatom species, of which there are over 100,000 variations [56]. 

Despite this, they share enough similarities to be categorized into two physical groups based on 

their symmetry. Diatom frustules can be sorted as centric or pennate depending on their radial or 

bilateral symmetries, respectively [56]. Frustules are comprised of two parts: valves, and girdles. 

The symmetric valves are attached by the girdle as seen in Figure 18. Additionally, frustules often 

display a periodic arrangement of holes resembling a PhC [55]. It is speculated that the appearance 

of this PhC through millions of years of evolution was to aid the photosynthetic process. The lack 

of mobility of diatoms suggests that their shell evolved to capture incident light irrespective of 

orientation or that they possess extremely efficient photosynthetic conversion mechanisms. 

However, diatoms mainly utilize common photosynthetic pigments such as chlorophyll A [57]. 

Therefore, multiple studies have been done on the optical and overall behaviour of the frustule in 

order to understand their role in the proliferation of diatoms [13, 14, 58-60].  

 

Figure 18: Schematic of a typical frustule 

Our work examines the frustule of CQ, a centric diatom species, through simulations and 

experimental findings. By utilizing SEM, SNOM, AFM, and band diagrams, we are able to model 

and visualize the role of the frustule.  
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4.2 Frustule architecture  

The architecture of the frustule was obtained from 14 SEM images using an FEI Quanta 

450 FE-ESEM. The diatom cells were obtained from the Culture Collection of Algae at the 

University of Texas at Austin (UTEX). They were then grown until enough samples could be 

collected. They were also cleaned using a mixture of sulphuric acid and hydrogen peroxide 

(piranha). This step was necessary to obtain highly resolved images of the frustule without any 

organic mater. Finally, the samples had to be coated with a 5-10 nm layer of either Al or Pt to be 

compatible with the SEM.  

The images of CQ valves revealed the presence of two sections. The outer section was 

comprised of multiple symmetrically undulated rows of holes, while the inner section was mostly 

flat. The center of the valve contained a few randomly distributed perforations known as 

fultoportula. On the other hand, the exterior of the valve exhibited a mostly square PhC with holes 

of 100 ± 30 nm in diameter and spaced 250 ± 50 nm apart. The valves, and consequently the CQ 

diatoms, ranged from 10 to 50 μm in diameter. The girdle was mostly smooth and had a height of 

5 ± 1 μm. The entire architecture of the silica shell can be seen in Figure 19.  

 

Figure 19: SEM images of CQ showing the (a) top view and (b) square PhC lattice of the valve, and (c) 

side view of the girdle.  
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4.3 Experimental results  

SNOM and concurrent AFM measurements were performed using a WITec Alpha 300S 

microscope. Cleaned samples were deposited on a cover slip and imaged. To do so, a silicon tip 

with an aperture of 90 nm was put on the microscope cantilever. This aperture size was chosen to 

match the hole dimensions of the valve. The SNOM imaging was done at a wavelength of 660 nm 

using a Thorlabs LP660-SF60. This wavelength was chosen to match one of the absorption peaks 

of chlorophyll A. This laser diode was operated by an LDM9LP laser mount connected to an LDC 

ITC 4001 controller. The SNOM and AFM setup can be seen in Figure 20. 

 

Figure 20: (a) SNOM and AFM setup and (b) the cantilever used as seen from top lens of the instrument  

The SNOM and concurrent AFM measurements were done on the exterior of a CQ valve 

as can be seen in Figure 21. At each position, the aperture coupled light in the near-field to the 

sample and the bottom lens collected it in the far-field. Additionally, the relative height of the 

sample was measured by the AFM which allowed us to reference it with the topography observed 
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in SEM images. In this way, the AFM and SEM images complemented each other. However, the 

limitations of the instrument were highlighted by the blurred regions of the AFM image as the 

cantilever struggled to reach the areas of high curvature.  

 

Figure 21: (a) AFM topography and its corresponding (b) SNOM image 

The dark zones with respect to the monochrome background in the SNOM image represent 

regions of scattered light. On the other hand, the bright areas correspond to high transmission 

intensities. The radial continuity of the bright zone along the outer section of the valve 

demonstrated light propagation toward the center or the edges and ultimately into the girdle. This 

waveguiding property was verified using band structure simulations.  

4.4 Band structure simulations  

Band diagram simulations were done using Ansys Lumerical 3D FDTD. The band structure 

calculations were performed similarly to those explained in chapter 2.1. The core material was set 

as silica to represent the frustule and the hole material as water to represent the environment of 

CQ diatoms. The lattice spacing and hole diameter were taken from the SEM images as Λ = 250 
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nm and 𝑑 = 100  nm. The lattice configuration was estimated as square. The resulting band 

diagram can be seen in Figure 22.  

 

Figure 22: (a) Band diagram of a square PhC in relation to (b) the absorption spectrum of chlorophyll A. 

The band diagram revealed the presence of pesudogaps at the peak absorption wavelengths 

of chlorophyll A [61]. The gap between bands was negligible due to the small hole diameters and 

low index contrast of the PhC. These collapsed band gaps represented frequencies that propagated 

with a reduced group velocity and remained confined to the frustule for longer [11]. The two 

adjacent, parallel bands between the Χ-Μ symmetries and 600-850 nm were therefore indicative 

of waveguiding. Additionally, the 4 modes at the Γ point and 450 nm represented a very high 

density of states. This high density of optical states facilitated the coupling of light to the frustule 

due to the availability of multiple wavevectors. 
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4.5 Discussion and Future work 

The experimental results revealed the presence of waveguiding within the valve and 

diffraction at the intersection between the valve and the girdle. The bright radial lines in the SNOM 

images coincided with the location of the PhCs on the valve and the band diagrams confirmed the 

presence of guided modes. The band diagram simulations also illustrated the high DOS at the peak 

absorption wavelengths of chlorophyll A. These results suggest 3 optical mechanisms exhibited 

by the frustule. These are light harvesting, distribution, and retention.  

The larger surface area of the valve alongside the coupling efficiency of the PhCs would 

allow the frustule to harvest sunlight. The waveguiding properties of the PhCs along the valve 

exterior would then diffract light radially into the girdle. The dark edges of the valve in the SNOM 

images suggests that light coupled into the girdle would get redirected and could remain trapped. 

This supports the use of the girdle to guide and circulate light as proposed in [60]. The girdle would 

therefore act as a racetrack resonator which would confine light until it was ready to be absorbed 

by the chloroplasts. The retention would need to be long enough to compensate for the absorption 

rate of chloroplasts during periods of varying illumination. Validating these assumptions would 

reinforce the theory that the frustule evolved over millions of years in order to adapt to its 

environment and to ensure the survival of diatoms.  

The above speculations could be improved by expanding the simulation and experiments 

to the individual components. A racetrack propagation simulation of the girdle would confirm its 

waveguiding properties while also identifying its retention rate or Q factor. The coupling 

efficiency of the valve could be simulated or experimentally found by using two optical fibers. 

The waveguiding properties of the valve could be explored by performing a higher resolution 

SNOM. A more accurate band diagram calculation could also be achieved by considering the 
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random perturbations in the lattice. These would effectively smear the band structure. As a result, 

a larger range of wavelengths could be adapted by each band. This would also increase the range 

of the high DOS which would allow for a larger coupling bandwidth.  

4.6 Conclusion  

Centric diatoms such as CQ grow a glass-like shell composed of a quasi-periodic 

arrangement of holes forming a PhC. Its optical properties were analysed using SEM, SNOM, 

AFM and 3D FDTD simulations. Our experimental work illustrated the optical response of 

different sections of the frustule. The SEM images revealed the architecture of the structure while 

the SNOM and concurrent AFM images illustrated the waveguiding properties of its exterior. A 

photonic band structure simulation complemented the experiments by indicating the location of 

pseudogaps at the peak absorption wavelengths of chlorophyll A. These results support the theory 

that diatom frustules have evolved to harvest, retain, and redistribute light in order to aid the 

photosynthetic process.  
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5 Conclusion  

5.1 Summary 

The ever-growing need for more sustainable and efficient technologies has motived the 

interest into SiP and nature designs using SWGs and PhCs. The compatibility of SiP with the 

mature CMOS fabrication flow has made it a viable solution for low-cost, mass manufacturing 

integrated photonic circuits. However, there is a constant need to introduce devices with lower 

energy consumptions, higher bandwidths, and new functionalities. In this thesis, we introduced a 

potential path to solve these issues by relying on novel designs that push the fabrication limits and 

that are inspired by the longest running optimization process, evolution.  

In chapter 2, we gave an overview of the design principles of SWGs and PhCs using their 

optical band structures. We presented different crystals structures and explained their optical 

behaviour by linking it to their band structures. We provided recent examples of SiP devices 

utilizing the different band diagrams regimes, mainly propagation, reflection, and diffraction.  

In chapter 3, we presented 4 low-loss SWG MMI splitters for the optical C-band and O-

band, and the TE and TM polarizations. Our study challenged the fabrications limits and utilized 

the deep SWG regime to achieve bandwidths of over 100 nm. The best IL of the devices was 

experimentally found to be 0.54 dB, which was higher than the simulated value. The maximum 

imbalance tested was 1.18 dB.  

In chapter 4, we presented the optical response of the centric diatom species known as CQ. 

Through different microscopy techniques and band structure simulations, we speculate that their 

shell not only acts as a protective shield, but also aids photosynthesis. We established the links 

between SNOM, AFM, and SEM images. Additionally, these experimental results complemented 
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the band diagram of the frustule which revealed pseudogaps at the peak absorption wavelengths 

of chlorophyll A, the most common pigment found in diatoms. This work was published in [15]. 

5.2 Future work  

The future work for each project presented in this thesis was highlighted in chapters 3.5 

and 4.5. These involve achieving polarization independence in SiP, completely understanding how 

the different mechanism within diatom shells interact with their environment and each other and 

integrating natural and artificial optimization processes into SiP.  

The Si layer thickness on-chip is typically limited at 220 nm, which is smaller than the 

approximately 500 nm required to confine a fundamental mode in the C-band. This difference in 

its cross-section combined with a high index contrast induces an effective birefringence in SiP 

devices. It implies that fundamental modes corresponding to the TE and TM polarizations confined 

in the waveguide experience different effective indices as they propagate through the SiP 

waveguides. This polarization dependence reduces their applicability in photonics circuits mainly 

due to a larger overall footprint on-chip, increased fabrication costs and an eventually lower 

feasibility when being deployed in the telecommunications infrastructure. This difference is most 

apparent when comparing the minimum bend radius needed for sharp on chip turns in waveguides. 

For example, TM modes require around a 30 μm turn radius at 1550 nm to ensure that the loss is 

less than 0.1% while TE have similar losses for only around a 10 μm bend radius [4]. This 

highlights the need for polarization independent devices in SiP. One way to achieve this in SWG 

MMIs is to add a tilt to the gratings. This additional parameter allows us to reduce the effective 

pitch of the device and to modify the refractive index in the parallel and perpendicular directions 

differently [43]. This would translate to different beat lengths for TE and TM modes and as such, 

polarization independent MMI devices can be created.  
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A deeper study into the individual contributions of the frustule sections to photosynthesis 

would lead to a complete understanding of the optical properties of diatoms. This investigation 

would examine the 3 optical mechanisms believed to be used by the frustule. The disordered lattice 

configuration could lead to more efficient light harvesting by increasing the DOS in the diffraction 

regime. The waveguiding properties of the valve and the girdle could lead to light efficiently being 

redistributed as needed. Finally, the retention of the girdle acting as a racetrack resonator could 

compensate for the conversion rate of chloroplasts during periods of varying illumination. 

Ultimately, the complete understanding of these mechanisms could lead to their integration into 

SiP devices. This approach could lead to the sudden emergence of new device functionalities in 

nanophotonics. This integration of natural designs could be analogous to the current integration of 

computer aided designs, which has already produced promising new devices such as ultra-compact 

splitters using artificial intelligence [62, 63]. However, unlike the sudden introduction of computer 

aided designs, the use of natural systems would require a more complete understanding of their 

optical behaviour.  
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