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The dynamical equations of robot manipulators are nonlinear and coupled. re-

sulting in a system for which position control is difficult and often inaccurate. The joint

F3

position control algorithms of manipulators are generally implemented on micropiocessors

located at each joint, and are therefore inaccessible for examination of performance, modifi-

N

joint position control algorithms on a manipulator and performs comparative experiments

of two control algonthms using this environment  An acceleration feedback algorithm

“without feedforward compensation has been recently developed as a robust controller for

manipulator joint position control  This thesis implements this algorithm along. with a
4 '

proportional-derivative algorithm for comparison, and evaluates their stability and perfor-

mance on a PUMA 260, using the environment developed in this research. , _
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cation, or improvement This research presents an environment for easy implementation of
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Les équations dynamiques d'un robet sont généralement couplées et non-linéai-
res, et par suite’l'asservissement de position du ‘robot est complexé et imprécis  De plus

i

~
. . - 3 . T - -
les algorithmes dasserwsiement des joints sont généralement implantés sur des micro-
h Y
processeuts situés a chaque jomnt ainsi ils sont inaccessibles pour I'étude de performance.,

[

"'modification ou amélioration Ce projet introduit un environnément adéquat pour I'étude’
d'algorithmes d'asservissement de position des jomts d'un robot. etfait une étude compar-

ative de deux algorithmes particuliers Un algorithme en boucle fermée avec accélération
p . ¢

. sans anticjpation, a été dévéloppé de facon a fourni’ un asservissefment robuste de position.

Cette these décnt I'implantation de cet algonthme, et celle d'un algorithme du type P-D.

afin d’évaluer et comparer leurs stabilité et perfermance
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Chapter 1 ; ; . Introduction

The Robotics Institute of America has defined the term robot in the following

manner: “A robot is*a programmable, multifunction manipulator designed to move ma-
performance of a variety of tasks” [Holland 83]. It is clear from this definition that accu-
rate trajectory tracking is required in order for a manipulator to function as ‘specified. The

goals of this work are two: The first goal is to create an environment by which position

~

control algorithms can be tested and evaluayed on a muanipulator. The second goal is to’

4

present acceleration feedback control as’sn ex ple of a posmon scontrol- algorithm and to
test it in companson with a well established proportlonal denvatlve control scheme using

the testbed mentioned earller .

-

Background leading to this research is pre'serited in the first chapter. Sensory

robotics and position control theory are both described briefly, ‘and then the problems to

s 3

be tackled are stated explicitly

B

The second chapter further develops the problem of mampulator position con-

trol, describing the challenges presented by this p‘rpblem and discussing some of the solu-

¥

tions that have been proposed to date

s

Chapter three presents acceleration feedback control as a better solution to the

' problem of manipulagor position control. The theory is developed in some.detail and stability

is discussed. In addition, some theoretical predictions of performance are presented as are

j

terial, -paits, tools, or specialized devices, through variable programmed motions for the

-




° 1yl Sensory Robotics

¢ . -

‘ simulation resu he material in this chapter relies heavily on previous work:performed

@

by Studenny [Studenny 87). : ‘

-

2
‘

The fourth and fifth chapters are devotéd to a presentation of the work per-
formed in the course of this research. Chapter four starts off with a descnptlon of the
working environment present at the start of the research and then moves on to describe
the control algorithm testbed, which :vas the. contribution of this research to the wprkmg

environment. Chapter five describes experiments on system identification, explams the

methods used to code and tune the controllers, and concludes with extensive comparative

tests of the two control algorithms. | g .
Y ‘”xé

A deeper cilscussion of the research results may be found in chapter six. The
environment and the testbed are both examined for suitability to the evaluation of po- :
sitipn control algorithms. The performance results of acceleration feedback control and ‘
proportional-derivative (PD) control are discussed in depth, and conclusions are reached
concerning‘thelr viability as manipulator position control algorithms. Finally, the entire

. approach to this research is reexamined in light of developments in the field and practical

considergtions.

.~

. 11 Sensory Robstics

1.1.1 Manipulators

~N
»

A great varety of manipulators are available for a large variety of intended
applications. Classifications of robotic manipulators gnclude lifting capacity, power source,
application, degrees of freedom, and type of joints.

. { :
’ The lifting capacity of a manipulator is defined as the maximum weight the robot

‘ can safely and routinely lift while fully extended. Generally. manipulators are classified as

light duty - up to fifteen pounds. medium duty - up to fifty pounds, and ﬁeayy duty.




€

degrees of freedom may be used. Such manipulators are cheaper,simpler, and may operate

¢ 1.1 Sensory Robotics

Robots may derive motive power from a variety of sources. Some light duty
manipulators use stepping motors, while heavy duty manipulators are often hydraulically
powered. Most general purpose manipulators use servomotors, and pneumatically powered

manipulators exist as well.

v
N ( ' \
The applications for which manipulators are intended are nearly as varied as the

actual manipulators. Examples of applications mclude weldmg spray painting, assembly

and general purpose manipulators. s .

-

The degrees of freedom of a manipulator .define its ability to move within a
space. To'achieve any position and orientation within a workspace, a manipulator must

be capable of six degrees of freedom. Often, however. the types of tasks for which a

manipulator has been intended do not require‘this capability, and manipulators with fewer

‘ /
more quickly due to the reduced computational complexity in trajectory generation and

torque calculations.

.

* In general, manipulator jaints are defined as either pnsmat«c or revolute. Pris-

matlc Jomts function as a piston, changing the length of link they move, and revolute joints
sweep through an angle, changing the ‘orientation of the link they control. Most commer-
cial robots are wrist partitioned. meaning that they have three degrees of freedom in the
arm and three concentrated at the wrist. A position is usually reached through the three
degrees of freedom in the arm, and the manipulator is classified by the types of joints in
the arm. For example, manipulator whose arm consists of three revolute joints is called
an"R'iR manipulator, and one whose arm consists of two revolute joints and a prismatic
joint is classified as RRP. The wrist typically consists of three revolute joint;. sometimes
bundled together as a spherical joint, and is used primarily to control the orientation of the

end effector. . . , ,




. 1.1 Sensory Robotics

S

( ) 1.?.2 Sensory Information — .
In order for a robot to operate effgctivgly within a changing environment, it

must be provided with sensory information and a means of interpreting this information.

' Computer vision equipment and algorithms provide a great deal of this data, as wellas
range detection devices and tactile sensbrs. To be of any great use in manipulator control,

thlS mformatlon must be processed in real time and must not use excessive resources’ In

general, industrial machiné vision is characterized by the following three criteria. (1) The

necessity to_control the environment, (2) well defined performance and success criteria, and

(3) extreme sensitivity to cost. Typically, a machine vision ?ystem is constructed as a series

of pipelined modules. each with a specific function for which it is optimized. The steps

involved include visual sensing, segmentatiort, description, recognition. and interpretatiort”

The first two steps listed above are termed’low level vision, and use only local information

i
& with no assumed knowlédge of the scene. The latter steps are called high level vision, and

involve an understanding of what the image means.

.

Input to computer vision systems is generally provided by either a vidicon camera.

} ‘ or a charge-coupled-device (CCD). A vidicon camera is a television camera in which a'beam
of light is scanned over an array of glosely spaced capacitors with a corqmon baseplate;

these capacitors lose charge as they are struck by incident light. The current sugnal from the

common plate of thle capacitors is collected by a contact lead as the video output These

devices have several dlsadvantages for robotic applications. These include distortion, power
.«consumption, high voltages, and their large size. CCD’s can genérally be thought of as a

wl'arge aﬁay of photosensitive detectors, each of which represents one pixel of the image:

the binary value of rea‘ch pixel is available as the output of these devices. The resolution

T of the cameéra.is directly related to the number of pixels per |;nage. which means that as

the resolution .improves, so does processing time. This is a major disadvantage of CCD

cameras, as well as the difficulty of interfacing them to xomputers. Data from pictures or

‘ slides may be input to a cf)[nputer using frame, row. column, window. and pixel grabbers
«
which digitiz.e images into memory. )
ot '
. 4
o
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\ . 11 Sensory Robotics

The large volume of data arriving from the input devices listed above i\mposes
harsh requirements on the memory and speed of rmos\t processors. To facilitate image
analysis, it is common practice to reduce the amount of data by .thresholding the image to
reduce gray level data to binary data. Other data reduction techniques include moments,
projections, segmentation, labeling, windowiﬁg and histograms. Other operations then
performed as part of low level vision ifclude” noise filtering, convplution. edge detection,
closing edge contours, and template matching. Once these operations are completed, high
level vision may be performed using template or mode] matching, statistical approaches,

or topological techniques.

//

Two dimentional ir'nage analysis is subject to errors due to varying illumination,
shadows. and texture. One solution to these p'roblems is the use of three dimentional range
image analysis. This technique is not only more complex, however, but the equipment to
acquire the range-data is costly. The data may be obtained by stereo vision (trlanguI‘ation).
laser or ultrasonic range ‘sensors, or structured light - patterns of Iighi projected on an
object. Of t‘hese. stereo vision is sensitive to occlusion, ultrasonic sensors have low spatial

& -

. . . & . R

resolution, laser scanners are slow and expensive, and structured light techniques require
- ¢ L

a strictly controlled environment. -

a2

In robotics applications, a combination of ranging devices at the gripper to give
rapid range and onentation.d'ata. and fixed cameras to give scene information offer an
attractive combination. Mounting cameras on orﬁ near the end effector has the advantage
of allowing a smaller image to be used. but required special calibration software. The
uses of vision techniques in robot control mcludeltrajegtory planning.. obstacle avoidance,
and adaptive positlor(f correction. This Imposes a requirement on the system to contain
routines which interpret moving images as well as the 's'tationary image analysis techniques

described above,
‘s

Since manipulators ‘must interact with their envirqnmerft by direct physical con-
tact. sensory information regarding force and torque is of great value in robotic applications.

Force and torque sensors measure three components of the force and three components of

. . . : /




© 11.1.3 Artificial Intelligence .
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i.l Sensory Robotics

- ¥ 1
-

- , ' +
the torque acting betwe?n the gripper and the manipulated ‘object. .The difficulties posed
, 3

N

'

by such sensors include a high price. as they require calibrations to co_mpeﬁsate for drifts,

and a relatively long calculation time. Hybrid control uses both position and force data.

and is rapidly gaining popularity. Ir}ymotions. which involve a manipulator interacting with

its environrnent. such as fitting workpieces together or screwing in a bolt, hybrid control is

-

essential fof providing control once the manipulator and the object are in contact.

0 -

.
v, &,
»

- -

1
q

A programming technique which is finding eyer growing use in robotic appli-

catidn's involves the use of artificial intelligence, or expert systems. - Artifictal intelligence

differs from other types of.progl:amming in an emphasis on symbol manipulation. Symbols

are manipulated by inference. and particularly by deduction, which is characterized by a

s‘ystem called the predicate calculus. The predicate calculus consists of a language for

‘expressing propositions, and rules for inferring. new propositions from those already ayail-
able. The set of 'pre"viously known facts is referred to as axioms, and rules of inference are
known as theorems. Another form of infererice is called abduction. in which explanations

are generated from a set of facts This form of inference may lead to false conclusions, but

is necessary to allow conclusions to be reached from a possibly incomplete set of facts.

o

An artificial intelligence package generally contains three components: a user
*interface program to acquire data. an inference enging. and a data base. The user interface
program accepts data which 1t then formulates in predicate calculus form. The inference

engine uses theorems to oprate on new data and available propositions, and to insert new

propositions into the data base. The data base stores all of the propositions available thus

far both from input data and output from the inference engine. ’
- » . 3 h . \

Many problems can not be solved in closed form. and a solution must be found

by selection from a set of possible actions. Schedulirig the activities of a mobile robot 1s

an- example of the type of problem which requires searching for an optignal solution. Search

e

6

&

K . o A




! ‘ 1.2 Position Control

problems involve moving a system from an initial state toa goal state, often by seeking an

optimal path ,sc\lution. From a given state, an operator is applied to reach its immediate

successor or successors, and the set of all possible states reached by subsequent operations -

is called the search space of the problem Search algortthms are characterized by operator-

ordering functions whiich select from a set of operators. and by state-evaluation functions
’ ‘ ) - v

which estimate the distance from a given state to the nearest goal state. Choices of these

two types of functions give rise to the various types of search algorithms.

\
v » '
a -

. Artiﬁcial intelligence techmques are useful in representing and recognizing ‘sgenes
during late, or high level. vision. In this application, the first“stage involves deciding on a
set of shape primitives to adeéuately describe a;1 object. Objects in a scene can then be

mpared with models of various objects in a data base to';achieve recognition. Fhe set of
ssibilmés l|s_called a di§cr|mjn421tion—net. and, must be traverséd using a search technique:

to allow efficient processing of the image. : |

a

In manipulator control, artificial intelligence techniques find use primartly in
P g q

v

two fields The first application involves path planning and collision avoidance, and the

.second application involves task level programming. Task level programming simplifies”

the process of robot progrémmmg by requiring the user to specify only the relationships
between objects-’. as opposed to the detailed m_anipulafor motions required to perform the
task. Thus the user pravides details concerning the position of objects in the.p;esent and
the future, and the system uses an inference engjne to provide the interpretation of these

. . 4
:ask level commands into detailed motion commands.

°

-

{

The process of learning is likely to bé‘ essential for manipulators to operate in a
comg'etely unstructured environment. In this cc;ntext, le'a(ning is defined as an advanced
artifidal“ingelligenée techniq'ye in which the conclusions of inference on propositions and
theorems produce new theorems as well a; new propositiq’ns. The study of learning is truly

at its infancy at this time, and concrete results are as yet meager.

'
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'12.1  Means of Implementation R
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' 1.2 Position Control

*

' 1

1.2 Position Control -

As the title of this work indicates. this research involves the implementation
of position control algorithms on a physical system. I_t.is tf&ereforeu necessary to briefly
present the physxical componentsothat are used in position control, as weli as their effect on
implementation In addition, the standarfis of measurement by which the performance of

the implemented control algonithms will be judged must also be described in some detail.

~

A ! A \

"
-

v

v

N In this research, the only types of position control systems to be considered will
be those invo!vmg feedback All feedback systems must contain, the following elements to |
control a plant: sensors to obtain information about the plant. a comparator to compare
the actual values obtamed from the plant to desired values, a controller to calculate the

commands which will drive the plant toward the desired values. and output devices to effect

these commands

. v
4

In particular, the sens'ory information required fo‘r joint position control involves
joint ;;05|tion. velocity, and in some case;, acceleration. Joint position data may be obtained
in a variety of ways Or’lg of the simplest types of posut:on sensors is the poténtlometer. an
electromechamical transducer that converts rr}ec"hamc:al energy into electrical ener'gy For a

. ‘dtl .
iven input voltage, the output voltage of the potentiometer is proportional to a mechanical

7/
_ displacement, which can be either rotational or translational Though relatively cheap

and reliable, potentiometers are prone to wear, and being analog devices, are somewhat

cumbersome to interface to digital computers .

. A type of device found increasingly in modern position control systems is the
encoder,” which comes in two major subtypes, incremental and absolute. Incremental en-
coders are available in rotary and linear forms, but both types involve the same four basic

components: a light source. a rotary disk. a stationary mask, and"a sensor The disk has

. ) ) 8




4 . . . .
1. (DAC). which converts the computed command from a binary code in the computer to an

h 12 Position Control
&

alternating transparent and oQéque sectors whose size determines the incremental period.
As the disk rotates, light from the source is alternatively passed to and blocked from the
sengor, and a count of the number of pulses at the sensor provides a measurement of
positioﬁ from a known starting point Dls‘advantagels ‘of incremental encoders include an
inability to deal with temporary.power fallures,ﬂand the requirement for an additional mask
to indicate the starting position Furthe‘rmore. a single encoder can not‘promige informa-
tion on the direction of travel, and another encoder 90 degrees out of phase with the first
must be provided for this purpos;e. These disadvantages often counterbalance the relative
simplicity and low cost of incremental eqcoders Absolute encoders use the same basic
components as incremental encoders, however they use a multiple track disk whi_ch defines

each shaft position in terms of a binary number or Gray code. Unlike incremental encoders,

absolute encoders are not sensitive to power glitches, noise or transients, but are somewhat
}

more complex in construction.

’ \\\../’.

Tachometers are electromechanical devices used to measure velocity. The device
works essentially as a generator, with the output voltage proportional to thé magnitude of
the a‘ng}Jlar velo?ty While velocity feedb&ack is often used in rébotic applications to improve
position control, many manipulators are\n'm equipped with tachometers due to weight, size
and cost restrictions In such cases velocity may be inferred f(om position measurement,
particularly when the implementation is carried out on a digital computer, in which a position
measurement may be differentiated numerically to obiain velocity. Accelération s likewise

) /
generally inferred from position or velocity data, as currently available accelerometers are

s

inaccurate and prohibitively expensive.

Comparison of the desired signal with its actual value may be performed using

an up down counter, or more commonly in a digital computer. Typically. in modern control

systems, the control algornthm itself 1s also implemented on the same computer.

.
f .
¢ .

Output to the manipulator 1s effected through a digital to analog converter

‘ e

analog voltage available as output. This signal is then.amplified and transmitted to the joint

! A

A ; 9
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- .

c motors using current or voltage ampkfiers. A current amplifier is a device which supplies
a current proportional to its input voltage and has a high output resistance. It is used
in torque 'con‘trol abplications such as manipulator joint control since a motor’s armature

«‘." turrent is proportional to the loading torque. Disadvantages of control loops utilizing
this type of amplifier are a time constant which depends on the manipulator position and
payload, and the absence of internal ciampmg gdue to back emf. Thus, control algorithms

9 u‘sing a current amphfier .must add a derivative-gain to provide damping for stabilty, and

Bl

C . “ the presence of steady state error requires an, mtegral term as well. An alternatwe approach
involves using a voltage am[;hfler which provndes output voltage proportional to an input
" voltage. This type of amphfier controls velocity rather than torque, and therefore requires

tachometér feedback. It does possess natural damping, reducing the need for‘ya dervative

controller, but otherwise operates in a similar manner to the current amplifier In reahty,

systems utilizing the two types of amplifiers operate similarly, with som€ differences in time

, constants and gains ' ‘
1.2.2 Measurement of Performance .

' v
Evaluation of control algorithms requires the development of performance mea-

) sures by which algorithms may be tested and.compared There are several different ways

. . . !

in which such algorithms may be evaluated, and the use of a variety of measures gives a

clear indication of the capabilities of the system. ~

S

-
-

Feedback control 1s primarily concerned with an error signal, which 1s generatéq '

¢ ¢ v

as the difference between a desired position and an actual position obtained from the plant.
o

!qlpartlcular. trajectory tracking for manipulators involves position control in the presence

-

of varying dynamics and disturbances. An important measure of performance is the steady

state error; which 1s defined as the error when time goes to infinity. In reality, the steady

state error may be measured shortly after transient effects have settled down, and is unlikely

( t6 chanfe later on Systems give steady state errors'that vary with the type of input signal.
’ Typical test inputs include step functions, ramps, parabolas, and sinusoids. Measurements
¢ ‘ ' . . ’
) 10
? ’ o
¢
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of average steady state errors of a system in response to a variety of input signals give a

good evaluation of its performance. ) ;
‘- J

- * v . '

. -

The tra.nsient respbnse of a system to various input signals is also of value
in testing control algorithms Two measures of performance are of partlcular interest In
evaluatmg the transient response of a system. One involves the Iength bf time it takes the
system to relax to its steady state, and the other is the percent overshoot, if any. from
the desired value Though n_this research we are more interested in steady state error for
trajectory ‘following; transient response is important to ensure adequate transition from a

stationary state to steady stdte motion.~
N a Q;?
"

The frequency response of a system vs likewise of interest in- measurlng the

capabxlltles of a control algorlthm Of primary mterest is the stability bandwidth’ which
gives an indication of the range of frequencies, for whrch this system may operate. Gain

and phase lag of the s\{ystem are likewise important measures*of performance.

- oL T
Exammatlon & control algorithms with respect to the above performance criteria

1s likely to produce a-comphehensive evalyation of the capabilities of the system Vanous ..

.

input test signals shou!d e lised to’assure the consistency of the system perfdrmance over

y
its full expected range of operation.
Y ~ X R
1.3 Statement of the Rroblem b i

It is now necessary to brieﬁy ‘present the problems this research is intended to

address and the contribution this work s to provide toward the solution of these problems.

-

1.3.1  Testing Control Schemes : . ‘ .
The position control algorithms of commercial manipulators are often embedded
within the joint control microproccessors at each joint, and are therefore inaccessible to

external observers. The performance of these’ control schemes is thus very difficult to

) : © 11

) **13 Statement of the Problem )
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13 Statement of the Problem

-

measure, andthe only available :data on’ peno‘ormance is the externally- observable motion of |
the manipulator. Key data concerning the. iné»uts and outputs of the controllers in terms
of torques. zlnd currents is thereby missing, and jgint cornitrol is often regarded as a "black
box™ type of problem. Furthermore, modification.ar replacement of the control schemes at -

the joint controllers is exfremely difficult. as is measurement of the performance of, new

.

H

algonthms.

» « -t

v

1.3.2° Accurate Manipulator Position Control y

4

-

’ - The dynamical equations ;ifascribing a robot manipula;o} under rigid” body as-
sumptions are generally .nonlinear. coupled second order differentia] equations. Raobot ma-
:\a&pula“{or control$ laws are designed to rrnamtain the desired joint trajectories with a small
bourded error, aespite the nonlinear system dynamics. Unfortt]nately. the nonlinear effects -
under- which manipulator joint control must operate a};: of such great mégnitude that many \
control algorithms do not function well in practicé. Furthermore, many control algorithms
which do p;oduce,an adequately small bounded error-are sensitive to parameter variation,
or are very restric’ted in terms of operational bandwidth. While many algorithnis have been
developed in thheory and quite a few have been tested under s\mulated conditi(;ns. relat.wely
few have been actually tested on a nlampulator operating under realistic conditions of non-
linear effects. glhus. the development of a position control ‘algorithm which produces an ~
adequately small bounded error over a large bandwidth of frequencies, and which is not‘
overly sensitive to parameter var'iatton, remains a to‘picﬁof research. Finally, the imple-

mentation of such an algorithm on an actual manipulator and its evaluation based on the

performance criteria listed above is likewise an open question. .

IS -
-

1.3.3 . G‘oalsl of the Research

»

The research work described in this text addresses the two problems déscribed
' » [}

above, and thu$ the goals of the research may be regardfd as two distinct efforts. The

first ‘thrust of this work involves tackling the inaccessibility of control schemes operating -
i . ' I - N
12




1.3 Statement of the Problem

.

~

. on manipulator joints. Using the RCCL/RCI system [Lloyd 85], a robot control interface

runmng on a VAX 750 computer, and a PUMA 260 robot, an attempt is made to create \

a general purpose testbed by which various control algorithms.may be lmplemented and
tested under realistic conditions. The goal of the testbed is to provide the user with a
means of implementing a control algorithm to replace the ones which nc;rmally run at the
joint controllers. The controller then runs on the VAX, allowing convenient user interface
to test the system under various conditions and with a variety of input signals. Commands

%

are sent to the manrpulator and data 1s read back from the Jomt encoders for analysis

. The system allows motron of multiple joints, thereby creatlng a test environment which

includes inertial and Coriohs effects as disturbances Analysis tools to decipher the data

~ . . . . ‘. . ’
are provided as well, allowing the user to obtain quantitative and qualitative results by

-
s ' . IS

which to evaluate the algorithm.

\ The second line of research in this project in\fqlves/ the implementation an& com-
parison of two control algont’h‘ms on the PUMA manipulator,’ using the testbed described
above. Studenny [Studenny 87] proposed acceleratlon feedback control wrthout feedforward
compensation to be a stable control law in applrcatron to robot manipulators. An algorithm
which lmplements this’ control law has been coded and tested on the system as described
ab,ove. For comparison, a proeortronal—denvatrve algonthm has also been implemented and
tested under the same conditions Since fwerther scheme elimmnates s‘teady state error, an
optional ‘integral controller was also.coded to allow atcurate end point posmomng The
goal of this research 1s to evaluate the performance of the two control algorrthms and to

analyze the suitability of the hardware, the software environment. the testbed, apd the

. . ’ .
[

control algorithms to the-task of mampulator position control., "/

N
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*- Chapter 2 - Manipulator Control

L -

’ = 2.1 " Description of the Problem ’ . )
' . ' \

It is necessary at this point to ing::lude‘ a description of manipulator kinematics

and dynamics, as vs;ell as$ the mathemgtical_background on which they are based. The
« . gener;I probler;w of control will depend on the syste’m model developed from the.kinematics

! o and dynamics, an::l a framework must be introduced to allow the study, of cbntrol solutions

which have been developed to dat(\a ' PEIN

> . . .
g o B . -
P

J ) .
! 2.1.1 Manipulator Kinematics

- .
The kinematics of robot manipulators may be described in terms of homoge-

- )

neous_transformations. Euler angles. and other formalisms We will concentrate here on

a%inematic description using I*{omogeneous transformations, since this is the formalism
! AN
/ ) adopted by many of the control strategies we will discuss in latef sections: it s also the

y one 6n’which the RCCL/RCI system, which forms the basis of most of the prograéming of

this research, 1s based as well The problem of kinematics has been extensively discussed

in the literature, for example in [Lee 82]. [Paul et al 81a], [Paul et al 81b]. and many other

sources, and s generally well understood. A brief discugsion follows.

t " A (3 x 3) rotation matrix mdy be defined as a transforfiation matrix which -

operates on a vector in 3-D Euclidian space and maps its £oordinates expressed in a
. ' ‘ \ //
12 . . N,
\ ) N )
(b ¢
: : ! . ' T }
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2.1 Description of the Problem

. rotated coordinate frame from a known reference frame. The transformation from frame O

to frame ¢ can be expressed as

. P=AQ'Po (2.1)

H

where p is a point in the space. . .

Since a.(3 x 3) matrix does not allow the expression of translation, a fourth

column is added to the matrix. resulting g a (4 x 4) -matrix of the following form:
- . v\ *

1

=

rotation

0

translation

1

.

)

r

(2.2)

Ihis type of matrix is called a homogeneous, transformation matrix. and maps
a position vector expr,es-sed in homogeneous coordinates from one coordinate frame to an-
other. Several homogeneous transform matrices representing various rotations and trans-
lations may be multiplied together to yield the final position and orientation of the desired
frame. This is of great use in ‘manipulator kinematics, in which we are concerned with
the position and orientation .of an open spatial kinematic chain. Each link in the c;ﬁ;in
may be vigwed as a rotated or translated frame with r'espect to the preceding link, and the
pro8uct of the transform matrices of all the links gives the position and orientation of the
end effector with r'espect to the base coordinaté frame. To facilitate the development of a
formalism describing the frames at ﬂeach link. a representation of joint and link parameters
was developed by Denavit and Hartenberg [Denavit 55] In the Denavit-Hartenberg rep-
resentation, each link is assigned parameters and variables with respect to the preceding
link. Each link 1s assigned one variable, joint angle in the case of revolute joints, and joint
travel in the case of prismafic joints. Other parameters depend on the fixed position and
orientation of the link with respect to-its predecessor. The forward kinematics problem is
simply that of multir'ilymagﬂ the A matrices of each link in a particular configuration to arrive

. . ’
at the T matrix describing the position and orientation of the end effector:

F T = A1A2A3 e An (23)

15
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21 Description of the Problem

The inverse kinematics probledis more involved. Here the goal is to find the
A matrices that can lead to a known T matrix. This problem is of great importance in
mampuiator kinematics, as the space in whlch a manipulator must operate is in a world
coordinate faame while the manipulator is controlled i in joint space. The inverse klnemat»csl
solutions glve the joint positions or velocities’ Jequared to produce a given end effector
position and orlentat:on. or Cartesiay/:elocity. The solution is generally not unique, and
typically requires the solution of the m}erse Jacobian matrix at each position. Other
methods have t{eén dével'oped’ to simplify the calculations, and for some manipylators.
such as the PUMA used in this research, there exist closed form solutions to the proplerﬁ.

[ 4 “ a
v -
¢ o
. ]

213 Manipulator Dynamics

The dynamic equation for a six degree of freedom manlpulator has been shown?
to be hnghly nonlinear and consists of inertial terms coupling inertial forces, friction. and
gravity loading. There are several mathematical constructs used to describe mampulator "
dyhamics. the most commonly used of which are the Newton-Euler method and the Euler- \}‘
Lagrange formulation [Lee 81], [Luh 83], [Driels 84]. Other formulations have been proposed ¢

to alleviate some of the inefficiencies associated with Newton-Euler and Euler-Lagtange ,

[Kane 83]. ’ )

s

The Euler-Lagrapge method ;;roducgs a set of coupled. nonlinear differential
equations. These equations are not so efficient as those produced by Newton-Euler, but
their'performance r:1ay be improved by using a recursive Euler-Lagrange formulation [Holler-
bach 80] or other techniques [Mahil 82]. In the Euler-Lagrange formulation, kinetic and
potential energies are-derived from the Ihomogeneous transforms describing the kinematics.
Using the Lagrangé®function - \ ) f

' L=KE-PE (2.4)

-
-
-

and applying the"EuIer—ng;ange method, we obtain the following dynamic equation;

D(g)gt Hlg,d) +Glg) =+ ©(25)

) 416
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2.1 Description bf the Problem

where 7 is the torque necessary to \drive the system, D represents the inertial terms, H
, ‘

centripetal and Coriolis forces. and G gravity loading.

_ The Newton-Euler method is fast and accurate, and consists of forward and
backward recursive equations which may be applied to each link sequentially. The forward
recursion propagates kinematics information frf)m the base coordinate frame to the end
effector frame. The backw;rd recursion carries the forces and moments exerted on each
link from the end effector to the base frame. The derivation of the Newton-Euler formulation

is more difficult than Euler-Lagrange, and involves cross product terms. It 1s based on the

fact that the torque applied at a joint can be determined from the moment exerted on a

link by its predecessor. Using the angular velocities and accelerations of the preceding and

following links, the Newton-Euier equations may be derived from cross product equations

of these parameters. y ! P

Another solution to the dynamics equation was dresented in [Kane 83|, and
involves the usedof Kane's Dynamigal Equations. This df‘ormulation introduces generahized
inertia forces K,' and generalized active forces K,, which are determined from joint po-
sitions, through intermediate calculated values of generalized velocities. ;mgular velocities.

accelerations, and angular accelerations. Using Kane's equation

. ‘ K'+K,=0 @ (2.6) -

AN

one can obtain values for joint torques. The authors demonstrated that this formulation is

more efficient than even the most optimized Euler-Lagrange and Newton-Euler schemes

2.1.3 System Model

In the discussion of the system model, the following notation will be’ followed
thrcughout. The variable § will be used to denote joint position, and 8, the de‘sired joint
position. For actuators controlled by a voltage ;mpliher. the inp’ut voltage will be denoted
;as Vin. and for those controlled by a current amplifier. the input current will be specified

as DAC, to signify the value on the digna‘l to analog converter / :

~ ’ ) ’ 17
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21 Description of the Problem

The sumplest and most commonly used control algonthms fall into the classical
category. drawmg both from frequency response and state space methods. In principle,
these techniques rély on the assumption that the coupling and nonlinearities inherent in
manipulator dynamics can be adequately compensated for through feedback. A m%mipulator
is therefore regarded as a conglomerate of independent rigid bodies and actuators, and the

]

algorithms in use draw from linear time invariant control theory.

v

The most basic of these schemes completely disregard manipulator dynamics
and attempt to control the system using the error signal alone. Each link of the manipulator
is described as a second order linear time invariant system, and proportional-derivative
(PD) controi is typically used to achieve the desired position. Frequently an additional
integral term 1s added to the control law in order remove any steady state pgsition error.

The resulting proportional-derivative-integral (PID) control algorithm is one found very

frequently in commercial robots.

A cornerstone of nearly all classical attempts to control robotic manipulators is

to regard each joint of the manipulator as a second ordef system. This implies that the

-~

dynamic equations of the manipulator can be described mathematically by second .order

differential equations, and effects that do not fit into this description are treated as small
)

disturbances. Two questions must now be answered in further detail' The first question

involves demonstrating that a mamipulator joint can be adequately modeled as sgcor;d order ,

system, in particular applying this analysis to the puma 260. The second question involves
showing that this analysis s still valid in light of the joint’s being part of a larger 'system
‘—whn:‘rr exerts dynamical forces greater than those which appear in each joint individually,

lf both these conditions are satisfied we can then go on to discuss methods of controlling

the system ,

‘

Approaching this problem from the point of view of manipulator dynamics. we

first look at a single link manipulator [Paul 81]. Given an effective link inertia J and an

\ . . . . ..
actuator modeled by a gain k,, and viscous damping F, if we ignore coulomb friction. we

can model the actuator as shown in figure 2.1.

1

.
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.2.1 Description of the Problem

N

i,

Al

Figure 2.1 Simple Model of Actualor Driven by a Voltage Amplifier [Paul 81]
_ = . The transfer function of this system is

v - ] s0(s) " km
B . s04(s) T sJ+ F :

(27)

By providing botﬁ\\Jcelocity and position feedback, Paul then arrives at a system which looks

v

like the one in figure 2.2.

84

Km T
s J(F+K\Kmp) S /

bt

Figure 2.2 Model of Actuator with Position and Velocity Feedback [Paul*81] )

N\
s

The transfer function of this-system is . .

- -
/

() _ kekm ‘ (ib)
s04(s)  s2J 4 (F + kykm)s + kekm '

»

This equation can then be manipulated into the form of a second order system

~ — @9

82 + 2"“;\3 + Unz

' .
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21 Descriptio; of the Problem
v : g '
by setting ® -
Ld I(" ' ’ ‘ - N
k.k
. wn =1/ — J"‘ (2.10)
and ~
{
F + kykm .
- - - - 211
- - R g 2\/ Jkekm , R , ( )
- ‘ - ’
‘ o "

The discussion above may strike the reader as overly simplistic and therefore

unconvincing. A consnderably more detailed discussion may be found in [Luh 83]. in which

a single joint manlpulator is analyzed taking into account actuator mertla (Ja). manlpulator
inertia (Jym) at the actuator side, link inertia (J;). damping at the actuator s1de (Bm) and |

load side (B;). average friction torque (fm). gravitational torque (7). generated actuater

‘ \} shaft torque (rm) internal load torque (7). angular displacement at act\gator shaft (6m)

and load side (01) and the gear ratio (n) Even with the detail in this example. Luh applies

unity posmon feedback and arrives at the overall transfer function

) 1 | -
, . ‘ sf(s
: (Sod((s))‘ T 2 + E&%ﬂﬂés’ + 5L 212)
. . / i C eff eff
where - «
b ) ] \
R = motor armature w‘iﬁding resistance
B.jf = Bm +n’B S (2.13)
. K| = torque constant | .
Ky = back EMF constant
o Ky = conversion constant from optical encoder to voltage
) 20
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. valid in discrete form. The entire system is shown in figure 2.3: . o .
- ﬁ .
3 by ,
Computer _ Plant . . \
ed—-#tont«rol Lawl D/A b 4 v & Motor 1 BJ L (‘
"\m‘ MQTOY -s-
Encoder

A

- 2.1 * Description of the Problem

N

. o
Jopf = Ja+ Im+n2dp: C (2.14)
. - z ~ . . : . {\\ .. *(xv
All other constants were eliminated as insignificant. and the single link ma- j

nipulator was therefore shown to be a second order system. Another-presentation of this
: . . . L -
subject may be found in [Craig 85]. in which the discussion starts off with the force equation

F = ma which is already second order. and is extended to manipulators.

Thus far the analysis has,been carried out in terms of continuous time formula- -
tion. Since all of our experimental work concerning.control algorithms is carried out using

B . 4
a digital computer. it is necessary to demonstrate'that the model we have chosen remains

o4

]
4 .
. ‘ )
Let _ )
! ‘
. ; 2
" / ) K4 = amplifier gain ~
. Km _ transfer function of motor and load ..
. ms .
we get \ ,
o (s K4 K
N s (2.15)
Vin(8)  s(rms + 1) , .

. « ' -
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] \ ' 2.1 Description of the Problem

i
or .- ] T A

w) . K
Lo V"}(s) " s{tms +\1)

Applying unity position feedback, we get
3 \ <
"y 8(s) — K . ) (
04(5)  Tms?+s+ K '

-

As before, a second order system:

system is ngw shown in figure 2.4.

v } - \
o % | 1=e>STI | 8
- S S(rms+1)
5 /\\\ k
e Figure 2.4 Discrete Model of Actuator with Position Feedback
Nl u \ -
z=¢"
1- et K 1 'K
- e -1 -
={1- ——— e | =
) = - = ) = Dl
’ =T
- K Tsz (1- e_?_"—'tl)z, >
NS =2 Gy T o2 ] T
(2 -W(z—e™m)
-0(z)  D(2)G(z) _  lbpz+b

6sz) - T+ D()G() ~ 2 +.agz +a1

~

(2.16)

}2.17)

To discretize this. we must include a zero order hold in the plant équation. The

(2.18)

(2.19)

(2.20)

(2.21)

¥
.
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where

. “_.'T' ‘. » p
ag = by - (1.+e7"5‘) Lo (2.22) \
ag=e7m + by ' ' (2.23)
- -T
b= [Ty = Tel1 — ¢ ™m )| K : . (2.24)

(2.25)

=T - =Ts
by = [rm(l - eT™m ) ~ Tye™m |K
' '

4

-~

Thus, in discrete ‘form, a single link manipulator may.still be regarded as,a

- -

second order system.
) %

Unlike the manipulators described above. the joints of the Puma 260 use current

amplifiers. and not the more common voltage amplifiers. This.should mean that a constant
T i

input voltage produces a constant acceleratian rather than a constant velocity at the output

shaft of the motor. This relation follows from the torque equation. : LN .

torque = Kvrlg * . {2 26)
‘ * '. f' .
where K1 1s a"ﬁonstant.ESince the amplifier output 1s a current. a constant input produces

a constant torque. which by \ ’ .
torque = Ju + fw - (221)

produces a constant acceleration damped by rolling friction Imtially modeling the motor

as contributing a_gain K], and the amplifier with gain K 4. our model looks like the one in.

figure 2‘3. "

. ‘ \

13
-

b}

8

DAC [k,

—{ K. L |
Ke 57

>

!

|
l
|
j \
Figure 2.5 Model of Motor Drvkn by s Curreni Amplifier
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In the joints of the Puma 260. friction contributes a significant enough distur-

t ‘ 2.1 Description of the Problem
1] - \

bance that.it was decided to include a velocity-dependent frictional term into the model, as

-/ shown in figure 2.6: v 1
. . R
* / DAC W w 8
. -1 ) 1
r KA T Km \ '§1 ?‘ -
. . N \ R ~
\ F
. ) Figure 2.6 Revised Model. including. Viscous Friction
' - ‘ - :
This system has an overall transfer function of
LT A .ul N e ) — 2 Km ) ) (2'28)
DAC s¢ 4+ K is .. -0
where ] . ]
m=K4K - - (2.29)
, :
With unity position feedback, we further get
’ ¢ '
. ) K
. gle) = 28 5o (2.30)
. . 04(s) s?2+K s+ Km
‘ . ‘ .
a second order systém. N -

It now ‘remains to be demonstrated that a discretized version of this model
behaves in the same manner. To obtain this model. we must use a zero order hold and the

‘ A

equation [Franklin 81] \

. Gzom(a) = (1 - = ™2() (231)

¢ i

24




> o ' 21 Description of the Problem
' , arriving at . \ X
o . . .
) p .. . - -
§ . GZO}I‘(’) _ Km“KfTa - 1 + e K!Ts) + (1 —e KfTa v KngC KfT") ' (2 ‘32)
g KAz 1)(z - e BT :

¢ 4
-

where T is the sampling interval This is already a second order system. and
applying unity position feedback we get yet another second order system _
’ . , - 8
Though a single link manipulator has been shown to be adequdtely described as
N . .
a second order system, the inertial forces due to the motion of other links of the mampulator
" must, be considered before the analysis is complete. One example of such analysis may be

found in {Paul 81]. The three forcgs generated by the motion of other links include inertial

> ceupling, centripetal forces, and Conglis force. The torque equation,

. . _ v
‘ Fo=Ju (2.33)
) , N
a may be* rewritteri as - ‘
R ‘ . /
F, = Job = (D, + 1 (%),)q, “ (2.34)

P4

i
¢

/

~

where D,, is the effective link inertia, I(n), 1s the actuator ineitia, and_vl 1s the
gear ratio. fhe Eouph g shows up in D,, and is a functign of the mahipulator geometry
Paul suggests the use (#f feedforward compensation to overcome couphng‘. since mampuﬁtor
geometry is generally well known in advance. but contends that frequently the effect 1s so
min?r as to not require any form of compensation Centripetal and Coriohs forces occur
only at high speeds and do r;ot cause instabiity They may. however. generate position
. errors. Giving the_e'xa ple of a two link manipulator. a motion of the first joint 8y by Ad,

4

. results in inertial torqu
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. Ty = mr?él = —4—79—;;-2# ‘ (235)
m’ . . ( ‘
- and a centr;[;etal torque
. , . | °o- |
T)= mrlyr = #’%@Ao | ‘ ' ~(‘2.‘3a)

[N

Clearly, ‘for small {90 the inertial torques, dominate and we have the relation

'
-

chntnpctal = Tinertiat B0 . (R.37)

’ Errors ansing from Coriolis forces can similarly be shown to be small' enough
,that the overall nature of the system is unaltered. and disturbances may be compensated
for by feedback. Thus. even in the presence of nonlinear forces due to the motion of other
links of the manipulator, ea‘ch link may still be described as a second order system of th;e
form shown earlier. These results are c;)nfirmed by [Luh 80], resulting in the assertion that .
manipdlator dynamics may be described as disturbéd second order differential eqnfations.

where the disturbances are gmall excewer high velocity and acceleration conditions.

£

The importance. of obtaining secom{ order systems is twofold: first, such sys-
tems are well known mathematically. and many. analysis tools have been developed to deal
with them. Second, within classical control theory there are many design procedures suit-
able for specifying contro| schemes for second orde'r systems. The above analysis showing
single and multiple link manipulators to be of second order allows control, design an;i anal-
ysis using standard classical methods arid Ia'rgely ignoring the inherent nonlinearities in the

system.
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2.12 - Manipulator Control , .

- »

Several methods to solve the robot arm control problem haye been developed.

These solutions- can roughly be classified into three groups: classical. adaptive, and robust.

'
’

L

’ ' < -
2.2.1 Classical Solutions

Classical solutions are de’gmed classical in the se‘nsé that the design procedure
is derived largely from classical control theory The techniques described ip this section
include proportional-integral-derivative (P'ID) control, various feedforward and computed
torque techniques, and a smatterin‘g of other methods The common’denominator of these

techniques i1s that the emphasis s on munimizing an error term which s derived from a

-

second order system model of the plar.n In the case of PID, only the error is considered
Feedforward and computed torque techmques generally require an accurate model of the
the plant and associated parameters. All of the solutions presented in this section allow
only fixed control parameters, and largely ignore the question of sensitivity to parameter

variation and modeling errors. >

N

Of particular inte% is a paper by Luh, Walter, and Paul, [Luh 81]. in\which‘
they propose resolved acceleration control as a control algorithm for position co(f\?rol of ma-
nipulators. ‘While different from' thg acceleration feedback algorithm which, will be described
in the next chapter, the idea of using acceleration in the feedback loop to compensate for
the inherent nonlmearm;as qf the system produced an equation whose form is remarkably
similar to the one used in this research. Unlike the ‘algonithm of this thesis, however, the
algorithm described in [Luh 81] premultiplied the control equation by an_inertia matrix, and
required a perfect canzellation of the rionlinear terms by a calculated model. It was therefore
not shown to be robust to parameter uncertainty. and was computationally expensive. The

|deas of this paper grew out of prevnous work [Whutney 69]. in which the main emphasis

was to control a Cartesian trajectory fram ;omt space. An extension of this scheme, in

-

2

. ' /
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‘ )

which the position of the end effector was to be controlled in Cartesian space dlrectly usmg

)

convergent force controf was presented in [Wu 82]

-
- H

An optimal control solution wa\s proposed by Kahn [Kahn 7’1]. in which time"
was the criterion to be minimized. The theory was developed both directly for the nonlinear
system, and indirectly for a linearized veksion. Though accuracy is lost, and the system re-
sults in only suboptimal control for the second case. the computational complexity involved
with applying the optimality condition to the full nonlinear case was sufficient to warrant

development of the linearized system This systam was not shown to be robust, nor was

stability proven

An unusual algorithm may be found in a paper by Albus [Albus 75] in which he
attempted to model the controller on a functlonal description of the human brain. Rather
than computing a control function, this system consisted of a look-up table guided by
heunstics and a complex memory managemer;t system Though fast, the problems pre-
“sented by sucha system involved interpolation between various poi'nts in the table, and an

inability to -deal with variations in load. .

The common theme among the above articles, withithe exception of [Albus 75]
is that they are based on classical or state space control theory. They typically do not draw
from nonlinear control theory, multivariable control. or robust stabilization No attempt 1s
made to estimate the parameters of the system on-line, and the method used to allow
system operation 1n the face of nonlinearities i1s typically to feéd forward compensation

-for a precomputed estimate of the disturbance terms  Such schemes work well at low
frequencies.” and provide reasonable tracking if the system parameters are well known.

.

Often, however, the system parz;meters are difficult to identify, and errors in the estimates

generate large tracking errors.’

2.'2.2 Adaptive Soiutions

Given a model of the plant whose structure is known but whose individual pa-

o
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rameters are fot, one answer to the problem of parameter uncertainty involves computation

"of the parameters based on an on-line estimation method. Thus. adaptive solutions use

estimation techniques to dynamically adjust either the plant or the controller parameters,

and by this aveid the errors in control due to precomputed parameters.

~
@

A survey of adaptive control algorithms may be found in [Daneshmend-87].

o

Adaptive control algorithms may be broken up into two major subgroups: joint space, and

< -
task space techniques, Joint space techniques are based on estimating the parameters

"of the joint dynamics directly Most are model referenced (MRAC). and use either least

squares algorithms or other estimation scheme Both single input single output (SISO)
and multiple input multiple output (MIMO) schemes are presented. though the simulation
results do not pomt"‘t.onclusivel)z towards the superiority of one or the oth‘er. Task space
and hybrid ,control schemes are also described in this paper, and attempt to manipulate
the joint baseq on a higher level Cartesian describtion of the problem or on a combination
of position and force data. Much work remains to-be done in this field. both in joint space
and task s;)ace. Stability and robustness issues‘ are not adequately addressed for many
of these schemes. and improved analysis of system performance and limita;»ons peed to
bergenerated for these schemes as well. A major limitation of many adaptive algorithms
is the computation time required for each iteration.’ Relétzvely few of them have been
implemented in practice on a manipulator, énd even in simulation, the relative complexity
of these algonthms makes them difficult to evaluate. " -

-

2.2.3 Robust Solution;

) . T
. Another approach to the problem of parameter variation involves the develop-

ment of control strategies which are insensitive to parameter and error variation. Tks“e
algorithms are based on the premise that if a controller is designed to be robust.with re-
spect to modelipg error, relatively little must be known about the plant in ordeg :5 achieve
accurate co;wtrol. Errors in médeiing parameters are lumped along with other disturbances,

which the system is desi to reject. Robust control algorithms may even be designed
A g

-

t
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' 2.2 Manipulator Control

to reject disturbances with no knowledge of the plant. though ihey are typically augmented
with at least a simplified feedforward-based @odel to reduce the magnitude of the error.

they must cope with. ,

Many of the robust schemes proposed are based on multivariable design. . For
example. Desa and Roth [Desa 85] suggest using a control system derived from multivari-
able, robust servomechanism theory. Though they claim that the design 1s meant to be
insensitive to changes in the plant and controller parameters, the paper starts with the
folIO\;nng three assumptions. the links are rigid, all- of the states are available, and there
are no torque limits. They also assume that they have good models both of the plant
and the' nature of the disturbances. As such, the algorithm is not very robust, and is

. gamlputationally expensive. B

There 1s growing interest in using algorithms base;i on variable structure systems
for manipulator control. A review of variable structure and sliding mode system theory may
be found in [Utkin 77]. In general, these schemes are state %eedbagk algorithms, in which
the control can switch z;t any instant from one to another 6f a member of a set of continuous
functions of the state.” The problem is that of defining the set of possible control functions
and(seiectmg the switching logic to choose among them. An advantage of variable structure
systems i1s that they allow the combination of useful properties of each of the individual
functions Furthermore, the combination of schemes may create a system that possesses
properties not found in any of the components. and in the extreme can combine a set of
unstabje functions into an overall stable system The state of the system during a phase in
which its trajectory describes a motion not inherent in an‘rof the component functions is

called the sliding mode, and is the principal advantage of such schemes. Once in this mode,

the system is relatively insensitive to varniations in plant parameters and other disturbances.

a

Morgan and Ozguner [Morgan 85] proposed a control algorithm based on vari-
able structure systems. They point out the deficiencies of two popular approaches. namely
precise modeling and design of special purpose manipulators, and suggest a variable struc-

ture controller for manipulator position control. Since sliding mode controllers are said to

30
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be robust to parameter variation once in the sliding mode, no system model is necessary

for control, and the inherent nonline_:}ities in the system are treated as disturbances The

problems with sliding mode schemes such as this one are in ¢

from the initial state. and chatte'i'ing at the switching surface

eaching the sliding mode

once in the sliding mode.

The authors suggest feeding forward a disturbance term based an a simplified model. and

i

low pass filtering the disturbance signal. Thus. though the controller is designed to vyork

without a model, at least a simplified model 1s used & augment

A further developn;ent of a sliding mode controller 1s

its performancg\
I

ound in [Slotine 86]. The

principal difference between this controller, which-the author call} a suction controller, and

other sliding mode schemes is in the use of a saturation function around the switching

surface instead of a sign function Thus. instead of jumping

rdm -1 to 1 around the

switching surface, the controller moves in a line between those two points.+ This. in theory.

should reduce the effects of chattering around the switching surface.

L

Robustness issues are of extreme importance in the

control of robot manipu-

lators. The dynamic parameters of the manipulator are often djfficult to obtain and are

typically subject to’considerable error. The structure of manipulator dynamics 1s inher-

.
ently both nonlinear and time varying. and any control algorithm dc.ygned for mamipulator

position control must provide a means for overcoming these variations Nonlinear, mults-

variable, or sliding mode control algorithms therefore-try to incor

pprate robustness directly

. . . . ™
into the design of the controller, rather than eliminating the disturbance terms exphcitly,

. as in the case of adaptive and classical schemes.

&

—
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Chapter 3 Acceleration Feedback

1
4

The form of the equations describing manipukator dyn?mics has i>een shown to
be highly nonlinear and coupled. Most manipulators use local servocontrollers, which dis-
regard the dynamics, and treat dynamical effects as a disturbance which must be rejected.
Vukobratovi¢ [Vukobratovi¢ 83] suggxsted that controllers of this form allow adequate per-
formance only at low speeds and seriously degrade at higher velocities and accelerations.
He further made the claim=that the solution to this ‘problem must involve compensation
for dynamic effects which must be calculated globally for the entire maqipulator While a
variety of schemes have been put forth which indeed treat the problem in this manner, the
solutions they offer are typically computationally expensive and depend on the accuracy
of the model. In contrast. the acceleration feedback theory proposgd by Studenny [Stu-
denny 83]. [Studenny éﬁ] [Studenny 86a]. [Studenny 86b], [Studenny 87]. involves only
local controllers, but due to the nature of the dynamics. provides some compensation for
dynamics effects directly within the feedback loop The following sections will present the

theory and discuss important issues such as stability. performance, and limitations

3.1 Pr'é'sentation of the Theory
Acceleration feedback is a simple control law which is applied locally at the
joint .level, and which does not exact a high computational burden. It was first applied

to manipulator control by Luo and Saridis [Luo 82], who showed that the control ‘law

L
LY

’ f' ’
~ L 4
.
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- 3.1 Presentation of the Theory(

is optimal in an LQ sense, however required that all the” nonlinearities be removed by
feedforward compensation. Studenny’s wgrk involved removing the feedforward terms. and

demonstratmg that the control law is stable, robust and approaches optimality.

3.1.1 Single Joint Application

!

Recall the dynamical equation for a manipulator joint:

J(9)i* Clg)d? + Glq) = u . (3.1)

el

)
™ where J(q) :\ert:a' .

C(q)¢? = Coriolis force
0 G(g) = gravity force

u = controlled torque tnput

and ¢ = joint position 1n joint space

. The acceleration feedback law is ’

N u = -Ku[(q - 94+ a1(¢ — 9a) + aole - 94)] (3.2)
where K, = high gain fccdb.ack
'll ( ag,ay = desired g‘ain};s - . '
[ | . an; qq = desired polu‘lwn '
°
- Defining quantities: )

Bg=(¢9-4¢a) - o (3.3)
' B¢ = (9~ q) (3.4)
’ A4 = (i - 4a) (39)

J . (\/
i 13




3.1 Presentation of the Theory

: . .
we can rewrite the above equation in the form: {’
- C

|

|

~ u = —Ky[A§ +a1Ag + apAg] (36)
. . )
Setting' the dynamics equal to the control law, we arrive at i ‘

]

J{q)g + C(q)(-]Z + Gl(q) = "KU[A.Q +a1q+ aoAq] )‘ (3.7) .
: ' |
Thus, solving for Ag, we get j

|

2

1 ) . .
Ag= —ajAg — agbg + ———[J (9)apBq + J(g)a1Ad + G(q) — J (g)dq + C(g)4"]
J(g) + Ku
. (3.8)
If K, is made arbitranly large. this equation reduces to
‘ Ag = —ajAj - aghq | 3]

% ~
and the nonlinearities are overcome by the high gain feedback. Thus, the parameters ag and
aq are used to determyze system performance, and the overall gain K, is used to decouple
and hinearize the system Th’% mayor difference between this controller and previous similar

formulations is this high gain K. without which the system performance remains inertia

dependent

3.1.2 ‘Extension to Multiple Joints
g
{ - ,‘
The controller discussed in the previous section has been extended to the mul-

tiple joint case. The proof of stability, which will be presented in a later section. was first
developed for the single joint case., and was extended to the multiple joint case by Holder’s
inequality and norm arguments. The main difference between the single joint formulation

and the multiple joint formulations appear in the dynamical equations. Now the inertial

terms are a function of all of the joints, and the terms in the dynamical equations are n x

n matrices. The dynamics now appear as follows: ‘

*

J(g)g + QC‘(Q)Q.*— Glg)

[ ~}’4

u (3.10)
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& ’ , where J(g) = inertia
5 * [ Y
QT QT QT
. OT : T oT
: o=|" 1 g y (3.11)
@ o7 o T

'QC(_q_)gz = Coriolis force
G(q) = gravity force
1. ) u = controlled torque input
\ and ¢ = joint position in joint space

The control law remains the same as in the single joint case,
u= —Ku.lAé + AIAQ + AoAg]- (312)

with the exception that .

-

Aq, Ay = LQ designed gain matrices

] .
Ky = positive definite diagonal gain matriz

[3

Thus, by this design. each joint is controlled by its own controller, which is independent
of configuration and of the other joints. Note that the nonlinear terms still disappear due
) -

to the high frequency gain K. and that the system performange is determined by A; and

Aj alone.

3.1.3 Discrete Version

- -
L

Since control of the manipulator is performed 6n\a digital computer. it is neces-

sary t review the theory in light of the constraints imposed by the discrete time system.

N Two of the major drawbacks of a digital implementation of control laws involve quantiza- ‘

0 tion error and time lag. Con‘versely. the flexibility of digital implementation makes it very

‘attractive,

!

3




32 Discussion of Stability

{
» U [zero]Ya
94 D95 [discrete | _Jorder| " 9
=\ controller[ —| hold [~ —(@ynamicsg—,
A
encoder
]
}
v Figure 3.1 Sampled Data Manipulator Position Control System

|3
In the digital version of the theory, it is, assumed that only position data s
available, and therefore velocity and acceleration values must be calculated using second

order numerical differentiators. The entire system appears as follows:

The hold device we are using 1s a zero order hold, which must therefore be

added to the contro} équation. Given the continuous time system

i u=-Ku[s? + Ajs+ 49] : (3.13)
convej it to digital form with the following substitutions-
(3-421 4272 ‘
_ 1 - — A z - 2
(/ s =>D(z)*= 3T, (3.14)
-1 -2 »
2 ) (1 - 22"+ 2 )
s =>D(z) = 3.15
() .2 (3.15)
where )
2 =T o (3.16)

and T, is the time between sampling intervals.

! i

Thus, in discrete form, the acceleration feedback law appears as follows:

u = -~ Ky(2)[D?(2) + A1 D} (2) + Ag)Ags ¢ (317)

Note that in this case, Ag, is a quantized position error, which is dependent on

the ciuangization of the“encoders of the manipulator joints, and must by necessity exhibit

P

a time delay of one sampling interval. .

]




32 Discussion of Stability

!

G 3.2 Discussion of Stability

) The mathematical approach used by Studenny [Studenny 87] to prove stability
.of the acceleration feedback control law was based on Lyapunov stability theory. In this
section it is intended to explain Lyapunov stability analysis, and examine .the way it was
applied to acceleration feedback control. “

o)

* } 3.21 Lyapunov Stability Theory : )

. Lyapunov stability analysis is used to determine the stability of disturb\:d non-
Iinear'system; which can not be anal;{zed using traditional methods. The Lyapunov direct
method is based on the idea that the‘grate of change of the energy of a system is an indicator
of its stabiiit'y [Casti 85]. To understand the meaning of th}S statement it 1s first necessary

to establish the concept™of stability and to define what s meant by energy

Stability is defined with respect to disturbed control systems A definition of
stability therefore requires first a mathematical description of a control system. a description

+ of distur?ahses. and '@ means to describe the effect of such disturbances on the system

“* To describe the stability of systems. Letov [Letov 61] introduces the following

A

definitions- ' €2

»

A state space description of an undisturbed system is

-

7

dz* . N * :
/ '&Tk = Xelz®y. . 2°8) . (3.18) -

L . . Lo L
A change of variabies is made to account for disturbances: .

& £ = 2" + Y (3.19)

3
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- ~ » /s

The new disturbed system may therefore be modeled as:

< [4

A . . -

°

dy .
. —25& = Y (v j Yn) . * (3.20)
in which )
Yilvi...yn) = Xk_(z:l* +Y1...Tn* + yn) {3.21)

The disturbances areg:aused by the y; terms, and when these equal zero we
return to- the undisturbed system. The first definition of stability given by Letov is that of
Bounded—lnput-Bounded-Qutput (BIBO) stability applied to disturbances. Given a set .of
disturbances .yko =y ynoj which produce a disturbed motion Ye = Y(v10-- ¥no-t).
the system 1s called stable if for all y; such that ||yl < 7. the disturbed motion will

satisfy |y ()] < € for all t > 0. where n = n(¢) and € are some positive ‘constants smaller

. than infinity. Restated, this means that for a bounded disturbance the resulting disturbed

motion 1s also bounded.

A geometric interpretation of this result is alsd provided. Undisturbed motion is
called stable wath respect to, yi if for any positive number A it is possible to choose another
number A(A) such that for all dxsturbances yro satisfying Zyko <= A the disturbed
motion y; satisfies Zyk(t) < A for all t > 0. Furthermore, it is now possible to define
regions of -stability described by A and A. If in addition to the above conditions. as t

approaches” infinity, the system satisfies
limy(t) =0 ~ (3.22)
-~ v

the system is said to bé asymptotically stable. Graphically, it is possible to define a

region and a subregion such that every disturbance bounded within the region resrts in

an output bounded by the subregion. Asymptotic stability further stipulates that this

subregion shrinks to a point, usually taken as the origin, as time approaches infinity.

S
.
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@ : * Having described stability and asymptotuc stability, an explanation of Lyapunov's
‘ direct method may be presented. The goal of this analysis is to determine the existence
.of X satisfying the ab&ve conditions and to calculate the size of the region defined by

" Zyqu <= X. in which ‘undisturbed motion is assured. The Lyapunov direct method in-

volves the calculation ofufunctions V =V(y1. .yn). called Lyapunov functions. whose total

~ 4
derivatives with respect to time have certain properties which assure stability.

) These Lyapunov functions may be thOl‘.lght of as gen‘erahzea energy functions In
fact, for physical systems, very often the total energy of the systtm i1s the function chosen
for the role of Lyapunov function. In such cases. the physical meaning of a ;table equthbrium
poiﬁt is one in which the energy i1s at a local minimum. Thus the tetal time derwvative of
’ - o

. the energy functzon of a physical system is always negative near a stable equilibrium point

For many systems it is impossible to define a meaningful energy function In such cases B
the Lyapunov function is not the energy of the system but may be considered a generalized
energy function in that its derivative with respect to time is an indicator of the stability of

the system.

¢ ) » v ~
V s calléd sign invanant if it does not change sign over the entire region on

which it is defined [f in addition, it assumes zero .@alues only at the origin, 1t 1s termed
definite. Finally, if the sign of V is positive. then V 1s said to be positive definite. Lyapunov

sgability theory assumes that V is always chosen to be positive definite [If V 1s positive

definite, tgen the equatnon V=C= constant represents a family of closed curves If this
S
constant C is decreased to zero, then the reglon contracts to a point at the origin Thus |

the curves defined by V = C intersect all paths leading from th¢ origin to infinity.

. -

Lyapunov’s first theorem states that the disturbed system,

‘k

-’

. ; dy; . .
- =k = Yenr- - vn) X&)
% is stable if it is possible to find a positive definite function V = V (y; ... yn)
whose total time derivative % <= 0 Note that by virtue of the definition of % ie

i SR
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’ ddek s
- ) 24
} dt Zdyk . (32 )*

»

1 T -
the sign of %Vt— is determined by the Lyapunov function and the original system.

(

3

.
.r

4 . .
Lyapunov's-second theorem states that given the system and.Lyapunov Yunction,

described above, 2% <0 implies asymptotié stability, since now 22 can vanish only at the
di y dt )

origin and the disturbed system tends towards the undisturbed system.

A
+ -
. 3

Another statement of Lyapunov’'s direct method is made possible using the -
state space description of the system directly [Willems 76] Given a system described by

z = Az. with x an n'x 1 column vector and A an n x n matnx, and given any matrix C

such that (A.C) is observable. there exists a positive-definite symmetric solutién Q to the

. Lyapunov equation.

. . : N
1 17
. J

Al
'

ATQ+Qa=-cTc (3.25)-

-

14 n
We recall here that observability means that the rank of the matrix

" (CT,cTAT,....cTaT" Y= n | (3:26)
.
Furthermore, if the system L is asymptotically stable, this description yields
a method for constructing quadratic Lyapunov functions V(z) = joQz for . Thus,
describing a system in state space. and finding a matrix C for which (A.C) is observable not &
only provides a way of detercmining the stability of the system, but allows the construction o* S
the Lyapunov function as well. often the most difficult ;tep in Lyapupov stability analysis. °

Note that Lyapunov's direct method gives only sufficient conditions for stability. This

means that thp‘time derivative of V determines whether the system is stable. but does not
' . {

a
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.

indicate instability. Since %Vi- is, a function of both the ’system and an arbitrarily choén
Lyapunov function, failure to determine stability may indicate either that the system is
unstable or that the Lyapunov function chosen is unsuitable for determining the stability of '

e . . .
this particular system. This is a major drawback of Brapunov stability theory, howeverithe

anaiyéis may still be applied successfully to a v:'ariety of problems, including. for example.1
] .

. acceleration feedback control of robot manipulators. .

\

I}

3.2.2 Stability of Acteierption F'e.ecjback .
. | }
The problem at hand relies on combination of the acceleratlon feedback con- .
trol law and the equation govermng robot mampthftor dynamics. To be compatible with
Lyapunov stabuhty analysis, the system is descrlbed using a ‘state space formulation under

~

ngld body assumptnpns

L LS

’

Before stability can be determined for this system, it is convenient to formulate
it as an LQ problem [Anderson 71]. This is a linear quadratic form of the optimal control
problem involving a system and a performance criterion. The goal is to control the system

while minimizing the performance criterion. Given a system:

z=Az+ Bu (3.27)

P - | 9
z(=% ) (328)
| A= (g {)) | R € ¥
’ B= ( ‘1’) . (3.30)

and a performance index
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/
Va

—J= / (z7Qz + uTu)at - (3:31)

Define Q to diagonalize Ay and Ay. and choose u to minimize J. If we define

y = i, we get the solution to the LQ problem as '

’} . ‘ ,

, u=-Kz (332)
. * 1Y ’ - )
where ) -/ D
- oo . ) /
. \
K = BTP = [4q,44] (3.33)
) B and P are found by solving the Riccati equation,
ATP+pPA~PBBTP+Q=0 ~ (3.34)
— ‘ ’ L 4

Note the similarity to the Lyapunov equation described earlier. This makes the .
LQ formulation extremely convenient for Lyapunov stability analysis.
. Q 4 ,} ’ L
. The closed loop equation is t_herefor:: . S
¢

2=(A- BK)z (3.35)

and in terms of y, . -
y = -Agy - A1y (3.36)
— i ' . . 2
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/ —

Thus, in formulgting the acceleration feedback control law as an LQ problem we-

provide a ndfural kasis from which to carry out Lyapunov stability analysis. Furthermére.e

using the matrix formulation of the Lyapunov equation, the selectior; a Lyapunov function

for thelsystem is also"simplifig&* N _ .o

o ¥

7

5 9

Turning now to the application of Lyapunov stabiﬁty analysis to the cloded loop .

robot manipulator system, we note that the system may be described by the following

~ 3

equatidn: o
B Yo
Az =(A-BK)Az+n . (3.37)
3 e . ‘ -
where ‘ R
A . L3 :
o _ q .
&\ Az = (Aq) . (3.38)
0 , I ’
A-BK = ("‘Ao ”Al) . (3.39)
.- 0 -
= . ) 3.40
»=(7) . (340)
. The Lyapunov function for this system is defined as
) Vaz = AT PA: : ' (3.41)
Note that for this function R '
ye :
PonllAz)| <= V(Az) <= Pmaz|Az]? (3.42)
- Pmm»;)’n;m(P) / : (3.43)
E (3.44)

Pmaz = )\max(P)




3.2 Discussion of Stability

and ), (P) is the ith eigenvalue of P.

W Y“'
4 N f.
We now recall that in performing a Lyapunov stability analysis, we study the
behavior of V(Az)_: in particular we wish to find conditions for and the region in which
V(Az) < 0. From the definition of the LQ problem and the equation of motion, it is possible

to arrive at the formula

V(az) = -82T(Q + KTK)Az +202TPn (3.45)
Imposing the constraint that V < 0. we get » <
,
ATIO + KTK]Az 42027 Pl " (3.46)
This further implies that b o
)
i " i
A:T[Q + KTK]Az > 2| PyyAg + PpAdl|P|f g (347) .

3
This leads to an equation of ¥ < 0. where V is a function of the acceleration .

feedback law parameters, the robot manipulator dynamical equation, and K,,,,,. where

e -

Kpan = Aan (@ + KTK) (3.48)

“A full ‘description of this fu‘nction‘may be founc; in [Stydenn’y 87]. For our
purposes here it is sufficient to establish that this function exists and that stability can
be established if the matrices are chosen in such a way that K, renders the function
negative. The choice ;)f matrices alsﬁstablishes the region in which the above stébili&y

condition holds.
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s

Thus it has been shown that it is possible to obtain a closéd loop system for

robot manipulator control using acceleration feedback. and the the stability of the system .

may be proven using a Lyapunov function. This system is therefore stable for all Az within

certain limits defined above.

"

3.3 Theoretical Predictions

-
-

It is predicted that PD and Acceleration feedback will perform similarly under
conditions of small disturbanc%‘es and low bandwidth. At higher frequencies and under
gredter dist‘urbancgs. it is expected that acceleration feedback will continue to perform
well beyond the range in which Pb begins to fall. Due to the hmitations imposed by
the sampI{ng interval of 14 msec, neither scheme is expected to provide extremely ngid
control under heavily disturbed conditions The hmitations brought about by the samphng
interval include a ceiling on gains. a restriction on filter frequency. and a smaller operating

bandwidth. Further restrictions on these parameters are caused by the torque limits on the

. i
motors, as well as velocity and acceleration limits set by the RCl system

3.3.1 Stabilfy : .

The system has been simulated extensively by Studenny [Studenny 87]. Though

the manipulator used in that simulation study was a Unimation PUMA 600. the results

should apply to the PUMA 260 as well. which has the same architecture.

.

From the discussion in [Studenny 87] arid from the simulation results presented
therein, the following predictions can be made Tpncerning the stability of the system. The
closed loop system is expected to be stable :;Lny K, under ideal conditions, however
the unstructured high frgquency disturbances inherent in the system are expected to cause
instability for a large K, Since a high K u is necessary for good decoupling of the system.,

it is recommended to use a low pass filter to reduce the effects of the high frequency

[ 3
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uncertainties. Tus, there is a gain bandwidth product limitation which must be taken into
Q . !

account in designing the compensator.

4 a

The digital implementation of the acceleration feedback algorithm places sev-
eral other restrictions on stability The sampling interval at which the system,operates
determines the highest gain at 'which the system will be stable This is apparent from the
discrete Nyquist analysis in [Studenny 87]. in which 1t is also stated that the mummum
operating sampling frequency is on the order of 80 Hz Due to the Nyquist criterion, the
bandwidth of the system 1s imited as well For example, a system whose sampling interval
is 72 Hz 1s expected to show aliasing at 36 Hz, though degradation of the signal may be-
come apparent at much lower frequencies Typically. conservative use of the system would
allow frequencies one order of magnitude below the Nyquist rate, and in this case would
allow signals of up to about 4 Hz Another discrete effect i1s that of quantization. which
is a measure of th.e precision of the encoders of the joints in terms of encoder counts, per
radian. Poor qugntization has a very severe effect on performance, and may lead to insta-

bility The nominal quantization for the PUMA is 5.5 x 10~4, which 1s shown in simulation

to be stable. .

Friction and disturbances may cause performance degradation. but are shown
in simulation not to cause instability Thus, the system is expected to perform in a stable
manner, provided the gain bandwidth limitation is adhered to, the sampling frequency 1s
above the mimmum required. a‘r;d a low pass filter is used to compensate for the high

frequency unstructured disturbances

3.3.2 Performance

The performance analysis for the ideal case examined two factors: the mag-
nitude of the Fwigh gairf—feedback K, and friction. Under ideal conditions perfdrma.nce is
expected to improve with rising K, and the required torque to sustain %this performance
is not expected to rise with K. Friction is not expected to be a problerﬁ under nominal

v
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3.4 Simulation

Y

" conditions. though extremely high values of static friction are expected to cause stick-

ing and spikes. For the nonideal case, the unstructured uncertainties are’ not expected to

cause serious degradation in performance. provided that a low pass filter is included in the

I -
compensator . ’ N

o

The discrete time tmblementation impacts performance in several ways The
sampling mterval does not cause variation n performance, provided that the rate is fast
enough to ensure stablhty for the given compensator Increasing the sampling rate signifi-

.

cantly beyond the mimmum required may even cause a degradation of pgrformance. as the

effects of rounding errors become more severe A faster sampling rate does |Bpact perfor-) ‘

mance only in that it allows hig‘her gainsyto be used. thereby allowing a stiffer system The
sampling interval used in this research 1s{ 72 Hz. limiting the magnitude of the gain A, to

about the minimum gain at which the acqdgleration feedback law improves performance over

PO and indicates that the, system 1s likely not to be very suff. Quantization 1s directly re
lated to performance. and the quantization of the PUMA 1s expected to provide reasonable

tracking, without serious degradation in performance.

Friction affects performance in exactly the same manner as in the continuous
time formulation. and only excessive values of stiction are expected to cause degradation in
the form of spikes. The nominal values of friction for the PUMA should Mt cause this effect
For a syﬁstem with appropriate gains and low pass filtering. unstructured disturbances are
not expecte‘& to cause serious degradation n perfor;hance Thus. it 1s eXpec\{zed th;rxjt the
system will track a trajectory with small error. under reahstic conditions and in a digital

implementation

3.4 Simulation

The simulation results in [Studenny 87) do not compare the performance of
acceleration feedback with that of PD control under similar conditions. To that end. sim-

ulation experiments were carried out as part of this research, for a two link.manipulator

“
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, 3.4 Simulation

representing joint 2 and joint 3 of the PUMA 260 ma‘nipulator. The simulation gxperiments
were conducted using the ACSL {(Advanced Continuous Simulation Language) [ACSL 81]
packz@e and were based on simplified dynamics. The purpose of this simulation was to
provide information about predicted performance of the two controllers for situations re-

» sembling those to be tested in practice on the manipulator.

+

Fotj},sets,of simulation experiments were carried out. In the first. acceleration
feedback and PD controllers were compared for the case of a single joint, in the presence
©of simplified dynamics The controllers were tuned to provide similar position and velocity

dependent responses, and the test was in the effect of acceleration on the trajectory fol-

. lowing. In the second set, a second joint was added to provide a coupling disturbance. with

a PD controller. . The magnitude of the disturbance was increased to the point in which
the effect-on trajectory following became noticeable. The third set of experiments once
again compared the performance of PD and accelera%uon feedback, however this time under
heavily coupled disturbed conditions. The final set of Expenments showed the effect of
sampling interval on the digital implementation of the acceleration feedback algorith'm. All
of these experiments were conducted using a very simplified model of the dynamics, and are
not intended as a comprehensi\;e simulation of the manipulator The simulation is of a two
link manipulator designed to roughly resernble joint 2 and joint 3 of the PUMA 260 in size
and performance, and the experiments were carried out at a sampling interval of 14 msec.
The purpose of this simulation is to provide a framework with which to predict the results
of the comparative experiments found in chapter six. For a comprehensive simulation, the

reader may refer to [Studenny 87]. The units on the graphs are all in radians, for position,

- and seconds for time.
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& The simulation results presented in the preceding figures lead to the following

( predictions of performanc‘e. For the cage of a single joint, the performance of acceleration
feedback is expected to be similar to that of PD. PD may even bj,somewhat smoother, a; :
it requires only one differentiation. A heavy cross coupling disturbance is demonstrated to
have a severe degrading effect on trajectory foHowing. Whether these effects are severe in
practice on the PUMA 260 rémains to be seen. In the presence %f cross coupling effects,
acceleration feedback is shown to give a small performance improvement over PD. finally.
the sampling' rate is shown to have a degrading effect on system perférmance. aﬁd has
been shown to lead to instability or force a lowering of the maximum allowable controller

gains.
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Chapter 4 ) _Experimental Environment
\\
r

This chapter begins with 3 description of the hardware and software environ-

ments present at the start of this research The final section of this chapter describes the

-

{estbed. which 1s an addition to the environment This addition allows the testing and
1] t »
evaluation of position control algorithms on a manipulator. -

} ' \
4.1 Hardware Environment .

* . P ol

t- " The hardware environment f9/this research’ consists of a.Unimation PUMA
260 manipulator controlled by.a VAX—117750 cemputer through an LSl;11/03 computer.
Many of the components of the system have.been modified to allow real time control and
data acquisition from the manipulator by;use of the RCCL/RC1 software envfronment. This

research did not require system modifications beyond those already performed to run RCCL

4

and RC|.

»

4 . v ¢

»

4.1.1 The Puma é) Manipulator \3 °

’ t

» The heart of the research involves the manipulator. The PUMA 260 is a six
degree‘of freedom, 3-R, wrist partitioned. anthropomotphic. general purpose manipulator. °

The joint actuators are permanent magnet DC servo motors: Each joint is controlled by |
. ) <

4 4 . . ' .0 . o
a mitrocantroller, which is a microprocessor using optical encoder position feéﬁback. The

“
4 . -~
.
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$

‘e kinematic equations and solutions of the PUMA 260 used in this research may be found in
[Lhayd 84]. These solutions are based on the conventions established by Hartenberg and
, Denavit. which were briefly described in an earlier section. A diagram of the PUMA 260 is

shown in figure 4.1, and it's kinematic parameters are given in table 4.1.

2
oint + d, (mm)’ 0, (deq) e, (deq) a (mm)
\ 1 o ., 6y % 0
2 0 6, 0 203.20 .
3 126.24 0, -90 0
b 4 203.20 0, 90 0 .
5 0 O - -90 0 I
L‘ 6 0 0 0 o '
. o 1
. ' Table 4.1 Kr»emauc Parameters for the PUMA 260 [Lloyd 84) g
i g ~ i
4.1.2 Other Equipment
o . The .LSl-ll is the standard Unimation controller for the PUMA 260. Normally, 1t
¢ runs the VAL language. by which thesrobot is controlled. To allow the robot to be controlled

via a VAX minicomputer [Carayanis 83]. this software has been replaced with a monitor
a .
which passes infgsfnation from the robot to the VAX and back. The communication time
N g '
involved is ‘significant, measuring about 7 msec, and placessa restriction on the complexity
-~

, Cof fmplemént;ad cofitrol algonthms. The VAX-11 / 75(0 1s¢a multiuser minicomputer located
) ; b
on a large ethernet network. The systém loads both on the VAX running the control

software and on the network are important considerations in planning thé feasible tasks at

- . A Y

a given session.

dam

. 4.2 Software Environment

+

n i The vobot programming environment Used in this research is based on the C

I 4
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4 2 Software Environment

programming language, and runs under the UNIX operating system, The environment
consists of two layers: RCI. and RCCL. RCI (Robot Control, Interface) is the low level of
the environment, and the one most relevant for this research. RCl is a software facility for
creating real time roi)gt control procedures in the C language. RCCL is a layer built on
top of RC!l. which provides trajectory generation facilities and allows control of the robot
in Cartesian co’ordinates’.i All of the code written in the course of this research uses RCI

only, however RCCLH's briefly described below for completeness.

4.2.1 UNIX, NFS

The VAX-11/750 used in this research to run the robot control software was
rdnning UNIX 4.3 and NFS: which is a network file server. It was connected by an Ethernet
link to several VAX and SUN computers and was therefore sensitive to network traffic.
Communication between the VAX and the LSI-11 controlling the robot took aboutr7 msec,
leaving about 7 msec for control computations on the VAX end. In periods of km{g net-

work activity, all six joints could be controlled simultaneously. however the VAX became
.

easily overloaded in times of high network traffic, resulting in communication timeouts and ~_ _

restricting, the number of simultaneously moving joints,
/

422 RCCL, RCI

RCCL is a package of C subroutines which are used to control a manipulator in
Cartgsian coordinate;. The RCCL routines provide a user with a high level interface to the
robot, in relative isolation from the commands into which the high level routines ultimately
translate. Inverse and forward kinematics are automatically computed. allowing a high level
of task description and trajectory generation. RCCL also allows force control in addition
to position control.{] and RCCL primitives may be used as input blocks :o a higher le\[el of
trajectory planning. The isolation of the user from the control parameters is an advantage

at the task level, however renders RCCL unusable for position control algorithm research.

— Y
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4.3 The Testbed

For this purpose. RCI, the lower level of commands through which RCCL communicates to

the robot, must be used. »

-3

RCH is a development environment for real time robot control software [Lloyd
85] Application programs are written as conventional C programs. The main, or planning
part of the program is used for user interaction and calls two control routines, also written
in C. The planning level and control level communicate by two shared data structures One,
called chg, 1s used to traﬁsmit commands to the manipulator. and the other, called fow. s
used to collect information about the manipulator The control task produces commands .
which are transmitted directly to the manipulator. by writing appropriate information nto
the chg structure. A joint may be controlled in one of two modes. setting a joint position,
or setting a joint current. The former is widely used in applications which involve trajec-
tory generation. The control routines calculate the trajectory. and send position commands
through the chg structure The position control and servoing take place at the joint con-
trollers using the Unimation controllers Current mode is useful in applications involving
control research A control algorithm is impler;ented directly in the control routines of
RCl. and current setpoints are transmitted to the joint motors. The result 1s that the
joint controllers merely pass the current information to the manipulator, and the entire
control routine 1s implemented on the host computer In this research, the manipulator is
controlled by current mode, and all of the control takes place on the VAX. The Unimation
robot controller 1s still used to perform some error checking on the commands sent out to
the PUMA and on the data returned through the how structure. Details concerning the

information contained in the how and chg structures, as well as on the organization and

function of the RCl system may be found in [Lloyd 85]. .

&

4.3 The Tes’tlbed ‘

i

The genenal approach of the testbed is similar to that found in [Valvanis 85].

The design of the testbed must provide the following functionality:

- A
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The host computer must be powerful enough to execute the control functions in real
time.

4.3 The Testbed

©

The control loop is closed right at the host computer. allowing great flexibility in
choosing the control scheme,

The system parameters and gains must be adjustable on line.
L

Analysis routines must be provided to facilitate meaningful interpretation of the data.

S

The features gf the system are detailed below In general, the testbed developed
as partof this research differs from the one mentioned above in that 4here is no attempt
made to solve system dynamics. While this rules out computed torque based control algo-
rithms, it allows the control routines to run at a much faster rate than could be achieved
using the other system. Since sampling time is related to bandwidth and gain limitations,
a useful testbed must run quickly enough to allow testing under meaningful conditions
Thus, if the testbed allows testing under very mited conditions, the conclusions of the
tests may not be meaningful in application to faster motion. Almost any controller will
provide adequate_positlon control for low bandwidth tests Compensation for dynamics can
easily be added to the testbed. however it is expected that the addition of such calculations
will have an ‘effect on the mimmum sampling interval It 1s further worth noting that this
controller testbed is not intended to perform Cartesian control All control 1s performed in
Joint space. as this s the level at which position control ultimately takes place. and adding
code to resolve Cartesian coordinates into joint coordinates would only consume compu-
tational time without any real relevant contribution to the study of the control algorithms’

being tested

-
/

4.3.1 Features

The testbed consists of two programs. ane of which-contains the controllers and

. . . "o .
robot interface, and the other of which contains the available test routines and parameter
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settings. Manipulator control and data acquisition is performed by the control level routine,
which s invisible to the user. a’nd the user interface is conducted at the planning level. The
programs are linked together via the RCl system, and the whole ensemble is started up
using a command at the VAX terminal. Upon startup, the éystem presents the user with a

prompt which allows access to a key tree matcher for entering commands and parameters.

.On line help is available by typing “7” at the prompt.

€
»

All six joints may be run simultaneously, however as the numb;ar of joints in-
creases, so does the likelthood of communication timeouts. The system moves the joints
only in joint space, as Cartesian trajectory generation would take too long to compute and
1s outside the scope and purpose of this work. The initial state of the system lets the user
control joint 6 only, and all of the other joints are locked. Joints may be unlocked using the
set unlock (jointnumber) command, and Jocked using the set lock (jointnumber) command
A locked joint is frozen in place, and locking joints which are not in use is good practice

~
both for safety reasons and to save computation time.

Since dealing with six joints at once may be overwhelming to the user, it was
decided that parameters may be set and data displayed for only one joint at a time. The
choice of joint is determined by the set joint (jozntnumber) command. Once a joint is
selected, control parameters and other system data mayd be determined for that joint alone
, It 1s also used to select which joint is to be displayed when using the data dump, data file.

show parameters, and show equation commands The system defaults, as before. to joint

6.

f

As tes‘ts are run, the system keeps track of data such as demand. response.
error. filtered error, velocity, acceleration.gvd current, in a set of data arrays. The size
of%hese arrays may be changed using the data default array size (size) command. Upon
startup, this value is set to 1024, which i1s the maximum allowed. This maximum was
chosen for two reasons- first, the likelihood of a timeout occurring during a test increases
with the length of time the test is run. Second. running many of the test for longer periods

of time would cause the joint to travel beyond its limit stops. Running at a sampling
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interval of 14 msec, this allows a maximum testing time of 14.3 seconds. which has shown

to be adequate.

Generally it is best to work at the smallest sampling interval possible, and the
system defaults to the mimmum of 14 msec (Sometimes, due to system loading, it may
be necessary to sample at a slower rate, and the set sgmpling interval (time in msec) may
be used Allowable sampling intervals are 7, 14, 28, and 56 msec. however an interval of 7
msec generate‘; a timeout almost immediately It 1s also worth noting that as the sampling

time increases. control gains must be reduced to maintain stability

\

The purpose of this testbed is to test controllers, and at present two controllers -
PD and acceleration feedback - are available. The system defaults to PD, and the controller
may be changed using the set controller {(controller) command. It should be noted that only
the controller for the curfently selected joint is affected by this command. The command set
controller idle may be used to shut off control completely. This is of use in viewing desired
trajectories before using them as input to the manipulator Note that the PD controller by
itself does not activate integration. The integral part of the controller 1s configured as a
separate plece of code which may be activated in conjunction with either thePt controller
or with acceleration feedback.

1) R
Additionally, since integral control is not of interest during trajectory following.

the integrators can be set to turn on only within a limited band of error about the desired
position. This band may be adjusted using the set approach zone (min/max) (value)

command.

Parameters for the controllers may be set using the set tuning parameter (pa-
rameter) (value) command. This is performed for the currently selected joint only. Upon
initialization, the controllers come up with parameters which are stable, however do not nec-

essarily give optimal performance. They can then be modified on a per-parameter per-joint

»

basis.
7 P

To facilitate running the system under various configurations, save parameters

“—
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and /oad parameters functions have been implemented. Thus. a given configuration may
be stored on disk and recovered at will. A filename is requested from the user, and these
parameter files are automatically named filename.sav. Note that this procedure saves tHe
configuration of the entire system, including the currently selected joint. Thus, loading a
configuration suitable for testing a certain set of joints leads to a convenient point at which
the joint is ready for testing As a safety procedure the demanded position on all of the
joints is set to the current position. thereby zeroing the error when a new configuration is

loaded. This 1s done to prevent large system reactions due to new parameters acting on a

leftover error.

Finally, a low pass filter may be set to filter the error. The way it is set up,
the filter accepts cutoff frequencies of 0-100 Hertz. and if a higher ‘number is input. the
filter shuts off The filter has been seen to cause instability, and most of the time it Is
recommended to operate without it. The problem lies in the fact that to satisfy the Nyquist
rate imposed by the sampling interval, the boié of the low pass filter must be set so low
that it starts to interact with the poles and zeros of the controller. The code has been left

in, however, in anticipation of future hardware improvements which will allow operation of

the system at a higher sampling frequency.

There are a variety of tests which may be performed to evaluate the performance
of the joints These include servo, step, ramp, sine, snake, square, and accelerate. All have
the same form. test (testname) (jointnumber). They then prompt the user for various
parameters such as amplitude and frequency. A snake test is a combination of a ramp
and a sine wave. which was given a special name for ease of input Accelerate places a
value directly on the the DAC output to the joint. which remains as a current setpoint
for the jont for the duration of the test. Note that in the absence of friction. this is
expected to produce a constant acgelerat:on. Due to the effects of friction, however, this
instead produces an acceleration to a constant terminal velocity. No tests actually begin
operation during configuration. This was dene to allow the user to configure different tests

simultaneously on each joint. If a controller of a joint is set to idle or a joint is /ocked,
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4.3  The Testbed

configuring a test for it will have no effect, and it will not move. Having configured all of
the desired tests for the various joints. the user the types test goto actually runs the tests.
This command causesall the joints which have been configured to run. to start moving
’si/multaneously. The tests continue to run for the duration specified by the default dfta

array size, as previously descnibed.

While tests are run, data is collected inte.a number of arrays To view the
data, one can use the data dump (sa}nples} command, which dumps a specified number
of samples onto the screen. To save the data in a file, type data file. and the system will
prompt fc;r a filename The file is automatically named filename log. Together with the
data. the relevant parameters defining the system are stored a'Iongside it in a file called
filename.prm. It is worth noting that all data display and.storage operations are conducted
with respect to the currently set joint. A data cleanfunction has also been provided to clear
the arrays, but this has not been shown to be of great use during operation. The decision
to make data storage and display operate on a one joint basis was made to avoid storing
data for joints which are not relevant for the current tests, and also to avoid overwhelming
the user with an untenable quantity of data. In the current system. the user can choose

which joints are relevant, and to store data for those joints alone.

°

Error trapping has been left to the RCl system, however an error handler has
been implemented to allow the testbed to recover from an error. There are several types

bf error that may be trapped by RCl. The include the following:
Time out
Maximum Velocity Exceeded
Maximum Current Exceeded
Makimum Requested Current Exceeded »

Joint Position Out of Range
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. 43 The Testbed

Several other types of errors exist ‘and are trapped by RCl, however the above
are the most freql;ently occurring during operé)tion of the testbed. The error handler of the
testbed receives the trapped error from RCI, displays an appropriate message on the screen,
and returns control to the testbed. For safety, the error handler shuts off the controllers by
setting them to /dle. and sets the desired /)osition to the current position. thereby §ett|ng
the error to zero. Power is not shut off automatically, though this feature could be easily
added if seen to be necessary ‘ ’

. \

Several errors can not be ?rapped by RChL Examples of such errors include a
joint being out of control and about to hit something, or a joint not currently éxceeding
limits, but traveling at a /\ieloaty high enough to break its limit stops. The present solution
to these problems i1s to exercise care and judicious use of the arm power off button A
solution to the first problem is to calculate the forward kinematics for the manipulator at
all times and to set limits on its work space, however this is no!t practical both due to
the larée amounts of calculation involved and due to the fact that the énvironment may
change without notice A solution to the second problem would involve shutting the power
off automatically within a certain distance from the imit stops. This has the disadvantage
in that tcﬁ)e effective, such a strategy would seriously reduce the available workspace, and
has therefore not been done. Unlike the solution to the previous problem, however, this
solution i1s both tenable and practical. and may easily be added to the system. Regardless
of any safety features. use of a system which may knowingly send manipulator joints out of
control must be undertaken with care, and one should be ready to shut power off manually '

in case of the unexpected

A

To avoid having to reconfigure or exit the program each time an error or panic
occurs, a poweron command has been implemented. This command may also be used as
a reset function, in that it first sets all of the errors to zero. and only then turns power on
it has been found to be of great use in eliminating residual errors from previous testing.

Finally, the exit command is used to terminate the program.
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43.2 Analysis Routines Vs

, .
The testbed provides a means of obtaining and storing data from the manipula-

or. To allow the user of the system to analyze and understand this data, several analysis

routines have been provided, and will be listed below: .

r

., For s‘ystem'identification. a parameter estimation routine usrhg least squares
approximation has been configured. This routine takes as input parameters a‘file’name from
which to obtain the data a number representing the length of the array, an initial estrmate
vector, and a Kalman gain matnix. _The output of thns program is a set of parameters from

which the system gains may be mferred.

]

For frequency response, two routines are provided: the first one is a fast Fourier

transform* (FFT) routine. which takes as’input a file name and a number for the length

" of the array. and returns the gain at the frequency in which the test was conducted. The

second routine provides a means for easily detecting zero crossings of the input and output

sinusoids visually Using this data, it is possible to derive phase information for the system.

Finally, for analysis of response. a reutine is provided to calculate maximum,

minimum, average, and standard deviation of the joint tracking error for a given trajectory.

For graphical analysis. a program was written to yse the graphics plots of rhe
ACSL simulation package. The plotting routines provided in ACSL allowyconsiderable‘
flexibility and were deemed suitable for the graphing need of this research. A small front-
end routine is provided to allow ACSL to accept PUMA data as generated by the testbed

data file command, and no modifications were made to the ACSL package itself.
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Chapter 5 - ’ Controller Experiments
i -
1

! ’
Several issues are discussed in this chapter. First. the experiments on system
identification are presented. This is followed by sections describing the coding and tuning

of the control algonthms. Finally. the actual controller expenments are presented in great

detail. and an analysis follows. o’

5.1 System ldentification

~
*

The identification of the system parameters is helpful in that it allows easier
tuning and more meaningful analysis of the experimental results. Due to the nonlinear

and time varying nature of this system, the problem of system identification is a difficult

one. The gain of the system varies with time in a nonlinear fashion, as do all of the other”

parameters associated with its motion. In particular, friction poses the greatest challenge to
system identification Both static and dynamic friction have been seen to Vary enormously
with time. position, velocity, and other factors which are hard to identify. For example,
values\of‘statlc fricti‘on have been shown to more, than double withmﬁtén minutes. This
greatly complicates the problem, as friction not only varies wildly, but is for many types of
motior; the dominant factor in the ciynamics of the manipulator system. This is partiéularly

* true in this model of PUMA manipulator. which is small and therefore has relatively low

~
t

gravitational and inertial contributions.

I3
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5.1 System Identification

5.1.1 Noiation

All of the work done in this research was performed in terms of the simplest units
obtainable from the system, for ease of programming and interaction with the manipulator.
A pres:antation of t'he units employed in the experiments is therefore included at this point,
and a conversion from these units to the Sl system is provided as well. All subsequent
discussion will be conducted in terms of the natural units of the manipulator system. and

further conversion of specific parameters is left up to the reader

The most natural units in which to work are in terms of the hardware compo-
nents available. The jont encoders deliver a number in the thousands which is referred
to as an encoder count, or occasionally a basic length unit (BLU) [Koren 85]. Current 1s
delivered to the joint motor by placing a-value on the digital to analog converter (DAC) and
is read in using an analog to digital converter (ADC). These devices have units associated
with their values which will be regerred to as DAC units and ADC units, respectively. Thus,

the forward loop gain of the system is expressed in terms of DAC units per encoder count

squared. and the control gains are in similar umits as well

~ Given the gear ratio. a conversion from ADC units to motor torque (in Nm). a
aconversion from ADC units to DAC units, and a conversion from encoder counts to radians.
it is possible to express the system gains in Sl units. The values of these constants were
obtained experimentally by Lloyd [Lloyd 85]. For instance, the conversion of the high gamn
feedback K, from DAC unit per second sjuared to Newton meter per second squared

proceeds as follows.

Nm ADCtoMTOR ncoderCounts DACunits
) = Gear ratio x X - x Ky(———5—

K
ul sec? ADCtoDAC Radians

S€C2

(5.1)

v I}
i

and the results are tabulated below.

5.1.2 Preliminary Tests

i
’

The preliminary tests which were run to determine the system gain were based
)
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51 System ldentification

Joint Ku(IZ:Cq | Gear Raiio AfCtoCA"IZ;OR Encod:rg;)lunts Ku(;lye_cr_zzn_)
1 1 467( 2.0316 x 10~* 7435 70

2 1 69.9 2.0861 x 104 11136 162

3 1 429 2.1689 x 10~4 6841 64

Table 5.1 Conversion of Ky to SI Umts

on a very simplified model of an actuator powered by a current amplifier, as shown in figure

51:

s2

Figure 5.1 Actuator Driven by a Current Amplifier .

The test was based on the assumption that given a fixed input current 1, we
should get a fixed steady state acceleration a proportional to @ by the system gain Kn,
A number of experiments were carried out to verify this assumption, yielding values for
acceleration that were neither steady state nor constant. The experiments were conducted
by placing a constant current as inpyt. in the form of a value on the digital to analog
converter (DAC) of the joint. A range of current values was tested, going from a value

barely enough to move the joint to a value roughly twice in magnitude. A typical result is

presented in figure 5.2

These experiments wq;;e carried out on joint 6 of the PUMA, and show that
the simplified sy;stem model can not adequately describe the system. Specifically, viscous
friction must be introduced into the model, accounting for the fact that a constant current
produced a constant veloCity, as opposed to a constant acceleration. The system model
shown in figure 5.1‘ above was therefore replaced by the one in figure 5.3.

. 68




N Y S B S - - i e A
. . oy
.
-
v
B

fe ; 51 System Identification

-
sgo

480

aoo VEL  gpp

<

s2+ K¢s

-

Figure 5.3 Actuator Driven by a Current Amplifier with Viscous Friction _
The new model contains two unknowns. R and K ;. By applying proportional
control to this system in a closed feedback loop and stimulating the system with-a‘step

input. these constants can he determined. The closed loop system has the transfer function

LA KpHm (5.2)
0d 82+KfS+Kme .

This is a second order system. whose damping and characteristic frequency can be deter-
mined from the responsé of the system to a step nput Given that the system is under-
damped with proportior;al control alone, a step response should yield values for maximum
overshoot Y., and time to maximum overshoot T,,,z. The damping ¢ and characteristic

frequency w, are then denved from this data:

S (Y mae))?
(In|Ymaz])? + 72

(5.3)
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B ’ (5.4)

Tma:z\/l“'§2

The constants K,, and K f mMay now be determined as
2

— Yn_
K= (5.5)

Experiments were carried out to verify this model. and the following results were observed:
The time to reach maximum overshoot was very stable. and varied inversely with K. The
value 'of w?. which depends heavily on Ty,,; was also relatively stable. The damping and
by necessity the frictional gain varied erratically. however, as the value of friction changed
with the position of the joint, temperature, and time. K, was determined to have a ;ralue
of about 1000, in DAC units. butywas subject to considerable variation. No usable value
could bt determined for K. as it varied from 1 to 419.
N .
5.1.3 Frequency Response
¢ ) )

Since 'acceleration feedback 1s essentially a frequency based technique, it was
Qeemed important to oi)taln at least some data concerning the frequency response of this
system Gain and phase plots for joint 6 and jont 3 were obtained using closed loop
proportional control with umity feedback. The input to the manipulator was a senes of
smusc;td ranging fn frequency from 0 05 Hertz to 6 Hertz The amplitudes of the sinusoids
were varied from 200 to 1000 encoder counts, and multiple measurements were taken In
figure 5.4 the gamn results are displayed as dark squares. Double squares indicate identical
measurements. and hollow squares indicate that the amplitude of the input sine wave was

too small for the joint to overcome friction

A fast Fourier transform (FFT) algorithm was then applied to the data to extract
gain information The results verify the validity of the second order model proposed earlier
to describe the system. The expected response for this underdamped system is a constant

gan. rising to a resonant peak at the break frequency, and then dropping at a rate of 40

70
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@ DB per decade. In the figure that follows. ti data from the experiments on joint 3 and
joint 6 is presented. Superimposed on the data 1s a line of -40 DB per decade. and the

data is seen to cluster about that line, venfying the model

10 5 !
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Figure 5.4 Gajn Plot of Joint 3 (left) and Joint 6 (right)

An algorthm using the zero crossings of the system input and response to
variods frequency sine. waves was then used to obtain phase information. The dramatic
incredse in phase,lag with frequency is helpful in explaining the tendency of the system to
go unstable at higher frequencies It is also worth noting that joint 3 is more susceptible
to this effect than joint 6 This is attrﬁibuted to the higher friction on joint 6 whose h@her

damping reduced the phase lag.

5.1.4 Recursive Least Squares

\

The final effort in system identification was undertaken using parameter esti-
. mation by recursive least squares. The procedure used was based on an algorithm found in

% ) [Clark 81]. The discrete model of a closed loop system consisting of proportional controller,

a zero order hold, and a plant including an actuator pcwered by a current amplifier and
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°
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~Figure 5.5 Phase Plot of Jont 3 (left)"and Jont 6 (right)
accounting for viscous friction. has the following transfer function:
ylk) _ N{(z)
- o 57)
wlk) K2z 1)z ")+ N(2)
where
N(z) = Kol Em(K T = t+ e 5Tz 4 (1 - 5T - kT 81T)) (59)
. This may be rewritten as
y(k
ylk) _ ;102 +9 (59)
“ u(k) bpzt + b1z + by
where ,
do = KpKm(J,T =1+ KT (5.10)
ay = KpKm(1 = X1 = g re K17 (5.11)
b = K ;2 B (5.12)
] by = ap — bole 7T +1) (5.13)
and
- by = ay + boe ST (5.14)

+ If we further manipulate the.equation by dividing through by by and rearranging terms, we

arrive at the equation

Y]

Yn = —QYp_q = byn_3 + cuy_1 + du,_

(515
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wheré
o= b
' bo bo
ap a1
= — d—= —
‘ bo bo

This is a polynomial suitable for estimation by the technique proposed in [Clark 81]. The
procedﬁre was coded up and tested on simulated data Convergence was very fast for
the simulated plant. arnving at values within one percent of the desired parameters within
twenty iterations The techmique was then applied to two joints of the PUMA 260 with the
following results Convergence of this procedure for actual PUMA data was precarious and
slow. During several runs, even after setthing on certain values. the parameters would jump
in magnitude or sign, before converging again Typically.gafter such a jump, the parameters
would converge to the same values as before the jump. During a few of the runs, however,
the values diverged or cycled instead of settling. Tests were performed on joint 3 and joint
6. using a variety of initial estimate vectors and Kalman gain matrices. The values obtained

were as follow For joint 3:

a = 0.095 b= 002 -
¢ = 0.950 d= —1.83
For joint 6:
a = 0075 b = 0.050 :
c=0.030 d= —1.10

These figures led to the following values of K, and K ; for the two joints. For joint 3:
'

Km == 25.2
‘ —_
And for joint 6:
K, =3250 .
° o K;=-816



5 2 Coding the Control Schemes

Generally. the parameters fQr joint 3 converged more easily and reliably than those of joint
6. This is attributed to the fact that friction is much greater on joint 6 than on joint 3.
. Since friction has been shown to vary unpredictably, it' is expected to give the most trouble
in estimation The algonthm assumed a disturbance an unknown error term with a zero
mean distribution. which is not necessarily the case for this system. Thus, the estimation
of the system parameters of the PUMA 260 manipulator i% reliable manner probably

requires an algorithm of greater complexity than the one presented here.

5.2 'Coding the Control Schemes

In the discussion that follows, the following notation will be used throughout.

0 represents the joint’s position, and @, represents the desired joint position. Calculated

quantities are as follows:

error = 03— 48 (5.16)
-~
' velocity error = 6o (5.17)
acceleration error = Evelocity error (5.18)
52.1 PD,
The PD controller is modeled as shown in figure 5.6
?
- | ed*— € | Kp*’KdS DAC plant e
| .
[ o
] v
|
p li . ,
\ 1 =

Figure 5.6 Closed loop system of plant and PD controller ,
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52 Coding the Control Schemes

and is described by the equation
DACvalue = error x Ky + (velocity error) x Ky (5.19)

The complication in this type of controller is in way that velocity error is derived. |deally,
this error should be measured by a tachometer, and should therefore be as easily available |
as position error One of the goals of this research, however, is to demonstrate that velocity
and acceleration errors derived from position data provide a clean enough signal to allow
stable and accurate control without use of tachometers and accelerometers Two methods
of obtaining velocity errors were investigated. one was by using the backward triangular

rule [Franklin 81].

z—1
= 5.20
= (520)
which is essentially a first order differentiator, and gives a velocity error of
- -1
velocity error = errorin] - errorfn ~ 1] (5.21)

T;

The second method which was investigated and ultimately incorporated into the testbed

involved using a second order differentiator [Conte 80]

34271472
Dy(z) = o7, (5.22)

¢-

This yielded a velocity error of

3 % error[n] — 4 x error[n — 1] + error[n — 2]
) 27T,

(5.23)

veloaty error =

The second order differentiator is more accurate and less subject to noise than the first
order differentiator using the backward triangular rule It is therefore the one recommended
by Studenny [Studenr:y 87] The one drawback this differentiator has is that upon startup
it takes one sampling interval longer than the first order differentiator to properly initialize.
This leads to a jerk in motion at the beginning of a trajectory, however this has not been
seen to cause great problems sin’ce the velocity error smooths out two sampling intervals

later.
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5.2.2 Acceleration Feedback - .
|

The acceleration feedback controller is more involved, as it includes three errors,
o . . 3 4 .
namely position, velocity. and acceleration, and three gain parameters. The system appears

as shown in figure 5.7.

6 e DAC )
d ‘ Ku(Ao+Als+52) plant

+

Figure 5.7 Closed loop system of plant and acceleration feedback controller

The controller is described by the equation
DACvalue = Ky« (error x Ag + (velocity error) «+ Ay + (acceleration error)) (5.24)

The velocity error was obtained using the second order differentiator, as in the case of the
L

PD controller. Acceleration error was also obtained using a second order differentiator,

which looked like

1-2z"1 4272
Dy(z) = 5.25
2( ) Tsz ( )
This yielded an acceleration error of
-2 - )
scceleration error — error[n] - 2 errorj[ja2 1] + error[n — 2] (5.26)

o

The use of identical differentiators for both controllers is necessary to-ensure a valid com-

panson The differentiator used for acceleration causes a powerful jerk upon gtertup, but

like the velocity calculation settles down after two sampling intervals. It is impogtant to
note that whll)e this jerk does not have any bearing on the evaluation of th¢ controllers
once in a smooth trajectory, the maximum current demand caused by the uq@ itialized dif-
ferentiators sets limits on the magnitude ofstep the system can react to /mt/hout exceeding

current or velocity limits. ——— /
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5.2 Coding the Control Schemes

Integral control is implemented separately from the other controllers. and may

be used in conjunction with either acceleration or PD. The integrator is considered as a

system by itself, and was evaluated as s{uch. The open loop block diagram of the integral

controller appears in figure 58.

n on

KIOn

Figure 5.8 Integral Controller .

Using -Tustin’s rule on the integrator alone, not including the gain. we get

1 Tet+z7!
Thus '

. Ts
integrator output[n] = integrator outputfn — 1] + —zl(error[n] + error|n — 1]} (5 28)

This integrator output i1s then multipled by the integrator gain K, and the result is a

DACvalue which 1s added to the previously computed DACvalue resulting either from the

PD or acceleration feedback controllers Generally, an integrator in intended to function n

point positioning by correcting steady state position error Thus, in this implementation,

the integrator was designed so as only to operate if the position error 1s within a specified

band on either side of the desired position This band need not be symmetric. and may

be adjusted on hine as described in an earlier section. Outside this band. all of the code

* pertaining to the integral controller is simply bypassed.

5.2.4 Other Controller Issues

ﬂ In implementation, it was noticed that initial current demands due to the action

of the uninitialized differentiators frequently exceed the current limits imposed by the RCl
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system. To avoid system shutdown and the termination of a test due to such spurious
spikizs in demand current, code was included to clamp the current demand at the maximum
allowed by RCI. Though this procedure 4nvalidates the data for samples of which clamping
- takes place, it should be noted that this typically occurs only during the first two sampling
intervals, in which the differentiators are not initialized and the results are of questionable
value anyway. This feature also proved to be of great value from a safety standpoint, as 1t

{prevents the manipulator from shutting off and skidding out of control at high velocities

The acceleration test mentioned in an earlier section functions by replacing the
DA{ value calculated by the controllers with the value specified by the user when the test is
configured All of the calculations continue as before, and the replacement of the DACvalue

1s performed lmmedlétely before output to the joint.

Likewise, setting a controller to idle does not shut down the calculations per-
formed by the controllers The calculations continue as before, however the calculated value
Is never sent to the joint This allows the user to place a joint’s controller in idle mode.

examine the DACvalues computed by the controllers, and decide upon further action based

I3

on that data

~x

As recommended in [Studciiny 87]. a low pass filter was implemented to elim-
inate high frequency uncertainties f19h1 being multiplied by the high gain‘feedback K, of
the acceleration feedback controller |n this implementation. the low pass filter was coded
to act on the position error Velocnéy and acceleration errors wefe then calculated from
the filtered error Since numerical differentiators are inherently unstable and susceptible to

noise, this was deemed useful in reducing the noise content of their input signal as well. A

first order low pass filter

1
o +1

C(s) = (5.29)

was used for this purpose. Using Tustin's rule. this low pass filter was transformed into

its digital equivalent

C(2) = — Twe + Towez™ (5.30)
(2 + Towe) + (Tewe = 2)5-1 '

N
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yielding code of the following form:

"Ts(A)c 2 - Tszb'

7 Tswc( “error|n — 1] + raw error[n] + raw error[n —1]) (5.31)

error[n] = o
sW¢,

Two problems may be noted with this filter. First of all. there is an unavoidable phase lag
of one sampling interval using this fiter. This is in addition to the unavoidable phase lag
of at least one sampling nterval caused by the nature of digital control Second. due to the
Iimitations of Nyquist rate, the pole of the low pass filter could not be placed fakenough
out as to not interfere with the poles and zeros of the controllers. Both of these factors
led to instability for certain types of motion. Thu§, a mechanism to bypass the filter had

to be implemented. as described in an earlier section.

Bree

5.3 Tuning the Control Schemes

A system for interactively synthesizing control schemes for manipulators was
proposed by [Vukobratovi¢ 82] Though their system is comprehensive, it was not deemed
useful for our purposes for a number of reasons First, the system relled on at least nominal
knowledge of the dynamic parameters of the manipulator For the most part, the controller
specified by this type of system grows out of the assumption that the dynamics can be
known accurately before synthesizing the control. For our purposes. neither the PD nor the
acceleration feedback schemes were designed assuming any knowledge of the plant. The
only assumption made was that of a second order model Second. the scheme proposed
in this paper was very elaborate. and required excessive computatlo‘n. We must therefﬁre

tune the control schemes using a different method.

531 PD 5

Preliminary tuning of the PD controllers was performed by experiment using a
’
step input and measuring the rise time and overshoot at various settings of proportional

"
and derivative gains Contrary to expectation, for a fixed proportional gain, damping did
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not increase to infinity with derivative gain. but instead reached an optimum value and then

retreated. Looking at the equation for the simplest model of the closed loop system in

continuous time, we have

T 2+ K Kms + KpKom

The zero in the transfer function starts contributing at lower frequencies as derivative gain

(5.32) -

-

1s increased, a fact which sets an upper imit on the derivative gain. An optimal setting was
found to )have a proportional gain of K, = 1 and a'denvative gain of K ;= 2. These values
still gave an underdamped system, however with minimum overshoot and nearly critical
risetime. The only way to obtain an overdamped system would have been to decrease the
proportional gain, however this gain must be high enough to create demand currents high
enough to overcome friction The settings mentioned above have the combined qualities of
being small enough not to demand velocities. currents and accelerations beyond the capacity
of the PUMA, while being high enough to sigmificantly overcome friction. In practice, the

range between these two extremes on the manipulator used in this work was fairly limited.

Several tuming methods for PD algorithms may be found in the process con-
trol iterature [Douglas 72], [Smith 85] Most popular among them is the Ziegler-Nichols
method This method, like many methods of system tuning, consists of two steps determi-
nation of the dynamic charactenstics of the plant, and estimation of the tuning parameters
The beauty of this method is in the simplicity of both these parts The only system param-
eters which must be determined are the u/timate gain and tbe ultimate period The ultimate
gamn 1s defined as the gain K ; at which the system starts behaving as an oscillator. with
proportional control only. The ultimate period i1s the period T, of the oscillation at this

gain. Once these parameters,have been determ{ned. the tuning constants are defined as

follows:
_ Kul ’
K, = 17 (5.33)
. K,T ’
Ky= ._'é_ué (5.34)

Another method for control parameter tuning is called the Reaction Curve method. and is

based on the system'’s response to a step input. From this response, the system gain K,

1
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dead timg tg. and time constant 7 may be determined. The gains for a PD controller are

then calculated as: '
1

= 27T Z _ '
Kp—.th(1-25+6T) . ‘(5.35)
Ky = Kty oo e (5.36)
d = Dplg— 33~ .
22+ %) »
The Ziegler-Nichols method was used to determine the PD tuning parameters of the PUMA
260, with the following results. For joint 6: <o
K,=14

Ty = 0.154sec

4

Therefore,

14
kd _ 0.82 *20.1?4 - 0.063

For joint 3: o . &

K, =16

Ty = 0.19sec

Therefore, )
' . 1.6
: K,=— =094
P77
K = 0.94 k20.196 — 0.092

Clearly, the damping pre§cribed by the Zlegler—Nichols' methoii:s far smaller than the ideal
damping obtained experimentally, as the method s designed to result in a system with a 50
percent overshoot. In the experiments conducted later in this chapter, the experimentally
obtained damping constant is used. as the one obtained by Ziegler-Nichols gives too giéat
an overshoot and places the system too close to its stability boundary. The proportional
gain obtained by Ziegler-Nichols is, however, closely related to that obtained by experiment.

13
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5.3.2 Acceleration Feedback

Preliminary tuning of the acceleration feedback was based' on the structure of
the acceleration feedback control law and on the results of the tuning experiments of the
PD controller The three control gains of the acceleration feedback controller K., Ag.
and Aq. may be divided into two groups The high gain feedback Ky 1s used primarily
for lineanization and decoupling Used to render the system more robust to the effects of
inertial disturbances, it is not involved in determining system tuming parameters. The other
two gains. Ag and A4, determine system performance in much the same fashion as K, and
K in the PD case A fair companison of the performance of the two control laws could
therefore be obtained by tuning Ay and Aq to the settings of K, ar}d K ; respectively as
determined for the PD controller Ky 1s then set' to a value large enough to be significant
with respect to the me:rtial disturbances. a value which has been determined to be about

one order of magnitude higher Setting the gain K, =1 in our case can be shown to

achieve this type of ratio

5.4 Controller Experiments
S

The goals of the controller experiments are to demonstrate the effects of the
nonlinear terms in the ,dynam|cs equations on the trajectory following characteristics of
the manipulator and to compare the performance of the PD and acceleration feedback
controllers in the absence and presence of these effects In the literature. one can find varied
assertions concer;ung the effects of the nonlinear terms i the dynamics. If these effects
are not sjgniﬁcant. the control of manipulator joint position reduces to a linear problem,
one for which many solutions perform adequately If the effects are significaat. the problem
is indeed highly nonlinear, and it is worthwhile spending great effort in finding improved
controllers Some of the experiments n this section are aimed at assessiérlg the magnitude
of these effects. Once this has been done, experiments comparing the performance of the

PD and acceleration feedback controllers may proceed. In theory, the performance of these

4
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54 Controller Experiments
controllers should be similar under conditions of low nonlinear effects but should differ
in the presence of high noniinear disturbances. Since acceleration feedback is claimed in
theory [Studenny 87] to linearize the problem and make it robust to nonlinear effects, it is
expected that under conditions of high disturbance, acceleration feed ack will outperform

PD in terms of tracking error and overshoot

The first set of expenments consists of five parts The first part 1s meant to
look at the various terms in the dynamic equation, and demonstrate the eftects of the
disturbances on an mdw;duafl basis In each case, the tests are run on a single jomnt n
two configurations. one in which nonlinear effects are expected to be small. and the other
in which they are expected to be significant Joint 1 is used to demonstrate the effects
of inertia, joint 3 1s used to demonstrate the effects of gravity, joint 2 the effects of both
gravity and nertia, and joint 6 the effect of friction The test on joint 6 was run in only
one configuration since there 1s no configuration in which friction 1s expected to reduce
significantly. PD control was used throughout this part. as it was not the controller that
was being examined Step and sine inputs were used throughout all five sections of this

set of experiments, as they were expected to give and indication of error, overshoot, and

response time © -

The second and third parts of this set of experiment are used to compare

- the performance of PD and acceleration feedback for single joint operation. The second

section compares their performance for configurations in which inertial. gravitational. and
frictional forces are expected to be small, and the third section compares their performance

in configurations under which these effects are expected to be significant.

The fourth section extends the analysis of the first section to the multipie joint
case. In this section the effects on one joint's motion on the position control of another
joint are examined. As before, a variety of configurations are tested, and only PD control

k]

is used

The fifth and final section of this set of experiments compares’ the performance
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‘ of the PD and agceleration feedback controllers in the presence of nonlinear effects due both

LY B {
to the dynamics of the joint being tested and the motion of other joints of the manipulator.
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The next set of experirr;enﬂts examined the performance of acceleration feedback
and PD usi;wg different gains and undel__gi[fferent types of disturbances. The purpos;a of
this section was to provide a complete in\;estigation of the relative performance of the two
schemes in a large range of their 6peration. and to ensure th;t both schemes were béing

tested at the same level of optimality of tuning parameters

[ il

"~ The flﬁst experiment in this set dealt with varying the tuning gains. It is expécted
that the damping charactenistics of t‘he system under acceleration feedback coptrol will not
vary with the high gain feedback K, but only with the tuning gains Ag and Ap. It 1s
therefore also expected that acceleration feedback with a given set of tuning parameters
will give the-same damping characteristics and perfbrmancF as PD with the same gains.
however the hi'gh gain feedback K, should allov(: us to expect a smaller following error
This experiment compared the performance of the t,wf) schemes in the following manner
First. PD was tested with two sets of gains, a factor of four greater than each other. Then
acceleration feedback was tested without varying the tuning gains, however letting the high
gain feedback Ky vary by a factor of fodr. It was expected to see different performance for

these conditions, due to the hypothesis mentioned above

The next experiment also dealt with variation in gain, but now under conditions
of large disturbances Also in this section, the response of a joint moving at high freduency
with different tuning gains was evaluated as well. Finally. a joint moving at high frequency

while disturbed by a large cross coupling motion of another joint was also examined

+ The third experiment in this' set involved high’ frequency inertial disturbances

Now the disturbance. and not the joint being tested. were delivered at a high frequency. and

- 13
the effect on the response of the joint was measured Two sets of canditions were tested
) .

in this experiment. In the first the inertial disturbance was provided by the arm alone.

In the second set. a one kilogram weight was attached to the end effector, increasing the

magnitude of the nertial disturbance
/

N - o«
The final experiment in the second set involved changing the daning term of

ot 101

-
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\ ' .
both control laws to examine its effect on tracking error. In theory, increasing the damping
term (K4 or Ay) should have the effect of reducing the tracking'error. Furthermore, it is |

expected that the inclusion-of an acceleration term should allow the use of a higher damping

constant under acceleration feedback tontrol than under PD |

P ”~

These experiments were carried out to demonstrate the performance of the two
control algorithms under conditions and in regim;,s in v;hich their performance is e;peéted
to be different. Motivation for these e;periments came from the first set of experiment-s.
in which the performance of the two sch_emes was demonstrated to be similar The second
set of experim’ent.s attempts to explore the conditions under which their performance will

differ. and to explain the reasons for the similar performance observed in the first set

A
» @

The results are presented graphically in the mext few pages. and an analysis

follows. Note that in the case of graphs with multiple variables plotted, ‘the plots are
* always of desired vs actu‘al. position, and always sinusordal. In every such plot, the desired
position dppears as a perfect sine wave starting at 'time =0, and the actual position typically

" starts after a delay. and exhibits distortipn and overshoot The units of the graphs list time
in milliseconds and positions in eﬁco/der counts. The ?nalysis that follows ;efe'rs to the

figures, as well as to quantitative error analysis results which appear in tables in next
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The third set of experiments examined the effect of varying the sampling interval
of the system. The entire control cycle was run at sampling intervals of 28, 14, and 7

milliseconds. and the control gains we(e increased to the point of instability. It is expected

that faster sampling intervals would allow higher control gains to be used. This experiment’

.Was carried out using acceleration feedback control only. and varying the high gain feedback

s

K. . ,

Following this experiment, a demonstration of a typical motion of three joints

simultaneously was run using PD control and acceleration feedback control Joint 1 and
joint 2 were made to follow a ramp. while joint 3 tracked a sinusoid. This was not so
much an experiment but a demonstration of the typical operation of the three joints of the

manipulator under either control algorithm.

-,
~
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.

5.5 Analysis .

From the first section of the first set of experiments (figures 5.9-5.12) concerning

\
%

the severity of the nonlinear effects, the _follownpg observations may be made. The inertia
of a Iinb controlled by a joint's actuator may cause significant degradation of performance.
and vanes greatly with the position and orientation of all of the other joints This term
in the dynamical equation is definitely not to be ignored. and the' consequence of 1gnoring
it will be a marked degeneration in performance The e.fTect of gravity ts less severe for
most joints, but also depends greatly on position and orrentation At least in the case of
joint 3, the effect was not very sagnif:c:?ntJ. except in causing a steady state offsel from the.
desired trajectory The combination of gravity and inertia’is. once again. significant and
appears most prominently i joint 2 of the manipulator Friction 1s very significant for some
of the joints, and is actually beneficial 1n provndﬁg damp;ng to an otherwise underdamped
system. The' drawbacks of this frictional effect include sticking of the joint controller due
to static friction, and the variation of friction in an unpredictable magner The effects of

~» : ) ¢
sticking due to friction appear vividly in figure 5 12b

In theory, acgeleration feedback i1s supposed to perform similarly to PD under.
conditions of low dynar‘lvcal effects The experimerits in the second section of this set (hg )
ures 5 13-5 14) were designed to test this hypothesis Indeed. both for ;jtep and sinusoidal
responses, the performance of the two control algorithms was similar a\nd quite satisfactory
The jerk at the begihning of motion in response t£> a step nput, for ti;e case of a(_cclcmtu$
feedback. can be attributed tg the time it takes for the second derwative operator to i
tialize c;rectly A step |r;put causes a discontinuity in position, Iye!omty and acceleration
and the second order differentiators’ response reflects this situation Sor)wce the primary use

of acceleration feedback i1s in trajectory following. the behavior at the beginning of motion

P
in rerponse to as large step 1s not of great significance It 1s worth noting. however 3s it

)

Under large dynamic disturbances. it s exéefted that acceleration feedback
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will outperform -PD for trajectory following. Th? experiments in the third section of this
set'\ (figurés 5.15-5.18) test this hypothesis. It becomes clear from the )esult‘s of these
experiments, that under the conditions of disturbance tested in this section. there was no
appreélable difference in performance between-acceleration feedback and PD. The results
showed nearly- identical. performance for the two schemes: exckpt in the case of frictional
disturbance, which wa/s.high enough to make PD behave overdamped. while acceleration
feedback stll behaved in an underdamped manner. A discussion of the reasons for the
simila!uiy in performance between the two schemes under the conditions descr}?ed above

1

appears Tater in this section

3

Another aépect of the dynamics whose effect on tracking error must be assessed
1S .dlynamlc coupling betw?en simultaneously m;ving joints. .The experiment} described in
figures 5.19-5 22 measure the effect of one joints motion-on the precision of another. The
first two figures describe a situation in which the motion of joint 3 acts as a disturbance
to the motion of joiﬁt 2. The next two figures describe a situation in which the motion of :
jont 2 and joint 3 disturbs that of jont 1 Itus possib]e to tell from these figures that joint

3 greatly-disturbs joint 2. however jont 1 s relatively unaffected by the motion of other

. { .
joints. The tabulated errors also demonstrate this fact numencally.

The next series of experiments (figures 523-5.24) assesses the relative perfor-

mance of acceleration feedback and PD under conditions of severe cross coupling distur-
?

bance. In these expeniments, acceleration feedback gave a slight but noticeable performance

edge over PD. as 1s seen both in the figures and the error table
' t

In §ummary: tf':e followir;g,may be Iearr;ed from this first set of experiments:‘
Inertial. gravity. frictional. and cross coupling disturbances may all be significant, and cayse
severe degradation n error tracking on the joints -of the PUMA 260. Acceleration feedback
as implemented abO\{e \does not cause serious lmprovehwent in performance over PD in
most regimes of operation. except for a slight improvement in the face of cross coupling
dlséurtgances. The reasons for this lack of significant improvement may be explained in the

following manner: Unless the high gain feedback K, is very high in relation to the tuning
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"Fig , Exp |

b1
b2 *

59 . bl
59 b2
510 b1
510 b2
511
511
512 b
513 bl
513 b2
5.14 bl
514 b2
515 bl
— 515 ‘b2
516 ° bl
516 b2
517 bl
547 b2
518 bl
‘518 b2
520 al
520 a2
520 bl
520 b2
.. 522 al
522 a2
522 bl
522 b2
-y
523 bl
523 b2
I 524 bl
524 b2

422

-+

Mean €rror Deviation Min + Max Initial Offset
183 98 2355 3200 0
411 127 556 526 27
105 - 46 180 211 0
230 08 432 108 - 149 .
195 106 - 436 281 54
540 . 157 140 893, 568
132 45 221 178 0 -
182 96 .350 318 1
185 103’ 364 324 0
106 45 176 204 0
106 _ 46 472 196 O
407 126 . 553 521 1
411 "130 566 529 0
261 106 477 128 185
255 104 - 470 7 119 211
539 157 115 879 549
550 166 109 909 572
135 45 216 206 ' 0
135 43. 213 187 0
287 139 433, 561 "2
288 136 602 483 1
471 239 921 , 1104 47 )
- 636 322 .-376 1284 579
185 100 -360 319 2
224 118 552 553 2
397 1 » 543' 499 4
393 122 . 547 512 44
434 219 862 976 0o -
394 203 766 841 i9
426 144 19 756 469
125 64 728 483

Table 5.2 Eror Table Set 1

parameters Ag and A,. the acceleration feedback control law redutes to essentially a PD

o

"structure, and the contribution of the acceleration term is not noticeable According to the

‘results in [Studenny 87|, the effect of K, should be primanly that of decoupling and error

| .
reduction. and the stability and damping of the system should still be determined by the

u
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‘

‘ tuning paratrneters. This hypothesis prompted the next set of experiments, dealing with PD

and acceleration feedback using different gains. and under conditions of high disturbances.

The first experiment jn thls set was intended to demons‘trate that the perfor-
mance of the acceleration feedback control algorithm is determined by the gains Ap and
Aj. In this experiment, the performance of PD with gains of K, = 0.5and K;=1 were
eompared with acceleration feedback whose control- gainf were Ag = 1 and Ay =2, but
‘whose high gain feedback was K u‘-: 0.5 Theoretically, if the performance of acceleration
feedback is determined by the tumné gains. only, it woujd be expected that the reSL;lts for
the two tests would be different. The experiment was repeated .for PD with gz;ins of Kp =
K _and K; = 4. and acceleration feedback whose control gans were Ag = 1and Ay =2, wnth
the high gain feedback Ky = 2. From the graphed results of these experiments (figures
5.25-5.26)-and fro;m the error tables. it seems that the results were once again. r{early iden-
tical At léast in the configuration of our‘system. with the hardware environment in which
we are working, and using the control algorithms coded and tuned in_the manner detailed
’ ' abqye. the performance of accele(ation feedback is affecteti both by the tuning gains and

by the high gain feedback.
N *

»

The next group of experiments_(figures 5.27-5.30) extended this analysis to

joints impacted by Iarge disturbances and joints moving at high frequency. Once again, the

) results demonstrated that the high gain feedback K, has a much greater effect on system
performance than was expected from the theory. In part, this is believed to be due to the -

relatively small magnitude of K, and the smal{fatio between K, and the tuning gains Ay,
o and A{.

In ‘the third experiment of this set."the effect of a high frequency disturbance
an the positional accuracy of a stationary and moving joint were examined with PD and
acceleration feedback control. Two-types of conditions were.testeq. In the first (figures

.. 5.31-5.32). joint 3 was made to move at a frequency of‘7 Hz to disturb joint 2, which was
either stationery or following-a sinusoid. In this experiment, aceelerationﬂfeedbac‘k“provided

( ) an improvement of 30 percent in tracking error over PD for joint 2 when stationary, and
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10-15 perce;1t when tracking a sinusoid. The second set of conditions were similar (figures
5.33—5.34). hQ\)vever\ this time the disturbance was ‘at a higher *frequency of 12 Hz. and
al kilogr‘am weight was attached to the end effector to increase the magnitude of the
disturbance. In this case, the perform;nce of the two control algorithms was comparable
“ /

- The last experiment 1n this set was meant to demonstrate the eﬂ‘egt of increasing
the dampfng terms Ay and K 1In theory.” the inclusion of an acceleration term in the
acceleration feedback control law shquld allow us to increase the magnitude of the dafnpmg .
term, therefore increasing the accuracy, of the positional tracking of acceleration feedback
beyond that allowed by PD. From ﬁgures_ 5.3§-5 36. and from the error table, it is clear
that this is not the case. The highes; allowable damping was identical for both coqtrol

. \ o .
algorithms under similar conditions, and the performance was also similar
]

Thus, in. summary. the performance of acceleration feedback was again similar
to that of PD, as was found in the the first set of experiments. It is also ifiportant to note
that the one type of condition under which acceleration feedback did show a \sngnlficant
improvement was in the case of a joint disturbed by a Iar.ge‘ inertial couphﬁg disturbance.
also as found in the first set of experiments. It seems the the problem ’may lie in the
magnitude of K, and the relatively small ratio between K, and the tuning gains Ag and
Ay. . i

-

- One reason that the gains ofﬁthe system had to be so. iin’ntéd'in magmtudedi
related to the samplipg interval of the RCl system It is expected. that the allowable gains
would increase in magnitude if the sampling frequency were irfcreased. Using a borrowed
LSI-11/23, it was possible to test this theory by running the system at sampling intervals
of 28. 14, and 7 milliseconds. and raising the gain to the point of instability From fgures
5.37-5 39, it is clear that the sfabnhty of the system 1s far mor; rc;bust at a faste‘r sampling
frequency. and that the allowable gains -are much higher. The highest allowable gain A’
was 0.4 at a sampling interval of 2'28 mcillisec.o.nds. 1.35 at 14 milliseconds. and 4.0 at 7

- milliseconds.  Higher gains would allow the systgm to track trajectories with far greater

accuracy, and to test the acceleration fe'edba(ik control algorithm with a much larger ratio

\
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Fg Exp Mean Error 'Déviation Min Max Initial Offset
526 al _ 491 168 - 709- 639 0 -
526 a2 101 57 197 173, 0
526 bl 494 {70 . -T12 648 0
526 b2 102 © 56 195 175, 0
528 ‘al 342 - 186 ) 760 .43 -0
528 a2 9% - 47 208 196 0 ,
528 bl 360 " 146 461 681 0
528 b2 94 48 140 24 -0 » B
529 at 130 °° 58 -221 164 0
529 a2 94 : 40 | 163 119 11
529 b1 122 - 58 230 170 0
529 b2 95 ' 41 185 148 0
530 al 176 .86 153 351 37
530 a2 176 85 - 151 348 -3 :
530 bt . 177 8% 186 - 343 3
530 b2 . 178 86 1189 344 3
* N
531° al 274 , 104 434 23710 .0 -
531 a2 170 64 - 212 23/ - 81
531 bt 384 201 726 757 0
531 b2 332 “. .168 . 651 631 0
532 al = 124 49 213 -~ 149 0
532 a2 . 83 33 144 o4 . 0
532 b1 326 165 - 660 618 0.
532 b2 306 ° 140 -~ 615 544 0
533 al 93 .49 457 1 0!
533 a2 95 50 159 4 12
533 bt - 500 . 181 -844 750 0
533 b2 502 181 844 700 85
534 al 53 23 99 57 2
534 a2 102 53 472 6 4
534 bl 349 123 597 519 12
534 b2 354 124 582 561 33

- Table 5.3 Error Table Set 2

of gains.

-

The final figure (5.40) demonstrates; a typical metion of the first three joints af

the PUMA 260. The -performance of the two control algorithms is nearly identical under
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- ~
- Fig Exp Mean Error Deviation Min Max Initial Offset
+535 al 123 50 -203 227 0
535 a2 115 43 -166 183 0
*53% bl 110 38 -153 164 0
535 b2 102 31 4132 160
5§36 al  ~119 49 201 229 I
536 a2 112 41 -162 177—0 -~
536 bl 107 T 36 ".145 171 0 -
536 b2 100 30 -130 161 0

Table 5.4 Error Table: Set 3

these conditions. ‘Thus, it can be shown that under typical conditions. acceleration feedback
. . . ?

as implemented in this research is stable and robust. but does not give a great improvement

over PD, in terms of tracking error and response time.

]
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Chapter 6 : . Cd;lclusion

&

6.1 The Efivironment -
The hardware environment used in this research consisted of a PUMA 260
manipulator controlled by a VAX computer through an LSI-11 controller. The software

environment consisted of the RCI system runming under UNIX 4.3 with NFS.

6.1.1 Suitability to the Task’ e

v}he PUMA 260 manipulaior presents both advantages and disadvantages to
the study of control algorithms. Its small size is an advantage in that cortrol routines
n:;ay be taken to the limit of their stability without fear of damage to people or equipment
Care must be taken to prevent the”PUMA from causing damage to itself, but it is so small
and weak that' it may be physically prevented from doing so by holding it manually The
disadva_r;tages of this manipulator also stem from its*weak motors, as well as from the high
and variable friction on several of its joints. The weakness of the motors severely restricts
the magnitude'of velocities, accelerations and torqueséwhich the maﬁipulator can accept.
F'riction. and especially the extremely high static friction on the wrist joints require a farrly
- high current to even move a joint from a stationary position. At times, the current required

to get a joint to move was- around twenty percent.of the maximum allowable current.

This combination of friction and weak motors greatly restricted the operating range of
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.
the controllers. Another side effect of the srrfa" .size of the PUMA was that it became
dilfﬁcult to introduce high cross coup.ling inertial terms in a known manner. For instance,
. the motion of joint 3 did not overly disturb‘Joint 2. Tﬁis deficiency was partly overcome
by moving joint 3 at a high frequency, and also by attaching a 1 kilogram weight to the
end effector, thus increasing the inertia terms ‘The v'anablllty of the friction terms also
-made the manipulator dynamics difficult to model and unrehable, thus making tuning more
difficult and performance h‘a{d to.predict The advantage brought about by high friction was:
that the effects of high frequency uncertainties and disturbances were completely damped
out, and allowed operation of' the control schemes without use of a low p;ss filter on the

error. . )
4
The VAX-11/750 under UNIX 4.3 and NFS prowded at best adequate perfor-

mance for tche control task Being a time 'sharing system, it was ver sensitlye to,system
load and network activity. The frequent occurrence of timeouts dufing the control cycle
proved to be; major obstacle -during thescour®t of the research The LSI-11/03 also pro- .
vided slow gsponse. and much of the control cycle was taken up by communication time

between the LSI-11 and the VAX, or the LSI-ll and the PUMA It 1s estimated that this

- communication alone took about seven milliseconds. which added to the four milliseconds

.
of control computations brought the cycle time to eleven milliseconds Singe the control

cycles of RC!‘ operate in factors of seven milliseconds. the minimum sampling interval that
could be pysed with this equipment was fourteen mrlhsegond”s. or 72. Hertz At this sam-
pling rate, the opératmg bandwndth 1s imited to about four Hertz. and control gains are
severely limited in magnitude Thlf turned out to be ;l problem of great significance. as
it was difﬁa{:lt to produce strong inertial eﬁeccts with small allowed bandwu,d}h and small
gains, while at the same time the s‘ma” gains caused system performance to be slugglshf
Jdeaving relatively high position erro.rs. In summary, 1t was impossible to produce a very stff
controller at this sampling rate, and difficult to create very disturbed conditions with which
_to test it. Late in the research, the LSI-11/03 was replaced with a faster LSI-11/23 whose

communication time was about two milliseconds This brought the entire control cycle

to six milliseconds. and allowed operation at a sampling interval of seven milliseconds. or
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about 142 Hertz. At this sampling interval. the testbed could operate only under conditions

- of low system load and no network activity, but the tests that were carried out showed a

threeifold increase in allowable gain and much better error tracking.

' The RCl system proved to be a very flexible and conveqient platform with which
to perform control algorthm research. Splitting the progrihm into a 'planning and a control
section allowed the creation of a very user-friendly reseabw\environment without impact
on the timing constraints of the control sections. Interaction of the RCI system with the
manipulator through the how and chg structures directly aIIow;d very precise knowledge
of system parameters and clear notions of the consequences of commands. The fact that |
all of the programming is done using C functions allows a new user to learn the RCI
systewg;rjaﬂ»dy quickly, and make modification of the system or the use of UNIX system

commands very easy The only drawback of the RCl system encountered in this research

" 15 in the communications overhead required tS transfer information between the VAX and

the LSI-11.

- i

As it stands, the system on which the testbed was configured provided the
minimum performance allowable to produce viable results for this research. The allowed
sampling frequency of 72 Hertz 1s in the rangé specified in [Studenny 87] as the minimum
?rgquency at which the system is expected to stay stable. The gains that copld be used
at this sample frequency provided a stiff enough system that error measurements could be
conducted and compared with simjlar tests. The bfggest restriction was in operating range
and bandwidth. Though the testing that was conducted included motions which produced
significant disturbances, producing these motions required operation of the manipulator at
the edge of its stability and operating capabilities \

g

6.1.2 Suggestions for Improvement

v

One suggestion for improvement of the operating environment involves doing the

: ’- . . . .
research on a manipulator with a greater operating range between the minimum to overcome
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friction and the maximum allowable current. velocity. and acceleration, In particular. raising

. the ceiling on current. velocity and acceleration would allow testing of regimes at which

control algorithms really start to break down. One possible solution would be the use of a
specially designed manipulator which lends itself to control experimentation. Specifically.
this manipulator need only have two or three degrees of freedom to allow a full invgstugatlon
of inertial and cross-coupling efTect§. and should be constructed in such a manner as to
allow variation in coupling. fnlction. and mertial effécts To be effective as a testbed for

manipulator control research. this manipulator must be able to emulate the charactersitics

of widely available commercial manipulators, hbwever it would not be intended for industrial

applications itself. .

As for the computing environment, it would be advisable to perform the control
computations on a faster computer, such as a MicroVAX, 'whlch would operate in a stand-
alone mode and-would not support network activity It was found that network activity was
the most major restriction in terms of computing time. The LSI-11/03 must be replaced

B}

by a faster processor. such as the LSI-11/73, which would allow the communications
\
processifjg at less than one milhisecond. It would be advisable to configure a system whose

sampling frequency is as close to one KiloHertz as possible It has been demonstrated that
“ i &
controllers operating at that frequency can provide very stiff control, such as the onginal

controllers of the PUMA 260 ma‘nlpulator

As for the RC| system, the only suggestions for improvement would be to allow
sampling interyals which are not multiples of seven, thus allowing the user to optimize the
sampling interval for the amount of computations required The-seven mullisecond interval
i§ a limitation of the Unimation controller. however. and can not be easily changed [t may
be useful to give the user some control over the information that 1s to be passed between

the VAX and the LSI-11. also allowing optimization according to the apphcauc;n

* 3
As mentioned above. the current system did provide performance that met the
minimum requirements to be useful. however expanding its range of performance would
allow testing at more challenging regimes and more definitive verification of the performance
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of controllers under very disturbed. high velocity and acceleration motions.

~

6.2 The Testbed

.
©

algorithms on the PUMA 260 manipulator. It allows individual controllers with separate
parameters for each jont. and enables the user to configure a number of test motions on
the various joints and collect the data for later analysis. A number of analysis and graphics

.

routines join the testbed to allow visual and numerical igterpretation of the test data.

6.2.1 Suitability to the Task

- The most notable attribute of this testbed is its flexibility and ease of config-
uration. A new control algorithm with the corresponding user interface takes about two
hours to program For example, a sliding mode controller was recently implemented on
this testbed, and the time of implementation from equations on paper to the first controller
experimen_t was under two hours. Th‘% variety of test pattern’s which can be performed
by the joints and the flexibility of c'hoosing any controller with any parameters for each
Joint separately render this testbed a useful utiity for a large number of control research
projécts. The alternative approach of downloading control routines directly into the joint
microprocessors does not provide the same easy access to-&afa and parameters, and re-
moves the user from the direct contrel of the manipulator’s configuration. Furthermore, a

" microprocessor implementation does not offer the computing power of the minicomputer

used in this research. Ljsmg the full range of the PUMA 260’s velocity, acceleration, and

¥ torque, and with the addition of a weight at the end effector, this testbed allowed compre-

hensive testing of the control algorithms, albeit with some restrictions. ‘Those restrictions

were due primarily’to the environment, however, and not to the testbed.

-~

6.2.2 Suggestions for Improvement

1

The major improvement in the design of the testbed involves increasing the

\
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@ sampling frequency atq which it could run. Though the timing constraints are prirharily
X due to the environment, the testbed could be somewhat optimized by eliminating unused
functions. Otherwise. further improvements in the testbed may inciude increasing its flex-
ibility and ease of operation. Examples of this include storing test patterns i\ data files, -
much as sys;em parameters are currently stored This would allow the user to call up
preconfigured test routines without rétypi_ng the desired teSts Additional test patterns
may also be added. In the realm of analysis routines. the major improvement could come
in the area of a convenient graphing routine which would be attached to the testbed The <
» Lcurrent configuration 1s rather éumbersome and causes a delay between the time at which +

a test is performed and the time the data 1s plotted Otherwise, the testbed works well as

it stands, and no major improvements are seen to be necessary )

1

6.3 Test Results

This section relies heavily on the matenal presented at the end of chapter four A
detailed analysis of the individual experiments has already been undertaken in that chapter,
and this section is meant to summarize the results and draw conclusions from them

6.3.1 Validity of Test Results .

Before any conclusions may be d.rawn regarding the perforn:ance of the control
algorithms, the results themselves must be exar;wmed to ensure Ehat‘they accurately repre
sent the performance of the control schemes Two types of trajectories were used i these
‘experiments: step inputs. and sinusoids The use of step inputs gives an indication of the
time response of the system and of its damping It 1s a reasonable approximation of a large
disturbance impinging on the joint of the manipulator. The sinusoids give nice statustTcal
results on tracking errors and frequency domain performance Using these two types of

@' input, it was possible to get a complete picture of the system's rmance under most
7 operating conditions.
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Some of the exper-iments in the first set of results were meant to examine the
magnitude of the dynamic effects. This was done to define the regimes in wh|ch to carry
out comparatlve tests of the two control algonthms. and to determine if the effects are

severe enough to warrant special attention The results showed that some of the effects

dre severe, and outlined the regimes of operation in which they occur

. The comparative experiments between the two control algorithms were numer-
ous and explgred many conditions and configurations. Undisturbed and disturbed condi-

tions were tested for single and multiple joints. Coupling disturbances were examined with
/ ) A

"disturbances of varying magnitudes and frequencies: joint motion was studied for various

magnitudes and frequencies of the tested joint itself. Finally, the gains of both algorithms
were varied to ensure that the conclusions about the algorithms’ performance are not limited
to one configuration Thus. the tests conducted are believed to be sufficient to generate

valid conclusions concerning the telative performance of the two algorithms -

v

If there 1s any weakness in the results, it 1s in the Ilmttatlons on operating

., gains and frequencnes imposed by the hardware environment |t could be argued that

the charactenstics of the acceleration feedback theory can not be fully explored at the
samplmg frequency, used in this research, however since both algorithms are tested under
exactly the same anitlons. and since the environment does ellow a stable implementation
of acceleration feedback as characterized in [Studenny 87]. 1t 1s believed that the results

presented in this section are a valid description of the performance of the algorithm, and

may be extended to other implementations as well. . .
6.3.2 Performance of Acceleration Feedback VS PD 5
-

Acceleration feedback control. as implemented above. provided stable control for

¢
the PUMA 260 joints The error tracking and response time were not, however, very sig-

nificantly better than PD coded in the same manner and tested under the same conditions

At first, it was thought that the SImIErity in performance of the two algorithms was due to

-
I
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the low gains and_bandwidths allowable under the operating environment. however further
tests failed to confirm this hypothesis. Initially. it was observed that the two algorithms
perform ‘similarly for onebjoint. for both inertially loaded and Ir{ertiaily unloaded conditions
The only conditions- under which acceleration fgedback consistently performed better 'than
PD was'm rejecting coupling disturbances from other joints Recalling the manipulator
“dynamics equation, )

* J(9)d+ QClg)d* +Glg) = u | (6.1)
oge cap notice that it is the coupling terms which are most directly affected by acceleration.
and that is the area in which acceleration feedback should gi;/e the greatest improvement
The similanty of performance of the two algorithms in the absence of coupling disturbances
and the superiority of aCCeleratnor; feedback in the presence of these effects was demon-
strated rep'e.atedly and under a variety of types of motion and disturbance Jomt frequency
disturbance frequency, disturbance amplitude, controller gains, and damping were all vared
in the course of the experiments. and the relative performance of the two algorithms re
mained as described above The experimental results presented in chapter five correspond
nicely to the simulation experiments performed in chapter three In the sumulatul)ns by Stu
denny [Studenny 87]. better tracking pérformance was achieved. however these simulations
were garried out using_the larger PUMA 600 as a model and at a faster sampling interval
th;m available on our system Thus, both the gains and the torque limits were higher in

these simulations. accounting for the improved performance

There are several disadvantages of this implementation of the acceleration feed-
back algornthm which should be pointed out at this time First. the use of numerical
differentiators to derive acceleration is inhetently much noisier than the differentiator used
to derive véloc:ty The erratic value of acceleration produce by this method can lead to
instability and large torque values, especially in the face of impulse disturbances Better
performance may be obtained for manipulators equipped with tachomsters. since the first
difference operator i1s much less noisy The requiréement that the algonthm be implemented

with a low pass filter to smooth out the high frequency uncertainties 1s likewise a disadvan- 3

tage of the acceleration feedback theory. increasing the phase lag of the closed loop system
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Unless the sampling freqt;ency is increased to a point in which the cutoff frequency of the
low pass filter can be set very high. the filter may interfere 7ith the controllers, ‘leading
to instability. It was found that the' filter was not necessary/for stable operation of the
controller, presumably due to the high friction of the joints which damped out such effects.
Only when the high gain feedback K, was made so high so that-the system v;as driven
almost entirely by acceleration was the low pass filter effective in preventing instability,
however the performance of the system was not very different in this configuration than
in those driven by a combination of position, velocity and acceleratlon. Finally, a recurring
theme in this work 1s the limitations on the_system imposed by the operating environment.,
In assessing the implementation of t}he algorithm 1t would be unwise to ignore the effect
of the sampling frequency on gains and bandwidth. It may still be that under different
circumstances allowing higher controller. gains and higher frequencty test conditions, the
advantages of acceleration would become more apparent. Still, the conditions under v;/hich
the algorithm was tested are within the nominal conditions under which acceleration feed-

?
back theory should operate, and are believed to be representative of the overall performance
%

* ot the algonthm ) )

6.4 Final Comments '

rd

. The 1dea of using acceleration feedback to create a system which is robust
with respect to the nonlinear disturbances present in manipulator dynamics is a v';ery use-
le approach for manipulator position control ’Decoupling the system without resorting
to a complex model of the dynamics is of extreme value for a system whose dynamics
" are as volved and varying as a manipulator joint. The acceleration feedback algorithm
‘ implemented here provides stable control of the manmipulator j<.)intS\ without an excessive
computational burdén. It does not provide extreme improvements over PD control under the ’

conditions tested in this research, except for a slightly improved robustness with respect

to coupling disturbances.

Since a manipulator must interact with other objects in its environment to be
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of any use, it seems that position-ong control algorithms are inadequate for providing a B
framework to control a manipulator at times in which, gt is making contact with another ‘
object. Thus, the idea of using controllers which do not include force dependent terms
is ir_l itself qt‘lestiona,ble for robot ‘manipulators performing typical industrial tasks such as
;:ssembly. Acceleration feedback control provides stable position control with reasonable
‘error tracking. however. since it does not allow for force control as well. 1t womljld have to
be coupled ;Nlth a force controller to give a hybrid control system capable of handling the

entire range of tasks effectively.

\

6.4 Final Comments

. ~
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‘ Appendix'A. Simulation Parameters

The simulation consisted of a two link manipulator, where the links were mod-
eled as point masses, as in [Craig 85]. The simulation model was as follow. in ACSL
1 ' .

format:
el = thl - q1 ( “error = desired --actual position” ’
e2 ; th2 - q2 ) ) s. w
¢ ' toml = ki*{taul - kb*qld/ n.) “motor torque calculation” -
)7_;,, tom2 = ki*(tau2 - kb*q2<;/n) Tt |
B = ja/(n*r;) - ’ “inertial terms calculation”
k22 = 12*12*m?2 _ ‘
T XX =k2+B ‘
Y k11 = 12%12*m2 + 2*%11*12*m2*cos(q2) + l1*(m1+r,r;2)
YY = |2:“|2*m2 + [1¥12*m2*cos(q2) . : .
Z=k11 +B
. L)
) vl = (-1)*m2*I11*(2*sin(q2)*q2d*q2d - 2*m2*11*12*sin(q2)*q1d*q2d
. ' , gl = m2*|2*gl*cos(q1‘+q2) + (m14+m2)*I11*g*cos{ql) :
' o v2 = m2*|2*|1*sin(q2)fq1é*q1d ' l
‘gZ = m2*’l2“g*co's(qi+q2) .
j c;’etm : I*11*12*12*m2* (m1+m2-m2*cos (q2)*cos(q2)) +B*(k11+k22)+B*B
ul‘:_toml/n - ba*q1d/(n*n) - v1 - g1 , ' o '
u2 = tom2/n - ba*q2d/(n*n) - v2 - g2 <
qldd = (ul*XX - u2*YY )/detm “acceleration calculation”
¥ 1 .
q2dd = ((u2*Z - ul*YY )/detm
( . time = integ( .1'0'— 0.0) . )




tiators.

qld = integ( q1dd. qlddz )

q2d = integ( q2dd. q2ddz )* " -

gl = integ( q1d. qldz )

q2 = integ( q2d. q2dz )

A

The controllers were coded in the following form.” Note the numerical differen: |

interval tsamp = 0014

\
qle = el o < IR “error”
q2e = e2 - - \
vie= (3 *el-4 * elo + eloo) / (2\ * tsamp) < ."velocity e;r(;r"
v2e = (3“_‘e2—4’.“e20 + e200) / (2*5’5’&5/‘
ale = (el1-2 : elo + eloo) / {tsamp * tsamp)" “acceleration error”
ale = (e2-2* .e20 + e200) /Ztsémp * tsamp)
tlp = kpl *.qle + kdl * vie T . “pd controller” .
2p = kp2 * a2e + kd2 * v2e .

tla = kul * (apl * qle + adl * vle + ate)  “af controller”

t2a = ku2 * (ap2 * q2e +.ad2 * v2e + a2e) .

-3

taul = rsw (afc, tia, tip) : - “controller switch”
tau2 = rsw (afc. t2a, t2p)
eloo = elo '~
e200 = eiZo" . >

.
elo = el by
e2o = e2 ' ‘ .

q

Finally, the parameters were as follows:

set pi = 3.1415
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set ki = 0.75 “torque sensitivity"_
set n = 0.1 - | “gear ration™
"\- setl1 =02 12 =02 "IinI—( lengths”
set ml = 4.0, m2 =’400.0 ‘ “link masses” -
setg = 00 “link masses” . |
set ja = 100. ba =00 “actuator inertia and friction”
. \ set kd] = 2000.0 R "jéint 1 derivative gain"\ '
set kd2 = 2000.0 . “joint 2 fierivative gain”
o2 set kpl = 1000.0 “joi.nt 1 prpportional gain”
sét kp2 = 10000 “joibt'Z proportional gain”
seBt afc = .true. . "Acc-eleratior‘l Feedback on"+ : o,
set stp = false. “Step input off”
set kul = 100.0 “joint 1 afc gain”
' set ku2 = 100.0 “joint 2 afc gain”
set adl = 20.0 “joint 1 derivative gain”
. set ad2 = 20.0 \ “joint 2 fierivative ‘gain" .
set apl = 10.0 . ‘ . “joint 1 proportional gain” -
-set ap2 = 10.6 - "joint 2 proportional gain”
a ‘The setpoints listed é@e represent initial conditior;; upon stariup o,f the simu-

lation. Some of these factors varied duging actual testing. For the tests listed in figure 3.2,
the mass of joint 2 was set to zero, and it was held still. This gave a single joint test for

the algonthms ' For the tests in figure 3 3., the mass and amplitude of oscillation of joint

"2 were gradually increased to provide a growing cross \c/aﬁpling disturbance. They yﬁ
. -

given as (my =0 s =0) (my; =1 sp = 1) (my = 400 sy =5) and (m, = 400 s, = 15),
respectively. The last set of parameters is the one which was used in figure 3.4 to com-
pare the control schemes The final experments (figure 3.5) used an acceleration feedback

controller. The control gains used \throughout were the default gains. as listed above
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Appendix B. Experimental Conditions

+

This 1ppendix presents details of the experimental conditions under which the

{ . o . r ( . .
various experiments in chapter five w& carried out. Relevant information includes the
s ¥

" choice -of control algorithm, contral gains, arm position, and a description of the type of

I

motion used durin?the experiment,

e

In the section on system identification, the‘pr'e*liminary,test (figure 5 2) involved
placing a value on the DAC and measuring the position as the joint reacted éo this current
setpoint. Twelve tests were performed on joint 6 of the PUMA. with DAC values “rangmg
from‘ 180 to 400, In the particular

was used. The experiments invelving the step response of Jomt '6. a proportional controller

the joint was a step of 100 encoder counts. and twelve

»

with K, = 2 was used. Input t

tests were performed.

For the frequency rQse-tests. the~input to the system was a series of si-
nusoids ranging in frequency from 005 Hz to 6 Hz, and in amplitude from 200 encoder

counts to 1000 encoder counts A proportional controller was used W|th K, = 0.3 for jomt

6 and K, = 0.2 for joint 3. Least squares para{neter estimation was oarnned out for jomts

3 and 6 as well. The input to this algorithm was a high frequency (4 Hz) square wave of

amplitude 300 encodey counts, and a proportional controller with Kp = 1 was used in the
- .

experiment. ¢

-

The Ziegler-Nichols tuning m‘ethod requires the use of a proportional controller,
and involves the propomonal gain to be raised until stﬁ oscillation occurs. At each new
gam setting. the joint was "kicked” using a 200 encoder count step input. For the manual
tuning experiments. the proportional gain K, was set 10 unity, and the derivative gain K ;

ranged from 0 to 10.

' ]

The experimental conditions for the controlier experiments are listed in the

tables below Explanation of the entries in the tables, as well as additional inforntation

[

xperiment presented in Fgure 5 2. a DAC value of 300

ts

]
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o !
Fig Jont  Ctrl Ky Ky K, -4 Ay Config ;
59 1 PD 1 2. up/out |
510 3 PD 1 2 , down/out ;
511 2 PD 1 2 up/out '
512 6  PD P2 _ ready " |
513 1 PD/AF 1 2 1 1 2 up
514 3 PD/AF 1 2 1 1 2 down
515, 1 PD/AF 1 2 1 1 2 out
516 3 PD/AF 1 2 1 1 2 out
517 2 PD/AF 1 2 1 ‘1 2 out
518 6 PD/AF 1 2 1 1 2 ready
519 23 PD 1 2 - upfout
520 23 PD 1 2 up/out
521 .123 PD 1 2 up/out -
522 123 PD - 1 2 up/out
523 23 PD/AF 1 2 1 1 2 up
« 524 23 PD/AF 1 2 1 1 2 out
525 1 PD/AF vary  vary « vary vary vary out
5260 1 PD/AF vary  vary  vary vary vary out
527 23 PD/AF vary  vary vary vary vary up
528 23 PDy/AF vary vary vary “Fary vary up
529 6 PD/AF vary vary vary vary vary ready
530 23 AF vary vary vary vary vary up
531 23 PD/AF 1 2 1 1 2 up ]
532 23 PD/AF 1 2 M 1 2 up
533  2:3W PD/AF ™ 1 2 1 1 2 up
534 - 23.W PD/AF 1 2 1 1 2 up
535 3 PD 1 vary - ) down )
536 3 AF 1 1 vary down
537 6 AF vary 1 2 - ready
538 6 AF .vary 1 2  ready
» 539 6 \QE‘W/ vary 1 2 ready
540 123 1 2 1 1 2

Table B.1 Experimental Configurations

" concerning the experiments follows.

. 0

In the case of experiments im}olvingtmultipl‘e' joints, the following notation holds

Joints being tested are listed first. If maltiple joints are tested. they are separated by

R d g

commas. Joints acting as disfurbances follcga semicolon. If multiple joints are used to .

create a disturbance, they too are separated by commas. A ‘W' indicates that a weight of

4 kg has been attached to the end effector to increase the magnitude of the disturbance.
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Amcphtude _~

‘ °Fig Joint Test Amplitude  Frequencv Disturbance Frequency
@ ! 5.9a 1 step 1N00enc
' 59b 1 3ine 2000enc 1Hz s
5103 3 step {Ndttenc
. ‘ 5106 3 ine 2000enc 1Hz -
; Sdala 2 step 10630enc .
! 5.11b 2 sine 2000enc 1Hz
! 5.12a @ step {000enc «
: : 5.12b 6 sine 200enc 1Hz
i 5.13a 1 step 1000enc
5.13b 1 e 2000enc 1Hz .
X 5.149a 3 step 1000enc ’
] 5.14b 3 sine 2000enc 1Hz
: 5.15a 1 step 1000enc A
i 5.15b 1 ine 2000enc 1Hz ®
5.16a 3 step 1000enc
516b 3 sine 2000enc 1Hz
5.17a 2 step 1000enc
5.17b 2 sine " 2000enc 1Hz
5.18aJ § step 1000enc
5.18b 6 sine - 2000enc 1Hz
519a 23 stép 1000enc
519b 23 - step 1000enc square 1 SHz 3000enc
s 520a 23 ,  sine 2000enc 1Hz _°
5.20b 23 sine 2000enc 1Hz squate 1.5Hz 3000enc
$.21a 1;2,3 . step 1000enc
5.21b 1;2,3 step 1000enc square 0.9Hz 1500enc
. 5.22a 1;2,3 sine 2000enc 1Hz
5.22b 1;2,3 3sine 2000enc 1Hz * square 0 9Hz 1500enc
§.23a 23 step 1000enc square 1.5Hz 3000enc
5.23b 23 aine 2000enc 1Hz square 1 5Hz 3000enc
$24a 23 tep 1000enc . square 1.5Hz 3000enc
5245 23 sine 2000enc 1Hz square 1 5Hz 3000enc
. 525 ' 1 tep 500enc '
526 1 sine 1000enc 1Hz
. 527 23 7&{ 500enc ) square 1 5Hz 1000enc
] 5.28 23 sin 1000enc 1Hz square 1 5Hz 1000enc
! 529 6 sine 400enc 3Hz
1 530 23 sine 8000enc 1Hz square 1 5Hz 1000enc
Y 531a 23 servo sine 6Hz 500enc
531b 23 sine 2000enc 1Hz sine 6Hz 500enc
5322 2;3 servo sine THz 300enc
5.32b 2.3 sine 1000enc 1.5Hz sine TH: 400enc
§33a 23 servo sine 10Hz 200enc
' 5.33b 2,3 sine 2000enc 1Hz sine 10H2 200enc
5.34a 2.3 servo sine 12Hz 200enc
- 534b 23 sine 2000enc 0 8Hz sine 12Ha 200enc
| 535 3 aine 2000enc 1Hz
. 536 3 sine 2600enc 1Hz
537 6 step 50Cenc ’
5.38 ‘¢ step 300enc ’
' ,539 6 step 300enc

Table B.2 Experimental Movements

<

The configurations of the arm have been called up. out. down. and ready In

the up position, the arm is fully extended upward The out position exténds the arm
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.

horizontally from the shoulder. in the down position, link 2 is extended horizontally from
the shoulder, but link 3 points down toward the table. The ready position is equivalent to

the RCCL park position, in whi extends vertically upyard from the\ shoulder, and

link 3 is horizontal.
{ _

@

1
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