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Abstract 

'1. 

.) 

l'he dynamical equations of rohot manipulators are nonlinear and coupled. re-
, . 

sulting in a system for which position control is difficult and often inaccurate. The joint 

position control algOfithms of mampulators are generally implemente~ on micro:p~essors 

/ocated at each joint, and are therefore inaccessible for examÎnatlOn of performance. modifi-
" 

cation. or improvement This research presents an environment for easy ,implementation of 

joint position control algorithms on a marupulator and performs corryparatlve experlments 

of two control algonthms usmg thls enVJronment An acceleration feedback algonthrf! 
~ 

"without feedforward compensation has been recently developed as a robust 'controller for 

mantpulator Joint position control This thesis implements this algorithm along. with a 
~ 

proportlonal-derivatlve algorithm for comparison. and evaluates their stability and perfor-
e. 

niance on a PUMA '260. using th~ environment developed in thls research . 
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Résumé 

.... 1#. • 

Les équali~ns- dynamiques d'un rob0t sont généralement touplées et non-linéaI-

res, et par suite'/'asservissement de position du 'robot est complexe et ImprécIs De PIUS~ 
le: algorithmes d'asser~ïssemènt des jOints sont généralement implantés sur des mlcro-.... " , . 
'processeurs situés à chaq~e jornt 'alnsi ils sont inaccessibles pour l'étude de performance. 

'mod-ifi~~tlOn ou améÎioratl~n Ce'proJet rntrodult un .~nvlronnément adéquat pour .l'étude' 

,d'~orjthmes d'asservissement ,d.e position des jornts d'un r~bot. e~falt une étud~ compar­

ative de deux algorithmes partICuliers Un algorithme en boucle fermée- avec açcélératlon 
,./ ,. 

sans anti~,p.ê..tion. a été dévéloppé de façon à fournir un asservlssclnent robuste cre position. 
, , 

Cette thèse décrrt 'l'implantation de cet algorithme: et celle d'~n algorithme du ,type P-D. 

afin d'évaluer et comparer leurs stabilité et perfermance .... 
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,. . Introduction 

The Rob~tics lristi.tute of America has defined the ,term robot in the following 

manner: "A ro~ot is o a p'rogrammable. multifunction- manipulator designed to~ move 'ma-
, . 

..,. terial. :parts,. tool;, or specialized devl~es., through varia.ble program(T1eQ motions for t~e , 

performance of a variety of tasks" ~Holland 83), It is créar From this defini~ion ,that accu­

rate trajectory tracking is required in order for a manipulator to function as ·specified. The 

goals of this work are two: The 'first goal is to create an environment by which position , 

control algorithms can be tèsted and evaluar on a manipuLator. The second goal is to 

present acceleration feedbac k 1\t:ol as 'on ex~'e or" a position .éo~t roi· algorithm .and to 

test it in ~omparlson wlth a weil established proportional-derivative control ~chen'le using 
" 

the testbed mentioned earlier, 
<t 

Background leading to this researcn is pre'serited rn the first 'chapter, Sensory • 
• ... 

, robot les and position control theory are both desCrlbed brlefly. and then .the problems to 

~e tackled are stated explicitly 

The second chapter further develops the problem of manlpulator position con-
• "t .' 1 

trol. describing the challenges presented by thls problem and discusslng SOJ'l'le of the solu-

tions that have- been proposed to date J 

. 
Chapter three presents accelera~ion feedback control as a better splution to the 

, problem of manipulator position control. The theory is developed in some.detail and stability - , ,~, . ' 

is di~cussed, ln addition. sorne th~oretical predictions of performance are presented as are 

K 

,. 
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\ ,- ""\ ' '1d Sensory Robotics 

~imulation resuUe material in this ~haPter relies heavily on previoLfs' w~rk. performed 

by Studenny [Studen'ny 87). 

~ 

The fourth and fifth chapters are devoted to a presentation of the work per-

formed in the course of this research. Chapter four starts off with a description of the . \ 

working environment present at ttfe start of the research. and then moves on to descr~be 

the- control algorithm testbed. which was the· c6ntribution of this researFh to the V(orking 
.,. .' 

environment. Chapter five describes experiments on system identification. explains the 
~ 

methods used to code ans! tune the controllers. and concludes with extensive comparative-. . 
tests of the two control algorithms. 

P' 

A deeper discussion of the research results may be· found in chapter six. The 

environment and the testbed are both examined for suitability to the e:aluation of po­

sition control algorithms. The performance results of .acceleration feedback control and 

proportional-derivative (PD) control are discussed in depth. and conc/usions are reached 

concerning. thelr viability as manipulator position control algorithms. Final/y. the. ~ntire 

. -approath to this research is reexamined in light of developments ir the field and practital 

considerations. , 

1.1 Sensory RobQtics 

1.1.1 Manipulators 

A great vanety of manipulators are available for a larg~ variety of intendeél 

applications. CJassif!cations of robotÎc manipulators jnc/ude lifting capacity. power source. 

application. degrees of freedom. and type of joints. 

The lifting capac;ity of a manipulator is ~efined as the maximum weight the robot 

can safely and routinely lift while fully extended. Generally. manipulators are classified as . . 

light dut y - up to fifteen pounds. medium dut y - up to fifty pounds. and hea~y duty. te 

2 
. '-
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-, 
1.1 Sen~ory Robotics 

Robots may der ive motive power from a variety of sources. Sorne light dut y 

manipulators use stepping ,!,otors~ while 'heavy dut y manipulators are ofte~ hydraulically 

powered. Most general purpose ma~ipula(ors use servomotors. and pneumatically powered 

manipulators exist as weil. 

( 
\ 

The applications for which manipulators are intended are nearly as v3Jied as the 
, . . 

actual manipulators. Examples of applications i~clude welding. spray painting. assembly. 

and general pur pose manipuJators. 

The degrees of freedom of a manipulator .define its ability to move within a 
... 

space. To' achieve any positlon and orientation within a workspace. a manipul~or must 

~ l.f>e capable of six degrees of freedom. Often. however. the type~ of tasks for which a 

manipulator has b~en intended do not require 'this capab,lity. and manipulators with fe~er 

degrees of freedom may be used. Such manipulators are cheaper ,simpler. and may operate 
1 

more quickly due to the reduced cornputational complexity in trajectory generation and 

torque calculations. 

• ln general. manipuJator joints are defined as either prismatic or revolute. Pris­
" 

matic joints function as a piston. changing the length of link they move. and revolute joints ,. 

sweep through an angle. changing the orientation of the lin~ they control. Most commer­

cial robots, are wrist partltloned. meaning that they have three degrees of freedom in the 
" 

arm and three concentrated at the wrist. A position is usually reached through the three 

degrees of freedom in the arm. and the manipulatpr is dassified by the types of joints in 

\ the arm. for example. manipulator whose arm consis~s of three revolute joints is ca lied 

an.' R~R man-ipulator. and one whose arm consists of two rev~ute joints and a prismatic 

joint is cJassified as RRP. The wrist typically consists of three revolute joints. sometimes 

bundled together as a spherical joint. and 15 used primarily to control th~ orientation of the 

end effector. 

3 
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1.1 Sensory Robo~ics 

1.t.2 Sensory Information , , 

ln order for a robot to operate effectiv~ly within a changing environment. it . . 
must be provided with sensory information and a means of interpreting this information. 

Computer vision equipment and algorithms provide a great deal of this data. as well>as 

range detection devices and tactile senst>rs. To be of any great use in m'ampulator control. 

this infJrmation must be processed m real time and must not use excessive resource~. In . ' 

general. industrial machine vIsion is characterized by the followmg three criteria. (1) The 

necessity to, control the environment. (2) weil defmed performance and success criteria. and 

(3) extreme sensitivity to cost. Typically. a machine vision pstem is constructed as a series 

of pipellned modules .. each wlth a speclfic functi6n for which It is optlmized. The steps 

involved include visl)al sensing. segmentatiort. description. recogmtion. and interpretatiorf 
1"-

The flrst two steps listed above are termed low level vision. and use only local mformation 

wlth no assumed knowlédge of the scene. The latter steps are called high level vision. and 

" involve an understandmg of what the image means. 

Input to computer vision systems IS generally provided by elther a vidicon camera, 

or a charge-coupled-device (~CD). A vldlco.n camera is a television camera in which a'beam 

of light is scanned over an array of çlosely spaced capacltors with a c0"1mon baseplate: 

these caJ;>acltors lose charge as they are struck by incident light. The ,current signal from the 
1 0 ( 

common plate of the capacitors is collected by a contact lead as the video output. These 

devlces have several dlsadvantages for robotic applications. These includè distortion. power 
',;, 

.consumptlon. hlgh vottages. and their large slze: CCD's can genérally be thought of as a 

Jarge arrélY of photosensitive detectors. each of which represents 0'1e pixel of the image: 
" , 

the binary value of each pixel is available as the output of these devices. The resolution 

of the caméra .IS directly related to the number of pixels per Image. which means that as 

the resolutlon 'Improves. 50 does processlng time. This is a major disadvantage of CCD 

cameras. as weil as the difficulty of interfacing them to "Computers. Data from pictures or 

slides may be input to a c(,mputer using frame. row. column. window. and pixel grabbers - ... 

which digitize images into merriory. . , 

~ 
4 
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1.1 Sensory Robotics 

, 
The large volume of data arriving from the input devices listed above imposes 

\ 

harsh requirements on the memory and speed of .most processors. To facilitate image 
• 

analysis. it is common practice to reduce the amount of data by,thresholding the image to 

reduce gray level data to binary data. Other data reduction techniques include moments. 

projections. segmentation. labeling. windowi~g and histograms. Other operations then 

performed as part of low level vIsion iflclude' nOise filtering. convolution. edge detection. 
, . 

c10smg edge contours. and template matching. Once these operations are com'pleted. high 

level vision may be performed USlng template or model matching. statistical approaches. 

or topolt>gical techniques. 

J wo dimentional image analysis is subJect to errors due to varying illumination. . . 
• 

shadow~. and texture. One solution to these problems is the use of three dlmentional range 

image analysis. This technique is not only more complex. howeve~. but the equipment to 

acquire the range· data is costly.- The data may be obtamed by stereo vision (triangulation). 
, t 

laser or ultrasonic range 'sensors: or structured light - patterns of light projected on an . . 
- object. Of these. stereo vision is sensitIve to occlusion. ultrasonic sènsors have low spatIal 

.1 

resolution. laser scanners are slow and expensive. and structured light t~chniques -require' - .. ~ 

a strictly controlled ~nvironment. ... 

ln roboties applications. a cqmbination of r'anging de vices at the gripper to give 

rapid range and orientation' data. and f1xed cameras to give scÉme information offer an 
, 

attractive combination. Mountlng cameras on or near the ~nd effector has the advantage 

of allowing a smaller image to be used. but required special calibration software. The 

uses of vision techniques m robot control IOclude, trajectory plannmg .. obstacle avoidance. 
. ( 

and adaptive positIon' correction. This Imposes ,a requirement on the system to contain 

routirles which rnterpret moving .mages as weil as the 'stationary image analysis techniques 

described above . 

.. 
Since mampulators 'must interact with their envir~nment by direçt physieal con­

tact. sensory information regarding force and torque is of great value in robotie appli~ations. 

Force and torque sensors measure three com~onents of the force and three components of 

1 
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the torque acting bet~een the gripper and the inanipulated object . .The difficulties posed' 
\, \ \ 

by such sensors i.nclude a high priee. as they require calibrations to c~mpensate for drifts. 

and a relatively long calcula!ion time. Hybrid control uses both P9sition and force data. 

and ~s rapidly gai.ni,ng popularity. I~:,motions. which involve a roanipulator i~t~raéting with . 

ItS envlronri1ent. such as fitting workpieces together or screwing in a bQlt. hybrid c<?,ntrol is 

essential for' provlding çontrol once the manipulator and the objed are in contact. ... 

. 
\ 1.1.3 Artificial Intelligence 

A programming technique whK:h IS finding ever growing use in robotic appli­

catibns involves the use of artlflcial intelligence. or expert system~', Artifidal intelligence . 
differs from other types of programming in an emphasis on ~mbol manipulation. Symbols 

.are mampulated by inference. and particularly by deductlon. whlch is characi'èrized by a 
.' . . . 

syst~J'!l ca"~d the predicate' calculus. The predieate calculus consists of a language for 

'expressing propositions. and rules fbr inferring, new propositions from those'already ayaiJ­

able. The set of 'previously known facts is referred to as axioms. and rules of inferenee are . , . . 
known as theorems. Another form of inferelice is eaUed abduction. In which explanations 

are generated from. a set of'facts This form of jnference may lead to false conclusiQns. but 
. 

is necessary to allow conclusions tQ be rea0ed from a possibly incomplete set of facts. 

An artificial .'ntelligence package generally contains three components: a user 

"'interface program to acquire data. an inferenGe engin~. and a data base. The user interfaGe 

program accepts data whic~ It then fo~mulates in ~redicate calculus form. Th~ inf~\e,nce 

engine uses theorems to o~r.ate on new data and availabl: propositio~s. and to insert new 

propositions Înto the data base. The data base stores ail of the propositioDs available thus 

far both from Input data and output fror;n the Inference engine. 
, \ 

Many problems can not be solved in closed form. and a solution must be found 

by selection from ~ .set of possible actions. Schedulirig the activities of a mobile robot IS 

an' example of the type of problem which requires searching for an optitnal solution. Search 
.... (, ( .,... 
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problems involve moving a system from an initial state to -a goal state. often by ~eeking an 

optimal path ,s~lution. Fro~ a given state.' an operator is applied to reach its immediate 
• J • 

suc~essor or successors. and the set of ail possible states reached by subsequent operations' 

'IS called the search space of the ·problem Search algonthms are characterized by .operator­

ordering functions wtilch select from a set of operators. and by state-evaluation functlons 
- . \ 

which estimate the dis'tance from a glven state ,to 'the nearest goal stat~. ChOices of these 

two types of functlons give rise to the various t~pes of,search algorithms. 

" , 
o . 

Artificial intellige')ce techniques are useful in representlng ao.d recognizing sçenes 

during late. or hlgh level. vision. In this application. the first' stage involves deciding on a 
, .. " . ' 

set of shape primitives to adequately descnbe an abject. Objects' i!" a scene cart then be 
, 

rmpared with models of -vanous abjects ln a data baoe to 'achieve recognition. The set of 

,SSibihtlès .IS .called a di~crlm.in"ation-~et. and, must be traverséd usin~ a search technique-

to ~lIow efficient .. processing of the Image. - ,/ • 

1n manipulator control. artificial intelligence techniques flnd use primarrly ln 

two • fields The first application involvès path planning and collision avoidance. and the 

. second applicatio~ involves task level programming. Task level proliramming simp"fles~ 

the process of robot -programmmg by. requiring the user to spetify only the relationships 

• b~tween object;~ as opposed to the detailed m~nipulator motions reqUlred.to perform ~he 

task. Thus the user prQvides de'tails concernmg the position of objects i~ the. present and 

the future. and the syste"J uses an inference engine to provige the Interpretation of these 
- . . 

~ask level commands into detailed motion commands. 
• 1 .. 

The process of learning is likely to b~ essential for manipulators to' opera te in 'a 
- \ 

comp'etely unstructured environ ment. In t,his context. le'a~ning is defined as an advanced 
\ , 1 

artific;jéll'" intelligence techniqye in whiçh the conclusions of inference on propositions and 

theorems ï;roduce ~ew theorems as weil as new propositions. The:. study of learning is truly 
~ . 

. at its infancy at this time. and concret~ results are,as yet meager . 

7 

~ . 



c 

" 

t/ ' 

• 1.2 Position Control 

1.2 Position Control -

As the title of this work Indicates. this research involve.s the implementatlon 

of position control algorithms on a physical system. I~ is t~erefore. necessary to briefly 

present the physical components that are used in position control. as weil as their effect on 
- . 

implementation ln additIon. the standards of measu(ement by which the performance of 
- , 

the implemented control algonthms wIll be Jucl;ged must also be described in some detai/. 

'1;2.1 Means of (mplementation 

, ", , 

ln this research. the only types of position cont;ol systems to be considered will 

be those involvmg feedback Ali feedback systems must contaln" the followlng elements to . . . 

control a plant: sensors to obtain information about the plant. a comparator to compare 

the actual values obtamt!d from the plant to desired values:, a controller to caleulate the 

commands which will drrve the plant toward the desired values. and output devlces to effect 

these commands 

. . 
ln particular. the sensory informatIon required for joint position control involves 

• 
joint position. veloclty. and in some cases. acceleration. joint position data may be obtained , 

in a vanety of ways One of the simplest types of position sensors is the potentlometer. an -' , 

electromecl]aplcal transdu~er that converts rT}eè'hanlc~1 energy intQ electrical energy For a 
l ~tJ 

riven input voltage. the outpu~ voltage of the potentlometer is p~oportlOnpl to a mechanlcal 

, dlsplacement. whlCh can be either rotatlonal or translational Though relatlvely cheap 

and reliable. potentlometers are prone to wear. and being analog devices. are somewhat 

cumbersome to Interface to digital computers 

A type of device found increasingly ln modern positl?n çontrol systems is the 

encoder: which comes ln two major subtypes. incremèntàl and absolute. Incrementai en­

coders are available ln .l'otary an.d linear forms. but both types involve the sa me four basic 

components: a light source. a 'rot~ry disk. a st~tionary r'nask. and' a sensor The disk has 
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1 2 Position Control 
l' 

alternating transparent and opàque sectors whose size determines the incremental period. 
\ 

As the disk rotates. light from the source is altern~tjvely passed to and blocked from the 

sen~or. and a count of the number of pulses at the sensor prov,ides a !11easuremen,t of 

positio~ from a known startmg point DIsadvantag~s 'of incremenlal encoders mclude an 
, ~ 

" mability to deal with temporary . ..power fallures. and the requirement for an addltlonal mask 

to indlcate the startmg positIon Furthermore. a single encoder ca~ not prov.,de informa-
I 0 

tlon on the direction of travel. and another encoder 90 degrees out of phase wlth the flrst t -' , 
must be provldeo for this purpose. These disadvantages often counterbalance the relative 

simplicity and low cost of incrementai yncoders Absolute encoders use the same basIc 

compo,nents as incremental encoders. however they use a multiple frack dlsk which defines 

each shaft position in terms of a binary number or Gray code. Unlike incrementai encoders. 

absolute encoders are not sensitive to power ghtches. nOise or transients. but are somewhat 

more complex ln construction. 

" '---../, 
Tachometers are electromechanical devlces used to measure veloclty. The devlce 

works essentlally as a generator. w;th the output voltage proportIon al to thJ magnitude of 

the a'ng}Jlar veloc/y Wh de velocity feedb,ack 45 often used ln ro'totle applications to Improve 

position control. many mampulators are n'Ot eqUipped wlth t'achometers due to welght. slze 
~ . 

and cost restrictions ln such cases veloclty m<ty be mferred from position measurement. 

particularly when the Implementation is carned out on a digital computer. In whlch il positipn 

measurement may be dlfferentiated numerica/ly to obtain ve/oclty. Accel~ration IS likewise 

generally mferred from position or veloclt} data. as current/y available accelero~eters are ,1 
inaccurate and prohibltlvely ~xpensive, 

Comparison of the deslred signai wlth ItS actual value may'h,e performed uSlng 

an up down counter. or more common/y in a digital computer. Typically. in modern control 
~ ~ . . 

syst~ms. the control algotlthm itself 15 a/so Implemented on the same c0':l1puter. 

Output to the manipulator I~ effected through a digital to analog converter 

" ~ (DAC). which con verts the computed command from a binary code in the comp~te~ to an 

analog voltage available as output. ThiS signai is then.amplified and transmitted to the joint 
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motors using current or vortage ampt'ifiers. A current amplifier is a device which sJJpplies 

a current proportional to its in~ut voltage and has a high output resistance. It is used 

in torque 'control applications such as manipulator joint control since a motor' 5 armature 

çurrent is proportional to the loading torque. Disadvantages of control loops utilizing 

this type of amplifier are a tlme constant which depends on the manipulator position and 

payload. and .the absence of internai dampmg pue to back emf. Thus. contr?1 algorithms 

using a current amplifier .must add a derivative-gain to provide damping for stabillty. and 
i -

the presence of steady state error reqUires an. integral term as weil. An alternative approach 

" . involves using a voltage amplifier. whlch provides output voltage proportional to an input 

voltage. This type of amplifier controls velocity rather than torque. and therefore ,reqUires 

tachometer feedback. It does possess natural damplng, reducmg the need fol a denvatlve 

controller. but otherwise operates in a slmilar manner to the current amplifier ln reallty. 

systems utiJlZlng the two types of ampl!flers operate slmllar/y. wlth somt! dlfferences ln time 

constants and gains 

1.2.2 Measurement of Performance '~ 

. v 
Evaluation of control algonthms reqUires the development ~f performance mea-

sures by whlch algorithms may be tested and. compared There are several -different ways 

Feedback c~ntrol IS pnmarily concerned wlth an error signal. which 15 generatè<:f . ' 

as the dlfference oetween a deslred position and an actlial position obtained from the plant. 
, f ' 

!~j>artlcular. traJ~ctory tracking for manipulators Involves position control in the presence 

of varylng qynamlcs and dlsturbances. An important measure of performance is the steady 

" state error: whlch 15 defined às the error when tlme goes to infintt~. In reality. the steady 

sfate error n;ay be measured shortly after transient effects ~ave settled down. and is unlikely 

tO chante later on Systems give steady ~tate errors" that vary with the type of input signal. 
, ' . , 

Typical test Inputs indude stee functions. ramps. pê3rabolas, and sinus.oids. Meastlrernents 
" , , 
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• 1.3 Statement of the Problem 

of average steady sta'te errors of a system il) response to a variety of input signais give a 

good evaluation of ï'ts performance. 
1 . 

( 
J 

-
The transient response of a system to various input signais is also of value 

in testlng control algonthms Two measures of performance are of particular interest ln 
4 J • • ~ 

evaluating. the transient response of a system. One involves 'the I;ngth bf tlme it ,takes the 
" 

system to relax to Its steady state. and the other is the percent overshoot. ~f any. from 

the desired value Though m. this research we are more in~erested in steady state error for 

, trajectory ',followmg~ transient response is important to ,ensure adequate transition from à 

stationary state to ~teady stâte motion.:-
, . 

- , 
The frequency response of a system is likewise of interest in· measuring the - , . , ,>-

capabHities of a control algoritlim Of pnmary illterest is the stability bandwidth:' which 
, , 

gives an indication of. the range of freque"cies" for which this system may operate. Gam 

and phase lag of the system are likewise important ~easures'of performance. 
~ \ 

\ . ~ 

~ ~ \ ~ 

./ Examl~atlon Û{ control algonthms with respect to th~ above performance criteria 

15 likely , to produce,} .com~'h~nsive eval~a.tlon o~ the capabilities of ,the' system' yanous. 

input test signais should ~/lsed to 'assure the conslstency of the system performance over 
j , 

ItS full expected range of operatjon. 

j , 

.1.3 Statement of the Rroblém 
co 

It is now necessary to briefly 'present the problems this research is intend~d ,to . 
J aJdréss and the contribution tfil5 work 'is to provide toward the solution of these problems. 

--

1.3.1 Testing Control Schemes 
III • f L 

" 

The position control algorithms of commercial 'ffianipulators are often embedded 

within the joint c'ontrol microproccessors at each joint. and are therefore inaccessible to 
~ j • ./ 

'external observers. The 'performance of these' control schemes is thus very diffièult to 
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1 3 Statement of the Problem 

• 
measure. and ·the only available 'data on' performance is the externally, observa~le motion of , 

the manipulator. Key d~ta concerning the, inputs and outputs of th~ controllers in, terms 

of torques and currents is thereby missing, and joint control is Dften regarded as a "black 
~ , , 

box" type of problem. F-urthermore. modificationvQr replacement of the control scbemes at . 

the jomt controllers is extremely difficult . .as 15 measl1rement of the p~rfprmance- of. new 

algorlthms. 
. .., 

1.3,2' Accurate Manipulator "'ositr~n Control ., 

The dynamical equations describing a robo.t manipulator under rigid- body as­

sumption"s are generally,nonljnear. coupled second Qrder differential equations. Ro.bot ma- \ 

f\ipL,à'tor control laws are designed' to ~alntain the desired jOint ~rajectories with a ~mall 
\ ' . \ 
bourrded error. despite the nonlinear system dynamics. Unfortunately. the nonlinear effects 

under- whlch manlpulator jOint centrol must opera te are of 6~ch great magnitude that many 

control algorithms do nQt function weil ln practicè. Furthermore, many control algorithms . ' 

whiçh do produce ,an adequately small bounded error'are sensitive to parameter variation. 

or are very restricted in terms of operational bandwidth. Wh Ile many algorithms. have been 

developed in, t'heory and quite a few have. been tested. under s\mulated conditi~ns. relat.lvely 

few have been actually tested on a man/pulator operating under realistic conditions of non-
D 

linear effects ... T~us. the d~velopment of a position co.ntrol'algorithm which produces an 

adequately smal/ bound~d error over a large bandwidth of frequencies. and which is not 
, 

overly sensitive to p~rameter variation. rematns a topic of research. Final/y. the Imple-
, ' 

mentatlOn of such an algorithm on an actual manipulator and its evaluation based Qn the , 
, . 

performance' criteria listed above IS likewise an open question. 

1.3.3 , Goals of the Research 

The research work described in this text 'addresses the two problems described 
. ~ 

above,~ and th us the goals of the research may be regarded as two distinct efforts. The , . 
first "thrust of this work involves tackling the inaccessibility of control schemes .operating 

.! 
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1.3 Statement of the Problem 

Qn m"nipulator j~ints. Using the Reel/ Rel systèm [Lloyd 85], 'a rob~t control interface 

running on a VAX 750 computer, and a PUMA 260 robot, an attempt is made to create . . 
a .general purpose testbed by whkh various éo·ntrol algorithms .may be implem~nted and 

tested under realistic conditions. The goal of the testbed is to provlde the user wlth a 

means of Implementing a control algorithm to replace the ones whlCh normally run at the . 

joint control/ers. The controller then runs on the VAX. allowrng convenient user Interface 

to test the system under vanous conditions and with a variety of input signais. Commands . . 
- ' 

are sent to the. manlpulator. and data IS read back from the Jomt encoders for analysis 

" d The' system allows moti,?n of mult1ple jOints .. thereby creatrng a test envlronment whlch 

includes rnertlal and Coriolis effects as disturbances ~naJysls tools to d~cipher the data 

ire provided as weil. allowing the user to obtain quantitative and q~alitative re~uJts by 
--? 

which to evaJuate the algorithm. 
. , 

\ The secon,d Ime' of research in. this pr-oject inv'<;>lves the împlement.ation and com-
, ~ 

parison of two control algonthms on the PUM~ manipulator: ~sing t~e testbed descnbed 

above. Studenny [Studenny 87] proposed acceletation feedback control without feedforward 
1 • \ 

compensation ta be a stable control law m application to robot man!pulators. An algorlthm . ~ 

which implements this' co'ntrol law has been coded and test~d on the system as descnbed 
1 

a~ove .. For companson. a prop,ortional-deflvatlvè ~Igoflthm has also been i~plemen.ted and 
f , 

tested under the same conditions Srnce nelther scheme ehmmates steady state error. an 

optional 'integral control 1er '(Jas also. coded to allow atcurate end point poslti'onlng The . . 
_ goal of thls (esearch 15 to ~valuate th~ per~ormance of the two control algorithms and to . . 

analyze the sUitability of the hardware. the software environment. the '.testbed. ard !he 

.:ontrol algorithms· to the' task of manlpuJator positIOn control. 
, ' 
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• Chap~er 2 . . Manipulator Control . 

• 

, 
\' 

2.1 'Description of the Problem Q • 

, 
It is necessary at thi~ point to in~lude- a des~ription of nianipulator kinematÎcs 

and dynamics. as weil as the mathematical background on which they are based. The . . . 
general problem of contro'l will depend on the system model developed from the.kinematics 

an.d dynamlcs. and a fi:amework must be introduced to allow /ne study. of cbntrol solutions 

which have been developed to dat~ 

.. 
1 2.1.1 Manipulator Kinematics 

( .. 
The kinematlcs of robot manipulators may be described in terms of homoge-

.,. 
neous~ transforma~ions. Euler angles. and other formalisms We will concentrate here ~n 

a~inem~tic description uSlng ~omogeneous tra~sformations. since thi; is the formali5m 

" adopted by many of thè control strategies we will di5CUSS in later, sections: it 15 also the 

one on .which the ReCl/RCI systeI'"D. whlCh forms the basis of most of the progra;rlming of 

this research. IS based as weil The problerh of kinematics has been extensively discussed . . 
in the hterature. for example in [Lee 82J. [Paul et al' 81a1. [Paul et ,al 8ib). and many other 

, ~ 

sources. and jS generally weil understood. A brief discu~sion follows . 

A (3 x 3) 'rotation matrix mby b.e ~fi~ed ~s a transforA1ation matrix whlch 

opera tes on a .vector in 3-D Euclidian'" space and maps its '~oordinates expressed in a 

. \~ ,/ 
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2.1 Description of the Problem 

, 

rotated coordinate frame from a known reference frame. the transformation from frame 0 

to frame i can be expressed as 

(2.1) 

where p is a point in the space. -. J 

. 
Since a .(3 x 3) matrix does not allow the expression of translation. a fourth 

column is added to t~e moatrix. resultmg !l a (4 x 4) 'matrix of th~ following form: 
. . ""' . 

A =:= (Tota~ion trans~ation) (2.2) 

. 
This type of matrix is çalled a homogeneouso transformation matrix. and maps 

a p~sition vector eJll)rfs.sed in homogeneous coordinates from one coordinate frame to an­

other. Seve;aJ h'omogeneous transform matrices representing various rotations ~md trans-

lations may ~e multip1ied together to yield the final posit1on and orientation of the deslred 

frame. This is of great use in 'manipulator kinematics. in which we are concerned wlth 
. - <~ 
the p~sition and orientation ,of an open spatial kinematic chain. Each link in the chain 

mày'be viewed as a rotated or translated frame with r'espect to the precedmg link. and the 

pro1iuct of the transform matrices of ail the links gives the position and orientation of the 
. . 

end efTector with respect to the base coordinate fram~. To facilitate the development of a 
. 

formalism descnblng the frames at each link. a representation of Joint and lihk parameters 

was d~velope.d 'by Denavlt .and Hartenberg [Denavlt 55] ln the Denavit-Hartenberg rep­

resentatlon, ea,ch' hnk is assighed parameters and variables with respect to t~e preceding 

link. Each link IS asslgned one variable. joint angle ln the case of rev'olute joints. and jomt 

tra~eJ in the case of prismaflc joints. Other parameters depend on the fixed position and 

orientation of the link wlth respect to,its predecessor. The forward kinematlcs problem is , 

simply that of multiplym'gl the,.. A matrÎtes of each link in ~ particular configuration to arrive 

• at the T matrix descri9ing the position and orientation of ~he end efTector,: 

,. T = A1A2A3 '" An 

(. 

(2.3) 
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2.1 Description of the Problem 

The inverse kinematics proble4is more involved. Here the goal 15 to find the 

A matrices that can le3i1 to a known T matrix. This problem is of great importance in 

manipulator kinematics. as the space in which a manipulator must operate is in a world 

coordinate froame. while the manipuJator is controlled in joint space. The inverse kinematics, 
~ 

solutions give the joint positions or jlocities'.lequired to produce a glven end effector 

position and OrientatIOn. or Cartesia( velocity. The solution is generally not ~nique. and 
~ ~ 

typically reqUlres the solution of the ,,\verse Jacobian matrix at each position. Other 

methods have beén déveioped to simplify the caJcufations. and for some manipulators. 
, ' , . 

such as the PU~A used in thls research. there e(Xi~t.- closed form solutions to t~(oblem. 

2.1.2 Manipulator Dynamics .. 

The dynamk equation for a SIX degree of freedom mampulator has been shown ~ 
z - ~ " 

to be highly nonlinear and consists of inertial terms. cOL(j>ling inertial forces. friction.~ and 
, 

gravit y loading. There are several mathematlCal constructs used to describe manipulator ' , 

dYnafllics. the most commonly used of which are the Newton-Euler method and the Euler­

Lagrange formulation [Lee 81 J. [Luh 83J. rDriels 84]. Other formulations have been proposed of 

to allevlate sorne of the inefficlencies associated with Newton-Euler and Euler-Lagrange 

(Kane 83]. 

The Euler-Lagrange method produces a set of coupled. nonlinear differentlal 

equatlons. These equations are not so ~fficient as those produced by Newton-Euler. but ,. 
their'performance may be improved by using a recursive Euler-Lagrange formulation [HoHer-

bach 801 or ~ther techmques [Mahil 82J. In the Euler-Lagrànge formulation. kinetic a~d 

potential ene"rgies are-derived from the homogeneous transforms describing the kmematics. 
• 1 v 

Usmg the LagrangtPfunction \ ~ ~ 
, 

L=KE-PE 

and applylng the "Euler-Lagrange method. we obtam the following dynamic equation: 
, / 

.. 

'\ .. ~ 

(2.4) 

(2.5) 
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where r is the torque necessary to ,drive the s~stem. D represents the inertial terms. H 
1 

centripetal and Corioli~ forces. and G gravit y loading. 

The Newton-Euler method is fast and accurate. and consists of forwar~ and 

backward recursive equations whlch may be applied to each link sequéntially. The forward 

recursion propagates kinematics information from the base coordinate f,:ame to the end . 
t 

effector frame. The backward recursion carries the forces and moments exerted on each 

link from the end effector to the base frame. The derivation of the Newton-Euler formulation 
. 

! is .more dlfficult than Euler-Lagrange. and ,"volves cross product terms. It IS based on the 

fact that the torque applied al Cl Joint can be deter~med from the moment exerted on a 
, 

link by its predecesso~. Usihg the angular velocltles and acceleratlons of the precedmg and 

fo"owing links. the Newton-Euler equations may be derived from cross product equatlons 

of these parameters. 1 1 

Another solution. to the dynamics equation was lJ>resented in (Kane 83). "nd 
d • 

invoh;es the use of Kane's Dynamical Equations. This formulation introduces generallzed . . 

inertia forces K,* and generalized active forces Kr. whlch are determined from JOint po­

sitions. through intermediate calculated values of ~eneralized velocities. angular velocltles. 

accelerations. an.d angular acceleratlons. Using Kane' s equatlon 

K/+.Kr=O '(2.6) 

one can obtain values for joint torques. The authors demonstrated that this formulation Îs 

. more efficient than even the most optimlzed EtJler-Lagrange and Newton-Euler schemes 

2.1.3 System Model 

ln the discussion of the system. model. the followmg notation will bel followed 

thrcughout. The vari.able 8 will .be used to denote jomt position. and Bd the desired joint 
o , 

8 , 

position. F~r actuators controlled by a voltage amplifier, the input voltage will he denotpd 

as Vin' and for those control/ed by a current amphfier. lhe input current will be spedfied 

as D .4C. to signify the value on the digItal to analog converter 

. , , , 
.. / 
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2 1 @escription of the Problem .. 

The simplest and most commonly used control algorithms fa" into -the classical 
," 1> • 

category. drawing bath from frequency response and state space methods. In principle. 

these techniques rèly on the assumptlon t~at the coupling and nonlinearitiis inherent in 

manipulator dynamics can be adequately compensated for through feedback. A manipulator 

is therefore regarded as a conglomerate of independent rigid bodies and actuators. and the 

algorithms in use draw from linear tlme invanant control theory. 

The most basic of these schemes completely disregard manipulator dynamics 

and attempt to control the system uSlng the error signal alone. Each link of the manipulator 

is described as a second order linear tlme invariant system. and proportional-derivatlve . , 

(PD) control is tYPlCally used to achieve the desired pQsition. Frequently an additional 

Integral term IS added to the control law in order remove any steady state p~sltlon error. 

The resultlng proportlonal-denvatlve-integral (PID) control algorithm is one found very 

- frequently ln commercial robots. 

A cornerstone of nearly ail classical attempts to control robotic manipulators is 

ta regard each JOint of the manipulator as a second order system. This impli~s that the , 
dynamic equations of the manipulator can be described mathematically by second ....order 

différentiai equations. and effects that do not fit into thls deScription are treated as small 
- \ 

disturbances. Two questions m~st now be answered in further detail: The first q~estlon 

involves demonstratlng that a manlpulator jOint can be adequately m~deled as second order , 

• syste~. In -particular 8~plymg this analysis to the puma 260. The' second questl~n Jn"olv~s ( 
. ~'. 

showing that thls analysis IS still valid ln iight of th~ Jdint's being part of a larger 'system 

whiclr exerts dynamlcal forces greater than those whlch appear in each joint indlvidually, 
• ' 1 

, If both these conditions are satisfled we can then go on ta discoss methods of controllmg 

,,~ ~ the system 

) 

Approaching thls problem from the point of view of manipulator dynamics. we 

first look, at a Single link manipulator [Paul 81]. Given an effective link inertia J and an, 

actuator modeled by a ga1n km and viscous damping F. if we ignore coulomb friction. we 

can model the actuator as shown in figure 2.1. 

18 
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2.1 Description of the Problem 

• s8 

" 

. \ 
Figure 2.1 ~imple Model of Actuatr Driven by 'a ~oltOige Amplifier {Paul 811 

,- - . The transfer function of this system is 

sOls) _. km 

,~Od(S) sJ + F 
(2,7) 

8y providing 'botFiielocity and position feedback. p'aul then arrives at a system which looks 

like the one i~ figure 2.2. 
\ 

... 

/ 

" 

Figure 2.2 Model of Actuator wlth Position a~d Velocity Fe~dback [Paul '811 

The transfer functlon of thls 'system is 

&8(8) k(km 

~8d(S) _ s2J + (F + kvkm)s + kekm 
(2.8) 

This equation can then be manipulated inte the form of a second onter system 

) 

. 1 
(2.9) 

• 
19 
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2.1 Description of the Problem 

) 

by setting 

(2.10) 

antl 
.. 

( 

(2.11) 
, -, 

o 

The discussion above may strike the re:Jder aS,overly simplistic and therefore 

unconvincing. A considerably more detailed discussion may be found in [Lu~ 83]. in which 

a ~ingle joint manipulator is analyzed takmg lOto account actuiltor i'nertia (Ja). manipulator 
, j 

inertia (Jm) at the ,actuator side. link inertia (J[). damping at the act~ator s'ide" (Bm) and 

load side ·(Bd. average friction torque Um). gravitation al torque (Tg). generated actuat~r 

.) sha'ft torque
4l
(rm). internai load torQ.ue (ri)' angular displacement at act~ator 'shaft (Hm) . 

and load side (Bd. and the gE\ar ratio (n) Even with the detail in this example. Luh applies , 
umty position feedbae"k. and arrives at the overall transfer function 

1 
(2.12) 

where 

\ 
1 

R = motor armature w,'nding resistance 

(2.13) 

KI :::; torque constant , 
Kb = back EM F constant 

o Ke = conversion constant Jrom optical encoder to voltage 

20 
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2.1 . Oescrlptio~ ,of the Problem 

(2.14) 
• • IJ 

Jeff = Ja + J m + n 2J( 
'- '. .fJ-'\ - , 

Ali other constànts were eUminated as insignificant. and t~e single link ma-

nipulator Wâ~ therefore .shown to be a second order system. Anotheroprese~tation iithis , ' .. 
subject m.ay be found in [Craig 85J, in which the discussion starts ofr'With the force equation 

t = ma w~ich is already seçonlorder. and,is extended t!> manipulàtor~. 
, . -' 

Thus far the' analysis has,been carried out in terms of continuous time formula- ~ . . 
tion. Since ail of our experimental work concerning,control algorithms is carried out using 

a digital compute!. ,t is necessary.t~ demonstrateithat the model w'e have chosen remalns 

valid in discrete form. The entire system is shown in figure 2.3: 

lQmruter PI LInt 

0# 
Figure 2.3 Digital System for Actuator Control Using Position Feedback 

lét 

h ( 

.. 
we get 

. . 
, 

KA': amplifltr gain 

Km = tran&1 er 1 uncti~n 01 motor ~nd lood 
TmB + 1 

" 

) 

,( .. ) _ KAKm 

Vs,,(') - "(Tm' + 1) 

• 

A. \ 

(2.15) 

j 

'. 

\ 
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2.1 Description of the Problem 

l 
or 

.8(s) _ KI 
Vm(s) - S(TmS + 1) 

(2.16) 
\ 

App/ying unit y position feedbaGk. we get 
( 

1 8(s) K 
lId(S} - TmS2 + S + K; . 

(2.17) 

As before. a seconâ arder system~ 

. ' 

To discret Ize this. we must 'include a' zero o;der hold in the plant équation. The 
• ....' 1 

system is n9w shown ih figure 2.4. 

\ 
1 l_e-sT K a 

!--
s S<Tms+1> 

x 

. , 

-
Figure 2.4 Discrete ,Model of Actuator wlth Position Feedback 

• 
Cl ~ :-st )(s(Tm~ + 1)) = (1- z-lJ(.512 S(Tm~ + 1)) = D(z)G(z( 

1 ~ 

..... )( ) _ Z( K ) _ Tsz _ (1 - e Tm )z, ' 
J z- 2 ,- 2 T 

S (l'm S + 1) (z -1) T~(Z _, ~(z _ e ~ms) 

. lI(z) D(z)G(z) bOz + 61 
8d(z) = 1 + D(z)G(z) - Z21: aoz + al 

• 
• ô • 

" 

(2.18) 

('2.19) 

(2.20) 

(2.21) 
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'2.1 J Description of the Problem 

where 

":T;, 
4() ~ ho - (1 + e rm ) 

-T •. 
al = erm + bt 

. -T# 
, ber= (T3 - Tm {1 - e rm )]K 

(2.22) \ 

(2.23) 

(2.24) 

\ 
\ 

) 

.. 
(2.25) 

Thus. in discrete ·form. a single link manipula.tor may still be regarded as ra . " 

second or der system. 

Unlike the manipulators described above. the joints of the Puma 260 use ~urrent 

ampMiers. and not the more common voltage ampliflers. Thls.should mean that a constant 
Q , 

, , 
input voltage produces a constant acceleratlon rather than a constant veloCity at t11e output . . 

shaft of the motor. This relation follows (rom the torque equatlon. 

torque = Kr1a (226) 

r 
Yihere KT IS a\onstant. D Since the amplifIer output IS a current. a constant IOput.produces 

a constant torque. which by 

torque = J .... + fw (2 27) 

produces a constant \~cceleratlon damped by rolling friction Imtially modeling the motor 

as contributing a. gain K:n and the amplifier wlth gain KA' our model ,looks hke the one 10 . 
... 

figure 2.5. 
î 

-~-.., 

1 

1 
·1 

1 
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2.1 Description of the Problem 
~. 

..,. . 
ln the ioints of the Puma 260. friction cçmtributes a...$Îgnificant enough distur-

. . 
bance thaUt was decided to includ.e ~ velocity-dependent frictionaJ term Into the mode/. as 

. 1 shown in figure 2.6: \ 
t • 

. 
" 

\ 
\ 

Î 

Fig'JJre 2.6 Revised, Model. includiog. Vi~cous Friction 

This system has an .. overall transfer function of 

\ fJ' . Km 
DAC - $2 +Kfs . . 

. 
where 

With unit y positIOn feedb~ck. we further get 

a seconq or der systém. 

'. (2.28) 

(2.29) 

(2.30) 

.' 

It now remarns to be demonstrated that é! discretized version of this model 

behaves in the same manner. To obtain this mode1. we must use a zero order hold and the 
, , 

equation IF~nklin 81] 

(2.31) 
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21 Description of the Problem 

, . 

, 
(2.32) 

where T s is the sampling interval This is already a second order system. and 

applying unit y . position feedback we get yet another second order sys;tem _ . 

• • '1 

Thc1lJgh à single "nk manipulator has been shown to be adequà'tely descrabed as , 
f ' ' 

a second order system. the inertial forces' due to the motion of other Imks of the mampulator . . 

. mus~ be consldered before the analysis is complete. One example of such analysis may be 
<' 

found in {Paul 81]. The three forcE;s genera,ted by the motion of other links include tnertlal 
, . . 

cE>upling. centripetal forces, and COrl?lis force. The t?rque equatlon. 

~ 

(2.33) 

may ber- rewritterf as 

1 

-. 
(2.3~ ) 

where Du is the effective link Inertia. l(n), IS the actuator tneitia. and 11 15 th<" -
/' gear ratIo', The ~ouplfg shows up in Du and ;s il funcllQn of the ma~IPulator geom~try 

Paul suggests the use ,f feedforward compensation to overcome coup"ng. Slnce mampulator 

geometry is generally ell known ln advance. but conte'lds that frequently the effect fS so 

minor as to not requlf any form of compensation Centripetal and COfloll5 forces occur 
~ 

only :Jt high speeds a do not cause Instablhty They may. however. generate pO!lftlon 

errors, Giving the. exa pie of a two fink manapulator. a mollon of the ftrst jqlOt '. by 68. 

results in ine:!i.1 torqu, -
.. 
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2.2 ManipuJator Control 
• 
. ~ 
.' 2 

2" 4mr â8 
Tl = mr 61 = ~ T2 _ (2.~5) , 

t ( 

and a centripetal torque 

o .. 

(t.36.) 

Clearly. ·for small ~() the inertial torques. dominate and ~e have the relation ". 

Tcentnpetal = Tmerttal â8 1 (~.37) 

Errors ansing from COriolis forces can similarly be shown to be small' enough 
J 

that the overall nature of the system is unaltered. and disturbances may be compensated 

for by feedback. Thus. even in the presence of nonlinear forces due ta the motion of other 

links of the ma{'lIpul,ator. each link may still be described as a second order system of the 

form shown ~arlier. These r~sults àre confirmed by [Luh 80). resulting in the assertion that • 
- . 

manipulator dynamics may be described as- disturbed second order differentlal equations . 

. Wh~re the disturbances are imall exce~er high velocity and acceleration conditions .. 

The importance. of obtaining second order systems is twofold: first. such sys.-, 
tems are weil known mathematically. and many. analysis tools have been developed to deal 

wlth them. Second. within c~assical control theory there are many design procedures suit­

able for specifying contro' schemes for second order systems. The above analysis showing 
. " 

single and multiple Jink manipula tors to be of second order allows control. design and anaJ-
o • , 

ysis using standard classical methods a~d largely ignoring the inherent nonlinearities in tfle 

system. 
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2.2 Manlpulator Control 

2.2, Manipulator Co~trol 
l . 

• 

Sèveral meth~d~ ta solve the robot arm control problem ha~ b~n developed. 

These solutions- can roughly be classified into three groups: classical. adaptive. and robust. 

2.2.1 Classical Solutions 

1 

Classical solutions a~e d~med classical in. the sense th~t the design procedure 

IS derived largely from c1asslcal control theory The techntques described in this section 
"X • 

includè proportlonal-integral-derivatlve (P,ID) control. va nous feedforward and computed 

torque techniques. and a smattering of other methods The corn mon Idenominator of these 

techniques IS that the emphasis fS on mrnimizlng an crrar tcrm which 15 derived from a 

second order system model of the plant. In the case of PlO. only the error IS consldered 

Feedforward and computed torque techniques generally require an accurate model pf the 

the plant and assoclated parameters. Ali of the solutions. presented in this section allow 

only fixed control parameters. and Jargely ignore the question of sensitivity ta paraJOeter 

variation and model)ng errors. 
\ 

Of partlcul~r inteQ is a paper by Luh. Walter, and Paul. (Luh 811. in which 
'- 1 

they propose resolved acceleration control as a control àlgonthm for P9sition co~trol of ma-

nipulators. 'While different from' the acceleration feedb.ack algortthm which, will ~e descnbed 

in the next chapter. the idea of using acceleratlon in the feedback loop to compensate for 

the inherent nonllneant/es of the system produced an equation whose form is remarkably , . 
. similar to the one used 10 this research. Unlike the lalgortthm of thls thesis. however. the 

p -

algorithm described ln [Luh 811 pre~ultlplied the control equation by anjnertla matrix. and 
~ , 

required a perfect cancellation of the nonlmear terms by a calcufated mode/. It was therefore 
, 

not shown ta be robust to parameter uncertarnty. and was computationally expensive. The 

idea~ of this paper grew out of previous work (Whitney 691. in whlCh the main emphasis 

w~s ta control a Carté'Sian trajectoh frQ!"l jo!nt space. An extension of this scheme. in 
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) 

which the position of the e'nd effectÇ>r was to be controlled ln Cartesian spac/directly u~ing, 
, \ 

convergent force controt w~s ~resented in [Wu 82]. 

, 
An optimal control solution was proposed by Kahn [Kahn 71]. in which time 

was the criterlon to be minimized. The theory was developed both dlrectly for the nonlinear 

system. and Indlrectly for a lineanzed vJsion. Though accur';cy IS lost. and the system re­

sults ln only suboptlmal control f~r the second case. the computatlonal complexlty involved 

wlth applylng the opbmalrty condition to the full nonlinear case was sufflcient to warrant 

development of the linearized system This syst~m wa~ not shown to be robust . .(Ior was 

stability proven 

" 
An unusual algor1lthm may be found ln a paper by Albus [Albus 75J. in whlch he 

attempted to model the conlroller on a functlOnal description of the human brain, Rather 
, . 

thari computmg a control functlon. thls system consisted of a look-up table gUided by 

heunstlcs and a complex memory management system Though fast. the problems pre­

. sented by such 'j system involved Interpolation be~ween various points in the table, and an 

inabllity to 'deal wltbvanatlons ln load, 

The common theme among the above articles. with ttlJe exception of [Albus 75] 

is that they are based on c1assical or state space control theory. They typlcally do not draw 
• l 

from nonlinear control theory. multivariable control. or robust slabllizatlon No attempt IS 

made to estima te the parameters of the sy~tem on-Ilne. and the method used to allow 

systerry operation ln the face of nonlmeantles IS typically to feéd forward compensation 

,for a precomputed estJmate of the dlstu~bance terms Such sChemes work weil at low 

fr.equencles. D and provlde reasonabJe trac king if the system parameters are weil known . 
• 

Often. ~owever. the ~ystem par~meters ar~ dlffi~ult to identlfy. and er;ors in the estlmates 

generate large trackmg errors .. 

, ' 

2.2.2 Adap~ive Soiutions 

Given a model of the plant whose structure' is known but whose individual pa-
• • e 
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rameters are ot. one answèr to the problem of parameter uncertainty involves computation 

~ of .the parameters based on an on-fine estimation .method. Thus. adaptlve solutions use 

estimation techniques to dynàmically éJdjust either the plant o~ the controller parameters. 

and by this aVQid the errors in control due to precomputed parameters. 

\ 

A survey of adaptlve control algonthms may be found in [Daneshmend o 87]. 

Adaptive control algorithms may be broken up into two major ~ubgroups: jOint space. and 
< ~ 

task space techniques. JOint space techniques are based on estimatmg the parameters-

. of the jOint dynamics directly Most are mode~ referenced (MRAC). and use ~Ither least 

squares algorithms or other estimation scheme Both single input single output (SISO) . 

and multiple, mput multiple output (MIMO) schemes are presented. though the Simulation 

results do not pomt'"'tonclusively towards the superiority of one or the other. Task space 
• 

and hybnd .. control schemes are also described in this paper. and attempt to manipula te 

the joint based on a hlgher lev~1 Cartesian description of the problem or ~n a combination 
" , 

of position and force data. Much work remains to- be done in ,this field. both in joint space 

alld task space. Stability and robustness issues are not adequately addressed for many 

'of thes~ s~hemes. and improved analysis of system performance and limitatIons -Deed to 
('. ," 

be generated for these schemes as weil. A major limItation of many adaptlve algorithms 

is the computation time required for each iteration. Relat.vely few of them have been 

implemented ln practice on a maOlpulator. and even in simulation. the relative complexity 

of these algonthms makes them difficult 'to evaluate. ~ 

, 

2.2.3 Robust Solutions 

. ~ 

Another approach to the problem of par~meter vartation involves the develop-

ment of control' ~rategies whlch are insensitive to parameter a'nd error ~ariatio·n. T~ . ' 

algorithms are based on the premise that if a controlle~ is designed to be robust...w.ifh re-

spect to modeling error. relatjvely little must be known about the plant in order to achleve 
f • 0 

accurate control. trrors in m~deling parameters are rumped along with o~her disturbances. 

which the system is des~ to reject. Robust control algorithms may ev.en be designed 
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to' reject disturbances with no knowledge of the plant. though the y are typically augmented 

with at least a simplified feedforward-based -.f'1odel to reduce the ma,gnitude of the error. 
a 

they must co~ with. 

Many of the robust schemes proposed are based on multivariable design. _ For 

example. Desa and Roth [Desa 85] suggest using a co~trol system derived from multivari­

able. robust servomechanism theory.· Though they daIm that the design IS meant to be 

insensitive to changes in the plant and controller parameters. the paper starts with the 
" , 

foUowlng three assumptions. the links are rigld. all- of the states are avallable. and there 

are no torque limits. They also assume that they have good models both of the plant 
• 

and the nature of the disturbances. As such. the algorithm is not very robust. and is 
1 

. œmputationally expensive. 

, 
There IS growing mterest in using algorithms based on variable structure systems 

for manipulator control. A review of variable structure and sliding mode system theory may 

be found in .[Utkin 77]. In general. these sc~ernes are state feedback algorithms. in which 
" 

the control can switch at any instant from one to another 6f a member of a set of continuous 
'" 

functions of the state: The problem is that of defining the set of po"ssible control functions 

and selectlng the switching logiè to choose among them. An advantage of variable structure 
< a 

systems IS that they allow the combination of useful properties of each ()f the individual 

functions Furthermore. the combination of schemes may create a system that posse!?ses 

proper.tles not found ln an~ of the components. and ln the extreme can combine a se~ of 

unstable. functions into an overall stable system The state of the system during a phase in --which its trajectory descnbes a motIon not mherent in any of the component functlons is 

called the slidmg mode. and is the princIpal advantage of such schemes. Once in this mode. , 

the system is relatively Insensltlve to varratlons ln plant parameters and ôther disturbances. 

Morgan and Ozguner [Morgan 85] proposed a control algorithm based on vari­

able structure systems. They pOint out the deficiencies of two popular approaches. namely 

precise modeling and design of special purpose manipulators. and suggest a variable struc­

ture controller for manipulator position control. Since sliding mode controllers are said to 
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• 1 

be robust to parameter vari~tion once in the sliding mode. no ,ystem mode1 is necessary 

for çontrol. and the inherent not'llin~J,.ities in the system ~re trefted as disturbance~ The 

problems with sliding mode 5chemes 5uch as this one are in ~eaching the sfiding ":,ode 

from the initial state. and chatte'~ing at the ~wjtching surface rnce in the sliding mode. .. 

The authors suggest feeding forward a disturbance term based Qn a simplified model. and 
, 

low pass filtering the disturbance signal. Thus. though the contl'roller is designed to ~ork 

without a model..al least a simplified model IS used tt' augment Its performa~ 
- \ 

1 

A further develop~ent of a sli~ing mode controller .s 1o~nd .n ISlottne 86}. The 

principal difference between this controll~r. which-the author ~alll' a suction controller. and 

9ther sliding mode schemes is in the use of a saturation funct on around the sWltchmg 

surface instead of a sign function Thus. Instead of jumping rr.6m -1 to 1 around the 

5witching surface. the controller moves in a line between those t 0 ~OI'1t.S.· This. in theory . 
. ' 

shduld reduce the efTects of chattenng around the switchmg s.urf ce. 

f 

Robustness issues are of extreme Importance ln the ontrol of robot mampu-
, 

lators. The dynamlc parameters of the manipulator are o~ten d fficult to obtalO and ilre 

typically subject to 'considerable error. The structure of manip lator dynaml~s IS inher-
, / 

ently both nonlinear and tin:te varying. and any control algonthm c~.gned for milrllpulator 
1 

position control must provide a means for overcoming the se van Nonlinear. multl-

v~riable. or sliding mode control algortthms thereforeotry to IOcorp rate robustness directly 
" ""-

into the design of the con$roller. rather than elimmatmg the (t.st rbance ter ms eJtphertly. 

, as JO the case of adaptive and c1assical schemes . 

• 

1 

o 
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Chapter 3 Acceleration Feedback 

The form of the equations describing manipukJtor dynamics has been shown to 

be hlghly nonlinear and coupled. Most manipulators use 10cal servocontrollers. which dis­

regard the dynamics. and treat dynamical effects as a disturbance which must be rejected. 

Vukobratovlé [VuKobratovié 83] suàsted that control/ers of thls form allow adequate per­

formance only at low speeds and seriously degrade at hlgher velocltles and acceleratlons. 

He further made the claim"1:hat the solution to this ·problem must involve compensation 

for dynamic effects which must be calculated globally for thê entire manipulator Whlle a , 

variety of schemes have been put forth which indeed treat the problem in this manner. the 

solutions they offer are typlcally computationally expensive and depend on the accuracy 
r 

of the mode/. , ln contrast. the acceleratlon feedback theory proposed by Studenny [Stu-
1 

denny 83]. [Studenny 84]. [Studenny 86a]. [Studenny 86b]. [Studenny 87]. involves only 

local controllers. but due to the nature of the dynamics. provides sorne compensation for 

dynamics effects dlrectly wlthm the feedback loop The following sections will present the 

thebry and discuss Important Issues such as stability. performance. aod limitations 

3.1 Présentation of the Theory 
• '... 1 

\ 
Acceleration feedback is a simple control law which is .applied locally at the 

joint .Ievel. and which does not exact a high computational burden. It was first applied 

to manipulator control by Luo and Saridis [Luo 82]1 who showed that the control 'Iaw ' 

J 
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1 

is optimal in an lQ sense. however required that ail' t~é nonlinearities be removed by 

feedforward compens~tion. Studenny's w\rk involved removing the feedforward terms. and • 

demonstrating that the control law is stable. robust. and" approaches optimality. 
" 

~ 

3.t.1 Single Joint" Application 



1 
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3.1 Presentation of the Theory 

" Ylie can rewrite the above equation in the form: 
' .. 

(3.6) \ 

SeUing' the dynamics equal to the control law. we arrive at 

(3.7) . 

Thus. solving for llq. we get 

1 
llq = -al!::.q - aollq + J(q) + KtL[J(q)aollq + J(q)al f1q + G(q) - J(q)iid + C(q)q2] 

(3.8) 

If K tL is made arbitrartly large. thls equatlon reduces to 

. ' (3.9) 

and the nonlinearities are overcome by the high gain feedback. Thus. the parameters aO and 

al are used to determ~e system performance. and the overall gain Ku is used to decouple 

and hneanze the sy,stem Th\ major dlfference between this controller and previous simllar 

formulations ,s this h'gh gain J{ u. w,thout which the system performance remains inertla 

dependent 

3.1.2 Extension to Multiple Joints 
~ . 

• .... 
The controller d,scussed ln the previous section has been extended to the mul­

tiple joint case. The proof of stabll,ty. whlCh will be presented in a later section. was first 

1 developed for the Single JOint case, and was extended to the multiple jomt ça se by Holder's 

'" '""" inequality and norm arguments. The main dlfference between the single jOint formulation 

ard the m~ltlple jomt formulations appear in the dynamlcal equations. Now the inertial 

terms are a functlOn of ail of the Joints. and the terms in the dynamical equations are n x 

n matrices. The dynamics now appear as follows: 

.t ~ 
1 ,. ' 

(3.10) 
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3.1 Present.tlon of"'the Theory 

where J (i) = inertia 

/ (3.11) 

QT QT ... qT 

. QC(i)~2 = Corio~/-orce 
G(~) == gravIt y loree 

Y: = controlled torque znput 

, and 1 == J oint positIon zn J omt spact! 

The control law remains the same as in tlae single Joint case. 

(3.12) 

with the exceptIon that 

Al, A2 = LQ designed gam matnces 

Kil == posItive dei inite diagonal gam matrix . , 

Thus. by this design. each joint is controlled by it~ own controller. which is independent 

àf configuration and of the otherjoints. Note that the nonlineaf terms still disappear due 

to the high frequency gam K tL. and that the system performanre is deterf1"Îl.ned by AO and 

Al alone. 

~.1.3 Discrete Version 

l 

Since control of the manipulator is performed ~a digital computer.Jt is nec:es-

sary t1 review the theory in light of the constraints lmposed(>y the discrete time system. 

Two of the major drawbacks of a digital implementation of controllaws ,"volve quantlu-, . 

tion error and lime lag. Conversely. the flexibilily of digital implementatton makes it very 

. attractIve. 
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Figure 3.1 Sampled Data Manlpulator Position Control System 
10 

ln the digital version. of the theory. it iSr assumed that only position data IS 

available. and therefore velocity and acceleratlon values must be calculated using second 

order numerical differentlators. The entlre system appears as follows: 

The hold device w~ are using IS a zero or der hold. which must therefore be 

added to the controJ êquation. Given the continuous time system 

(3.13) 

convej it to digital form with the following substitutions' 

s => Dl (z)"'= (3 - ~z-l +, z-2) 
2T$ .( (3.14) 

2 D2() (1 - 2z- l + z-2) 
s => z = 2 

Ts 
(3.15) 

where 

(3.16) 

and T~ is the time between sampling intervals. 

Thus. in discrete form. the acceleration feedback law app~ars as follows: 

u = - K u(z)[D2 (z) + Al Dl (z) + Ao]l1q" ( (3.17) 

Note that ln th!s case. l:J.qs is a quantized position error. which is dependent on 

the quan~ization of ~encoders of the manipulator joints. and must by necessity ~xhibit 
a time delay of one samp/ing interval. 
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3 2 DiscusslOfl of SlabJnty 

3.2 Discussion o( Stability ... 

The· mathematical approac~ used by ~tudenny (Studenny 87) to prove stability . 
. of the acceleration feedback control I:.w was based on Lyapunov stability t'heory. In this 

section it is ~ntended to explain lyapunov stability analysls. and examine ·the way it was 

applieq ~o acceleratlon feedback control. 

• 3.2.1 Lyapunov Stability Theory l 

J . \, 
Lyapunov stabihty aiialysis is used to determine the stability of disturbed non-

linear 'systems whlch can not be analyzed using traditional methods. The lyapunov direct 
)( , 

method is based on the Idea that the "rate of change of the e'1ergy of a system is an indlCator 

of its stability [Casti 85]. To understand the meanmg of thls statement it 15 first necessary . 
to establish the concept 'of stability and to deftne what 15 meant by fmergy 

Stabllity is defmed with respect to disturbed control systems A defamtlon of 

stabllity therefore requires flrst a mathematical descnption of a control system. a description 
a 

.., of disturbahbes. and 'a' means to describe the effect of such disturbances on the system 
\ ' 

~ To describe the stabllity of systems. Letov ILetov 61) mtroduces the followm, 

defimtions' 

Astate space description of an undisturbed'system 15 

! (3.18) 

A change l. of variables is made to ~count for dÎlt~rbancel: 

\ 

• 
Zle = Zle + Ill' (3.19) 

, 

'\ 
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3.2 Discussion of Stability 
~ 

The new dlsturbed system may therefore be modeled as: 

di = Yk Y1· . Yn dYk ('J ) 

in which 

.(3.21) 

, . 

The dlsturbances are.au~d by the Yk terms .. and when. these equal zero we 

return to-the undlsturbed system. The first definition of stabihty glven by Letov is that of 

.. Bounded-Input-Bounded-Output (BIBO) stabllity applied t"o disturbances. Given a set -of 

d'isturbances ~/cO = ((YIO' .. YnO) which produce ; dist~rbed motion Yk = Yk(Y10" YnO, t). 

the system IS called stable if for' ail Yk such that IIYkOIi < TI. ,the disturbed motion will 

satlsfy I/Yk(t)11 < f for ail t > 9. where TI = TI(f} and f are sorne positive"constants smaller 
, 

than inflnJty. Restated. this means that for a bounded dlsturbance the r~ulting disturbed 

motion IS also bounded. 

A geometnc interpretation of thls result is aJ56 provided. Undisturbed motIon is 

ca lied stable with respect to, Yk if for any positIve nurnber A it !s possible to cho05e another 
C , • 

number À(A) such that for ail disturbances YkO satisfying LY/c02 <= À. the disturbed 

motion Yk satisfies LYk(t)2 < A for ail t > O. Furt!lermore. il is now possible to define 

regions of stability described by A and À. If in addition to the above conditions. as t 

approaches'" infinity. the system satisfies 

lim Yk(t) = 0 (3.22) 

the system is said to b~ asymptotically stable. Graphically. it is possible to define a 

region and a subregion such that every disturbance bounded within the region resfts in 

an output bounded by the subregion. Asyrnptotic stàbility further stipulates tha1 this 

subregion shrinks to a point. usua"y taken as the origin. as time approaches infinity. 
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. Having described stability and asymptotic stability. an explanation of Lyapunoy's 
, li 

direct method may be presented. The goal of this analysi5 is to determine the existence 

. of ~ satisfying the ab6Ve conditions and to calculate the size of the reglon defined by 

L: 1lka1 ~= ~. i~ which \mdisturbed motion is assured. The t:.yapunov direct method In­

volves the calculation offunctions V = V(Yl' . Yn). called Lyapunoy functions. whose total 
, J 

derivatives with respect to time have certain properties which assure stability. 

These Lyapunov functions may be thought of as generahzeJ energy functlons ln 

facto for physlcal systems. very often thé total energy of the syst~m IS the function chosen 

for the role of Lyapunov function. In 5uch cases. the physlcal meaning of a stable eqUlhbnum 
• point IS one in which the energy IS at a local minimum. Thus the total tlme dertvatlve of 

the energy funct}on of a physical syster:n IS always negatlve ne~r a ~table equilibrt~m point l 

For mallY systems ~t is Impossible to deflne a meanmgful energy functlon ln 5uch cases 
• 

the Lyapunov function is not the energy of the system but may be consldered a generahzed 

energy function in that ItS derivative with respect to tlme IS an IOdicator of the stabliity of 

the system. 

, , 
V IS calléd sigo invariant if It does not change slgn over the entlre reglon on 

which it is defined If in addition. lt ,as~ume5 zero ~alues only at the origln. It IS termed 

definite. Finally. if the sign of V is positive. then V IS said to ,be positive defmite. Lyapunov 

s~ability theory assumes th3t V is always chosen to be positive definite If V t!l positive 

definite. then the equatlon V = ~ = cons~ant repres,ents a famlly of closed curves If thls ..... 
constant C is decreased to zero. then the region contracts to a point at the origm Thus 

th~ curves defmed by V = C intersect ail paths leadlng from th* ortgm to mflnlty. 

Lyapunc;>y's first theorem states that the dlsturbed system. 

, 

dYk C' 

~ = Yk(Yl' . Yn) 

is stable jf it ;5 possible to find a pOSItIve definite function V = V (.yI ... I/n) 

whose total lime derivati~e ~ .-: = 0 Note that by vi!1ue of !he definition of ~'. i.e. 

1 
39 
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dV """ dV' dy k 
dt = L- dYk --;Ji" (3.24) 

1 . • • 

the sign of ~ is determined by the LyapunQY function and the original syste~. 
( 

\ . 
Lyapunoy·s·second theor-etn states tha't given the system and..L,.yapunov'~nctior1, 

desc'ribed above. <IJ; < 0 impiies asymptotic~ stability. since n~w ft can vanish only at the . 
origin and the dlsturbed system tends tOwards the undisturbed system . 

• 1 

Another statement of Lyapunoy's direct method is made possible using the 
, .. 

state space description of the system direotly [Willems 76) Given a system described by 
, 0 • 

x = Ax. with x an n 'x 1 column vector ~nd A an n X n matnx. and given any mat ri x C 

such that (A.C) is observable. there exists a positiveo~fintte symmetric soluti6n Q to the 

, Lyapunov equation. 

.. . 
(3.25) " 

If - • 

We recall here that observability means that the rjlnk of the matrix . . 

" . T T T T Tn-l 
(C ,C A , ... ,C A )=n (3.26) , 

4. 

Furthermore. if the system 1: is asymptotically stable. this description yields 

a method for constructing quadratic lyapunoy functions V(x) = ~xTQx-for r:. Thus. 

describmg a system in state space. and" finding a matrix C for which (A.C) is observable not y-
"\ ~ l' 0 

only provides a way of deterrnming the stability of the system. but allows the construction of 
. \'" - . .. 

the lyapunov function as weil. often the most difficult step in lyapul10y stability analysis. ' 

Note that Lyapunoy's dIrect method gives orily sufficient conditions for stability. This 
• 

means that th,e' time derivatlve. of V determines whether ,the s~stem is stab!e. but d~s not 
1 

........... 
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3.2 Discussion of SlIblllty . 

indicate instability. Since ~ iS,!J functio~ of bath the ~yst~em and an arbitranly cho~n 
lyapunov function. faili:Jre to determine stability may indicate either that the system is 

unstable or that the lyapunov function chosen is unsuitable for determining the st~bility of 
\ fL • 

this particular .system. This is a major drawback of. ~punov stability theory. howevert the 
. . 

anéHysis may still be applied successfully to a variety of problems. including. for example. 
\ . . ). 

acceleration feedback contr<!ll of robot manipulatOfs. 
\ 

. , 
3.2.2 Stabm~y of Acteler~tion ~edback 

• 
The proble"!11' at hand relies on combination of the acceleration feedback con-

trol law ând the equation governing' robot' 'mamp~or dynamics. To be compatible wlth 
1 1 _ , 

lyapunov stability· .analysis. the system is described using a' state space formulation unde.r . . . . . 
rigid body assumptipns 

1. 

Before stability can be determined for this system. it is convenient to formulate 

it as an LO problem [Anderson 71J. This is a linear quadratic form of the optimal control 

problem involving a system and a performance criterion. The goal is to control the system 

while minimizing the performance criterlon. G.ven a system: l 

.. ~,' .," / 
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3,2 Ois,cussion of 5tability '" 

Define Q to diagonalize Ao and Al, and choose u to minimize J. If we define , . 
y = Ü, we get the s91ution to the LQ problem as 

,. 

u = -'Kz 

+ 
\ 

where ~ 

\ 
K = BT P = [Ao,All 

1 

\ 
\ 

( 

Band Pare found by solvin~ the Riccati equation, 

, 

ATp + PA..- P,BBTp + Q = 0 

(3.32) 

(~.33) 

(3.34) 

Note the similarity to the Lyapunov equation described earlier. This makes the. 

LQ formulation extre~ely convenient fo~ Lyapunov stability analysis'. 

. . V / 'j 
• 

The clQsed loop equation is therefor~ 
" -

z = (A - BK)z (3.35) 

and in terms of y, 

y = -AOY - AtY (3.36) 
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,3.2 Discussion of SUbility 

Thus. in formulating the aéceleration ~edback control law as an LQ proble.m \va-
119· . ' 

provide a m1fural ~sis from which to carry out Lyapunov stability ahalys;s. Further,oore: 

usina the matrix formulation of the Lyapunov equation. the' selectio~ a Lya~unov funct'ion 

for the rSyst~m, is als(rsimplif~~ ~ .' ,-
o ,t 

,.. '" 
Turning now to the application of Lyapunov stability analysis to t~e clos~d loop '. 

o 

rObot manipulator system. we note that the system may be described by thE following 

equation: 0 

1 

where 

. -
. ' 

Az = (A - BK)Az + n 

Az = (A.!) , A.q 

A _ BK = ( 0 li 1 ) 
" -Ao -Al 

-. 
n = (~), 

The Lyapunov function for this system is defined as 
, 

) 
V A.z = A.zT PAz 

Note that for this function 

, 

Pma:r = .\maz(P) 

.. 
" .. 

(3.37) 

'(3.38) 

(3.40) 

/ 

(3.41) 

, ' 

(3.42) 
, 

(3.43) 
/ .. 

(3.44) 
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-
and À, (P) is the ith eigenvalue of P. 

~ r 
• f 

We now recall that in performing a Lyapunov stability analysis. we study the , ' . 

behavior of V(6z): in particular we wish to find, condition$ for and the region in which 

V (6:) < O. From t~e definitio~ of the LQ problem and the equation of motion. it is possible 

to arrive at the formula 

V(âz) = _AzT(Q + K TK)â.z+<2AzT pn (3.45) , 
,-

Imposing the constraint that V < O. we get 

1 

This further implies that o 

c ~ . 

.6zT [Q + K TK].6z > 211 P12Aq + P22àQllPllfllQ (3.47) 

This leads to an equation of V < O. where V is a functio'n of the acceleration , 

feedback law parameters. the robot manipulator dynamical equation. and Kmm. where 

(3.48) 

. A full 'description of ,this function rpay be found in [Studenny 87]. For our , 
purposes here It is sufflcient to establish that this function e,l(ists and that stability can 

be established if the matriGes are chosen in such a way that K min renders the functibn 

negative. The choice ~; matrices alsl.stablishes the region in which the above stability 
~ 

condition holds. 

..~ 



3.3 Theoretlcal Predictions 

Thus it has been shown that it is possible to obtain a closé'd loop system for 

robot manipulator control using acceleration feedback. and the the stability of the system , 

may be proven using a Lyapunov function. This system is therefore stable for ail Az within 

certain limits defined above. 

3.3 Theorètical Predictions 

It is predicted that PD and Acceleration feedback will perform similarly under 

conditions of small disturbances and low bandwidth. At higher frequencies and under 
~ ~ 

greëher disturbances. it is expected that acceleration feedback will continue to perform 
, ' 

we" bE!yond thé range in which PD begins to fall. Due to the lImItatIons imposed by 

the sampling interval of 14 msec. neither scheme is expected to provlde extremely ngid 

control under heavily disturbed conditions The limItatIons brought about by the sampi mg 

interval include a ceiling on gains. a restrl$=tion on filter frequency. and _a smaller operattng 

bandwidth. Further restrictions on these parameters are,çaused by the torque limits on the 

mators. as weil as velocity and acceleratlon limlts set by the Rel system 

\ 
3.3.1 Stabim.v 

( 
,. 

The system has been simulated extensively by Studenny fStudenny 87]. Though 

the manipulator used in that simulation study was a Unimation PUMA 600. the results 

should apply to the PUMA 260 as weil. whlch has the same architecture. 

From the discussion in f5tudenny 87] an~d from the simulation results presented 

.. 

\, ther~in. the followtng predictIons can be made incerntng the stabllity of the system. The 

c1oset:l loop system is expected to be stable fo~ Ku under ideal conditions. howeyer 

the unstructured high fr~quency disturbances inherent in the system are expected to cause 

instability for a large Ku 5ince a high Ku is necessary for IcOd decoupling of the system. 

it is recommended to .... use a low pass filter to reduce the effects of the hi,h frequency 

4S 
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unçertainties. us. there is a gain bandwidth product limitation which must be taken into 

account in desi nlng th~ compe tor. 

J 

The Igltal impfementatlOn of the acceleration feedback algorithm places sev-

eral other restric Ions on stability The sampliJ1g interval at which the system opera tes -
determmes the highest gam at 'whlch the system will be stable This is apparent from the 

dlscrete NyqUist analysls ln [5tudenny 87]. in whlch It is also stated tbat the minimum 

operatlng sampllng frequency is on the order of 80 Hz Due to the Nyquist criterion. the 

bandwidtn of the system IS IImited as -weil For example. a system whose samplmg interval 

is 72 Hz IS expected to show aliasing at 36 Hz. though degradation of the signai may be­

come apparent at much lower frequencies TYPlcally. conservatlve use of the system would 

allow frequencies one order of magnitude below the Nyquist rate. and in thls case would 

allow signais of up to about 4 Hz Another discrete effect IS that of quantlzation. whlch 

is a measure of the preCISion of the encoders of the JOints in terms of encoder counts. per 

radian. Poor qlf\ntization has a very severe etTect on performance. and may lead to Insta­

bility The nominal quantization for the PUMA is 5.5 x 10-4• whlch IS shown in simulation 

to be stable, 

FrictIOn and dlsturbances may cause performance degradation. but are shown 

é in simulation not to cause instabillty Thus. the system is exp~cted to perform in a stable 

manner. provided the gam bandwidth limitation is adhered ~o. the sampling frequency IS . , 
above the mlOlmum requi~ed. and a low pass filter is use~ to compensate for the hlgh 

frequency unstructured disturbances 

3.3.2 Performance 

The performance analysis for the ideal case examined two factorS.: the mag­

nitude of the high gain f~edback Ku. and friction. Under ideal conditions performa'nce is ' 
"l 

expected to Improve with rising Ku. and the required torque to sustain this performance 

is not expected to rise with I( d. Friction is not expected to be a problem under nominal 

'1 
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3.4 Simulation 

, conditions. though extremely high values of static friction are expected to cause. stick­

ing and spikes. For the' nonideal case. the unstructured uncertainties alje' not expected to 

cause serious degradation in performance. provided that a low pass fllter is included in the 

compensator 

The dlscrete time Implementation Impacts performance in several ways The 

sampling interval does not cause variation ln performance. provided that the rate IS fast 
9 '\" -

enough to ensure stablhty for the glven compensator Increasrng the sampling rate slgnifl-
, 

cantly beyond the minimum required may even cause a degradatlon of p~rformance. as the 

effects of rounding errors become more severe A faster samphng rate does I~pact perfor-} 

. mance only ln that It allows higher gains to be used. thereby allowlng a stlffer system The 

sampling mterval u:;ed ln thls research IS 72 Hz. limltlng the magnitude of the gain }\'IJ to 
- ) 

about the mlllimum gain at whlch the ac leratlon feedback law Improves performance over 

PO and ,"dlcates that the( system 15 hke y Quantlzatlon 15 dlrectly re 

lated to performance. and the quantlzatlon of the PUMA IS expected to provlde rea50nablc , . 

tracking. wlthout senous degradatlon ln performance, 

Friction affects performance ln exactly ttm 5ame manner as in the contrnuous 

tlme formulation. and only excessIve values of 5tict;on are expected to cause degradc1tlon ln 

the form of splkes. The nommai values of frrctlon for the PUMA should net cause this effect 

"* 
For a system with approprrate gains and low pass. flltenng. unstructured dlsturbances are 

. • la ? 
not expected to cause serrous degradatlon ln performance Thus. rt 15 expected that the 

system will traGok a traJectory with 5mall error. under realtstic conditions and in a digital 

implementation 

3.4 Simulation 

The simùlation results in IStu.denny 87) do no.t compare the performance of 

acceleration f~edback with that of PD control un der simllar conditions. To that end. sim­

ulation eJtperiments were carried out as part of this rese~ch. for a two link,manipulator 

41 
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3.4 Simulation 

representing joint 2 and joint 3 of the PUMA 260 manipulator. The simulation experiments 

were conducted using the ACSL (Advanced ContÎnuous Simulation Language) [ACSL 81] 

pack;ge and were ,based on simplified dynamlcs: The purpose of this simulation was to 

provide inforn;tatlon about predicted performance of the two controllers for situations re-

l sembling those to be tested ln practlce on the manipulator. 

Fo~sets. of simulation experiments ,:,ere carried out. In the fi.rst~ acceler?tion 

feedback and PD controllers were compared for the case of a single joint. in the presence 

.of simpllfied dynJmlcs The controllers were tuned to provide similar position and veloclty 

dependent responses, and the test was ln the etfect of accelera,tion o~ the traJectory fol-

, lowing. In the second set. a second jOint was added to provide a coupling dlsturb'ance. wlth 

a PD controller. . The magnitude of the dlsturbance was IOcreased to the point in which 

the efTect· on traJectory following became noticeable. The th,rd set of experiments once 
1 

again compared the performance of PD and acceleratlon feedback. however this tlmè under 

heavily coupled dlsturbed conditions. The fm.u set of ~x.perJments showed the effect of 

sampling mterval on the digital Implementation of the acceleration feedback algorithin. Ali 

of these expenments were conducted us mg a very simphfled model of the dynamics. and are 

not intended as a comprehensive simulation of the mampulator The simulation is of a two 

link manipulator deslgned to roughly reserhble joint 2 and joint 3 of the PUMA 260 in size 

and performance. and the experrments were carried out at a sampling interval of 14 msec. 

The purpose of -N1is simulation is to provide a framework with which to predict the results 

of the comparative expenments found m cl:tapter six. For a comprehensive simulation. the 

reader may ref~r to [Studenny 87]. The units ,on the grapbs are ail in radians. for position. . . , 

and seconds for time. 
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3.4 Simulation 

The simulation results presented in the preceding figures lead to the following 

predictions of performanc~. For the ca~ of a single joint. the performance of acceleration 
l 

feedback is expected ta be similar to that of PD. PD may even ~somewhat smoother. as " 

it requires only one differentiation. A heavy cross coupling disturb~nce is demonstrated to 

have a severe degrading effect on trajectory following. Whether these efTects are severe in 
, ~ ~ 

practice on the PUMA 260 r~ns to be seen. In the presence bf cross coupling efTects . . 
acceleration feedback is shown to give a small performance improvement over PD. Finally. 

, 0 

the sampling rate is shown to have a degrading effect on system performance. and has 

been shown to lead to instabiltty or force a lowenng of the maximum allowable controller 

gains. 
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Chapter 4 ,Experimental Environment 

r 
This chapter begins with q description of the hardware and software envlron-

-
ments present at the start of thls research The final section of this chapter describes the 

c 

(estbed. which IS an addition to the environment This addition allows the testm~ and 
• t .. 

eval,uation of position control a/gorrthms on a manipulator. .. 

1 
... 

4.1 Hardware Environment 

The hardware environment f{ this research' consists of a _ Unimation PUMA 

260 manipulator controlled by.a VAX-ll~750 cemputer t~rough an lS~11/03 computer. 

Many of the components of the system have.been modified to al/ow real time control and 

data acquisition from th~ manipulator by use of the Reel/RCl software environment. This 
, 1 • 

research did not requir~ system modifications obeyond those a/ready performed to run RCel 

and Rq. 
). 

~ . 
4.1.1 The Puma ~ ManiRu~ator 

, 

• 

.... The heart of the research involves the manipulator. The PUMA 260 lS a SIX , 

degree\of freedom. 3-R. wrist partitioned. anthropomo{phic . .general purpose manipu/ator. 

The joint actuators are permanent magnet De servo motors.: Each joint is controll~d by , " 

a mihocQntroller. (~~ich i's a micropr~cjssor using' optical encoder' po~ition fe~~~ack. T..he 
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L 4.2 Software Environment 

kinematic equations and solutions of the PUMA 260 used in this research may be found in . 
[ll'tyd 84]. These solution~ are based on the conventions established by Hartenberg and 

/ Denavlt. whlch were briefly described in an earlier section. A diagram of the\ PUMA 260 is 

shown in figure 4.1, and ifs kinematic parameters are given in table 4.1. 

Joint t ~ (mm) 81 (deg) Clt (deg) at (mm) 

, 1 0 81 90 0 

2 0 82 0 203.20 

3 126.24 fh -90 0 
\ 4 203.20 84 90 0 

1 
1 

·1 

5 0 85 -90 0 

6 0 86 0 0 

Table 4.1 Krematic Parameters for the PUMA 260 ILloyd 84} 

. 1 

4.1.2 Other Equipment 

, 
The lSI-ll 15 the standard Unimation controller for the PUMA 260. Normally. It 

runs the VAL language. by which the\robot is controlled. To allow the robot to be controlled 

via a VAX minicomputer (Carayanis 83). t~is software' has been rep.!aced with a monitor 

:hich passes ~,~n from the r6bo~ VAX and back. The ~ommunication t,';'. 

involved is 'signlficant. measurmg about 7 msec. and place~a r~striction on the complexlty 

. of implemènt~d co {roI algtnthms. The VAX-ll/750 Is;.'a ~ultiuser minicomputer locat~d \ t l 
(. # 

on a large ether net network. The systèlTl loads both on the VAX running the control 

software and on the network are important considerations in pla~ning th~ feasible tasks at 
\ . 

a given sessIon. 

4.2 C50ftware Environment. 

. , 

The .• Obot programming environment used in this research is based on the. C 

5S 

, '~ 

l' 

- ---------~---~----------



. . 

- 1 

r 

\ 

. " 
. 
" 

(', 

.. 2 Softwar~ Environment 

1 

\ 

\ -

\ 56 



o 

, 

o· 

, 
4 2 Software Envlronment 

programming language. and runs under the UNIX operating system, The environ ment 

consists of two layers: RCI. and Reel. RCI (Robot Control, Interface) is the low level of 

the environment. and the one most relevant for this research. Rel ,is a software facility for 

c-reating real time robot control procedures in the C language. Reel is a layer built on 
~ 

top of Rel. which provides trajectory generatlon facihtles and- allows control of the robot 
.. :. 

in Cartesian coordinates_ Ail of the code written in the course of this research uses Rel 

only. however ReCL)s bnefly described below for completeness. 

4.2.1 UNIX, NFS 

The VAX-llj750 used in this research to run the robot control software was 

running UNIX 4.3 and NFS; which is a network file server, It was connected by an Ethernet 

link to several VAX and SUN computers and was therefore sensitive to network traffic. 

Communication between the VAX and thè lSI-ll contro"ing the robot took about 7 msec. 

leaving about 7 msec for control computations tn the VAX end. In periods of low net-
:, 

work activlty. ail six joints could be controlled simultaneously. however the VAX became ,-
easily overloaded in times of high network traffic. resulttng in communication tlmeouts and 

restricting. the number of simultaneously moving joints. , 

4.2.2 RCeL, RCI 

Reel is a package of e subroutines which are used to control a manipulator in 

Cartesian coordinates. ·The Reel routrnes prov/de a user with a "igh level interface to the 

robot. in relative isolation from the commands into which the hig" level routines ultimately 

translate. Inverse and' forward kinematics are automatically computed. allo~ing a high lever 

of task description and trajectory generaJion. Reel also allows force control in addition 
(' 

to position contro'; and RCel primitives may ,be used as input blocks to a higher level of 

trajectory planning. The isolation of t,he user from the control parameters is an advant~ge 
,.. 

at the task level. however renders Reel unusable for position control algorithm 'research. 
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4.3 The Testbed 

For this purpose. Rel. the lower level of corr'lmands through which RCel communicates to_ 

the robot. must be used. ' 

RCI is a development environ ment for real time robot control software [Lloyd 
\ 

85J Application programs are wntten as conventional C programs. The main. or planning 

part of the program IS 'Used for user interaction and calls two control routines. also wntten 

in C. The plannmg level and control level commumcate by two shared data structures One. 

called chg. 15 used to tra~smit commands t~ the manlpulator. and the other. ca lied how.ls 

\ used to collect information about the manipulator The control task produces commands, 

.. r 

- whlch are transmitted directly to the manlpulator. by wntlng appropnate Information IOta 

the chg structure. A joint may be controlled in one of two modes. setting a jOint position. 

or setting a )Olnt current. The former IS widely used in applications which ,"volve traJec­

tory generation. The control routines caleulate the trajectory. and send position commands 

through the chg structure The position control and servoing take place at the JOint con-... 
trollers us lOg the Unimation controllers Current mode is useful ln applications Involvlng 

control research A control algorithm is implemented directly ln the control routines of 

Rel. and current setpoint~ are transmltted ta the JOint motors. The result 15 that the 

joint controllers merely pass the current Information to the mampulator. and the entlre 

control routine IS Implemented on the hast computer ln this research. the manipulator is 

controlled by current mode. and ail of the control takes place on the VAX. The Unlmatlon 

robot control/er IS still used to perform sorne error checklng on the commands sent out to 

the PUMA and on the data returned through the how structure. Details concerning the 

information contamed ln the how and chg structures. as weI/ as on the organlzation and 

functlon of the RCI system may be found ln [Lloyd 85] . 

4.3 

The geneDal approach of the testbed IS similar to that found in [Valvanis 85]. 

The design of the testped must provlde the following functionality: 
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4.3 The Testbed 

The host computer must be powerful enough to execute the control functions in real 
time. 

The control /oop is closed right at the host computer. allowing great flexibility ln 

chooslng the control scheme, 

The system parameters and gains must be adjustable on Ime. 
~ 

Analysis routines must b~ provided to facilrtate meaningful interpretat10n of Jhe data. 

" . ~/ 

The features 9f the system are detailed below ln general. the testbed developed 

as part 'of thls research differs from the one mentloned above ln that {here is no attempt . 
mad~ to solve system dynamics. Whl/e this rules out computed torque based control algo-

rithms. it allows the control routmes to run at a much faster rate than could be achieved 

using the other system. Since sam~lng tlme is related to bandwidth and gain limitatIOns. 

a useful testbed must run quickly enough to allow testlng under meaningful conditions 

Thus. if the testbed allows test mg under very IImited conditions. the conclusions of the 

tests may not be meaningful ln application to faster motion. Almost any controller will 

provide adequate position control for low bandwidth tests Compensation for dynamlcs can 

easily be ~dded to the testbed. however it is expected that the addl~ion of such caleu/atlons 

will have an effect on the minimum 5amplmg interval It IS further worth noting that thls 

controller testbed 15 not mtended to perform Cartesian control Ali control IS performed m 

Jomt 5pace. as this IS the level at whlch pOSitIOn con~rol ultlmately takes place. and addmg 

• code to reso/ve Cartesian coordmates Into Joint c.cordlnates wou/d only consume compu-, 

tational time wlthout any real relevant contnbution to the study of the control a/gorithms 

bemg tested 

4.3.1 Features 
1 

The testbed q)nsists of two programs. one of whicl;l..eontains the controllers and 

robot inte~ace. and the other of which contains the avail'i~ test routines and parameter 
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, 4.3 The Testbed 

settings. Manipulator control and data acquisition i9' performed by the controllevel routine. 

which IS invisible to the user. and the user interface is conducted at the planning levE\l. The 

programs are linked together via the RCI system. and the whole ensemble is started up 

usmg a command at the VAX terminal. Upon startup. the ~ystem presents the user with a 

prompt whlch allows access to a key tree matcher for entenng commands and parameters. 

,On hne help is available by typing "r at the prompt. 

Ali SIX JOints may be run slmultaneously. however as the number of jOints In­

creases. 50 does the likehhood of commUnication tlmeouts. The system moves the JOints 

only in jOint space. as Cartesian traJectory generation would take too long to compute and 

IS outslde the scope and purpose of this work. The initial state of the system lets the user 

control jOint 60nly. and ail of thEt-other JOints are locked. Joints may be unlocked uSlng the 

set unlock (jointnumber) commando and )ocked UStng the set /ock (Jointnumber) command 

A locked JOint is frozen in place. and locklng JOints which are not ln use is good practice 

" both for safety reasons and to save computation tlme. 

Since dealing wlth six JOints at once may be overwhelmmg to the user. It was 

decided that parameters may be set and data dlsplayed for only one joint at a time. The 

choice of jOint is determlned by the set Joint (jomtnumber) commando Once a jOint is 
" 

selected. control parameters and other system data may be determined for that joint alone 

It 15 also used to select which joint is to be dlsplayed when using the data dump. data file. 

show parameters. and show equation commands The system defaults. as before. to joint 

r. 

. 
As tests are run. the system ~eeps track of data such as demand. respanse. 

error. flltered error. velacity. acceleration. ~d current. in a set of data arrays. The size 

of-these arrays may be changed uSlng the data d~fault array size (slZe) cammand. Upon 

startup. this value is set to 1024. which IS the maximum allowed. This maximum was 

chosen for two reasons' first. the likelihood of a timeout occurring during a test increases 

with the length of time the test is run. Second. running many of the test for longer periods , 

of time would cause the Joint to travel beyond its limit stops. Runnï"ng at a sampling 
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4.3 The Testbed 

interval of 14 msec. this allows a maximum testing time of 14.3 seconds. whic~ has shown 

to be adequate. 

Generally it is best to work at the~allest sampling interval possjble. and the 

system defaults to the minImum of 14 m5ec Sometimes. due to system loading. It may 

be necessary to sample at a slower rate. and th, set s~pling interval (time in msec) may 

be used Allowable s~mpling mtervals' are 7. 14. 28. and 56 msec. however an interval of 7 
.,.. 

msec generates a tlmeout almost Immediately It.s also worth noting that as the 5amphng 

time increases. control gains must be reduced to mamtain stab.lity 

il \ 

The purpose of thls testbed is to test controllers. and at present two controllers -

PD and accelerat.on feedback - are avatlable. The system defaults to PD. and the controller 

may be changed using the set control/er (control/er) commando It should be noted that only 

the controller for the cur'fèl::1~ly selected Joint is affected by th.s commando The command set 

control/er idle may be used to shut off control completely. This is of use ln viewing des.red 

trajectories before using them as input to the manipulator Note that the PD controller by 

itself does not actlvate integrat.on. The integral part of the controller IS conflgured as a 

separa te plece of code whlch may be activated in,conJunct.on with either th~ controller 

or with acceleration feedback. 

\ 

Additionally. since integral control is not of interest during trajectory followtng. 

the integrators can be set to turn on only wlthm a limited band of error about the desired 

position. This band may be adjusted us mg the set approach zone (min/max) (value) 

cpmmand. 

Parameters for the controllers may be set using the set tunmg parameter (pa-.. 
rameterj (value) commando This ;5 performed for the currently selected jOint only. Upon 

, initialization. the controllers come up wlth parameters which are stable. however do not nec­

essarily give optimal performance. They can then be modified on a per-parameter per-joint 

basis. 

,/ 

To facihtate running the -system under various configurations. save parameters 

'-
61 

'\'" 
---------~- -----------~----------------...... -----



· , 

4.3 The Testbed 
1 

and load parameters functions have been implemented. Thus. a given configuration may 

be stored on disk and recovered at will. A filename is requested from the user. and these 

parameter files are automatically named filename.sav. Note that this procedure saves tWe 

configuration of the entire system. including the currently selected joint. Thus. loadmg a 

conftguratlon suitable for testing a certain ~et of joints leads to a convenient pOint at whlch 

the jOint is ready for testing As a safety procedure the demanded position on ail of the 

joints is set to the current position. thereby zeroing the error when a new configuration is 

loaded. This 15 done to prevent large system reactions due to new parameters acting on a 

leftover error. 

Finally. a low pass filter may be set to filter the error. The way it is set up. 

the filter accepts cutoff frequencies of 0-100 Hertz. and if a higher 'number is input. the 

fllter shuts off The filter has been seen to cause instabllity. and most of the time it 15 

recomrnended to operate without it. The problem lies ln the fact that to satisfy the Nyquist 

rate imposed by the sampltng interval. the pole of the low pass fllter must be set so low 

that it.starts to mteract with the poles and zeros of the controller. The code has been left 

in. however. In anticipation of future hardware Improvements which will allow operation of 

the system at a hlgher samplmg frequency. 

There are a variety of tests which may be performed to evaluate the performance 

of the joints These tnclude servo. step. ramp. sine. snake. square. and accelerate. Ali have 

the sarne form. test (testname) fJomtnumber). They then prompt the user for various 

parameters such as amplitude and frequency. A snake test is a combination of a ramp 

and a sine wave. which was glven a special na me for ease of input Accelerate places a 

value directly on the the DAC output to the jOint. ~hlch remains as a current setpoint 

for the Jotnt for the duratlon of the test. Note that in the absence of friction. this is 

expected to produce a constant acceleratlon. Due to the effects of friction. however. thls 
1 

instead produces an acceleration to a constant terminal velocity. No tests actually begin 

operation during configuration. This was dilne to allow the user to configure different tests 

simultaneously on each joint. If a controller of a joint is set to id le or a joint is locked. 
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. 
configuring a test for it will have no effect. and it will not move. Having configured ail of , 

the desired tests for ,the ·various joints. the user the types test gD to actually r:l,ms the tests. 

Th'is command causeswall the Joints which have been configured to run:' to start moving 

'5'imultaneously. The tests continue to run for the duration specified by the de{ault d;ta 

array size. as previously descnbed. 

Whlle tests are run. data is collected into....it, number of arrays T 0 view the 

data. one can use the data dump (samples) commando which dumps a specifie<fnumber 

of samples onto the screen. To save the data in a file. type data file. and the system WIll 

prompt for a filename The file is automatically named filename log. Together wlth the 

data. the relevant parameters defining the system are stored alongside it in a file ca lied 

filename.prm. It is worth notlng that ail data display and storage operations are conducted 

with respect to the currently 'set Joint. A data clean function has also been provided to clear 
1 

the arrays. but this has not been shown to be of great use du ring operation. The decision 

to make data storage and display operate on a one jOint basls was made to avoid storing 

data for joints whlch are not relevant for the eurrent tests. and also to avoid overwhelming 

the user wlth an untena!Jle quantlty of data. In the current system. the user can choose 

which joints are relevant. and to store data for those Joints alone. 
~ . 

Error trapping has been left to the RCI system. however ,an error handler has 

been implemented to allow the testbed to recover from an error. There are several types 

)r error that may be trapped by RCI. The include the following: 

Time out 

Maximum Velocity Exceeded 

Maximum Current Exceeded 

.... 
Ma}.imum Requested Current Exceeded 

Joint Position Out of Range 
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4.3 The Testbed 

Several other types' of errors exist and are trapped by RCI. however the above 
\ 

are the most freq~ently occurring during operation of the testbed. The error handler of the 
) 

testbed receives the trapped error from Rel. displays an appropriate message on the streen. 

and returns control to the testbed. For safety. the error handler shuts off the.. controllers by 

setting them to idle. and sets the desiredj>0sition t~ the cutrent position. thereby ~ettmg 

the error to zero. Power is not shut off automaticaHy. though this feature could be easily . 
Il 

added If seen to be necessary 

Several errors can not be ~rapped by RC~. Examples of such errors include a 

JOint belng out of control and about to ~It something. or a joint not currently exceeding 

limits. but traveling at a teloClty high enough to break its limit stops. The present solution 

to these problems 15 to exercJse care and Judicious use of the arm power off button A 

solution to the first problem is to calculate the forward kinematics for the manipulator at . , 
ail tlmes and to set hmlts on ItS work space. however this is not practical both due to 

the large amounts of calcuJation involved and due to the fact that the environ ment may 

changè without notice A solutIOn to the secon~ problem would inv'olve ~hutting the power 

off automatlcally within a certain distance from the hmit stops. This h~s the disadvantage 
/ 

in that ttbe effectIve. such a strategy would seriously reduce the available workspace. and 

has therefore not been done. Unlike the solution to the previous problem. however. thls 

solution IS both tenable and practical. and may easily be added to the system. Regardless . 
of any safety features. I}se of a system which may knowingly send manipulator joints out of 

control must be undertaken witfi care. and one should be ready to shut power off manually 

in case of the un~xpected 

T 0 aVOId having to reconfigure or exit the program each time an error or panic 

occurs. a poweron command has been implemented. This command may also be used as 

a reset functlon. In that it first sets ail of the errors to zero. and only then turns power 9n 

It has been found to be of great use in eliminating residual errors from previous testing. 

Finally. the exit command is used to termina te the program. 
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4.3.2 Analysis Routines 

1 

The testbed provides a means-- of obtaining and storing data from the manipula-

tor. To allow the user of the system to analyze and understand this data. several analysis 

routines have been provided. and will be hsted below: 

For system" identification. a param~ter estimation routine uSlng least squares 

approximation has been configured. This routine takes as input parameters a'file'name from 

which to obtain the dad. a number representing the length of the array. an initial estimate 

" vector. and a Kalman gain matnx. The output of this program is a set of parameters from 
1 r \ .. 

which the system gains may be inferred. 
, 

For fre<\,uency response. two ro~tines are provided: the first one is a fast Fourier 

transform' (F FT) routine. which takes as' input a file name and a number for the length , 
of the array. and returns th~ gain at the frequency in whlch the test was conducted. The 

second routine provides a means for easily detecting zero crossings of the input and output 

slnusoids visually Using this data. It IS possible to derive phase information for the system. 

Finally. for analysis of response. a mutine IS provided to caleulate maximum. 

minimum. average. and standard deviation of the JOint tracking error for a given trajectory. , 

, 
For graphlcal analysis. a pr.ogram was written to I,lse the graphies plots of the 

, t • 

ACSL simulation package. The plottmg routmes provlded in ACSL allow considerable 

J 

flexibility and were deemed sUitablê for the graphmg need of this research. A small front- fil 

end routine is provided to allow ACSL to accept PUMA data as generated by the testbed 

data file commando and no modifications were made to the ACSL package Itself. 

J 
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.1 ControÎler Experiments 

• 

. Several i"ssues are discussed in this chapter. First. the experiments on system 
• 

identifiêation are presented. This is followed by sections descnbing the coding and tuning 
r ___ -... 

of the control a.lgonthm~. Finally. the actual controller expenments are presented in great 

detail. and an analysls follows. 

5.1 System Identification 

The identification of the system parameters is helpful in that it allows easier 

tuning and more meaningful analysis of the experimental results. Due to the nonlinear 

and time varymg nature of this system. the problem of system identification is a difficult 

one. The gain of the system varies wlth time in a nQnlmear fashion. as do ail of tre other' 

parameters associated with its motion. In particular . .friction poses the greatest challenge to 

system identification Both static and dynamlc friction hav~ been seen to vary enormously 

with time. position. velocity. and other factors which are hard to identify. For example. 

values\of sta~lc friction hav~ been shown to more, than double withmf tèn minutes. This .. 
greatly complicates the problem. as friction not only varies wildly. but is for many tYP,es of 

motÎon the dominant factor in the clynamics of the manipulator system. This is particularly 

• true in thls model of PUMA mampulator. whlch is small and therefore has relatively low , 

gravitational and inertial contributions. 

\ 
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5.1 System Identification 

s.t.l Notation 

Ali of the work done in ~his research was performed in ~erms of the simplest units 

obtainable "from the system. for ease of programming and interaction with the manipul~tor. 

A presentation of the units employed ln the experiments is therefore included at this point. 
a 

and a conversion from these units to the SI system is provided as weil. Ali subsequent 

, discussion will be conducted in terms of the natural Unlts of the manipulator system. and 

further conversion of speçlfic parameters is left up to the reader 

, 

\ 

The most natural units ln which to work are ln terms of the hardware compo-
1 

nents available. The jOint encoders deliver a number. In the thousands whlch is referred 

to as an encoder count. or occasionally a basic Jength Unit (BLU) [~oren 85). Current IS 

delivered to the jOint motor by placing a.value on the digital to ana log converter (DAC) and 

is read in uSlng an analog to digital converter (AOC). These devices have units associated 

with their values which will be referred to as DAC units and AOC units. respectlvely. Thui. 

'" the forward loop gain of the system is expressed in terms of DAC units per encoder count 

squared. and the control gains are in slmilar Unlts as weil 

Given the gear ratio. a conversion from AOC units to motor torque (In Nm). a 

;Conversion from AOC Unlts to DAC Unlts. and a conversion from encoder counts to ;adians. 

if: is possible to express the system gains in SI units. The values of these constants were 

obtained experimentally by Lloyd [Lloyd 85). For instance. the conversion of the high gain 

feedback Ku from DAC Unit per second s luared to Newton meter per second squared 

proceeas as follows. 

(
Nm) ADCtoMTOR EncoderCounts (DACunits) 

Ku -- = Gear rat'to x x -- - x Ku ---::--
sec2 ADCtoDAC Radt{J,~ q sec2 

(5.1) 

and the results are tabulated below. 

5.1.2 Prèliminary Tests 

The preliminary tests which were run to determine the-system gain were based 
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51 System Identification 

Joint Ku{ DAC) Gear Ratio ADCtoMTOR EncoderC ount$ Ku(Nm) 
~!a ' AD"CloDA'C "Rad.lan . uc2 

1 1 46 i 2.0316 x 10-4 7435 70 

2 1 69.9 2.0861 x 10-4 11136 162 

3 1 42.9 2.1689 x 10-4 6841 64 

Table 5.1 C<?nversion of Ku to SI Umts 

on a very simplified model of an actuator powered by a current amplifier. as shown in figure 

51: 

Figure 5.1 Actuator Driven by a Current Amplifier 

The test was based on the assumptlon that given a fi){ed input turrent z. we 

should get a fixed steady. state acceleratlon a proportional to t by \,he system gain Km 

A nu~ber of experiments were carried out to verify this assumption. yielding values for 

acceleratlon that were neither steady state nor constant. The experiments were conducted 

by placmg a constant current as inp'tt. in the form of a value on the digital to ana log 

converter (DAC) of the joint. A range of current values was tested. going from a value 

barely enough to move the joint to a value roughly twice in magnitude. A typical result is 

presented ln figure 5.2 

These experiments w4ie carried out on joint 6 of the PUMA. and show that 
. i 

the simplifled system model can not adequately describe the system. Specifically. viscous 

friction must be introduced into the mode!. accounting for the fact that a constant current 

produced a constant velocity. as opposed to a constant acceleration. The system modeJ 

shown in figure 5.1 above was thereforé replaced by the one in figure 5.3. 
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... Figure 5.2 Veloclty vs Time for Constant Current Input 

Figure 5.3 Actuator Drlven by a (urrent Amplifier wlth Viscous Friction" 

The new model contains two unknowns. Jr'm and K f' By applying proportion al 

control to this system m a closed feedback loop and stlmulatmg the system with"a 0 step 

input. these constants can" be determined. The c10sed loop system has the transfer function 

!.- KpKm 
8d - s2 + K fS + K pK m 

(5.2) 

This is a second order system. whose damping and characteristic frequency can be deter­

min~d from the response of the system to a step mput Given that the system is under­

damped with proportional control alone, a step response should yleld values for maximum 

overshoot Y max and time to maximum overshoot T max. The damping ç and characteristic 

frequency Wn are then denved trom thls data: 

~I. ([nIY max 1) 2 

~ = 2 
(InIY maxl) + 1[2 

(5.3) 
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5 1 System Identification 

(5.4) 

(5.5) 

(5.6) 

Experiments were carried out to verify thls model. and the followmg results were observed' 

The ti,me to reach maximum overshoot was very stable. and varied mversely with K p' The 

""'" value 'of Wn. whlch depends heavrly on T max was also relatively stable. The damping and 

by necesslty the frictional garn varled erratlcally. however. as the value of friction changed 

with the position of the jomt. temperature. and time. Km was determined to have a value 

}of about 1000. in DAC umts. but"was subJect to considerable variation. No usable value 

could bt! determined for Ki. as It varied from 1 to 419. 

~ 
5.1.3 Frequency Response 

L 

Since 'acceleration feedback IS essentlally a frequency based technique. it was 
r 

deemed important to obtaln at least sorne data concerning the frequency response of this 
t. 

system Garn and phase plots for joint 6 and jomt 3 were obtained using closed loop 

proportlonal control with Ullity feedback, The Input to the mantpulator was a series of 
. ~ 

smusold ranglng ln frequency from 005 Hertz to 6 Hertz The amplitudes of the slnu~olds 

were varied from 200 to 1000 encoder counts. and multiple measurements were taken ln 

figure 5.4 the gam results are dlsplayed as dark squares. Double squares indlcate Identlcal 

measurements. and hollow squares indlCate that the amplitude of the input sine wave was 

too small for the Jomt to overcome friction 

A fast Fourier transform (F FT) algorithm was then applied to the data to extract 

gam information The results verify the valrdity of the second order model proposed ear/ier 

to describe the system. The ,expected response for this underdamped system is a constant 

gam. rising to a resonant peak at the break frequency. and then dropping at a rate of 40 

.. ~ 
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DB per decade. In the figure that follows. t~ data from the experiments on joint 3 and 

joint 6 is presented. Superimposed on the data IS a line of -40 DB per decade. and the 

data is seen to cluster about that line. venfying the model 
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An algonth m usmg the zero crossmgs of the system Input al')d response to 
1 

various frequency sine. waves was then used to obtain phase mformation. The dramatlc 

incre'ase in phase lag wlth
c 

frequency is helpful m explainlng the tendency of the system to 
, 

go unstable at higher fre.quencies It is also worth notlng that Jomt 3 is more susceptible 

to this effect than JOint 6 This IS attributed to the higher fnction on joint 6 whose hifher 

damping reduced the phase lag. 

5.1.4 Recursive Least Squares. 

The final effQrt ln system identification was undertaken using parameter esti-
\ 

, mati on by recursive least squares. The procedure used was based on an algorithm found in 

(Clark 81]. The dlscrete model of a closed loop system consisting of proportional controller. 

a zero or der ho/do and a plant tncluding an actuator pcwered by a current amplifier and 
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accounting for VISCOUS fnctlon. has the followmg transfer function: 

y(k) _ N(z) 

u(k) - K/(z - 1)(z - e-KfT) + N(z) 

where 

1 

[ 
-KJT -KJT -Kf' T N(z) :: Kp Km(KfT - 1'+ e )z + (1- e - KfTe )} 

This may be rewntten as 

Il 

y(k) aoz + al 

u(k) = boz2 + b1z + b2 
where 

. -KIT 
ao=KpKm(~fT-l+e, ) 

-KIT -KfT a1=KpK m (1-e -KfTe ) 

bO = K/ 
b~ :: aO - bO (e - KIT + 1) 

and 

• 

1 
10.0 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

(5.11) 

(5.12) 

(5.13) 

(5.14) 

~ If we further manipulate the.equatlon by dividing through by bo and rearranging term,s. we 

arrive at the equatlon 

Yn = -aYn-l - bYn-2 + cUn-l t dUn-2 (5.15) 
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5.1 System Identification 

• wheré 

b = b2 
bo 

d = al 
bO 

This is a polynomial suitable for estimation by the technique proposed in [Clark 81]. The 
, 

procedure was coded up and tested on slmulated data Convergence was very fast for 

the simulated plant. arnvmg at values wlthm one percent of the deslred parameters within 

twenty iteratlons The techmque was then apphed to two joints of the PUMA 260 wlth the 

followlng results Convergence of thls procedure for actual PUMA dat-a was precanous and 

slow. During several runs. even after settlmg on c.ertain values. the paramet~rs would jump 

in magnitude or sign. before convergmg agam Typically.oafter such a jump, the paràmeters 

would converge to the sa me values as before the jump. Durmg a few of the runs, however, 

the values diverged or cycled Instead of settlmg. Tests were performed on JOint 3 and JOint 

6. uSlng a variety of initiai estimate vectors and Kalman gain matnces. The values obtamed 

were as follow For JOint 3: 

a = 0.095 b = 0.024 . 

c = 0.950 d = -1.83 

For joint 6: 

a = 0:075 b = 0.050 

c = 0.030 d= -1.10 

These figures led to the followlng values of Km and K f for the two joints. For joint 3: , 
Km = 25.2 

/(1 =--339.2 

And for joint 6: 

Km = 325.0 

KI = -87.6 
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5 2 Coding the Control Schemes 

General/y. the parameters f~ joint 3 -converged more easily and reliably than those of joint 

6. This is attributed to the fact that friction is much greater on joint 6 than on joint 3. 
\. 

, Since friction has been shown to vary unpredictably. it is expected to give the most trouble • 
in estImation The algoflthm assumed a dlsturbance an unknown error term wlth a zero 

mean distributIon. whlCh is not necessanly the case for thls system. Thus. the estImation 

of the system parameters of the PUMA 260 manipulator i~ reliable manner probably 

requires an algorithm of greater complexlty than the one present~d here. 

5.2 'Coding the Control Schemes 
\ 

ln the discussIon that follows. the following notation will be used throughout. 

o represents the jOlOt's position. and ()d represents the desired jOint position. Calculated 

quantities are as follows: 

-
. 
• 

5.2.1 PD / 

error = ()d '- 0 

1 
. d 

ve oczly error = dt error 

d • 
accel eratlOn errar = dt velocity error 

The PD controller is modeled as shown in figure 5.6 

~ 

\ 

1 

l' 
1 
1 

1 

1 

1 
, \ 
1 

e 

Figure 5.6 Closed loop system of plant and PD controller 

• 

(5.16) 

(5.17) 

(5.18) 
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and is described by the equation 

DACvalue = error '" Kp + (velocity frror) * Kd (5.19) 

The complication in this type of controller is ln way that velocity error is derived. Ideally. 

this error should be measured by a tachometer. and should therefore be as easily avallable 

as position error One of the goals Gf thls research. however. is to demonstrate that velocity 

and acceleration errors derived from position data provlde a clean enough signal to allow 
... 

stable and accu rate control without use of tachometers and accelerometers T wo methods 

of obtaining veloclty errors were mvestigated. one was by usmg the backward triangular 

rule [Franklin 81J .. 
z-l 

s=-­
Tsz 

which is essentially a first order differentlator. and glves a velocity error of 

l 
errorfn) - error[n - 1) 

ve oelty error = T
s 

(5.20) 

(5.21) 

The second method whlch was investigated and ultimately Incorporated into the testbed 

involved using a second order dlfferentÎator [Conte 80] 

(5.22) 

This y ielded a veloclty error of 

3 * error[n] - 4 * error[n - 1) +- errorfn - 2] 
veloczty error =. 2T

s 
(5.23) 

The second order d,fferentlator is more accurate and less subJect to noise than the first 

order differentlator using the backward triangular ru le It is therefore the one recommended .. 
by Studenny [5tudenny 87] The one drawback thls dlfferentlator has is that upon startup 

it takes one samplmg mterval longer than the first order differentiator to properly initialize. 

This leads to a Jerk in motion at the beginning of a trajectory. however this has not been 
, 

seen to cause great problems since the velocity error smooths out two samphng intervals 

later. 
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5.2 Coding the Control Schemes 

5.2.2 Acceleration Feedback 

.. 
The acceleratlon feedback controller is more involved. as it includes three errors. 

namely position. velocity. and accelerat'Ion. a~d three gain parameters. The system appears 

as shown in figure 5.7. 

9 

Figure 5.7 Closed loop system of plant and acceleration feedback controller 

The controller is described by the equation 

DACvalue = Ku" (error * Ao + (VelOClty error) * Al + (acceleration error)) (5.24) 

The veloclty error was obtalned using the second order differentlator. as in the case of the 
\1' 

PD controller. Acceleration error was also obtained uSlng a second order dlfferentiator. 

whlch looked like 
1 2 -1 + -2 

D() - -z z 
2 z - 2 

Ts 
(5.25) 

This yielded an acceleratlon error of 

error[n) - 2 '" error[n - 1] + errorln - 2] 
acceleratwn error = 2 

T s 
(5.26) 

The use of identical dlfferentlators for both controllers is necessary to 'ensure a valid com-

panson The differentiator used for acceleration causes a powerful jerk upon 

like the velocl~Y calculation seules down after two sampling intervals. It is i 

note that whll~ this jerk does not have any bearing on the evaluation of th controllers 

once in a smooth traJectory. the maximum current demand caused by the uni, itialized dif­

ferentiators sets limits on the magnitude of-step the system can react to ~out exceeding 
. . f 

current or velocity limits. --...... . .-J' 
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5.2 Coding the Control Schemes 

5.2.3 Integral control 

Integral control is implemented separately from the other controllers. and may 

be used in conjunction with either acceleration or PD. The integrator is considered as a 

system by itself. and was evaluated as such. The open loop block diagram of the mtegral 
1 

controller appears ln ftgure 5 8. 

Figure 5.8 Integral Controller 

Using ,Tustm's rule on the integrator alone. not mcluding the gain. we get 

1 Ts 1 + z-l 
~ = T 1 _ z-l (5.27) 

Thus 

mtegrator output In] = integtator output[n - 1] + ~s (error(n] + error[n - 1]) (528) 

This integrator output IS then multlplted by the mtegrator gain Kt and the result is a 

DACvalue whlch IS added to the previously computed DACvalue resulting elther from the 

PD' or acceleratlon feedback controllers Generally. an Integrator ln Intended to functlon ln 

point positlonlng by correctmg steady state position error Thus. In thls Implementation. 

the mtegrator was designed sa as 6nly to opera te If the pOSItion error IS wlthin a speCifled 

band on elther slde of the desired position ThiS band need not be symmetnc. and may 

be adjusted on Ime as described in an earlier section. Outslde thls band. ail of the code 

~ pertaming to the Integral controller is simply bypassed. 

5.2.4 Other Controller Issues 

ln implementation. it was noticed that initial current demands due to the action 

of the uninitialized dlfferentiators frequently exceed the current limits imposed by the Rel 
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5 2 Coding the Control Schemes 

system. To avoid system shutdown and the termination of a test due to such spurious 

spikes in demand current. code was included to clamp the current demand at the maximum 

allowed by Rel. Though this procedure 'invalidates the data for samples oh which clamplng 

, takes place. it should be noted that thls typically occurs only during the first two samphng 

rntervals. in which the dlfferentlators are not initlalized and the results are of questionable 

value anyway. This feature also proved to be of great value From a safety stand point. as It 

Iprevents the manlpulator from shuttmg off and sklddlng out of controf at high velocltles 

The acceleratlon test mentloned in an earher section functions by replacmg the 

DACvalue calculated by the controllers wlth the value speclfled by the user when the test is 

configured Ail of the caleulatlons continue as before. and the replacement of the DACvalue 
, 

IS performed Immedlately before output to the jomt. 

bkewlse. settmg a controller to Idle does not shut down the caleulatlOns per­

formed by the controllers The caJculatlons continue as before. however the calculated value 

IS never sent to the Jornt This allows the user to place a Jornt" s controller in id le mode. 

examine the DACvalues computed by the controllers. and declde upon further action based 

on that data 
" 

As recommended ln [StudÏ'nny, 87]. a low pass frl~er was implemented to elim­

mate hlgh frequency uncertamties fr;:>m bemg multlplied by the high gain feedback Ku of 

the acceleratlon feedback controller ln thls Implementation. the low pass fllter was coded 

to act on the pOSlt.on error Veloc.ly and accelerat.on errors wet then calculated from 

the frltered error Srnce numencal dJfferentlators are rnherently unstable and susceptible to 

nOIse. thls was deemed useful m reduclng the noise content of their input signai as weil. A 

first ordet low pass filter 
1 

C(s) = ~ + 1 
Wc 

o 

(5.29) 

was used for this purpose. USlng Tustin' s rule. this low pass filter was transformed ;nto 

Its digital eqUlvalent 

(5.30) . 

/ 
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yielding code of the following form: 

ITswc 2 - Tswc 
error[n] = 2 T (T erTor[n - 1] + raw error[n] + raw'error[n -1)) (5.31) + swc sWc. 

Two problems may be noted with this frlter. Flrst of ail. there is an unavOipable phase lag 

of one samplmg interval usmg this fllter. This is in a~dlt,on to the unavoldable phase lag 

of at least one samphng mterval caused by the nature of digital control Second. due to the 

limitations of Nyquist rate. the pole of the low pass fllter could not be placed fa~enough 
out as to not mterfere wlth the poles and zero's of the controlle[s. 80th of these factors 

led to instability for certam types of motion. Thus. a mechanlsm to bypass the filter had , 

to be implemented. as descnbed in an earlier section . 

..... 
" 

5.3 Tuning the Control Schemes 

A system for mteractively synthesizing control schemes for manipulators was 

proposed by [Vukobratovlé 82] Though thelr system Îs comprehensive. It was not deemed 

useful for our purposes for a number of reasons Flrst. the system reried on at least nommai 

knowledge of the dynamlc parameters of the mantpulator For the most part. the controller 

speclfied by thls type of system grows out of the assumptlon that the dynamics can be 

known accurately before syntheslzmg the control. For our purposes. nelther the PD nor the 

acceleration feedback schemes were deslgned assuming any knowledge of the plant. The 

only assumptlon made was that of a second order model Second, the scheme proposed 

in thls paper was very elaborate. and requlred excessive computatIon. We must therefore 

• tune the control schemes us mg a different method. 

5.3.1 PD 

Preliminary tunmg of the PD controllers was performed byexperiment us mg a 
1 

step input and measuring the rise time and overshoot at various settmgs of proportional 
,.. 

and derivative gains Contrary to expectation. for a fixed proportional gain. dampiflg did 
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53 Tuning the Control ~chemes , 

not increase to mfinity with derivative gain. but instead reached an optimum value and then 

retreated. Looking at the equation for the simplest model of the closed loop system in 

contlnuous time. we have 

T 
_ KdKms + KpKm 
- 2 s + KdKms + KpKm 

(5.32) ~ 

The zero in the transfer functlon starts contributlng at lower frequencles as denvative gain 

IS increased. a fact whlch sets an upper hmit on the derivative gain. An optimal setting was 
~ . 

found to have a proportlonal gain of Kp = 1 and a'denvatlve gain of J(d = 2, These values 
) 

still gave an underdamped system. however wlth minimum overshoot and nearly critlcal 

risetlme. The only çway to obtaln an overdamped system would have been to decrease the 

proportlonal gain. however thls gain must be hlgh enough to create demand current5 high 

enough to overcome friction The settlngs mentloned above have the combmed quahties of 

bemg ~mall enough not to demand velocltles. currents and acceleratlons beyond the capaclty 

of the PUMA. whde bemg hlgh enough to slgnlficantly overcome friction. In practlce. the 

range between these two extremes on the manlpulator used in thls work was falrly limited. 

Several tunlng methods for PD algonthms may be found ln the proceS5 con­

trol hterature [Douglas 72]. [Smith 85] Most popular among them is the Ziegler-Nichols 

method This method. hke many methods of system tunmg. consists of two steps determl­

nation of the dynamlc charactenstlcs of the plant. and estimatIOn of the tuning parameters 

The beauty of thls method i5 ln the simpliclty of both these parts The only system param­

eters whlch mus~ be determlned are the ultimate gain and t~e ultlmate penod The ultimate 

gain 15 defined as the gain ]( ul at whlch the system starts behaving as an oscillator. wlth 

proportIOn al control only. The ultlmate penod 15 the period Tulof the oscillation at thls 

gain. Once these parameters, have been detenined. the tuning constants are deflned as 

follows: 

• 

K - Ku.[ 
p - 1.7 

K - .f{pTul 
d - 2 

(5.33) 

(5.34) 

Another method for control parameter tuning is called the Reaction Curvemethod. and is 

based on the system's response to a step input. From this response. the system gain K. 

) 
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5 3 Tuning the Control Schemes 

dead tirn,ç td. and time constant r may be determined. The gains for a PD controfler are 
" 

then calculated as: 

(5.35) 

(5.36) 
l , 

The Ziegler-Nichols method vias used to determine the PD tuning parameters of the PUMA 
1 "",,"" 

260. with the following results. For joint 6: " 

Kul = 1.4 

Tul = 0.1548ec 

Therefore. 
1.4 

Kp= - = 0.82 
1.7 

Kd = 0.82 * 0.154 
= 0.063 

2 

For joint 3: " 
Kul = 1.6 

Tul = 0.196,sec 

'" Therefore. 
1.6 

Kp= - =0.94 
1.7 

Kd = 0.94 .. 0.196 = 0.092 
2 

, ' 

Clearly. the damping prescribed by the Ziegler- Nichols method is far smaller than the ideal . ---
damping obtained experimentally. as the method IS designed to result in a system with a 50 

percent overshoot. In the experiments conducted la ter in this chapter. the experimentally 

obtained damping constant is used. as the one obtained by Ziegler-Nichols gives too great 

an overshoot and places the system too close to its stability boundary. The proportional 

gain obtained by Ziegler-Nichols is. however. closely related to that obtained by experiment. 

~ 
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5.4 Controller Experiments 

5.3.2 Acceleration Feedback 

Prelimmary tunmg of the acceleration feedback was based on the structure of 

the acceleration feedback control law an~ on the results of the tuning expenments of the 

PD controller The three control gains of the acceleratlon feedback controller K~. Ao. 

and Al, may be dlvlded lOto two groups The hlgh gain feedback Ku IS used prtmanly 

for lineanzatlOn and decoupllng Used to render the system more robust to the effects of 

inertlal disturbances. It IS not mvolved ln determinlng system tunmg parameters. The other 

two gams. Ao and Al, determlne system performance ln much the same fashion as Kp and 

K d ln the PD case A fair companson of the performance of the two control laws could 

therefore De obtamed by tUning Ao and Al to the settlngs of Kp a~d Kd respectively as 

determined for the PD controller Ku. IS then set' to a value large enough to be slgnificant 

wlth respect ta the mertial dlsturbances. a value whlch has been determined to be about 

one order of magnitude hlgher Setting the gain Ku = 1 in our case can be shown to 

achleve this type of ratio 

5.4, Controller Experiments ... 

The goals of the controller expenments are to demonstrate the effects of the 

nonlmear terms ln the dynamlcs equatlons on the traJectory followlng characteristlcs of 

the manlpulator and ta compare the performance of the PD and acceleratlon feedback 

controllers in the absence and presence of these effects ln the IIterature. one can find vaned 

assertions concernmg the effects of the nonhnear terms ln the dynamlcs. If these effects 

are not s,igniflcant. the control of manipulator joint pOSition reduces to a hnear problem, 

one for whlch many solutions perform adequately If the effects are signific3/lt. the problem 

is indeed highly nonlmear. and It is worthwhile spending great effort ln finding improved 

controllers Sorne of the experlments 111 thls section are almed at assessi2g the magnitude 

of these effects. Once thls has been done. experiments comparing the performance of the 

PD and acceleration feedback controllers may proéeed. In theory. the performance of these 
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controllers ~Id be similar under conditions of low nonlinear effects but should differ 

in the presence of high nonlinear disturbances. Since acceleration feedback is claimèd in 

theory fStudenny 87] to linearize the problem and make it robust to nonllnear effects, it is 

expected that under conditions of hlgh dlsturbance. acceleratlon f.eed9ack will oLJtperform 

PD ln terms of tracking error and overshoot \ 

The first set of expenments consists of flve parts The first part IS meant to 

look at the va nous terms ln the dynamlc equatlon, and demonstrate the effects of the 

dlsturbances on an mdlvldual basls ln each case, the tests are run on a single JOint ln 

two configurations, one ln whlch nonlinear effects are expected to be small, and the other 

ln whlch the y are expected to be signlflcant Jomt 1 is used to demonstrate the effects 

of inertla, joint 3 IS used to demonstrate the effects of gravlty. jOint 2 the effects of both 

gravit y and Inertla, and JOint 6 the effect of friction The test on JOint p was run ln only 

one configuration since there 15 no configuration ln whlch friction IS expected to reduce 

slgntficantly. PD control was used throughout this part. as It was not the controller that 
( -

was being examined Step and sine mputs were used throughout ail flve sect~ons of thls 

set of experiments, as the y were expected to glve and indication of error, overshoot, and 

response tlme 

The second and thlrd parts of this set of experlment are used to compare 

,~ the performance of PD and acceleration feedback for single joint operation, The second 

section compares thelr performance for configurations in which Inertial. gravltatloflal. and 

frictional forces are expected to be small. and the thlrd section compares thelr performance 

in configurations under whlch these effects are expected ta be slgmficant. 

The fourth section extends the analysis of the ftrst section to the multIple Joint 

case. In this section the effects on one Jomt' s motion on the position control of another 

joint ,ne examined. As before. a variety of configurations are tested, and only PD control 

is used 

The frfth and final sectIon of this set of experimëntSëompares'" the performance 
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Figure 5.24 PD vs Acceleration Feedback Join"t 2. Large Cross Coupling Distur­
bance. Arm Out . 
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54 Controller Ex~eriments 

. 
The next set of experiments examined the performance of acceleration feedback 

and P Q using different gains and under different types of disturbances. The purpose of 
v~- .. .-

this section was to provide a complete in~estigatioA of the relative performance of the two 

schemes in a large range of their ~peration. and to ensure that both s~hemes were being 

tested at the same level of optima lit y of tuning parameters 

• 
-- The fll~st expenment in thls set dealt wlth varying the tunihg gains. It is expected . 

that the dampmg charactenstics of the system under acceleration feedback control will not 

vary wlth the hlgh gam feédback Ku but only with thé tuning gains Ao and At. It IS 

therefore also expected that acceleration feedback with a given set of tuning parameters 

will give th~e dampmg cbaracteristics and ~erf9rmanc~ as PD with the same gal~s. 

however the high gam feedback Ku should allow us to expect a sm aller following error 
, - .. 

This expenment compared the performance of the ~o schemes ln the following manner 

First. PD was tested wÎth two sets of gains. a factor of four greater than each other. Then 

acceleration feedback was tested without varying the tuning gains. however lettmg the hlgh 

gain feedback Ku vary by a factor of fo~r. It was expected to see different per~ormance for 
J • 

these conditions. due to the hypothesls mentioned above 

The next e*perlment also dealt with variation in gain. but now under ~onditions 

of large disturbances Also in tl1ls section. the iesponse of a jomt moving at high fre<f~ellcy 

wlth different tunmg gains was evaluated as weil. Flnally. a joint moving ~t hi'gh frequenc:y , 

whlle disturbed by a I<;!rge cross coupling motion of another joint was also examined . , 

• The third expenmerit m thls' set involved hlg~' frequency inertia1 disturbances 

" Now the ,disturbance. and not the joint being tested. were delivered at a hlgh frequency. and . . , 
the effect on the response of the jomt was measured T wo sets of conditions were tested • • 

fn this experiment. In .the first the inertlal disturbance was provided by the arm alone. 

ln the second set. a one kllogram weight was attached to the end effector. increasillg the 

magnitude of the mertlal dlsturbance 

\ 

• 1 
~ 

The final experiment m the second set involved changing the damping term of 
? 

lOt 

... ~ 
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5.4 Controller Experiments 

both control laws to exàmine its effect on tracking error. In theory. increasing the damping . . 
term (Kd or At) should have the effect of reducing the tracking\err..or. Furthermore. it is l . 
expected that the inclusion-of an acceleration term ,should allow the use of a higher damping . 
constant under acceleration feedback tontrol than under PD" 

., . 
These experiments were carried oût to de mon strate the performance of the two 

control algorithms under conditions and in regim~s in ~hich their performance is e~pe~ted 
to be different. Motivation for these experiments came from the first set of experiments. 

; 
.in which the performance of the two 5chemes was demonstrated to be slmilar The second - ' 

set of experinients attempts to explore the conditions under which their performance Will 

differ. and to explain the reasons for the slmilar performance observed in the first set 

1 l '# -

The results are presented graphically in the 'next few pages. and an analysls 

follows. Note that in the case of graphs wlth multiple variables plotted. Othe plots are 

• always of deslred vs actual positiof'!. and always sinu~oldal. In every such plot. the deslred 

position âppears as a perfect sine wave starting at 'time =. O. and the actual position typlcally 
\ .. t' ~ 

starts after a delay. and exhibits distortion and overshoot The Unlt~ of the graphs list tlme 
'. li 

l " . • 
in milliseconds and positions in encoder counts. The analysis that follow5 refers t'o the 

1 .. 
figures. as weil as to quantitative error a'nalysis results which appear in tables in next 

, 
,section. 
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5 4 ControlJer Experiments 
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"Figure 5.25a PD. Kp=O 5. Kd=l 0 (lef,U. Kp=2 O. Kd=40 (right) 
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Figure S.25b Acceleration Feedbaçk. Ku=O 5 (Ieft). Ku=20 (right) 

\ i 

Figure 5.25 Step Respon~e Joint 1. EtTects of, Variation)" Gain 
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5.4 Controller Experiments 

.. 

.; 
/ ~ 

VI 

, 

Figure ~.26a PD. ~p=O s.. K d=10 (Ieft). ~p=2.0. Kd=40 (right) 

,/ 

Figure S.26b Acceleration Feedback Ku=O 5 (Ieft), Ku=20 (right) 

t J 

. FiglJ.t:e 5.26 . Sinusoïdal Tracking Joint '1. Effects of Variation in Gai," 
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Figure 5:27a PD Kp=0,5. Kd=l 0 (teft), Kp=2 O. Kd=40 (right) 
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Figûre 5.27 Step Response Joint 2. Effects of Variation in Gain. large Disturbance 
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5.4 Controller Experiments 
t> 

The third set of experiments examined the effect of varying the sampling interval 

of the system. The entire control cycle was run at sampling intervals of 28. 14. and 7 

milliseconds. and the control gains we~e increas:d to the point of instability. It is expeqed 

that faster sampling Intervals wou Id allow higher control gains to be used. This experlme"!t' 

1 ~as cârried out using acceleratlon feecfback control only. a.nd varying the high gain feedback 

Ku· 

~, 

Foll~wing this experiment. a demonstrâtion of a typical motion of three joints 

simultaneously was run using PD control and acceleration feedback control Joint 1 and 

joint 2 were made to f6110w a ramp. while joint 3 tr~cked a sinusoid. This was not 50 
L 

much a~ experiment bût a 'demonstration of the typical operation of the three joints of the 

manipulator under either control algorithm. 
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5.5" Analysis 

From the first section of th~ fi,5t set of expèriments (figures 5.9-5.12) co"cernmg 
• 

the severity of the nonlinear effects. the _followl~g observations may be made. The Inertla 

of a link controlled by a joint' s actuator may ~ause signiflcant degradatlon of performance. 
~ 

and vanes greatly wit.h the position and orientation of ail of the other joints This lerm 

in the dynamlcal equation is definltely' '10t ta be Ignored. and the consequence 'of 19nonn'g 

It will ~e a marked degenerc,tlon m performance The efTect of gravit y IS Icss severe for 
j 

most jOints. but also depends greatly on position and orrer:ttatlon At least ln the case of 

joint 3. the effect was not very significant. except ln causmg il steady state offset trom the . ~. 

desired trajectory The combmatlon of gravit y and mertla /is. once agaln. slgnJflCanl Jnd 

appears most prommently ln JOint 2 of the manlpulator Fraction IS very slgnlfKant for <,orl1e 

of the J(5lOt5. and is actHally beneflclal m provld~g damp;ng to an olherwlse uI1\,Jerd.1Il1pt·d 

system. The' drawbacks of thi~ frictlonal effect include stlckmg of the )Olnt controller dUt' 

to statlc frICtion. and the variatIOn of friction ln an unpredictable m3Qner T~e efTecl.., of .. 
sticking due to fnctlon appear vlvldly ln flgûre 512b 

ln theory. acceleration feedback 15 supposed to perform simllarly to PD .tJndcr~ 

conditions of low dyna"':cal effeds The experlments 10 the second sect,lon of lhl~ .,:>('t (fig .. 

ures 5 13-5 14) were designed to test thls hypothesls Indced: both for step and SlnusOld.l( 
\ 

responses. the performance of the two control algonthms wa., slrmlar and qUlle ,)dtl~f.lctory 

The jerk at th~ begl\nning ofm,otlOn ln response t~ a step Input. for the case of a<.cd<'f<llifil 

feedback. can be attributed t~ the tlme It takes for the second derlvatlve operdtor 10 1111, 

oh· , 
, 

tialize correctly A step mput caus~s a dlscontlnUlty III position. ~eloclty and Je.< elcr .111011 

and the second order dlfferent/ators' re~ponse refle~ts thls SituatIOn SI)ce the prlnl.Hy lJ!>t' 

of acceleratlon feedback /5 rn traJectory followmg. the behavlor at the begmrung of mollon 

" " 10 re:-ponse to as large step IS not of great lI/gnlf/cance . It 15 worth notlOg. howP\ler J!I It 

. may impact dlsturbance reJect/on as weil 

o 

Under large dynam.c disturbances. it /$ u P8fed that accelerat/on fe~db~c.k 
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will outperform ·PD for trajectory followin~. Th?_ e)ij>eriments in the third section of thls "­

set) (figurès 5.15-5.18) te.st this hypothesis. It becomes clear from the )esult,s of these 

experiments. that ~nder the conditions of disturbance 'tested in this ~ection. there was no 

appre~lable differ~nce if"! performance between -acceleration fe.edback and PD. The results 

.• j showed nearly' identlcal performance for the two schemes~ excèpt in thè case of frictional 

disturbance.' whlch wa's .high enough to make pD behave overdamped. while acceleratlon 
.. ,. a • 

feedback still behaved in an underdamped 'manner. A discussion of the reasons for the . 
similaflty ln performance between the two schemes ~nder the conditions described above 

" 

appears 'Iater ln this sec-tion 

, , 

Another aspect of the dynamics whose effect on tracking error must be assessed 
• < 

IS dyr:lamlc coupling between slmultaneously moving Joints. The experiment"! descnbed ln 

figures 5.19-5 22 measure the' effect of one joints motion' on the precision of another. The 

first two figures descrlbe a situation ln whlch the motion of joint 3 acts as a dlsturbanc~ 

. to the motion of joint 2. The next two figures descrlbe a situation in which the motion of . 

jOint 2 and jOint 3 dlsturbs that of JOint 1 It IS possible to tell from these figures that jOint 
, " 

3 greatly· dlsturbs JOint 2. however JOint 1 IS relatively unaffecteâ by the 
1 

, . 
motion of other 

1 • 
jOints. The tabulated errors also dernonstrate thls fact num~ncally. 

The next senes of expenments (figures 523-5.24) asses ses the rela~ive perfor­

mance of acceleration feedback and PD under conditions of severe cross coupling distur-
1 

bance. In these experlments. acceleratlon feedback gave a slight but notlceable performance 

edge over PD. as IS see'n both "in the figures and the error table 
i 

• 
ln .summary: the following,may be learned from this first set of experiments: 

Inertial. gravlty. fnctlonal. and cross couphng disturbances may ~II be significant. and cal,lse 

(. severe degradation ln erI~r tracking on the JOints 'of the PUMA 260. Acceleration feedback 

as impleme'nted above does not cause serlous Improvement in performance over PD ln , , ' 

• most regimes of operation. except \for a slight improvement in the face of cross coupling . 
dlsturbances. The reasons for this lacK of slgnificant improvement may be explaineo ln the 

following manner: Unless the hlgh gain feedback K ù is very tligh in relation to the tuning 
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. FIg Exp . Mean trror Dev~atlon Min 1 Max Initial Offset ---- ~ ---~- ------~ ._------- ~- - --,-- - - . 

59 ' bl 183 98 -355 320, 0 
59 b2 411 127 -556 526 27 
510 bl 1.05 46 -180 211 0 
51Ô b2 230 98 -432 108 . 149 

./ 5 11 bl' . 195 106 -436 281·' 54 . 
'\. 511 b2 540 157 140 893 ~ 568 l , 

5.12 b 132 45 -221 178 0 

513 bl 182 96 -350 318 1 
5.13 b2 185 103' -364 324 0 -5.1,4 bl 106 45 -176 204 0 

1 

5.14 1:)2 106 ... '46 -172 196 0 

515 bl 407 126 -5~3 521 
~ 

1 
',5.15 'b2 411 ·130 -566 529 0 
516 hl \ 261 10ô -477 128 185 
516 h2 255 104 -470 . 119 211 
5J7 hl 539 157 Ils a79 5~9 
5fl b2 550 166 109 909 572 
518' bl 135 45 -216 206 1 0 

. 518 h2 135 43. -213 187 0 \t 
5.20 al 281 139 -433 561 , • 2 1 

5.20 288 
tIt / 

./ 
a2 - 136 :6.02 483 1 

( 520 bl 471 239 -921 1104 47 
529, b2 ,636 322 . -376 1284 579 

1 
522 al 185 ~ 100 -360 319 2 , 
522 a2 224 118 -552 553 2 1 
·522 bl 397 122 -543 \, 499' 4 , 

1 r 
522 b2 393 122 -547 512 44 

5.23 bl. 434 219 -862 976 0 ./ 

1 523 b2 394 203 -766 841 i9 
1 

5.24 bl 1 426 144 -19- 756 469 
J 1 

1 524 b2 422 125 64 728 483 -1 , ~ 

1 ~ .# 

Table 5.2 Error Table Set 1 

parameters Ao and Al- the acceleration feedback control law redu1es to essentlally a PD 

. structur~. and the contrrbutlon of the acéeleration term 15 not noticeable Accordtng to the 
&> 

G 
-results in (5tudenny 87). the effect of Ku should be primarrly that of decouphng and error 

1 
reduction. and the stability ând damping of the system should still be determineq by'the 

o,j 
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tuning parameter$. This hypothesis prompted the next set of experiment.s. dealing with PD 
, . 

and acceleration feedback' usi.ng different gains: and under conditions of high disturbances. 

The first experiment in t.his set was intended ~o demon~rate that the perfor-
, -

mance of t~e acceleration feedback control algorithm is determine.d by the gains Ao and 

Al' ln this expenment. the performance of PD \(Vith gains of K P. = 0.5 and K d = 1 were 

compared with acceleration feedback whos~ control- gains were Ao = 1 and Al = 2. but 
l , . . 

'whose high gain fe~bac~ was K tL = 0.5 Theo'retically. if the performance of acceleration 

feedback is determined by the tunmg gains,.only. it wou.ld be expected that the results for 
. ~ 

the two tests would be dlfferent. The experiment was repeated for ':0 with gains of K p.= 2 

_ and K d = 4. and acceleral'ton feedbad whose control gains were Ao = 1 and Al = 2. with 

the high gain fe'edback K tL = 2. From the gra~hed results of these experiments (figures 

5.25-5.26) 'and from the error tables. it seems, t~at th~ results were once again. ~early iden-
. " , . 

tical At lèast in the confIguratIon of our system. with the hardware environment in which 

we are working. and using the cOl')trol algorithins coded and tuned '". the manner detailed 
. . 

above. the performance of acceleration feedback is affected both by the tuning gains and 
- " . . 

by the high gain feedback . 
.1 

The next group of experiments ... (figures 5.27-5.30) extended this analysis to 

joints impacted by large disturbances and Joints moving at high frequency. Once' again. th~ 

results demonstrated that the high gain feedback K tL has a much greater effect on systèm 
, ~ 

performance than was expected from the theory. In part. this is believed to be due to the; 

relatlvely small magnitude of Ku and the sm~,o between ~ tL and the tU,ning gains AU' \ 

and Aï. \ 

ln 'the third experiment of this set.' the efféct of a high freque~cy disturbance 

cm the positional accuracy of a st-ationary and moving joint were examined with PD and 

acceleratlon feedback control. Two' types of conditions were· tested. In the first (figures 
, J 

,.5.31-5.32). joint 3 was made to"'move at a frequency of 7 Hz to disturb joint 2. which was 

either stationary or followlng-a sinusoid. In this experiment. accelerationofeedback provided 
, " \ 

an improvement of 30 percent in tracking error, over PD for joint 2 when statlonary. and 
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10-15' perce~t when tracking a sinus~id, The·*cond set of condîtions y!ere similar (figures 

5,~3-5.34), h<;>wever this time the disturbance was 'at a. higher Trequency of 12 Hz. and 
, ' 

a,1 'kilogram weight was attached to the end effector to increase the magnitude of the 

disturbanGe. In this case. the perforrnrce of t.he two control algorithms was c0nJlarab}e 
J. / 

- The last experlmen~ ln thls set was meant to demonstrate the efTect of ir.creaslng 

the dam/ing terms Al and K d 1n theory'- the inclusIon of an acceleratlon term in the 

acceleration feedback control law shquld allow us to increase the magnitude of the d:mplng . 

term. theref6rè increasing the accuracy, of the posltlolJal trackmg of acceleratlon feedback 

beyond that allowed by PD. From figure~ 5,3~-5 36. and from the error tab,le. It is clear 

that this is nqt the case. The highest allowable dampmg was identlcal for both wQtrol 

algorithms ~ndèr similar conditIons. a~ the performance was also slmlJar 

Thus. in.. summary. the performance of açceleratlon feedback was agam similar 

to that of PD. as was found ln the the first set of experiments. It IS also ir1\portant to note 
-

that the one type of condition under which acceleration feedback did show a slgnlficant 
. , \ 

improvement was in the case of a JOint disturbed by a large' inertial coupltng disturbance. 

al,so as found ln the first set of expenments. It seems the the problem 'may he ln the 

magnitude of Ku and the relatively sma" ratio between K ti and the tuning gains AD and 

-" 

One reasén that the gains of the system had to be so_ lirfllted ,in magnitude Ci. 
rélated to the sampljng interval of the Rel system It is expected. that the allowable gams 

wouJd increase in magnitude If the sampling frequency were Irlcreased. Using a borrowed 

LSI-l1j23. it was possible to test thls theory by running the system at sampling Intervals . . 
of 28. 14. and 7 ml1liseconds. and raiiing the gilin to the point of instablltty From figures 

1 

\ . . 
5.37 -5 39'. it is clear that Ûle stablhty of the system IS far more robust at a faster samp'lng 

c frequency. and that the altowable gains 'are much higher. The highest altowable ~ga," K ti 

was 0.4 at a sampling interval of 28 milliseconds. 1.35 at 14 milliseconds. and 4,0 at 7 
, c • 

(' 
millisecond.s .• Higher gain~ .would allow the sys~em to track trajectorles wlth far greater 

accuracy. and to test the acceleration feedback control algorithm with a much larger ratio 
\ 
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.P tl 

• 1 e t-

Fig Exp Meàn Error O~viation Min Max Initial Offset 
...r ., ~_. . 

526 al 491 168 -}Og- 639 0 
5.26 a2 101 57 -197 173 ". 0 
5 26 bl 494 170 -712 64.8 a 
526 b2 102 56 -195 175, 0 

'" 5 28 'al 342 186 'J -760 .443 .. 0 
5.28 a2 94 47 -208 196 0 , . 
5.28 bl 360 146 -461 681 0 
528 b2 94 48 140 224 -0 -J 

5.29 al 130 " 58 -221 164 0 
529_ a2 94 40 -163 119 .11 
5.29 bl 122 58 -230· 170 0 
5.29 b2 95 41 -185 148 0 
5.30 al H6 .86 -153 351 3/ , -
5.30 a2 176 85 -151 348 . 3 .. 
5.30 bl" 177 -

85 -186 343 3 , 
5.30 b2 178 86 -18~ 344 3" 

~ 

531 • al 2.74 ~ 104 -434 · 370 0 
5.31 a2 170 64 . -272 235 - 51 
5.31 bl 384 201 -726 757 0 ... 531 b2 3.32 .168 -651 631 0 
5.32 al 124 49 -213 149 0 
532 a2 83 33 -144- 94 ' 0 
532 bl 326 165 -660 618 0 
5.32 b2 306 140 • -615 544 0 
533 al 93 _ 49 ~157 11 01 

533 a2 95 ,50 -159 4 12 
5.~3 hl 500- 181 -844 150 0 
5.33 b2 502 181 -844 700 85 
5.34 al 53 23 -99 57 2 
534 a2- 102 53 -112 6 4 
5.34 bl 349 123 -597 519 12 
534 b2 354 124 -582 561 33 

. 1 

- .. 
ts 

." 
~ c' . . 

; , Table 5.3 Error Table Set 2 

of gains. . , , 

-

( The final figure (5.40) demonstrates a typical motion o~ the first' three joints of 

the PUMA 260. The 'performance of the two control algorithms is nearly identical under 

~ 
.. . 
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"" • Fig Exp Mean Error Deviation Min Max Initial Offset 

--- ._-- -
·5.35 al 123 50 -203 227 0 

5.35 a2 115 43 -166 183 0 

• 5.3S bl 110 38 -153- 164 0 
, . 5.35 b2 102 31 -132 I60X 

536 al ,,119 49 -201 229 0 
5.36 a2 112 41 -162 177 _ 0 - .. 

5.36 bl 107 
. 

36 °-145 171 0 
5.36 b2 100 30 -130 161 0 

Table 5.4 Error Table.: Set 3 

these conditions. 'Thus. it can be shown that under typical conditions. acceleration feedback 
• ~ ... i . ., 

as implemented in this--research is stable ang robust, but does not give a great improvement 

over PD. in terms of tracking error and response lime. 
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Chapter 6 Conclusion 

6.1 The Environment 

The hardware environ ment used in thls research consisted of a PUMA 260 

manipulator controlled by a VAX computer through an LSI-ll controller. The software 

environment consisted of the RCI system runnlng under UNIX 4.3 with 'NFS. 
D 

6.1.1 Suitability to the Task' " 

J-he PUMA 260 manipulator presents both advantages and disadvantages to 

the study of control algorithms. Its small size is an advantage in that c'orftrol ",outines . . 
may be taken to the hmit of thelr stability wlthout fear of damage to people or equipment 

Care must be taken to prevent theV'PUMA from causing damage to itself. but it is so small 

and weak that' it may be physlcally prevented from doing 50 by holding it manually The -
disadva.ntages of this manipulator also stem from its~weak motors. as weil as from the high 

and variable friction on several of itsjoints. The weakness of the motors severely restncts 

the magnitude ,of velocities. accelerations and torques which the manipulator can accept. 
, 

Friction. and especlally the extremely high static friction on the wri5fjoints require a falrly 
J 

high current to even move a joint from a stationary position. At times. the current required 

to get a joint to move was· around twenty percent .of the maximum allowable current. 

This combination of friction and weak motors' greatly restricted the operating range of 

e. · 
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l . 
the controllers. Another side effect of the small size of the PUMA was that it became 

1 

difficult to introduce high cross coupling inertial terms in a known manner. For instance, 

~the motion of joint 3 did not overly disturb'Joint 2. rhis deficiency was partly overcome 

--'\' by moving joint 3 at a high frequency, and also by attaching a 1 kilogram weight to the ," . end effector, thus increasing the inertla terms The vanablhty of the friction terms also 

made the man;pulator dynamiq difficult to model and unrehable. thus makmg tumng more 

difficult and performance hard ta. predlct The advantage broug~ about by high fflctlon was' 
" ." 

that the effects of high frequency uncertalnties and disturbances were completely damped 
, 

out. and allowed operation of the control schemes wlthout use of a low pass fllter on the 

error. ) 

Tohe VAX-11/750 under UNIX 4.3 and NFS pro Ided at best adequate perfor. 

mance for the control task Being a time 'sharing system. It was ver sens.itlve to.system 
" . 

load and network actlvity. The frequent occurrence of bmeouts dufing the control cycle, 

proved to be a major obstacle ·durmg the .. cour~ of the research The LSI-ll 103 also pm- . 
1'~ 

vided slow response, and much of the control cycle was taken up by communication t,me 
" 

be'tween the LSI-ll and the VAX, or the LSI-ll and t~e PUMA It ,15 estirpated that thlS 

commUnication alone took ,about seven milliseconds. which added to the four mlllisecoAds 
, --' 

of control computatIOns brought the cycle tlme to eleven mlillseconds Sinçe the control , 

cycles of Rel operate ln factors of seven milliseconds. the minimum samplmg interval that 

could be jJsed with this equipment was fourteen mllhseconds. or 72. Hertz At thls sam-
t, , 

pling rate. the operatmg ban?wldth IS _ hmlted to about four Hertz. and control galn~ are 

severely limited in magnitude ThiS turned out to be a problem of great slgOlfltance. as 

it was difficult to produce strong inertial efTects with small allowed bandwl~Hh and s.mall 
... (" ~ ..' .J 

gains. while at the same time the s\all gains caused system performance to be slugglsh~ 

oleaving relatively hlgh position errors. In summary. It was Impossible to produce a very Stltr 

controller at thls sampling rate. and d,fr,cult to create very dlsturbed conditions wl~h whlCh 

_ to test it. late ln the research. the LSI-l1j03 was replaced wlth ~ faster LSI-llj23 whose 

commuOlcation time was about two milhseconds This brought the enttre control c.ycle 

to six mllliseconds. and allowed operation at a sampli~g mterval of se ven milliseconds. or , . 
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~ 6.1 The Environment \ , 
about 142 Hertz. At this sampling interval. the testbed could opera te only under conditions . 
of low system load and no ne.twork activity. but the tests that were carried oùt showed a 

three,fold increase in allowable gain and much better error tracking. 

The RCI system proved to be a very flexible and convenient p"latform with which 
, 

to perform control algorrthm research. Splitting the progr\m into a planning and a co"trol 

sectIon allowed the creatIon of a very user-friendly researc~ environ ment withou~ impact 

on the .timing constramts of the control sectfons. Interaction of the Rel system with the 
o 

manipulator through the how ànd chg structures dlrectly allowed very precise knowledge 

of system parameters and clear notIons of the consequences of commands. The fact that , 

ail of the programming is done usrng C functions allows a nelN' user to
v 

learn the RCI 

syste~y quickly. and make modIfication of the system or the use of UNIX system 

comm~ very easy The only drawback of the RCI system encountered in this research 

IS. in the communications overhead r~quired ~ transfer information between the VAX and 

. the LSI-l1. 

As It stands. the system on which the testbed was configured provided the 
• 

minimum performance allowable to produce viable results for this research. The allowed 

sampling frequency of 72 Hertz IS in the range specified in [Studenny 87] as the minimum 

'fr~quency at whlch the system is expected to stay stable. 0 The gains that c<.Wld be used 

at this sample frequency provided a stiff enough system that error measurements could be 
-

conducted and compared with sim,ilar tests. The biggest restriction was in operating range 
, 

anq bandwidth. Though the testing that was conducted included motions which produced 

significant disturbances. producing these motions required operation of\the manipulator at 

the edge of Its stabllrty and operatrng capabilities \ 
;;/ 

6.1.2 Suggestions for Improvement . 

One sug tion for improvement of the operating environ ment involves doing the 
. ,. 

research on a manipula or with a greater operating range between the minimum to overcome 
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6.1 The Environment 

friction and the maximum allowable current. velocity. and acceleration,.. In particular. raisIOg 

'\ the ceiling on current. ve/ocity and acce/eration \you/d a/low testlng of regimes at whlch 

control algorithms really start to break down. One possible solution would be the use of a 

1 

.. 
specially designed manipulator which lends itself to control. experimentatlon. Speclflcally. 

this mampulator need only have two or three degrees of freedom to allow a full investigation . . 
of inertial and cross-coupling effects. and should be constructed in such a manner as to 

allow vanatlon m cOLlpling. fnction. and meitial efTects To be effective as a testbed for 

manipulator control research. this manlpulator must be able to emulate the charactersÎtlcs 

of widely availab/e commercial manipulators. h6wever It wou/d.not be mtended for mdustnal 

applications itself. 
1 _ \. • 

As for the computmg envITonment. it would be aClvisable to perform the control 

computations on a faster computer. such as a MicroVAX. ,WhiCh would operate ln a stand­

alone mode and.would not support network activlty It was found that network actlvlty was 

the most major restriction in terms of computing time. The lSI-llj03 must be replaced 
- . . 

by a fasrr process~r. such as the lSI-11j73. which would allow the communicatlpns 

processi~g at !ess than one miUIsecond. It would be advisable to configure a system wh~se 
sampling frequency is as close to one KiloHertz as possible It has been demonstrated that 

- " 
. ~ 

controllers operating at that frequency can provlde very st 1fT control. such as the original 
, 

controHers of the 'PUMA 260 mampulator 

As for the RCI system. the only suggestions for improvement would be to allow 

sampling inter~als whlch are not multiples of seven. th us allowmg the user to optlmlze the 

sampling mterval for the amount of computations required' The--seven mllhsecond mterval . . 
is a limitation of the Unlmatlon control/er. however. and can not be easlly changed It may 

be useful to glve the user some control over the informatIon that IS to be passed between 
~ 

the VAX and the. L.?I-l1. also allowmg optlmizatlo,n. according to the applicatIOn 

1 

As mentioned above. the current system dld provlde performance Ithat met the 

minimum requireme\'ts to be useful. however expanding Its range of performance would 

allow testmg at more challengm'g reglmes and more definltlve verification of the performance 
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of controllers under very disturoed. high velocity and acceleration motions. 

6.2 The Testbed 

,.. 

The testbed IS a general-purpose utility which allows the testing of control. 

algorithrris on the PUMA 260 manipuJator. It allows individual controllers with separate 
f 

parameters for each jOint. and enables the user to confIgure a number of test motions on 
~ 

the various Joints and collect the data for later analy sis. A number of analysis and graphIes 

routines jom the testbed ta allow vlsual and numerical ioterpretatlon of the test data. 

6.2.1 Suitability to the Task 

The most notable attribute of this testbed is its flexibility and ease of config­

uratIon. A new 'control algonthm wlth the corre~ponding user interface takes about two 
. 

hours to program For example. a s\iding mode control/er was recently implemented on 

this testbed. and the time of implementation from equations on paper to the first controller 

experimen~ was under two haurs, Th\ variety of test patterns which can be perform.ed 

by the Jomts and tbe flexibility of choosing any controller with any parameters for each 

Joint separately r~nder l:his testbed a useful utliity for a large number of control research . . 
projects. The alternative approach of downloading control routines directly into the joint 

1 • 

microprocessors does not provlde the same easy access to ·data and parameters. and re-

moves the user from the direct contrGI of the manipulator's. configuration. Furthermore. a 

, microprocessor Implementation does not offer the computing power of the minicomputer 
, 

used in this research. Usmg the full range of the PUMA 260'5 veiocity. acceleration. and. 

i torque. and wlth the addItion of a welght at the end effector. this testbed allowed compre­

hensive testJng of the control algorithms. albelt with sorne restrictions. Those restricNons 

were due p'rimarily'to the environment. however. and not to the testbed. 

6.2.2 Suggestions for Improvement 

The major Improvement in the design '"of the testbed involves increasing the 

131 

• 1 

ç -

----------------------------



, 

/ 

6.3 Test Results 

~ 

sampling uequency at which it could run. Though the timing constraints are primarily 

due to the environment. the te~tbed cou Id be s~mewhat optimized by elimlnating unused 

functlons. Otherwise. further improvements in the testbed may include increasing its flex­

ibility and ease of operation. Examples of this inclùde stormg test patterns 16 data files. -
1 

much as system parameters are currently stored ThiS would 

preconfigured test routines wlthout rètypi-ng the deslred ~s 
allow the user to cali up 

AddltlOnal test patterns 

may also be added. In the realm of analysis routines. the major improvement could come 

in the area of a convement graphmg routine whlch would be attached to the testbed The 

lcurrent configuration IS rather ~umber50me ana causes a delay between the tlme at whlCh " 

a test is performed ~nd the tlme the data 15 plotted Otherwise. the testbed works weil as . 

it stands. and no major Improvements are seen to be nece5sary 

6.3 Test Results 

This section relies heavily on the matenal presented at the end of chapter four A 

detailed analysls of the indlvidual experiments has already been .undertaken m that chapter. 

and this section is meant to summarize the results and draw conclusions From them 

6.3.1 Validity of Test Results 

4 
Before any conclusions may be drawn regarding the performance of the control 

algorithms. the results themselves must be exammed to ensure that1.th~y accurately repre 
.; 

sent the performance of the control schem~s Two types of trajectofles were used If.' these 

'experiments: step Inputs. and slnusolds The use of step Inputs glves an indication of the 

time response of the sy.,tem and of ItS damping It 15 a reasonable apprmumatlon of a large 
; 

disturbance impmging on the joint of. the manrpulator. The sinusolds glve mce statlstlcal 

results on tracking errors and frequency domaln performance USlng these two types of 

input. it was possible to get a complete picture of the system's 7rmance 

operating conditions. 

under most 
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6.3 Test Results 

Sorne of the experirnents in the first set of results were rneant to examine the 

magnitude of jthe dynarnic effects. This was done, to define the regimes in wh~ch to carry 

out comparative tests of the two control algorlMlms. and to determine if the effects are 

severe enough to warrant special attention The results showed that sorne- of the effects 

are severe. and outhned the reglrnes of operation in which .they occur 

The comparative experiments between the two control a,lgonthms w~re numer­

ous and expl~red many conditions and configurations. Undisturbed and disturbed condi­

tions were tested for single and mJiltiple Joints. Couplmg disturbances were examlned wlth 
'-, 1 

/ 'dlsturbances of varylng magnitudes and frequencies: joint motion was studied for various 
T 

magnitudes and frequencles of the tested jOint Itself. Finally. the gains of both algorithms 

were varred to ensure thiit the conclUSIOns about the algorithms' performance are not limited 

to one configuration Thus. the tests cORducted are beheved to be sufficient to generat~ 

valid conclUSions concernlng the telatlve performance of the two algonthms -

If there IS any weakness ln the results. it IS ln the limitations. on operating 

. gains and frequencle"s Irnposed by the hardware envlronment It could be argued that 

the characterrstlcs of the acceleratlon feedback theory can not be fully explored at the 
1 

samplrng frequenc} used ln thls research. howev~r since both algorithms are tested under 

exactly the sanie {onditlons. ~nd slnce th~ environ ment does ~lIow a stable implementatlon 

of acceleratlon feedba~k as characterrzed ln [Studenn'y 87], It IS believed that the results 

pr-esented ln thls section are a valid deScription of the performance of the algorithm. and 

may be extended to other Implementations as weil. 

6.3.2 Performance of Acceleration Feedback VS PD 

... 
Acceleration feedback control. as implemented above. provided stable control for 

; 
the PUMA 260 jOints The error tracking and response time were not. however. very slg-

nificantJy better than PD coded ln the same manner and tested under the same conditions . 

At first. it was thought that the slmllarity ln performance of the two algorithms was due to 
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6 3 Test Results 

the 'Iow gains and, banclwidths allowable under the operating environment. however further 

tests failed to confirm this hypothesis. Initially. it was observed that the two algoflthms . 
perform' similarly for one joint. for both inértlally loaded and fnertially unloaded conditions . 
, 

The only- conditions' under which acceleration feedback corisistently performed better than . . , 

PD was ln rejectlng coupllng disturbances from other joints Recalllng the mampulator 

< dynamics equatlon. 

J(q)q + QC{q)i/ + G(q) = u (6.1 ) 

oQe car notice that it is the coupllng terms which are most directly afTected by acceleratlon. 
• 1 

and that IS the 'area in whJch acceleratlon feedback should give the greatest improvement 

The simllanty of performance of the two algorithms ln the absence of couplmg dlsturbances 

and the superic;mty of acceleratlon feedback ln the presence of these efTects was demon-

strated repeatedly and under a variety of type:t of motion and dlsturbance JOint freqLJency 
• - ! 

- dlsturbance frequency. dlsturbance amplitude. controlfer gains. and damplng were ail v3r1ed 

m the course of the experlments. and the relative performance of the two algorlthms re 

mained as described above The experlmental results presented ln chapter flve correspond 

nlcely to the simulation expenments performed ln chapter 'three ln the simulations by Stu 

denny [Studenny 87). better trackmg p~rformance 'was achleved. however these slmuJ,atlon<; 

were ~rried out uSlntLthe larger PUMA 600 as a model and at a faster samplïng mterval 

than avallable on our system Thus. both the gainS and the torque Ilmlts were hlgher ln 

these simulatlons~ accountlng for the Improved performance 

There are several disadvantages of thls Implementation of the acceleratlOn feed· 

back algonthm whlch should be pOlnted out al thls tlme FI(st. the use of numerlCal 

difTerentlators to derive acceleratlon IS IOhetently rpuch nOlsler than the dlfTerentiator used 
• 

to derlve veloclty The erra tiC value of acceleratlon produce by thls method can lead. to 

mstabihty and large torque values. especlally ln the face of Impulse dlsturbances Better 

performance may be obtalOed for mampulators eqUipped wlth tachometers. since the flrst , 
difTerence operator IS much less nOlsy The reqUlrèment that the algorlthm be implemented 

with a low pass filter ta smooth out the high frequency uncertalntles IS hkewise a dlsddvan- \ 

tage of the acceleration feedback theory. mcreasing the phase lag of the c10sed Ioop system 
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Unless the sampling frequency is increased to a point in which the cutoff frequency of the 

low pass filte~ can be set very high. the filter may interfere -1ith the controllers. 'Ieading 

to instability. It was found fhat the' filter was not necess~ry/tor stable operation of the 
, 

controller. presumably due to the high friction of the jOints which damped out such effects. 

Only when the hlgh gain feedback Ku was made so hlgh ~o that ~the system was drlven 

almost entlrely by acceleratlon was t"he low pass fllter effective ln preventlng instabtlity. 

however th~ performance..Qf the system was not very difTerent ln this configuration than 

ln those driven by a comblnat,ion of position. velocity and acceleratlOn. Fmally. a recurring , 

theme in this ~ork IS the limitations on the system imposed by the operating environ ment. . 

ln assessmg the Implementation of the algorithm It would be unwise to ignore the effect 
1 

of the sampling frequençy on gains and banawldth. It may still be that under different 
~ 

circumstances allowlng hlgher. controller, gains and hlgher frequency test conditions. the 

advantages of acceler.ation would become more apparent. Still. the conditions under which 

the algorithm was tested are wlthln the nominal conditions under whlCh accelerntion feed-
~ 

back theory should operate. and are b~lieved to be representative of the .<,>verall performance 

• ot the algonthm 

1 

6.4 Final Comments 

The Idea of uSlng acc~leration feedback to create a system which is robust . 
with respect to the nonlinear dlsturbances present ln manipulator dynamics is a ~ery use-

,. 
fui approach for manipulator position control Decoupling the system withol,!t resortlng 

to a complex model of the dynamics is of extreme value for a system whose dyna.mics 

. are as mvolved and varying as a manlpulator jOint. The acceleration feedback algorithm 

implemented here provides stable control of the mampulator jointS" without an excessive , 

computatlonal burdén. It does not provide extreme Improvements over PD control under the 
"-

conditions tested ln this research. except for a slightly improved robustness with respect 

to coupling disturbances. 

Since a manipulator must interact with other objects in its environment to be 
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of any use. it seems that position-only control algorithms are inadeqtiate for providing a 
. il' , . 

framework to control a manipulator at times in whicb. it is making contact with another ... 
object. Thus. the idea of using controllers which do not include force dependent terms 

is in itsêlf questionable ~r robot manipulators performing typical Industrial task~ such as 
...... . " '\. , 
assembly. Acceleration feedback control provides stable position control with reasonable 

1 

euor trackmg. ho\gever. since it does not all~w for force control as weil. It would have to 

be coupled wlth a force controller to give a hybrid control system capable of handhng the 

entire range of tasks effectively. 

.. ( 

1 

, 

, 

c -

/ 
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Appendix . A. Simulation Parameters 

- . 
The simulatio\n consisted of a two link manipulatpr. wh~re the Itnks were mod­

eled as point masses. as in [Craig 85J, The simulation, ~odel was as .follow. in ACSL 
format: . 

l ' 

el = thl - ql ( "error = deslred -·actual position" 

e2 = th2 - q2 

toml = ki*{taul - kb*qld/n) "motbr torque caleulation" 
.-

• 

~ tom2 = ki*(tau2 - kb*q2d/n) 

B = jaJ(n*n) "inertial terms calculation" 

k22 = 12*12*m2 

< XX = k22 + B 

kll = 12*12*m2 + 2*11 *1~*m2*cos(q2) + /1*(mi+J;ll2) 

YY ~ 12*12*m2 + 1.1 *12*m2*cos( q2) 

Z = kll + B 

vi =: (-1)*m2*ll ;!2*stn{q2)*q2d*q2d - 2*m2*li *12*sin(q2)*qid*q'2d 
J , 

" gl = m2*12*g*cos(ql+q2) + (ml+m2)*ll*g*cos(ql) 
.. 

v2 = m2*12*ll *sin( q2) ;qld*qld . " ' 

g2 = m2*12~g*cos(ql+q2) 

, , 

detm = Il *11 *12*12*m2*(ml+m2-m2*cos(q2}*cos(q2))+B~(kll+k22)+B*B' 
/ ,4-

~ 

ul' =_toml/n - ba*qid/(n*n) - vi - gt' 

u2 = tom2/n - ba*q2tJj(n*n) - v2 - g2 -( 

. 
qldd = (. ul *XX - u2*YY )/detm "acceleration calculation" 

) 

q2d~ = ( u2*Z - ul*YY )/detm 

time = integ( 1.0. 0.0 ) 
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, q~d = integ( qldd. q1ddz ) 
c ,. 

• -+' q2d = integ( q2dd~ q2ddz ) 
1 

~i 
q1 = integ( qld. q1dz ) 

q2 = integ( q2d. q2dz ) 
\ 

The controllers w~re coded in the following form~ote the numerical differen.:. 
tiators. 

'\ ( 

interval tsamp = 0014 . 
\ 

qle = el 
.. .. 
error .l 

q2e = e2 
. , 

~ • \ 

vle = (3 * el - 4 .~ èlo '+ eloo) / (2
1 * tsamp) .. "velocity error" 

v2e'= (3 * e2 - 4 ~ e20 + e2oq) / (2 * ts?m~( 
ale = (el - 2 * elo + eloo) / (tsamp * tsamp)' "acceleTation error 

.. 

" 
a2e = (e2 - 2 * e20 7 e2oo) / (ts~mp * tsamp) 

tlp '- kp1 * qle + kdl * Vfe 
... 

"pd controller .. 
, 

t2p = kp2 * q2e + kd2 * v2e .. 
,., 

t1a = kul * (api * qle + ad~ • vie +- aloe) "af cgntroller" '. 
t2a 1= ku2 * (ap2 * q2e + .ad2 * v2e + a2e) .. 
taul == rs~ (afc. tl~a. tfp) "controller s~itch" 

, , tau2 = rsw (afc. t2a. t2p) 

1.-
, 

~ -,. eloo = eJo 

e200 = J2~' \ 

( 

elo = el 
oq 
J 

\--" e20 = e2 , 
... 

0 
Finally. the parameters were as follows: .. ... 

set pi = 3.1415 

t 
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.. 

set ki = 0.75 "torque sensitivity" 

set n = 0.1 
.. gear ration'" 

\ 
set Il = 0.2. 12 = 0.2 "Iink lengths" 

set ml = 4.0. m2 = 400.0 "Iink masses" 
~ 

-set g = 0.0 '-1ink masses'· , 
set ja = 10.0. ba = 0 0 "actuator inertia and friction " 

1 

set kdl = 2000.0 "joint 1 derivative gain" 

" set kd2 = 2000.0 "joint 2 derivative gain" , 

set kpl = l000.0-~ "joint 1 proportion al gain" 

set kp2 = 1oo0~ "joi~. 2 proportional ~in" 

set afc = .true. "Acceleration Feedback on" \ , 
\ 

set stp = .false. "Step input off" 

set ku1 = 100.0 "joint 1 afc gain" 

set ku2 = 100.0 "joint _2 afc gain" 

set ad1 = 20.0 "joint 1 derivative gain" 

set ad2 = 20.0 "joint 2 derivative gain" . 

set api = 10.0 "joint 1 proportional tain" 
• 

: set ap2 = 10.0 "joint 2 proportional gain" 

" 
,The setpomts listed a~e represent initiai conditio~; upon star\up o/f the simu­

lation. Sorne of these factors varied ducing actual testing. For the tests listed in figure 3.2. 

the mass Of Jornt 2 was set to zero. and it was hefd still. This gave a siogle joint test for - . .('" - '" 

the algonthms . For the tests ln figure 33 .. the mass and amplitude of oscillation of joint 

'2 were gradually increased to provide a growrng cros~ ~pling disturb'ance. They ~ 
. r 

given as (m2 = 0 S2 = 0) (m2 = 1 S2 = 1) (m2 = 400 s2 = 5) and (m2 = 400 S2 = 15). 

respectlvely. The las~ set of parameters is the one which was used in figure 3.4 to com­

pare the control schemes The final experments (figure 3.5) used an acceleration feedback 

controller. The control gains usèd throughout were the default gains. as listed above 

139 

ot ~. 

'. 



• 

• t' 

.. • 

'r 

. 
Appendix B. Experi_mental Conditions 

" 

Th4s ~ppendix presents details of the experimental conditions under which the 

rvarious exper'jme~ts in chapte;-- ilve wJftarried out. Relevant ~nformation incJudes the 
~ , 

choice ·of control algorithm. control gains, arm position. and a description of ttle type of . . 

motion used durin~the experiment. .. 

ln the section on system identification. the pr'eliminary-test (figure 52) involved 
, , 

placing a value on the DAC and measuring--the position as the joint reacted to this curr$nt 
, 

setpoint. Twelve tests were 'perform~d on joint 6 of the PUMA. with DAC values ranglng 

from 180 to ~O~ ln tHe particu~ar xperiment presented ln figure 5 2. a DAC value of- 300 
. '\ 

was used. :rhe experiments in ving the step response of JOint' 6, a proportional control,l'er 
. 

with K p = 2 was used. Input t the joint was a step of 100 encoder counts. and twelvè 

tests y'!ere performed. 

For the freqUe~cY~se -tests. the--input to the system w.s • series of 51-

nusoiâs rangmg in frequency from 0.05 Hz to 6 Hz. and ln amplitude frorh 200 encoder 

counts to 1000 encoder counts A proportional controller was used wlth K p = 0'.3 for Jqint 
• c 

,6 and Kp = 0.2 for joint 3, Least squares parëijT1eter estima'tlon was c.ar!ied out for jOints. 

3 and 6 as weil. The input to this algorithm was a high frequency (4 Hz) square wave of 

amplitude 300 encoder èounts. and a proportional controller with K p = 1 was used in the 

experiment. 

The Ziegler-Nichols tuning OJèthod requires the use of a proportlonal controller. 

and involves the proportlonal gain to be raised until st~ oscillation occurs. At each new 
. . 

gain setting. the joint was "kicked" using a 200 encoder count step input. For the manual 
. . 

tuning 'experiments. the proportional gain K p was set .tQ unity. and the derivative gain Krl. 

ra,'lied (rom 0 to 10 . 

The experimental cQnditions for the controller experiments ar~sted in th~ 

tables below ExPJanation of the entries in the tables. as weil as additional mforrrtation 
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Fig JOInt Ctrl K Kd Ku. ".40 Al Config p 

- --- - ---- --- --~ -- ---
5.9 1 PD 1 2 . up/out 
510 3 PD 1 2 down/out l f 
5.11 2 PD 1 2 up/o~t 
5.12 6 PD 1 2 / ready -
513 1 PD/AF 1 2 1 1 2 up 
5.14 3 PD/AF 1 2 1 1 2 down 

• 5.15. 1 PD/AF 1 2 ' 1 1 2 out 
5.16 3 PD/AF 1 2 1 1 2 out 
5.17 2 PD/AF 1 2 1 '1 2 out 
5.18 6 PD/AF 1 2 1 1 2 ready 
5.19 2:3 PD 1 2 up/out 
5.20 2:3 PD 1 2 up/out 
5.21 . 1.2.3 PD 1 2 up/out' 
5.22 1.2.3 PD - 1 2 up/out 

\ 523 2:3 PD/AF 1 2 1 1 2 up 
(. 5.24 2:3 PD/AF 1 2 1 1 2 out 

525 1 PD/AF vary vary 1 vary vary vary out 
5.26 1 PD/AF vary vary vary vary vary out 
527 2:3 PD/AF vary vary vary vary vary up 
528 2.3 PD/AF vary vary vary /far y vary up 
529 6 PD/AF vary vary vary vary vary ready 

r 530 2:3 AF vary vary vary vary vary up 
531 2.3 PD/AF 1 2 1 1 2 up 
5.32 2.3 PO/AF 1 2 "1 1 2 up -, -
~ 33 2:3.W PD/AF" 1 2 1 1 ? 2 up 
534 2.3.W PD/AF 1 2 1 1 2 up 

'" 5.35 ~3 PD 1 vary down 
5.36 3 AF 1 1 vary down 
537 6 AF vary 1 2 ready 
5.38 6 AF • vary 1 2 ready 
5.39 6~ vary 1 2 ready 
5.40 1.2.3 1 2 1 1 2 

Table B.1 Experimental Configurations 

. concerning the e"pèrlments follows. 
• 0 

ln the case of experiments in~olving~multiple'joints. the following notation' holds 
" ~ ~' 

Joints being tested are listed first. ,If 'mtlJtiple joints are tested. they are separated by ... 
• commas. Joints acting as disflJrbances follol a semicolon. If multiple joints are used to . 

create a disturbance. they too are separated by commas. A 'W' indicates tha"t a weight of c: 
" '1 kg has been attached to the end effector to increase the m~gnitude of ,the disturbance. 
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"Fi, Joint Tellt Amplit'lde Frequencv Di~turba.nee Frequency ~htude 

'i.9a 'tep li)OOene 

59b 1 !lOe 20nOenc 1Hz 

5 10" 3 !tep Irll)Oene 

5 lOb 3 ~Ifle 20')()enc 1Hz 

,5.1l:!. 2 ,tep 1000ene 
5.lIb 2 ,me 2COOenc 1Hz 

5.123 6 ~tep 1000ene cr-
5.12b 6 sme 2pOOenc 1Hz 

5.13a 1 !tep IOl10ene 

5.13b 1 ~me 200(\ene 1Hz 

5.143 3 ,tep 1000ene 

5.Hb 3 sine 2000enc 1Hz 

5.15a 1 3tep IOOOene ) 

5.15b 1 !me 2000ene 1Hz 

5.16a 3 step 1000ene 

516b 3 ~lOe 2000enc 1Hz 

5.1730 2 Jtep 1000enc 

5.11b 2 of sine 2000enc j:. 1Hz 
5.183) Il step 1000ene 

5.H!b 6 sine 2000enc 1.fu 

519a 2,3 stép l000enc 

519b 2,3 step 1000enc , squ3re 15Hz 3000enc 

5.20a 2,3 , sme 2000ene 1Hz 

S.20b 2;3 1 
/ sIRe 2000enc 1Hz squa.re 1.5lù 3000enc 

5.21:\ 1;2,3 :!tep 1000ene 

5.21b 1;2,3 :Jtep 1000ene square 0.9Hz 1500enc 

, 5.22a 112,3 sine 2000ene 1Hz 

5.22b 1;2,3 :lme 2oo0ene 1Hz squ:l.re o 9Hz 15"00ene 

5.2330 2;3 step 100Qene ~qu:l.re 1.5Hz 3000ene , 
5.23b 2,3 :lme 2000ene Hu square 1 5Hz 3000enc 

5 24a 2,3 step 1000ene squ:1re 1.5lù 3000enc 

5240 2,3 sme 2000ene 1Hz squ:l.re 15Hz 3000enc 

5.25 ' 1 :!tep 500ene 
5'.26 1 sIRe 1000ene 1Hz 

5.21 2,3 
~ 

500ene square 15Hz loooenc 

5.28 2;3 1000ene 1Hz squ:l.re ISlù 1 DODe ne 

5.29 .6 sine "OOene 3Hz 

5.30 2,3 slOe 8000ene 1Hz squ:l.re l5Hz 1000ene 

5.3ia. 2;3 servo sine GHz ~ SOOenc 

531b 2;3 slOe 2000ene 1Hz sine 6Hz 500enc 

5.32a 2;3 servo .ine 7Hz 300enc 

5.32b 2,3 sme 1 OOOe ne 1.5 Hz sane 7HJ 400ene 

5.33a 2;3 servo line 10Hz 200enc 

5.33b 2,3 sine 2000ene 1Hz .ine lOIU 200ene 

5.34a 2,3 servo ,. .ane 12lU 200ene 

534b 2:3 sine 2000ene o 8Hz sine 12Hz 200.nc 

5.35 3 :lme 2000ene 1Hz .. 
536 3 sme 2000enc llU 

5.,;J1 6 ,tep SOûenc ~ 

5.38 'G ,tep 50ûene 
539 6 step 50ûene 

Table 8.2 Experimental Movements 

.0 The configuratiol14 of the arm have been calJed up. out. down. and ready ln 

the up position. the arm is fully extended upward The out position exténds the arm 
1-
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horizontally from th.e shoulder. In the qown position. link 2 is extended horizontally from 

the shoulder. but link 3 points down. toward the table. The ready posit~on is equival~nt to 
, • 1 

the RCCL park positIon. in w . extends vertically up'fard from the shoulder. and 

link 3 is horizontal. 
1 
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