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Preface

This thesis is submitted in partial fulfillment of the requirements for the degree of Master of

Computer Science at McGill University. The research presented here was conducted at the Montreal

Institute for Learning Algorithms (Mila), McGill Univerity and Korbit Technologies Inc. under the

supervision of Professor Siva Reddy. This work was supported by the MITACS Fellowship, Canada.

The thesis is a collection of two papers, presented in logical order, which include the works I have

completed towards question generation for creating question-answering exercises and personalized

feedback in educational domain. The papers are preceded by an introductory chapter that relates

them to each other and provides background information and motivation for the work, followed by

a general discussion and conclusion.
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Abstract

As Intelligent tutoring systems (ITS) such as Coursera, Korbit, Edublog are becoming increasingly

popular, a great way for students to learn is to solve QA (question-answering) problems on

educational texts. Students also learn by receiving feedback for incorrect answers. Since manual

generation of exercises and feedback on large content of educational texts seems infeasible, my

thesis work focuses on automatically creating (1) QA exercises from educational resources such as

Wikipedia articles (2) personalized feedback for incorrect student answers in an ITS. Our core

solution to both problems involves Question Generation (QG) for educational domain.

(1) Q/A Exercise Generation: Existing work on Question Generation relies on supervised labeled

data to train Neural Sequence-to-Sequence models. However such supervised data is hard to collect

for educational domain, and building Unsupervised Domain Adaptation (UDA) algorithms can

circumvent this problem. In our work, we develop back-training algorithm which vastly outperforms

the popular self-training for UDA. Our algorithm significantly reduces the gap between the target

domain and synthetic data distribution, and reduces model overfitting to the source domain. We
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also release MLQuestions1 dataset to foster research in domain adaptation.

(2) Personalized Feedback Generation: Existing work on generating feedback in an Intelligent

Tutoring System (ITS) explores mostly manual, static, and non-personalized feedback. We explore

automatically generated questions as personalized feedback in an ITS. Our approach combines

cause-effect BERT-similarity based classifier with few-shot Neural Question Generation to generate

questions as feedback from missing answer parts. Our model vastly outperforms both simple and

strong baselines on student learning gains by 30% when tested on a real dialogue-based ITS2.

1https://github.com/McGill-NLP/MLQuestions
2https://www.korbit.ai/
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Abrégé

Alors que les systèmes de tutorat intelligents (STI) tels que Coursera, Korbit, Edublog deviennent

de plus en plus populaires, un excellent moyen pour les étudiants d’apprendre est de résoudre des

problèmes de réponse aux questions, ou "QA" en Anglais sur des textes éducatifs. Les étudiants

apprennent également en recevant un retour d’information sur les réponses incorrectes. Étant donné

que la création manuelle d’exercices et de commentaires sur un grand nombre de textes éducatifs

semble irréalisable, mon travail de thèse se concentre sur la création automatique (1) d’exercices

QA à partir de ressources éducatives telles que des articles de Wikipedia (2) de commentaires

personnalisés pour les réponses incorrectes des étudiants dans un STI. Notre solution principale à

ces deux problèmes implique la génération de questions (QG) pour le domaine éducatif.

(1) Génération d’exercices QA : Les travaux existants sur la génération de questions reposent sur

des données supervisées étiquetées pour entraîner des modèles neuronaux de séquence à séquence.

Cependant, ces données supervisées sont difficiles à collecter dans le domaine de l’éducation, et la

construction d’algorithmes d’adaptation non supervisée de domaine, ou UDA pour "Unsupervised
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Domain Adaptation" en Anglais peut contourner ce problème. Dans notre travail, nous développons

un algorithme de back-training qui surpasse largement self-training populaire pour l’UDA. Notre

algorithme réduit de manière significative l’écart entre le domaine cible et la distribution des données

synthétiques, et réduit la suradaptation du modèle au domaine source. Nous publions également le

jeu de données MLQuestions3 pour encourager la recherche sur l’adaptation au domaine.

(2) Génération de rétroaction personnalisé: Les travaux existants sur la génération de rétroaction

dans un système de tutorat intelligent (ITS) explorent principalement le rétroaction manuel, statique

et non-personnalisé. Nous explorons les questions générées automatiquement comme rétroaction

personnalisé dans un ITS. Notre approche combine un classificateur de cause à effet basé sur le

score de similarité généré par des modèles BERT, avec la génération neuronale de questions utilisant

une approche à quelques coups, pour générer des questions comme rétroaction, à partir de parties

de réponses manquantes. Notre modèle surpasse largement les approches de bases et même les plus

avancées en termes de gains d’apprentissage des étudiants de jusqu’à 30% lorsqu’il est testé sur un

véritable ITS4 basé sur le dialogue.

3https://github.com/McGill-NLP/MLQuestions
4https://www.korbit.ai/
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Chapter 1

Introduction

Intelligent tutoring systems (ITS) such as Coursera, Korbit, Edublog provide a massive number of

students with access to learning on various subjects, having the potential to revolutionize education

[37, 56]. In these platforms, students learn by watching video lectures and solving Question

Answering (QA) problems on educational texts. Students also learn by getting answers to their

questions. Such QA exercises in an ITS can also incorporate giving personalized feedback and

explanations in the form of conversation to correct students’ answers, thereby engaging students

into active and problem solving exercises [2, 22].

Consider the example shown in Figure 1.1 illustrating an interactive dialogue between an AI

tutor and a student. First the student is presented with an exercise question whereupon the student

attempts to solve the exercise. Their solution is compared against an NLP driven solution checker.

If the solution is incorrect, the system responds with a question-based feedback to help students
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Figure 1.1: An example of an interaction on the platform between the AI tutor, and a student.

arrive at the correct solution to the problem.

Here we see two types of questions - the Exercise Question and the Feedback-based Question

generated by the AI tutor. We also see that the feedback is highly personalized in pinpointing

correct/incorrect components in student answers (‘No’ is correct!), and provides suggestions for

improvements (Try supplying a reasoning).

Building such a system requires creating questions in the form of exercises and feedback.

Manual generation of exercise questions on every educational topic becomes infeasible given the

large volume of educational content. The question-based feedback is also practically infeasible

since the feedback has to generated in real time for thousands of students simultaneously.

Due to the above limitations, an important goal in AI is to generate natural language questions

for the purpose of building automated educational tutoring systems. These automated Question
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Generation (QG) systems can be deployed in AI tutors for creating exercises, chatbots for providing

personalized feedback, and development of annotated data sets for natural language processing

research in reading comprehension and Question Answering (QA).

Previous approaches to automated Question Generation have focused on training neural Seq2Seq

models [20, 28, 53, 77, 132] on supervised QA datasets such as SQuAD [88] and NaturalQuestions

[62]. These datasets are however not targeted towards a specific domain such as education. Due to

this, models trained on such datasets cannot generate good questions in our domain of interest i.e.

education. Table 1.1 shows output of a QG model trained on generic domain such as Wikipedia

articles and questions. We can see that these models have difficulty understanding vocabulary of

the test domain (Machine Learning domain in this case). Using these pre-trained models directly

without adapting to the target domain often leads to poor generalization due to distributional shift

[131]. In domains such as education and medicine, collecting labeled data for tasks like question

generation requires domain experts. This motivates the need for Unsupervised Domain Adaptation

(UDA) [89] in Question Generation. In UDA, models are further trained on cheap synthetically

generated labeled data by exploiting unlabeled data from target domain [89].

Even if we build models that can perform well on target domain, there do not exist any datasets

for evaluating question quality for educational domain. This further motivates the need for creating

datasets for evaluating domain adaptation models in QG.

Another important component in ITS is the personalization of these questions conditioned on

the previous conversation history of students. For example in Figure 1.1 we see that the question-
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Passage Question

Linear regression is used to predict the continuous dependent Model: What is the use of linear
variable using a given set of independent variables. Logistic regression in regression?
Regression is used to predict the categorical dependent Human: What is the difference between
variable using a given set of independent variables. linear regression and logistic regression?
Instead of stacking the data, the Convolution Autoencoders Model: what is the purpose of
keep the spatial information of the input image data as convolution in image processing?
they are, and extract information gently in what is called Human: How do convolutional
the Convolution layer. autoencoders work?

Table 1.1: Examples of questions generated by the model trained on generic dataset such as

NaturalQuestions [62] and tested on machine learning domain. Human refers to the ideal (gold)

question generated by a domain expert.

based full feedback is highly personalized in detecting the missing/incorrect components in student

answer, and then generating question to improve student deficiencies. Previous work for generating

automated hints in ITS is non-personalized, relying heavily on manual labour, and expert linguistic

knowledge [34, 84]. This motivates the need for personalized feedback generation in ITS.

On the various grounds discussed above, I hypothesize that for personalizing education through

AI tutor, progress needs to be made on following three fronts:

1. Resources for Educational QG: To develop new datasets for training and evaluation of

Question Generation models for education domain. Such datasets can also be used to foster

research in Unsupervised Domain Adaptation (UDA).

2. Algorithms/Models for Educational QG: To develop algorithms for Question Generation

that can generalize/perform well to educational domain.

3. Personalized Feedback Generation Models: To build personalized question-based feedback
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systems in ITS. The goal here is to pinpoint correct and incorrect/missing components in

student answers, and provide feedback in the form of natural language questions that guide

students towards improving their answer.

In the following thesis, I present in the works that I have completed towards each of the three

components presented above, and show how their culmination contributes to progress in the field.

Specifically, my thesis work addresses above three problems by following contributions -

1. Resources for Educational QG: We release a new domain-adaptation dataset for evaluation

of QG models called MLQuestions1 containing 35K unaligned questions, 50K unaligned

passages, and 3K aligned question-passage pairs. The dataset consists of questions from

Google search queries and passages from Wikipedia pages related to Machine learning domain

(Paper I).

2. Algorithms/Models for Educational QG: We develop the back-training algorithm for UDA

of Question Generation and Passage Retrieval which vastly outperforms the popular self-

training [124] algorithm by a mean improvement of 7.8 BLEU4 points on generation, and

17.6% top-20 retrieval accuracy on machine learning and medical domain. Our algorithm

significantly reduces the gap between the target domain and synthetic data distribution, and

reduces model overfitting to the source domain (Paper I).

Note that a comparison between back-training and self-training will reveal that back-training

requires access to both questions and passages for QG, while self-training requires only
1https://github.com/McGill-NLP/MLQuestions
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ground-truth passages. However for IR, the reverse is true. Hence one algorithm uses more

ground-truth data than other depending on the problem.

3. Personalized Feedback Generation Models: We develop a few-shot Question Generation

model for providing personalized feedback to students in an ITS. Our model can pinpoint

correct and incorrect/missing components in student answers, and provide feedback in the

form of natural language questions that guide students towards improving their answer.

Although currently the personalization comes solely from the context of ongoing

conversation and not the history of past interactions with the user, the feedback generated is

highly contextual, domain-aware and effectively targets each student’s misconceptions and

knowledge gaps. Our model vastly outperforms both simple and strong baselines on student

learning gains by 30% when tested on a real dialogue-based ITS2 (Paper II).

1.1 Summary of Papers

Paper I presents work completed towards the development of benchmark dataset for evaluating QG

models for educational domain (Resources for Educational QG).

It also proposes back-training algorithm for adapting QG models to any specific domain in an

unsupervised fashion (Algorithms/Models for Educational QG).

Paper II describes a few-shot Question Generation model for providing personalized feedback to
2https://www.korbit.ai/
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students in an ITS while solving educational Q/A exercises (Personalized Feedback Generation

Models).
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Chapter 2

Background & Literature Review

In the following thesis, I present works that show progress on the three fronts mentioned in the

Introduction. However, before I delve into the mechanics of these works, it is critical to discuss a

background and literature review the field of Question Generation as a whole, ITS in education,

and the role of QG in education. Accordingly, I will also provide past work done in Question

Generation on all three fronts i.e. Resources for Educational Domain, Algorithms/Models for

domain adaptation, and Personalized Feedback Generation Models.

2.1 Question Generation

Question Generation (QG) aims to “automatically generating questions from various inputs such

as raw text, database, or semantic representation” [97]. Here we review work specifically on text

input to generate questions. QG is a challenging, complementary task to Question Answering (QA).
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While QA requires an understanding of the input passage and the ability to reason over relevant

contexts. But QG additionally integrates the challenges of Natural Language Generation (NLG),

i.e., generating grammatically and semantically correct questions.

The practical importance of QG is manifold. Some applications of QG are :

• Education: Forming good questions are crucial for evaluating students knowledge and

stimulating self-learning. QG can generate assessments for course materials [43] or be used

as a component in adaptive, intelligent tutoring systems [70].

• Search Engine: Automatically asking clarification questions to better understand users’

intention [128].

• Question Answering: Question Generation can be used to enrich the training corpus for QA

[29]. It can also be used to jointly train with QA for multi-task learning [111].

Traditional rule-based methods for QG mainly focused on generating factoid questions from a

single sentence or a paragraph. Most of these methods use question templates and apply predefined

linguistic rules to transform a declarative sentence into an question templates [96, 98, 99, 100].

Recently the advent of neural Seq2Seq models in Machine Translation [7] have inspired research

in applying these methods in QG. Neural Question Generation (NQG) can also be formulated as an

NMT problem, where the passage in source language and question becomes the target language.

Below we briefly describe the Seq2Seq architecture for NQG, which was first proposed by Du et al.

[28].
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Figure 2.1: Neural Question Generation proposed by Du et al. [28]. Image taken from the ACL

2017 poster of the same paper.

In the Seq2Seq architecture for QG, given a passage X = {x1,x2, . . . ,xn} the goal is to generate

a question Y = {y1,y2, . . . ,xm} from passage X . The model is trained to maximize the likelihood of

ground truth conditional probability of question given passage-

Ŷ = argmax
Y

P(Y |X) (2.1)

= argmax
Y

m

∏
i=1

P(yi|y1...i−1;X) (2.2)

Du et al. [28] present the first neural architecture similar to NMT [7] for QG. The architecture is

depicted in fig. 2.1 The passage (sentence) is fed into an RNN encoder, and the decoder generates

question by outputting one question token at a time. The same attention mechanism as proposed for

NMT in Bahdanau et al. [7] is applied on the decoder to pay attention to different parts of sentence

http://www.cs.cornell.edu/~xdu/papers/acl17_dsc_poster.pdf
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while generating the question. Subsequent works use the same architecture but incorporate other

inductive biases in NQG training such as

• Copying Mechanism: The copying mechanism proposed originally for Neural Machine

Translation [40] enables directly copying relevant input words into the output sentence during

decoding. Many NQG models adapt it to copy passage words directly to question such as

Harrison and Walker [41], Wang et al. [119], Yuan et al. [127]. This works especially for

factoid questions, since it is difficult for the RNN decoder to produce rare words on it’s own.

• Linguistic Features: Many approaches show that adding additional linguistic features about

input passage improve the QG performance. Some examples include adding NER tags [119],

co-reference information [41], dependency trees [59] by concatenating these features with

input word embedding layer of encoder.

• Reinforcement Learning: Many works in NQG directly optimize certain metrics to improve

generation quality of questions using policy gradient optimization [110]. Some examples

include optimizing BLEU scores [60], semantic similarity between question and passage [61],

question fluency measured by a language model [123] etc.

2.2 Question Generation for Educational ITS

In education, questions are one of the most important tools not only in assessing students’ knowledge

but also in improving their learning [86]. Previous research in linguistics has shown that the number



2. Background & Literature Review 12

of questions solved by learners correlates highly with the amount of knowledge retention of relevant

subject [8]. With this motivation, many ITS such as Coursera, Edublog, Korbit etc. have various

Question Answering exercises at the end of each content unit. Such QA exercises in an ITS may

also incorporate giving personalized feedback and explanations in the form of conversation, thereby

engaging students into active learning and problem solving exercise [2, 22]. However, manual

generation of exercise questions on every educational topic becomes infeasible given the large

volume of educational content. Due to the above limitations, automated Question Generation (QG)

systems can be useful for building educational resources. As described in 1, progress on research in

QG for education has to made in following three fronts-

• Resources for Educational QG

• Algorithms/Models for Educational QG

• Personalized Feedback Generation Models

In the following subsections, I describe the literature review on each of these fronts, and also discuss

the limitations of these works, motivating my thesis contributions.

2.2.1 Resources for Educational QG

Most datasets in Question Generation/Answering such as SQuAD [88], NewsQA [112], TriviaQA

[48], NarrativeQA [55] etc. are developed for reading comprehension materials. Table 2.1 contains
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some examples from each of the above datasets. These datasets are however not suitable for

educational content due to the following reasons:

1. Generic Domain: Most questions belong to general knowledge and not any subjects in

educational domain such as science, math, computer science etc. The topic covered in generic

domain contain very few educational subject questions due to limited coverage - the SQuAD

dataset for example, was developed by using only 536 Wikipedia articles.

2. Factoid Questions: Most questions seek factual detail and the answer can usually be found

as a substring of the input passage. While in ITS we want more reasoning-based questions

which test higher-level cognitive skills to answer them. A simple heuristic is to count the

number of Why questions (where the first question-word is why). SQuAD contains only 1.2%

Why questions in its training data.

RACE: Large-scale ReAding Comprehension Dataset From Examinations

The RACE [63] dataset was collected from English examinations designed for middle school and

high school students in China. The questions are from educational domain, addressing one of the two

shortcomings mentioned above. Though RACE questions are collected in a learning-based context,

the questions are mostly factoid (2.1) and test student’s understanding of reading comprehension,

instead of higher level cognitive skills to answer questions.
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Dataset Document-Question pairs

SQuAD
Doc: . . . after Heine German birthplace of Dusseldorf had
rejected, allegedly for anti-Semitic motives . . .
Q: Where was Heine born?

RACE
Doc: . . . There is a big supermarket near Mrs.
Green’s home. She usually . . .
Q: Where is the supermarket?

TriviaQA
Doc: . . . is located on natural and man-made barrier islands
between the Atlantic Ocean and Biscayne Bay, the latter . . .
Q: Miami Beach in Florida borders which ocean?

LearningQ

Doc: . . . gases have energy that is proportional to the temperature.
The higher the temperature, the higher the energy the gases have. . .
Q: If you were given oxygen and hydrogen at the same
temperature and pressure, which has more energy?

Table 2.1: Examples of document-question pairs.

LearningQ: A Large-Scale Dataset for Educational Question Generation

Chen et al. [21] create a large-scale Educational QG dataset from KhanAcademy and TED-Ed data

sources as a learning and assessment tools for students. However majority (96%) of questions are

clarification questions asked by students (learners) on the KhanAcademy platform to clarify about

an existing concept. Clarification question themselves are not directly useful for testing student’s

learning abilities for higher-level cognitive skills.

In my thesis, I will propose a dataset for educational domain in the first paper which addresses

both limitations discussed above.
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2.2.2 Algorithms/Models for Educational QG

Educational QG models can be built by either training Seq2Seq models on educational QG datasets,

or performing domain adaptation of QG model trained on generic domain. Existing research is

mostly limited on both methods, and is described below.

Training models on Educational QG datasets

Though the RACE dataset contains educational questions, Lai et al. [63] focus on training Question

Answering models, and not QG models.

The only work to the best of our knowledge for educational QG model is by Chen et al. [21]. The

authors build three models on LearningQ dataset -

• H&S Baseline is a rule-based system [43] to generate multiple questions from source

paragraph and pick the best question.

• NN-based Seq2Seq is an encoder-decoder framework proposed for Neural Machine

Translation by Sutskever et al. [109]. The passage (sentence) is fed into an RNN encoder, and

the decoder generates question by outputting one question token at a time.

• Attention Seq2Seq is similar to previous model, with the added attention mechanism also

proposed for NMT by Bahdanau et al. [7]. The attention mechanism allows focusing on

relevant information in the source passage and generate a question using this information.

Current state-of-the-art NLP neural models are transformers [115] which perform self-attention
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over input text. These models are much faster than LSTM-based neural networks because they

process input sequence parallelly as opposed to sequential token processing. Shortly after, with the

advent of deep bidirectional transformers (e.g., BERT [26], RoBERTa [72], BART [66]) pretrained

on a massive amount of data, near-human-level performance has been reached on many NLP tasks.

In my thesis papers, I will explore these models for Question Generation in more detail within the

papers presented in the thesis.

Domain Adaptation for QG

There is no direct work in our knowledge for domain adaptation in Question Generation. Previous

research focuses on creating QG datasets and building supervised algorithms/architectures to train

QG models on these datasets. Sachan and Xing [101] apply self-training for training QG model

from limited labeled data and unsupervised unlabeled data. This is done by first pretraining QG

model on labeled question-passage data, then generating questions from unlabeled passages using

QG model to prepare synthetic data, and finally finetuning QG model on passages and synthetic

question pairs.

Self-training can also be applied for building educational QG models. First, train a QG model

on source (generic domain). Next generate synthetic questions from passages of target (educational

domain) using QG model. Finally, fine-tune QG model on synthetic question and passage pairs.

The problem with self-training is that it leads to model overfitting to source domain. This is

because in self-training, inputs are sampled from target domain but the outputs are generated from
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source domain model. Outputs generated by source domain model leads to overfitting to source

domain which is not desirable for domain adaptation, and causes poor model performance which I

demonstrate in Paper-I of my thesis. In the same paper, I propose the back-training algorithm for

domain adaptation of Question Generation and Passage Retrieval where outputs are sampled from

target domain to reduce overfitting to source domain. Back-training vastly outperforms the popular

self- training algorithm by addressing the overfitting problem.

2.2.3 Personalized Feedback Generation in ITS

Intelligent Tutoring Systems (ITS) are “computer-based instructional systems with models of

instructional content that specify what to teach, and teaching strategies that specify how to

teach" [121]. One of the key strengths of ITS is that they can address personalization in

computer-based environments. Multiple previous studies demonstrate that personalized human

tutoring helps students achieve their learning goals effectively [4, 13, 17, 44, 46], since it allows a

tutor to understand the effective state of the student and provide personalized feedback by adapting

instructions accordingly. However, one-on-one tutoring is generally seen as too costly to be

conducted on a large scale in most societies, whereas ITS are a low-cost alternative to human tutors

as they can provide personalized tutoring [5, 82]. Previous research confirms that personalization in

ITS leads to substantially higher learning outcomes for students [105, 106].

One such example of such a system is Korbit 1, a large-scale AI-powered personalized ITS.

1https://www.korbit.ai/
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Students watch video lectures on data science topics and working on problem-solving exercises

created by domain experts. While going through exercises, the student’s answers are compared to

reference solutions using an ML-based solution checker. At this point if student answer is marked

as incorrect, a feedback/hint is shown to the student to guide them towards the correct answer.

Many ITS however rely heavily on expert hand-crafted rules to generate feedback hints which

becomes infeasible for large amounts of educational texts. An important research goal is to thus

develop automated feedback systems from student-tutor conversation history [74, 83]. Existing

work mainly focuses on non-personalized hints created using template-based methods [12, 71].

However, students make various type of mistakes (such as grammatical errors, correct answers

with incorrect reasoning, and so on), and showing the same hint to address different mistakes is not

efficient in improving students’ answers, and might even further confuse them. As a result, this can

lead to lower motivation and a decrease in the overall study time spent on an ITS platform.

Figure 2.2 demonstrates an example interaction of student with Korbit ITS. Consider the

case where student supplies the correct answer (“I think it’s a classification task”) without an

explanation. The feedback shown by the AI tutor is non-personalized. The model produces a

generic hint irrespective of any student answer, saying ‘Thats not right’ even though the main

answer is correct. This further confuses the student and causes them to change their correct answer

in the next attempt.

Hence, an important component in ITS is the personalization of these feedbacks conditioned on

the previous conversation history of students. For example in fig. 2.3 we see that the question-based
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Figure 2.2: An example of non-personalized feedback on the platform between the AI tutor, and a

student.

feedback is highly personalized in detecting the missing/incorrect components in student answer

(“No” is correct!), and prompts them to supply an explanation (Try supplying a reasoning). It then

asks a clarifying question steering the student towards the reasoning part which was missing (Is the

output of linear regression continuous or discrete?). As a result, the student is able to provide a

correct solution.

In my Paper-II I will present an NLP model based on few-shot Question Generation for

generating personalized feedback in ITS. We will see how applying leveraging Question Generation

to generate personalized feedback improves student learning gains, and their interaction time with

ITS platforms such as Korbit.
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Figure 2.3: An example of personalized feedback on the platform between the AI tutor, and a

student.
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Problem Statement: The popular self-training algorithm for Unsupervised Domain Adaptation

(UDA) generates synthetic training data where natural inputs are aligned with noisy outputs.

This leads to larger significant gap between the target domain and synthetic data distribution,

and increases model overfitting to the source domain. We propose back-training algorithm to

address above problems which generates synthetic data aligning natural outputs with noisy inputs.

Back-training vastly outperforms self-training by a mean improvement of 7.8 BLEU-4 points on

generation, and 17.6% top-20 retrieval accuracy across both domains. We also release a new

domain-adaptation dataset- MLQuestions to evaluate QG models for educational domain.

Abstract

In this work, we introduce back-training, an alternative to self-training for unsupervised

domain adaptation (UDA) from source to target domain. While self-training generates synthetic

training data where natural inputs are aligned with noisy outputs, back-training results in natural

outputs aligned with noisy inputs. This significantly reduces the gap between the target domain

and synthetic data distribution, and reduces model overfitting to the source domain. We run UDA

experiments on question generation and passage retrieval from the Natural Questions domain

to machine learning and biomedical domains. We find that back-training vastly outperforms

self-training by a mean improvement of 7.8 BLEU-4 points on generation, and 17.6% top-20

retrieval accuracy across both domains. We further propose consistency filters to remove

low-quality synthetic data before training. We also release a new domain-adaptation dataset-

MLQuestions containing 35K unaligned questions, 50K unaligned passages, and 3K aligned

question-passage pairs.
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Synthetic Training Data
Algorithm Input Output

Question Generation (QG)

Self-Training pu ∼ PT (p) q̂∼ PS (q|pu)
Back-Training p̂∼ PS (p|qu) qu ∼ PT (q)

Passage Retrieval (IR)

Self-Training qu ∼ PT (q) p̂∼ PS (p|qu)
Back-Training q̂∼ PS (q|pu) pu ∼ PT (p)

Table 3.1: Self-Training and Back-Training for unsupervised domain adaptation of question

generation and passage retrieval. In self-training, inputs are sampled from the target domain

data distribution PT and their corresponding outputs are generated using a supervised model PS

trained on the source domain. In back-training, the inverse happens: outputs are sampled from

PT and their corresponding inputs are generated using PS . Notation: q and p denote questions

and passages respectively, .u denotes samples from the target domain and .̂ denotes the samples

generated by a supervised model trained on the source domain.

3.1 Introduction

In domains such as education and medicine, collecting labeled data for tasks like question answering

and generation requires domain experts, thereby making it expensive to build supervised models.

Transfer learning can circumvent this limitation by exploiting models trained on other domains

where labeled data is readily available [4, 39]. However, using these pre-trained models directly

without adapting to the target domain often leads to poor generalization due to distributional shift

[53]. To address this issue, these models are further trained on cheap synthetically generated labeled

data by exploiting unlabeled data from target domain [36]. One such popular data augmentation

method for unsupervised domain adaptation (UDA) is self-training [50].
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In self-training, given a pre-trained model that can perform the task of interest in a source

domain and unlabeled data from the target domain, the pre-trained model is used to predict noisy

labels for the target domain data. The pre-trained model is then fine-tuned on synthetic data to adapt

to the new domain. To improve the quality of the synthetic data, it is also common to filter out

low-confidence model predictions [55].

A model fine-tuned on its own confidence predictions might suffer from confirmation bias which

leads to overfitting [51]. This means that the distributional gap between the target domain’s true

output distribution and the learned output distribution could grow wider as training proceeds. In

this paper, we propose a new training protocol called back-training which closes this gap (the name

is inspired from back-translation for machine translation). While self-training generates synthetic

data where noisy outputs are aligned with quality inputs, back-training generates quality outputs

aligned with noisy inputs. The model fine-tuned to predict real target domain outputs from noisy

inputs reduces overfitting to the source domain [45], and matches the target domain distribution

more closely.

We focus on unsupervised domain adaptation (UDA) of Question Generation (QG) and Passage

Retrieval (IR) from generic domains such as Wikipedia to target domains. Our target domain of

interest is machine learning, as it is a rapidly evolving area of research. QG and IR tasks could

empower student learning on MOOCs [18]. For example, from a passage about linear and logistic

regression, an education bot could generate questions such as what is the difference between linear

and logistic regression? to teach a student about these concepts. Moreover, IR models could help
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students find relevant passages for a given question [15]. In this domain, unsupervised data such as

text passages and questions are easy to obtain separately rather than aligned to each other.

We also perform our main domain adaptation experiments on biomedical domain using

PubMedQA dataset [19] to further strengthen our hypothesis.

Table 3.1 demonstrates the differences between self-training and back-training for QG and IR.

Consider the QG task: for self-training, we first train a supervised model PS (q|p) on the source

domain that can generate a question q given a passage p. We use this model to generate a question

q̂ for an unsupervised passages pu sampled from the target domain distribution PT (p). Note that

q̂ is generated conditioned on the target domain passage using PS (q|pu). We use the pairs (pu, q̂)

as the synthetic training data to adapt PS(q|p) to the target domain. In back-training, we assume

access to unsupervised questions and passages from the target domain. We first train an IR model

PS(p|q) on the source domain, then sample a question qu from the target domain distribution PT (q).

We condition the retriever on this question i.e., PS(p|qu), and retrieve a passage p̂ from the target

domain and treat it as a noisy alignment. We use the pairs ( p̂, qu) as the synthetic training data to

adapt PS(q|p). Table 3.1 also describes the details of domain adaptation for the passage retriever.

Our contributions and findings are as follows: 1) We show that QG and IR models trained on

NaturalQuestions [23] generalize poorly to target domains, with at least 17% mean performance

decline on both QG and IR tasks. 2) Although self-training improves the domain performance

marginally, our back-training method outperforms self-training by a mean improvement of 7.8

BLEU-4 points on generation, and 17.6% top-20 retrieval accuracy across both target domains. 3)
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Taxonomy Examples
(from MLQuestions)

Description
(Frequent Wh-words)

Distribution (%)
NaturalQuestions MLQuestions

DESCRIPTION What is supervised
learning with example?

Asking definition or
examples about a concept

(What, Who, When, Where)
86% 39%

METHOD How do you compute
vectors in Word2Vec?

Computational or procedural
questions - (How)

1% 15%

EXPLANATION Why does ReLU activation
work so surprisingly well?

Causal, justification or
goal-oriented questions - (Why)

3% 18%

COMPARISON What is the difference
between LDA and PCA?

Ask to compare more than
one concept with each other 5% 10%

PREFERENCE Is language acquisition
innate or learned?

Yes/No or select from valid
set of options - (Is, Are)

5% 18%

Table 3.2: Classification of 200 random questions from NaturalQuestions and MLQuestions as per

Nielsen [32].

We further propose consistency filters to remove low-quality synthetic data before training. 4) We

release MLQuestions: a domain adaptation dataset for the machine learning domain containing 35K

unaligned questions, 50K unaligned passages, and 3K aligned question-passage pairs.

3.2 Background

In this section, we describe the source and target domain datasets, models for question generation

and passage retrieval, and the evaluation metrics.

3.2.1 Source Domain: NaturalQuestions

We use the NaturalQuestions dataset [23] as our source domain. NaturalQuestions is an open-

domain question answering dataset containing questions from Google search engine queries paired

with answers from Wikipedia. We use the long form of the answer which corresponds to passages
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(paragraphs) of Wikipedia articles. It is the largest dataset available for open-domain QA, comprising

of 300K training examples, each example comprising of a question paired with a Wikipedia passage.

We label 200 random questions of NaturalQuestions and annotate them into 5 different classes

based on the nature of the question as per Nielsen et al. [33]. Table 3.2 shows these classes and their

distribution. As seen, 86% of them are descriptive questions starting with what, who, when and

where. Refer to Section 3.A.2 for details on dataset pre-processing and Section 3.A.4 for detailed

taxonomy description.

3.2.2 Target Domain I: Machine Learning

Our first target domain of interest is machine learning. There is no large supervised QA dataset

for this domain, and it is expensive to create one since it requires domain experts. However, it is

relatively cheap to collect a large number of ML articles and questions. We collect ML concepts

and passages from the Wikipedia machine learning page1 and recursively traverse its subcategories.

We end up with 1.7K concepts such as Autoencoder, word2vec etc. and 50K passages related to

these concepts.

For question mining, we piggy-back on Google Suggest’s People also ask feature to collect

104K questions by using above machine learning concept terms as seed queries combined with

question terms such as what, why and how. However, many questions could belong to generic

domain due to ambiguous terms such as eager learning. We employ three domain experts to

1https://en.wikipedia.org/wiki/Category:Machine_learning

https://en.wikipedia.org/wiki/Category:Machine_learning
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annotate 1000 questions to classify if a question is in-domain or out-of-domain. Using this data,

we train a classifier [27] to filter questions that have in-domain probability less than 0.8. This

resulted in 46K in-domain questions, and has 92% accuracy upon analysing 100 questions. Of these,

we use 35K questions as unsupervised data. See section 3.A.3 for classifier training details and

performance validation.

The rest of the 11K questions are used to create supervised data for model evaluation. We use

the Google search engine to find answer passages to these questions, resulting around 11K passages.

Among these, we select 3K question and passage pairs as the evaluation set for QG (50% validation

and 50% test). For IR, we use the full 11K passages as candidate passages for the 3K questions. We

call our dataset MLQuestions.

Table 3.2 compares MLQuestions with NaturalQuestions. We note that MLQuestions has higher

diversity of question classes than NaturalQuestions, making the transfer setting challenging.

3.2.3 Target Domain II: Biomedical Science

Our second domain of interest is biomedicine for which we use PubMedQA [19] dataset. Questions

are extracted from PubMed abstract titles ending with question mark, and passages are the conclusive

part of the abstract. As unsupervised data, we utilize PQA-U(nlabeled) subset containing 61.2K

unaligned questions and passages. For supervised data, we use PQA-L(abeled) subset of 1K

question-passage pairs manually curated by domain experts. We use the same dev-test split of

50-50% as [19] as the evaluation set for QG. For IR, in order to have the same number of candidate
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passages as MLQuestions, we combine randomly sampled 10K passages from PQA-U with 1K

PQA-L passages to get 11K passages as candidate passages for 1K questions.

3.2.4 Question Generation Model

We use BART [24] to train a supervised QG model on NaturalQuestions. BART is a Transformer

encoder-decoder model pretrained to reconstruct original text inputs from noisy text inputs.

Essentially for QG, BART is further trained to learn a conditional language model PS (q|p) that

generates a question q given a passage p from the source domain. For experimental details, see

3.A.1.

3.2.5 Passage Retrieval Model

We use the pretrained Dense Passage Retriever (DPR; Karpukhin et al. 20) on NaturalQuestions.

DPR encodes a question q and passage p separately using a BERT bi-encoder and is trained to

maximize the dot product (similarity) between the encodings EP(p) and EQ(q), while minimizing

similarity with other closely related but negative passages. Essentially, DPR is a conditional

classifier PS(p|q) that retrieves a relevant passage p given a question q from the source domain. For

model training details, see 3.A.1.
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3.2.6 Evaluation Metrics

We evaluate question generation using standard language generation metrics: BLEU1-4 [34],

METEOR [3] and ROUGEL [26]. They are abbreviated as B1, B2, B3, B4, M, and R respectively

throughout the paper. We also perform human evaluation on the model generated questions. For

passage retrieval, we report top-k retrieval accuracy for k = 1,10,20,40,100 following Karpukhin

et al. [20] by measuring the fraction of cases where the correct passage lies in the top k retrieved

passages. We consider 11K passages in all datasets for retrieval during test time.

3.3 Transfer from Source to Target Domain without Adaptation

We investigate how well models trained on NaturalQuestions transfer directly to our target domains

without any domain adaptation. For comparison, we also present the results on NaturalQuestions.

To be fair, we sample equal number of samples from the development set of NaturalQuestions as

in the test set of MLQuestions and PubMedQA for QG and IR tasks. Figure 3.1 shows the results.

We observe high performance drops across all generation metrics (14-20%) from NaturalQuestions

(IID data) to MLQuestions and PubMedQA (OOD Data). Human evaluation on QG (see Table 3.7)

also reveals that the generated questions are either generic, or fail to understand domain-specific

terminology. OOD performance in the IR task is even worse (25-40% drop), revealing a huge

distribution shift between the source and target domain.



3. Paper I: Back-Training excels Self-Training at Unsupervised Domain Adaptation of
Question Generation and Passage Retrieval 32

1 Introduction

B1 B2 B3 B4 M R
0

10

20

30

40

50

Question Generation

R1 R10 R20 R40R100
0

20

40

60

80

100

Passage Retrieval

NaturalQuestions MLQuestions PubMedQA

1

Figure 3.1: IID/OOD generalization gaps for Question Generation and Passage Retrieval due

to distributional shift between source and target domains. For a fair comparison, the number of

candidate passages for IR are kept similar for all datasets.

3.4 Unsupervised Domain Adaptation

In this section, we describe self-training and back-training methods to generate synthetic training

data for unsupervised domain adaptation (UDA). We also introduce consistency filters to further

improve the quality of the synthetic data.

3.4.1 Problem Setup

The source domain consists of labeled data containing questions paired with passages DS ≡

{(qi
s, pi

s)}m
i=1. The target domain consists of unlabeled passages PU ≡ {pi

u}
mp
i=1, and unlabeled

questions QU ≡ {qi
u}

mq
i=1. Note that PU and QU are not necessarily aligned with each other.

Given this setup, our goal is to learn QG and IR models with parameters θ ≡ {θ G,θ R} that can

achieve high generation and retrieval performance on target domain T . Table 3.3 describes the

notations used across the paper.
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Notation Definition
S,T Source, Target Domain
PS,PT Source, Target data distribution
DS ≡ {(qi

s, pi
s)}m

i=1 Source labeled corpus
PU ≡ {pi

u}
mp
i=1 Target unlabeled passages

QU ≡ {qi
u}

mq
i=1 Target unlabeled questions

θ ≡ {θ G,θ R} QG, IR Models
SG,SR Synthetic data for QG, IR

Table 3.3: Notations used throughout the paper.

3.4.2 Self-Training for UDA

Self-training [50] involves training a model on its own predictions. We present the proposed self-

training for UDA in Algorithm 1. First the baseline models θG and θR are trained on the source

passage-question corpus DS . Then, at each iteration, the above models generate pseudo-labeled

data from unlabeled passages PU for question generation and questions QU for passage retrieval.

For QG, θG generates a question q̂ for each pu ∈PU and adds (pu, q̂) to synthetic data SG. For

IR, θR retrieves a passage p̂ from PU for each qu ∈QU and adds (qu, p̂) to SR. The models θG

and θR are fine-tuned on SG and SR respectively. The process is repeated for a desired number of

iterations, which we refer to as iterative refinement. Note that in self-training, inputs are sampled

from target domain and the outputs are predicted (noisy).

3.4.3 Back-Training for UDA

The main idea of back-training is to work backwards: start with true output samples from the target

domain, and predict corresponding inputs which aligns the most with the output. While self-training



3. Paper I: Back-Training excels Self-Training at Unsupervised Domain Adaptation of
Question Generation and Passage Retrieval 34

assumes inputs are sampled from the target domain distribution, back-training assumes outputs are

sampled from the target domain distribution. When two tasks are of dual nature (i.e., input of one

task becomes the output of another task), back-training can be used to generate synthetic training

data of one task using the other, but on a condition that outputs can be sampled from the target

domain distribution. QG and IR tasks meet both criteria. For QG, we have unlabeled questions

in the target domain and its dual friend IR can retrieve their corresponding input passages from

the target domain. For IR, we have passages in the target domain and QG can generate their input

questions. Formally, for QG, the IR model θR retrieves passage p̂ from PU for each qu ∈QU and

adds (p̂,qu) to SG. For IR, the QG model θG generates a question q̂ for each pu ∈PU and adds

(q̂, pu) to SR.

Similarities with back-translation Back-translation is an effective method to improve machine

translation using synthetic parallel corpora containing human-produced target language sentences

paired with artificial source language translations [13, 42]. Back-training is inspired by this idea,

however it is not limited to machine translation.

Dataset Model Question Generation Passage Retrieval
B1 B2 B3 B4 M R R@1 R@20 R@40 R@100

MLQuestions
No-adaptation 31.23 20.07 13.05 9.04 22.70 31.38 15.86 58.13 69.13 76.86
Self-Training 31.81 20.74 13.61 9.43 23.31 32.18 17.86 65.26 74.13 83.06

Back-Training 44.12 32.86 24.21 18.48 23.83 43.97 24.53 77.73 84.8 91.73

PubMedQA
No-adaptation 13.57 6.41 3.31 1.62 8.67 14.38 32.4 56.8 61.6 72.2
Self-Training 13.36 6.28 3.25 1.64 8.84 15.00 32.8 57.0 63.6 72.8

Back-Training 26.71 17.01 11.80 8.25 16.99 25.14 55.4 79.8 81.8 85.8

Table 3.4: Results of unsupervised domain adaptation. No-adaptation denotes the model trained on

NaturalQuestions and tested directly on MLQuestions/PubMedQA without any domain adaptation.
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Algorithm 1 Vanilla Self-Training Back-Training for unsupervised domain adaptation. Vanilla algorithms
can be improved further using consistency filters
Require: Source Data DS ≡ {(qi

s, pi
s)}m

i=1, Target unlabeled data PU ≡ {pi
u}mp

i=1, QU ≡ {qi
u}

mq
i=1

Ensure: Target domain QG model θG, IR model θR
1: Init: θG,θR← Train on DS

2: repeat
3: SG← [ ],SR← [ ] ▷ Synthetic data for θG and θR
4: for qu ∈QU do
5: p̂← Retrieve p from PU closest to qu using θR
6: add (p̂,qu) to SR SG
7: end for
8: for pu ∈PU do
9: q̂← Generate q from pu using θG

10: add (pu, q̂) to SG SR
11: end for
12: θG← Finetune on SG, θR← Finetune on SR
13: until dev performance decreases

3.4.4 Consistency filters for Self-Training and Back-Training

The above algorithms utilize full unlabeled data along with their predictions even if the predictions

are of low confidence. To alleviate this problem, in self-training, it is common to filter low-

confidence predictions [55]. We generalize this notion as consistency filtering: For the tasks QG

and IR, a generator G ∈ {θ G,θ R} produces synthetic training data for a task whereas the critic

C ∈ {θ G,θ R} filters low confidence predictions. We define two types of consistency filtering: 1)

Self consistency where the generator and critic are the same. This is equivalent to filtering out

model’s own low confidence predictions in self-training. 2) Cross consistency where the generator

and critic are different. This means θR will filter the synthetic data generated by θG, and vice-versa.

For θ G as critic we use conditional log-likelihood logPr(q|p;θ G) as the confidence score. For θ R

as critic we use the dot product similarity between the encodings EP(p) and EQ(q) as the confidence

score. Self-training and back-training can be combined with one or both of the these consistency
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Figure 3.2: Self-training and Back-training for UDA.

checks. We set filter thresholds to accept 75% of synthetic data (refer to section 3.A.1 for exact

threshold values).

A popular data filtering technique in data augmentation is cycle consistency [1] which is enforced

by further generating noisy input from noisy output, and matching noisy input similarity with source

input. We leave its exploration as future work.

3.5 Domain Adaptation Evaluation

As described in Section 3.2, our source domain is NaturalQuestions and the target domains are

MLQuestions and PubMedQA. We evaluate if domain adaptation helps to improve the performance

compared to no adaptation. We empirically investigate qualitative differences between self-training

and back-training to validate their effectiveness. We also investigate if consistency filters and

iterative refinement result in further improvements.
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Figure 3.3: Evolution of QG model perplexity (PPL) and IR model loss for Self-training vs Back-

training as training proceeds on MLQuestions. Trajectories run from right to left as training loss

decreases with time. Rightmost points are plotted after first mini-batch training, and subsequent

points are plotted after each mini-batch training.

3.5.1 No-adaptation vs. self-training vs back-training

In Table 3.4, we compare the performance of vanilla self-training and back-training (i.e., without

consistency filtering or iterative refinement) with the no-adaptation baseline (i.e. model trained

on source domain and directly tested on target domain). On MLQuestions, self-training achieves

an absolute gain of around 0.6 BLEU-4 points for QG and 7.13 R@20 points for IR. Whereas

back-training vastly outperforms self-training, with improvements of 9.4 BLEU-4 points on QG

and 19.6 R@20 points on IR over the no-adaptation baseline. The improvements are even bigger on

PubMedQA whereas self-training shows no improvement at all.

3.5.2 Why does back-training work?

Figure 3.3 shows the QG model perplexity and IR model loss on synthetic training data and test data

as the training (domain adaptation) proceeds on MLQuestions. The plots reveal three interesting
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Figure 3.4: DPR embedding similarity scores and QG Log-likelihood scores distribution on

MLQuestions synthetic data computed using θ R and θ G respectively.

observations: (1) for back-training, the train and test loss (and hence likelihood) are correlated

and hence the data generated by back-training matches the target distribution more closely than

self-training; (2) self-training achieves lower training error but higher test error compared to back-

training, indicating overfitting; (3) extrapolating back-training curve suggests that scaling additional

unlabeled data will likely improve the model.

Figure 3.4 plots the distribution for self-training (computing likelihood scores of model’s own

predictions) and back-training (computing likelihood scores of different model’s predictions) for

QG and IR tasks on MLQuestions. The figures reveal that self-training curve has high mean and

low variance, indicating less diverse training data. On the other hand, back-training curve has low

mean and high variance indicating diverse training data.

3.5.3 Are consistency filters useful?

Table 3.5 reveals that although our consistency filters outperform base models on MLQuestions, the

improvements are not very significant. Our hypothesis is that quality of synthetic data is already
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QG IR
Consistency BLEU4 ROUGE R@20 R@100

Self-Training

None 9.43 32.18 65.26 83.06
Self 9.85 32.34 64.75 83.23
Cross 8.92 31.97 65.46 83.00

Back-Training

None 18.48 43.97 77.73 91.73
Self 18.62 44.19 77.40 91.66
Cross 18.67 43.22 78.86 92.13

Table 3.5: Effect of using consistency filters on Self-Training and Back-Training for MLQuestions.

high (as backed up by Section 3.5.2 findings), which limits the performance gain. However, the

filters reduce synthetic training data by 25%, which leads to faster model training without any drop

in performance. Additionally, self-consistency improves self-training in many problems [40, 55].

We believe our cross-consistency filter could also be explored on similar problems.

3.5.4 Is iterative refinement useful?

Further performance improvement of up to 1.53 BLEU-4 points and 2.07 R@20 points can be

observed in back-training (Table 3.6) via the iterative procedure described in Algorithm 1. On the

other hand, self-training does not show any improvements for QG and marginal improvements for

IR.
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QG IR
Iteration BLEU4 ROUGE R@20 R@100

Self-Training

T = 1 9.43 32.18 65.26 83.06
T = 2 9.28↓ 32.09↓ 65.60↑ 83.78↑
Net Gain 0 0 0.34 0.72

Back-Training

T = 1 18.48 43.97 77.73 91.73
T = 2 20.01↑ 46.02↑ 79.80↑ 93.26↑
Net Gain 1.53 2.05 2.07 1.53

Table 3.6: Evolution of model performance on MLQuestions with increasing iterations: Blue

numbers denote increases in performance, while Red numbers denote decrease in performance.

3.5.5 Human Evaluation Results

We also report human evaluation of QG by sampling 50 generated questions from MLQuestions

test set and asking three domain experts to rate a question as good or bad based on four attributes:

Naturalness, i.e., fluency and grammatical correctness; Coverage, i.e., whether question covers the

whole passage or only part of the passage; Factual Correctness in ML domain; Answerability, i.e.,

if the question can be answered using the passage. From the results in Table 3.7, we observe that

the back-training model is superior on all four criteria. However, all models perform similarly on

naturalness.

In Table 3.8 we present some generated questions of various models on MLQuestions and

PubMedQA dataset. Subjectively, we find that no-adaptation and self-training models fail to

understand domain knowledge, generate generic questions and miss important words present in

gold question. Whereas back-training generated question matches more closely to gold question.
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Model N C FC A

No-adaptation 0.64 0.30 0.58 0.68
Self-Training 0.63 0.32 0.58 0.70
Back-Training 0.66 0.41 0.64 0.88

Table 3.7: Human evaluations scores between 0-1 on 50 model generated questions for four criteria:

Naturalness (N), Coverage (C), Factual Correctness (FC), and Answerability (A).

Passage Questions

If the line is a good fit for the data then No-adaptation: What is the meaning of random plot in statistics?
the residual plot will be random. However, ST: What is the meaning of random plot in statistics?
if the line is a bad fit for the data then BT: How do you know if a residual plot is random?
the plot of residuals will be random. Reference: How do you know if a residual plot is good?

Financial incentives for smoking cessation No-adaptation: When do we stop smoking in pregnancy?
in pregnancy are highly cost-effective, ST: When do you stop smoking in pregnancy?
with an incremental cost per quality BT: Is there a financial incentive for smoking cessation in pregrancy?
adjusted life years of £482, which is well Reference: Are financial incentives cost-effective to support smoking and
below recommended decision thresholds. cessation during pregnancy?

Table 3.8: Examples of generated questions from MLQuestions (first row) and PubMedQA (second

row). ST and BT refer to Self-training and Back-training models respectively.
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3.5.6 Analysis of Question Types
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Figure 3.5: Confusion matrix of actual (row) vs model generated question (column) classes for

100 questions sampled from MLQuestions test set. Classes are abbreviated as Description (D)

Comparison (C), Explanation (E), Method (M), and Preference (P). Values are in % where each row

sums to 100%.

We analyze how well our QG model can generate different kinds of questions according to the

taxonomy described in Table 3.2. In Figure 3.5 we plot the confusion matrix between the actual

question class and generated question class for our back-training model. To do this, 100 actual

questions and corresponding generated questions are sampled from the MLQuestions test set and

annotated by a domain expert. We find that the model generates few Explanation questions and even

fewer Preference questions while over-generating Description questions. Comparison and Method

questions show good F1-score overall, hence these classes benefit the most from domain adaptation.
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3.6 Related Work

Question Generation methods have focused on training neural Seq2Seq models [8, 11, 22, 30, 54]

on supervised QA datasets such as SQuAD [35]. Many recent works such as [43, 47] recognize the

duality between QG and QA and propose joint training for the two. Duan et al. [12] generate QA

pairs from YahooAnswers, and improve QA by adding a question-consistency loss in addition to

QA loss. Our work instead establishes strong duality between QG and IR task. Ours is also the first

work towards unsupervised domain adaptation for QG to the best of our knowledge.

Passage Retrieval has previously been performed using classical Lucene-BM25 systems [38]

based on sparse vector representations of question and passage, and matching keywords efficiently

using TF-IDF. Recently, Karpukhin et al. [20] show that fine-tuning dense representations of

questions and passages on BERT outperforms classical methods by a strong margin. We adopt the

same model for domain adaptation of IR. Concurrent to our work, Reddy et al. [37] also perform

domain adaptation for IR. Our focus has been on systematically approaching UDA problem for

both QG and IR.

Data Augmentation methods like self-training have been applied in numerous NLP problems

such as question answering [9], machine translation [44], and sentiment analysis [17]. Sachan

and Xing [40] apply self-training to generate synthetic data for question generation and question

answering (QA) in the same domain, and filter data using QA model confidence on answer generated

by question.
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Back-translation’s idea of aligning real outputs with noisy inputs is shared with back-training

and has been successful in improving Unsupervised NMT [2, 13]. Zhang et al. [52] use back-

translation to generate synthetic data for the task of automatic style transfer. Back-training also

shares similarities with co-training [5, 46] and tri-training [25, 48] where multiple models of same

task generate synthetic data for each other.

3.7 Conclusion and Future Work

We introduce back-training as an unsupervised domain adaptation method focusing on Question

Generation and Passage Retrieval. Our algorithm generates synthetic data pairing high-quality

outputs with noisy inputs in contrast to self-training producing noisy outputs aligned with quality

inputs. We find that back-training outperforms self-training by a large margin on our newly released

dataset MLQuestions and PubMedQA.

One area of future research will be exploring back-training for other paired tasks like visual

question generation [31] and image retrieval [10], and style transfer [16] from source to target

domain and vice-versa. The theoretical foundations for the superior performance of back-training

have to be explored further.
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Appendix

3.A Appendix

3.A.1 Model Training Details

All experiments are run with same training configuration. Mean scores across 5 individual runs are

provided on the test set. We describe the full model training details below for reproducibility.

BART Question Generation Transformer

We train BART-Base2 with batch size 32 and learning rate of 1e-5. For all experiments we train the

model for 5 epochs, though the model converges in 2-3 epochs. For optimization we use Adam [21]

with β1 = 0.9,β2 = 0.999,ε = 1e−8. The question and passage length is padded to 150 and 512

tokens respectively. For decoding we use top-k sampling [14] with k = 50. The model is trained

with standard cross-entropy objective.

2We use huggingface BART implementation https://huggingface.co/transformers/model_doc/
bart.html

https://huggingface.co/transformers/model_doc/bart.html
https://huggingface.co/transformers/model_doc/bart.html
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Dense Passage Retriever (DPR)

We use publicly available implementation of DPR model3 to train our IR system. We also use

pre-trained NQ DPR checkpoint provided by authors 4 as the model trained on source domain of

NaturalQuestions dataset. The model is trained for 5 epochs with batch size of 32 for all

experiments with default hyperparameter settings in Karpukhin et al. [20]. Karpukhin et al. [20]

also construct negative examples for each (passage, question) pair where the model maximizes

question similarity with gold passage and minimizes similarity with negative passages

simultaneously. We construct negative passages similar to Karpukhin et al. [20] as the top-k

passages returned by BM25 which match most question tokens but don’t contain the answer. We set

k = 7 for our experiments. For iterative refinement models, we always use same negative passages

as the model obtained after 1st iteration (T = 1). This is because after each iteration model is being

fine-tuned starting from previous model and not re-trained on pseudo-data. We obtain better

performance gains on dev set following this setting.

Consistency Filters

Table 3.A.1 enlists threshold values for different consistency filters. Values are arrived at by

plotting confidence scores distribution of synthetic data, and setting threshold to accept 75% of the

data (i.e. third quartile Q3). As explained in section 3.4.4, for θ G as critic we use conditional

3https://github.com/facebookresearch/DPR
4https://github.com/facebookresearch/DPR/blob/master/dpr/data/download_data.

py

https://github.com/facebookresearch/DPR
https://github.com/facebookresearch/DPR/blob/master/dpr/data/download_data.py
https://github.com/facebookresearch/DPR/blob/master/dpr/data/download_data.py
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Critic
Consistency θ G θ R

Self consistency -1.19 78.24
Cross consistency -5.95 71.65

Table 3.A.1: Threshold values for different consistency filters. Values are chosen as the third

quartile (Q3) of score distribution of synthetic data, accepting 75% of synthetic data for model

training.

log-likelihood logPr(q|p;θ G) as our confidence scores. For θ R as critic we use DPR similarity

score EP(p)EQ(q) as our confidence scores.

3.A.2 NaturalQuestions Dataset Pre-processing

We use Google NaturalQuestions dataset as our source domain corpus. We pre-process publicly

available train and dev corpora in a similar manner to [30] by selecting all questions starting from

the long-answer tag and filtering out cases where the long-answer doesn’t start with the HTML <p>

tag. We obtain 108,501 examples which we split into a 90/10 ratio for training/dev sets. The NQ

dev set of 2,136 examples is used as our test data (as the test set is hidden).

3.A.3 MLQuestions: Filtering undesirable data

This section describes filtering out-of-domain questions (OOD) from collected 104K questions

from Google described in section 3.2.2. Many ML terms are homonyms [29]: they have a different

meaning in another context - (e.g. “Ensemble”, “Eager Learning”, “Transformers”). This means the
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OOD In-domain

OOD

In-domain

54 6

48 92

Figure 3.A.1: Test set Confusion matrix of Out-of-domain (OOD) and In-domain classes for

classifier probability threshold of 0.8.

Figure 3.A.2: Precision-Recall curve for Test set of 150 questions. AP denotes average precision.
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collected data contains OOD questions. Upon analyzing 100 random questions drawn from 104K

questions, we find 27 of them are OOD.

To filter such undesirable data, we randomly sample 1000 questions and recruit 3 domain experts

to label them as In-domain or OOD. 200 questions were labeled by all 3 to determine inter-annotator

agreement. We record a Cohen’s Kappa agreement score [28] of 0.84. The 1000 annotated questions

are split into sizes 800, 50, 150 for train, dev, and test sets respectively. Based on this labeled data,

we train a classifier on top of question features to classify remaining questions as useful or OOD. For

extracting features from questions, we utilize DistillBERT model [41] trained on SNLI+MultiNLI

[6, 49] and then fine-tuned on the STS benchmark[7] train set5. This gives us feature vector of size

768 which is used to train SVM classifier6 with L2 penalty of 0.1. We carefully set the acceptance

threshold relatively high to 0.8, to ensure high precision, thus accepting very few OOD questions.

Figure 3.A.1 shows confusion matrix on test set with α set as 0.8. The classifier obtains

high precision and average recall of 94.6% and 66% respectively. High precision is empirically

verified by annotating 100 random accepted questions, out of which 92 are found to be in-domain.

The remaining 8% of the data can be treated as noise for model training. Figure 3.A.2 plots the

precision-recall trade-off by varying the acceptance threshold α .

5We use off-the-shelf implementation https://github.com/UKPLab/sentence-transformers to
extract sentence features from pretrained model

6https://scikit-learn.org/stable/modules/svm.html

https://github.com/UKPLab/sentence-transformers
https://scikit-learn.org/stable/modules/svm.html
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3.A.4 Taxonomy of MLQuestions Dataset

In Table 3.2, we show the distribution of various types of questions in MLQuestions and

NaturalQuestions dataset. We split the questions into 5 categories based on Nielsen’s Educational

Taxonomy [33]: descriptive questions, which ask for definitions or examples; method questions

which ask for computations or procedures; explanation questions, which ask for justifications;

comparison questions, which ask to compare two or more concepts; and preference questions,

which are answered by a selection from a set of options. Refer to Nielsen [32] for detailed

understanding of the taxonomy.

3.B Reproducibility Checklist

3.B.1 For all reported experimental results

• A clear description of the mathematical setting, algorithm, and/or model: This is provided in

Section 3.2 and Section 3.A.1 of the main paper.

• Submission of a zip file containing source code, with specification of all dependencies,

including external libraries, or a link to such resources (while still anonymized): We provide

the source code zipped repository MLQuestions. The README file contains all instructions

needed to replicate experiments. The file requirements.txt specifies required python

dependencies.
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• Description of computing infrastructure used: We perform our experiments on a machine

with specifications: 2 CPUs, 2 RTX8000 GPUs, 18GB RAM.

• The average runtime for each model or algorithm (e.g., training, inference, etc.), or estimated

energy cost: Table 3.B.1 lists average runtime for each step of vanilla Self-training and

back-training algorithms, as well as for consistency filters.

• Number of parameters in each model: For question generation, the BART base model contains

total 139M parameters. For passage retrieval, the DPR model contains total 220M parameters.

• Corresponding validation performance for each reported test result: Tables 3.B.2, 3.B.3,

3.B.4 report the validation set performance for each reported test result in the main paper.

• Explanation of evaluation metrics used, with links to code: Refer to Section 3.2.6 of main

paper for explanation of evaluation metrics. For evaluating QG model, we use the Maluuba

NLG-Eval github library to compute BLEU, METEOR, ROUGE scores. The repository can

be found at

https://github.com/Maluuba/nlg-eval. For IR, we implement the top-K

retrieval accuracy which can be found in the file location

file://MLQuestions/IR/eval_retriever.py of our submitted source code.

https://github.com/Maluuba/nlg-eval
file://MLQuestions/IR/eval_retriever.py


Appendix 61

Task Data Size Runtime

θG generates synthetic data 50K 174
θR generates synthetic data 35K 110
θG filters low-quality data 35K 31
θG filters low-quality data 50K 45
θG filters low-quality data 35K 35
θG filters low-quality data 50K 48
θG Self-training 50K 373
θG Back-training 35K 263
θR Self-training 35K 547
θR Back-training 50K 762

Table 3.B.1: Runtime (in minutes) for each step in domain adaptation models for MLQuestions

dataset. Since there are 35K unaligned questions and 50K unaligned passages, a step has different

execution times depending on type of training (self/back) or consistency filter (self/cross).

3.B.2 For all experiments with hyperparameter search

• The exact number of training and evaluation runs: For all experiments we train the QG and

IR for 5 epochs. We evaluate the model performance using evaluation metrics after each

epoch on the validation set, and find that models converge after 2-3 epochs.

• Bounds for each hyperparameter: We experimented by manually varying hyperparameters

in vicinity of values mentioned in section 3.A.1. The best hyperparameters on validation set

were chosen for final model training.

• Hyperparameter configurations for best-performing models: We provide complete

hyperparameters details for QG and IR model in Section 3.A.1.

• The method of choosing hyperparameter values (e.g., uniform sampling, manual tuning, etc.)
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Dataset Model Question Generation Passage Retrieval
B1 B2 B3 B4 M R R@1 R@20 R@40 R@100

MLQuestions
No-adaptation 30.64 19.70 12.82 8.80 23.23 31.33 13.00 54.86 64.6 73.93
Self-Training 31.01 20.36 13.50 9.37 23.67 31.75 14.13 62.20 70.80 80.66

Back-Training 41.42 30.72 22.50 17.29 23.38 41.58 21.86 77.40 84.66 90.26

PubMedQA
No-adaptation 14.23 7.02 3.65 1.81 9.12 15.96 32.66 57.20 61.8 72.68
Self-Training 14.04 6.98 3.09 1.54 8.67 15.30 33.0 57.48 64.2 73.44

Back-Training 27.17 17.92 12.34 8.76 17.66 25.89 56.60 81.0 83.20 87.68

Table 3.B.2: Validation set results of unsupervised domain adaptation. No-adaptation denotes the

model trained on NaturalQuestions and evaluated directly on MLQuestions/PubMedQA dev sets

without any domain adaptation.

QG IR
Consistency BLEU4 ROUGE R@20 R@100

Self-Training

None 9.37 31.75 62.20 80.66
Self 9.76 31.67 62.75 81.56
Cross 9.02 32.34 62.96 82.00

Back-Training

None 17.29 41.58 77.40 90.26
Self 17.91 43.27 76.86 91.06
Cross 18.09 41.84 78.26 91.33

Table 3.B.3: Effect of using consistency filters on Self-Training and Back-Training for MLQuestions

validation set.

and the criterion used to select among them (e.g., accuracy): We use manual tuning method

with the criterion as BLEU-4 accuracy for QG and R@40 retrieval accuracy for IR task on

validation set.

• Summary statistics of the results (e.g., mean, variance, error bars, etc.): Mean scores across

5 individual runs are provided for all experiments of main paper.
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QG IR
Iteration BLEU4 ROUGE R@20 R@100

Self-Training

T = 1 9.37 31.75 62.20 80.66
T = 2 9.22↓ 31.13↓ 62.80↑ 81.08↑
Net Gain 0 0 0.60 0.42

Back-Training

T = 1 17.29 41.58 77.40 90.26
T = 2 19.97↑ 45.74↑ 78.56↑ 91.26↑
Net Gain 2.68 4.16 1.16 1.00

Table 3.B.4: Evolution of model performance on MLQuestions validation set with increasing

iterations: Blue numbers denote increases in performance, while Red numbers denote decrease in

performance.

3.B.3 For all datasets used

• Relevant details such as languages, and number of examples and label distributions:

Section 3.2 provide statistics of NaturalQuestions, MLQuestions, and PubMedQA datasets.

All datasets are in English language.

• Details of train/validation/test splits: This is also provided in section 3.2 for all three datasets.

• Explanation of any data that were excluded, and all pre-processing steps: Relevant details

are provided in section 3.2 for all three datasets.

• A zip file containing data or link to a downloadable version of the data: We provide

MLQuestions dataset in the submission zip file. The NaturalQuestions and PubMedQA

dataset can be downloaded from

https://ai.google.com/research/NaturalQuestions/download and

https://ai.google.com/research/NaturalQuestions/download
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https://github.com/pubmedqa/pubmedqa repsectively. The datasets can be

pre-processed following the procedures mentioned in section 3.2.

• For new data collected, a complete description of the data collection process, such as

instructions to annotators and methods for quality control.: We provide above details for our

newly created dataset MLQuestions in section 3.2.2.

https://github.com/pubmedqa/pubmedqa
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Problem Statement: Showing corrective feedback to students while solving Q/A exercises in

educational ITS is helpful to improve their learning gains. The automated feedback should be highly

domain-aware and personalized which can pinpoint correct/incorrect phrases in student answers

and guide them towards correct answer. In the following chapter, I explore automatically generated

questions as personalized feedback in an ITS, which follows above mentioned requirements and

outperforms competitive baselines in student learning gains by a significant amount.

Abstract

Existing work on generating hints in Intelligent Tutoring Systems (ITS) focuses mostly

on manual and non-personalized feedback. In this work, we explore automatically generated

questions as personalized feedback in an ITS. Our personalized feedback can pinpoint correct

and incorrect or missing phrases in student answers as well as guide them towards correct

answer by asking a question in natural language. Our approach combines cause–effect analysis

to break down student answers using text similarity-based NLP Transformer models to identify

correct and incorrect or missing parts. We train a few-shot Neural Question Generation and

Question Re-ranking models to show questions addressing components missing in the student’s

answers which steers students towards the correct answer. Our model vastly outperforms both

simple and strong baselines in terms of student learning gains by 45% and 23% respectively

when tested in a real dialogue-based ITS. Finally, we show that our personalized corrective

feedback system has the potential to improve Generative Question Answering systems.
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Exercise Problem: We want to choose between 2 treatments A and B. For both, we got same mean
recovery rate but higher variance for treatment A. Which treatment would you discard, and why?
Student: Treatment A Student: Treatment A
System [Non-personalized]: That’s not right. Look System [Personalized]: "Treatment A" is correct!
at the variances and provide an explanation why Try supplying a reason for this idea. Do we
you think one treatment is better than the other. prefer more homogeneous results or less?

Student: Less
System: Ok, now try to answer original exercise.

Student: Treatment B? Student: Treatment A, because it is less
homogeneous than treatment B.

System: Not really. Let’s move to another problem. System: That’s correct!

Table 4.1.1: Non-Personalized vs Personalized Feedback Generation in Korbit ITS. The

Personalized Feedback pinpoints correct and missing parts in the answer and provides suggestions

on how to improve it. In this case, the student forgot to provide reasoning for their answer and is

asked a question about the missing part.

Keywords. Intelligent tutoring systems, Natural language processing, Deep learning, Question

Generation, Personalized learning and feedback

4.1 Introduction

Intelligent Tutoring Systems (ITS) are AI-powered instructional systems that provide personalized

teaching to students [38]. ITS are a low-cost alternative to conventional classroom teaching, and

shown to be more effective for tutoring students [34, 35]. One of the critical aspects of ITS is the

ability to provide personalized feedback for exercises.

Many ITS however rely heavily on expert hand-crafted rules to generate feedback which

becomes infeasible for large amounts of educational texts. An important research goal is to thus

develop automated feedback systems from student-tutor conversation history [24, 26]. Existing
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work mainly focuses on non-personalized hints created using template-based methods [2, 22].

However, students make various type of mistakes (such as grammatical errors, correct answers

with incorrect reasoning, and so on), and showing the same hint to address different mistakes is not

efficient in improving students’ answers, and might even further confuse them. As a result, this can

lead to lower motivation and a decrease in the overall study time spent on an ITS platform.

In this paper, we propose a novel automated personalized feedback system based on

deep-learning based Transformer models [20, 40] to address the above-mentioned problems. Our

model first breaks apart student answer into various components by performing cause-effect

relation extraction [4]. Then it matches the components with gold answers using similarity-based

Transformers [40], and classifies them into various error categories (such as missing explanation,

incorrect main answer, and so on). Next, a few-shot Transformer [28] model generates a

personalized natural language question which is combined with the output of the cause–effect

analysis to generate question-based feedback. We integrate the feedback in the conversation

between an AI-tutor and a student. Such questions are easier to answer compared to the original

exercises, as they are aimed at guiding a student towards improving their response.

Table 4.1.1 demonstrates a real interaction with the feedback system. Consider the case where

student supplies the correct answer without an explanation. The non-personalized model produces

a generic hint irrespective of any student answer, saying ‘Thats not right’ even though the main

answer is correct. This further confuses the student and causes them to change their correct answer

in the next attempt. In contrast, our personalized model first informs the student that their answer
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is correct and prompts them to supply explanation. It then asks a clarifying question steering the

student towards the reasoning part which was missing. As a result, the student is able to provide a

correct solution.

We test our method on Korbit ITS,1 a large-scale AI-powered personalized ITS. Students watch

video lectures on data science topics and working on problem-solving exercises created by domain

experts. While going through exercises, the student’s answers are compared to reference solutions

using an ML-based solution checker. We trigger hint generation when the Korbit’s solution checker

model marks a student answer as incorrect. We measure the student learning gains after showing our

feedback. Our approach outperforms a minimal feedback (simple) baseline by 45% and personalized

human feedback (strong) baseline by 23%.

4.2 Background: Exercises in Korbit ITS

Each exercise in Korbit consists of a problem text, and one or more reference solutions. We focus

on a particular class of exercises and name them as cause-effect exercises. In these exercises, the

student is asked about identifying one or several relevant concepts, but they also require to justify

the explanation behind their answer. An example of such exercise is ‘Can linear regression be

applied to classification? Why or why not?’. Here the expected solution can be decomposed into an

answer (effect) and explanation (cause). For example, an acceptable solution to the problem above

can be ‘No, as the output variable of linear regression is continuous’. Here, the cause is ‘The output

1https://www.korbit.ai/
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Connective Reference solution
because It’s a discrete variable because it’s counting the number of vehicles

, No, the feature has 0 weight in the model function.
then If the output is over the threshold then x is fraudulent

Table 4.2.1: Decomposition of reference solutions in Korbit ITS into their cause and effect.

variable of linear regression is continuous’ and effect is ‘No’. Table 4.2.1 illustrates more such

examples.

Cause-effect exercises require critical reasoning to solve, as opposed to reading comprehension

exercises such as SQuAD [29]. The explanation component can not be usually found directly in

any pre-existing knowledge bases or paragraphs. Due to this, the need for personalized feedback is

higher in such exercises.

4.3 Personalized Feedback Generation Model

Our model generates feedback in three steps - (i) error classification (ii) Question Generation (iii)

Full feedback generation. They are illustrated in Figure 4.3.1 and detailed below:

4.3.1 Cause-Effect Error Classifier

Decomposing a solution into its cause (explanation) and effect (answer) allows classification of

student errors. Denote student solution as ss≡{cs,es} and gold solution as sr ≡{cr,er} decomposed

into their cause c and effect e by running a cause-effect extractor described in Cao et al. [4]. The

student deficiency falls into one of the four categories:
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ErrorType

Question

Cause-Effect Classifier

Reference Solutions

Student Solution

["Its a classification task because
outputs are discrete",

"Classification as output takes
discrete set of values"]

Is the output a continuous or discrete variable?

"Its classification" MISSING_CAUSE_CORRECT_EFFECT 

"Its classification" is correct!  
Try adding a reasoning.  

Is the output a continuous or
discrete variable ?

FEEDBACK

TEMPLATE

Figure 4.3.1: An overview of our personalized feedback generation system: (a) Student solution is

classified into its error type using cause-effect extractor and BERT similarity. (b) A few-shot QG

model generates question from the cause of reference solution. (c) Personalized hint is generated

using different feedback templates.

• Incorrect Cause [cs ̸= cr] Incorrect Effect [es ̸= er]

• Correct Cause [cs ≡ cr] Incorrect Effect [es ̸= er]

• Incorrect Cause [cs ̸= cr] Correct Effect [es ≡ er]

• Missing Cause [cs ≡∅] Correct Effect [es ≡ er]

Figure 4.3.2 describes examples of all errors for a given exercise, as well as the error distribution

generated by running cause-effect extractor over 7,000 incorrect solutions.

To detect the error type, we match student cause-effect text with reference solution using

BERTScore [40]. BERTScore uses pre-trained BERT [6] contextualised embeddings and computes

overall similarity using weighted mean of cosine similarity between their tokens. It correlates better

with human judgments compared with n-gram overlap based metrics (e.g. BLEU, ROUGE etc).

BERTScore has been used as an evaluation metric for image captioning [40], summarization ([21]),

machine translation ([37]) etc. BERTScore returns a score (0−1) between student and reference
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It’s a classification task because outputs
are discrete 

You are given a dataset of images of
wildlife in Africa. You are tasked with
building a model which can identify

animals in the images. Is this a
regression or classification problem?  

Try to explain why. 

It’s a regression task because outputs
are continuous 

It’s a regression task because outputs
are discrete 

It’s a classification task because outputs
are continuous 

It’s a classification task

PROBLEM TEXT

REFERENCE SOLUTION

STUDENT SOLUTIONS CAUSE EFFECT DISTRIBUTION

56.21%

2.16%

5.40%

36.21%

Figure 4.3.2: Illustrating various types of student errors for a cause-effect exercise in Korbit ITS.

cause/effect. If similarity exceeds a threshold (= 0.8, set manually) then cause/effect is considered

correct.

4.3.2 Few-shot Question Generation

Our goal is to generate a question which forces the student to think about the incorrect/missing

components in their solutions, and improve their answers. Our QG model pipeline comprises of

four steps described below:

Dataset creation

We create a dataset by randomly sampling around 112 cause-effect exercises, giving us around 300

reference solutions for those exercises. We then ask four domain experts to write a question from

the reference solutions, giving 75 examples to each annotator. Questions are written to not reveal the

effect/answer and hence created only from explanation of reference solution. The annotators mainly

write three type of questions - open-ended, binary, and binary with alternatives. Examples of such

types are shown in Table 4.3.1 (the ‘Score’ column will be explained later in Section 4.3.2). All
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Reference Solution: It is classification because coin flip outcome is discrete.
Question Type Example Score

Binary Is flipping a coin discrete? 0.5
Binary with alternatives Is flipping a coin discrete or continuous? 0.8

Open-Ended What kind of action is flipping a coin? 1

Table 4.3.1: Taxonomy of questions written by annotators and corresponding scores used for

question re-ranking.

annotators also annotate a common set of 20 questions to ensure that annotators have low variance

in questions. We find the common questions are quite similar and follow the above guidelines.

Few-Shot Question Generation (QG) model

After data collection, we train a QG model to generate questions from reference solutions. We frame

QG as a neural sequence-to-sequence task similar to [8] where an encoder reads input text and

decoder produces question by predicting one word at a time. We experiment with two pre-trained

Transformers: BART [20] and T5 [28].

T5 is an encoder-decoder model pre-trained on a mixture of supervised and unsupervised NLP

tasks where each task is converted into text-to-text input-output. T5 works well on a variety of

conditional sequence generation tasks such as summarization [31], machine translation and question

generation [7]. We name the model as T5-QG.

BART is a Transformer autoencoder pre-trained to reconstruct text from noisy text inputs. For

QG, it learns a conditional probablity distribution P(q|r) to generate question q from reference

solution r. We experiment with two pre-trained checkpoints - a) original BART-base checkpoint
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provided by authors and b) BART model trained on 50K MLQuestions dataset using back-training

algorithm [17]. The latter model is able to generate good-quality questions for data science domain

which is also our domain of interest in Korbit ITS. We denote them as BART-QG and BART-ML-QG.

We split the data into 220 train, 40 validation and 40 test examples to train these models. Refer

to Section 4.A for model training details.

Improving Question Generation using Re-Ranking

To improve question quality, we train a question re-ranker to chose the best question: First we

generate k = 3 questions per reference solution using beam search decoding algorithm [10] for 80

randomly sampled reference solutions. Then we ask four domain experts to rate the usefulness of

240 generated questions on a scale of 1-5. Rating is done keeping in mind the factual correctness,

fluency and relevance of question to the input reference solution. Additionally, good quality

questions based on question type are given higher score based on the preference - {open-ended >

binary with alternatives > binary} question (see Table 4.3.1 for question type examples). The 240

examples are distributed equally amongst three annotators. We find that the mean ratings given

by each annotator was quite similar - 3.35,3.4,3.46. Additionally a common set of 20 examples

are annotated by all annotators and we record an inter-annotator agreement of 0.75 which shows

substantial agreement according to Landis and Koch [19].

Finally we train a Linear Regression model to predict usefulness taking the reference solution

and generated question as input on 200 examples, and test on 40 examples. The input features to
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the regression model are -

• Sentence Embeddings: We use Sentence-BERT [30] to extract 768 dimensional embeddings

from question. The Sentence-BERT uses siamese and triplet network structures to derive

sentence embeddings from BERT and have been shown to perform extremely well in common

STS tasks and transfer learning tasks [30].

• Well-formedness: We train a BERT binary classifier to predict whether a question is well-

formed or ill-formed on Google Well-formedness dataset [9]. We use the well-formedness

probability of generated hint question as the well-formed feature.

• Fluency: We finetune a GPT-2 LM [3] on the 300 original hand-written questions

(Section 4.3.2) using causal language modeling (LM) objective. The negative of LM

perplexity of generated question is used as fluency feature.

• Model Confidence: This feature is computed as the negative loss of model when the generated

question is considered as ground truth.

• Question Type: We want to penalise simple questions and reward questions which are more

diverse and challenging to answer. We come up with a simple heuristic depicted in Table 4.3.1

to compute question type score feature of a question.

We get 772 dimensional feature vector and train our regression model using Ordinary Least Squares

(OLS) objective on 200 examples. During inference, we use this question re-ranker to select the

best question from the 5-best list for each reference solution.
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After training the Question Generation and reranker model, we generate questions from all 1470

reference solutions in Korbit ITS using above models.

4.3.3 Providing Feedback

Using the output of cause-effect classifier and question generator, we provide feedback to reveal

student deficiencies and suggest improvements. First we find the reference solution sr closest to

student solution ss using BERTScore similarity. Then according to each error category identified

by cause-effect classifier in Section 4.3.1, we create feedback described below (full algorithm is

described in Algorithm 2)-

Incorrect Cause [cs ̸= cr] Incorrect Effect [es ̸= er] First the system reveals error type by saying

- “{es} is incorrect.”. Then it asks a question generated from sr using QG model. Then the student

responds to that question, after which we completely ignore their answer. The system then asks the

student to answer the original exercise again.

Incorrect Cause [cs ̸= cr] Correct Effect [es ≡ er] Since the main answer (effect) is correct, first

the system outputs - “{es} is correct! Try changing your reasoning.”. Then similar to previous

error type, we ask a sub-question generated from sr. After student answers this sub-question, the

interface will ask them to answer original exercise again.



4. Paper II: Few-shot Question Generation for Personalized Feedback in Intelligent Tutoring
Systems 77

Algorithm 2 Personalized Feedback Generation in Korbit ITS
Require: Exercise problem Q, reference answers R ≡ {si

r}m
i=1, incorrect student answer ss, Cause-Effect Extractor

θCE , BERTScore model θBS, BERTScore similarity threshold τBS, Question Generator θQG.
Ensure: Personalized hint h

1: /*Find reference answer closest to student answer*/
2: sim← []
3: for sr ∈R do
4: add θBS(sr,ss) to sim
5: end for
6: sr← argmaxi(sim)
7: /*Classify student error and generate personalized hint*/
8: (cr,er)← θCE(sr);(cs,es)← θCE(ss) ▷ Run cause-effect extractor
9: q = θQG(sr) ▷ Generate question from reference solution.

10: switch [cr,er,cs,es] do
11: case cs ̸= cr and es ̸= er ▷ [θBS(cs,cr)< τBS and θBS(es,er)< τBS]
12: return “{es} is incorrect. {q}?”
13: case cs ̸= cr and es ≡ er ▷ [θBS(cs,cr)< τBS and θBS(es,er)≥ τBS]
14: if cs ≡∅ then
15: return “{es} is correct! Try supplying a reason for it. {q}?”
16: else
17: return “{es} is correct! Try changing your reasoning. {q}?”
18: end if
19: case cs ≡ cr and es ̸= er ▷ [θBS(cs,cr)≥ τBS and θBS(es,er)< τBS]
20: return “Did you mean {er} because {cs}?”

Missing Cause [cs ≡∅] Correct Effect [es ≡ er] We show similar hint as previous error category,

saying - “{es} is correct! Try supplying a reason for it. {q}?”, where q is the generated question.

This example is also illustrated in Figure 4.3.1.

Correct Cause [cs ≡ cr] Incorrect Effect [es ̸= er] In practice this scenario rarely occurs. Since

student supplied correct explanation, it is likely that student supplied incorrect answer by mistake.

In this case we repair student’s solution by asking an MCQ question - "Did you mean {er} because

{cs}?". The interface supplies two options to chose from - "Yes, I agree" and "No, I disagree". If the

student chooses former option then answer is marked correct, otherwise incorrect.
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Model B1 B2 B3 B4 R
T5-QG 30.4 18.0 11.9 7.5 30.7

BART-QG 34.5 24.5 17.1 12.1 39.3
BART-ML-QG 36.1 24.7 19.6 12.2 39.7

Table 4.4.1: Results of Question Generation Models on standard language evaluation metrics.

Figure 4.4.1: Comparing question quality of T5 with BART based on annotated 80 questions.

4.4 Experimental Results

4.4.1 Question Generation

We evaluate the generation quality of three models - T5-QG, BART-QG, BART-ML-QG using

standard language generation metrics: BLEU1-4 [27] and ROUGE-L [32] on the test set of 40

examples. The results are presented in Table 4.4.1. We find BART outperforms T5 by 4 BLEU1

points, showing that BART is better suited for conditional generation. Also pre-training on

MLQuestions dataset [17] increases BLEU1 by 1.5 absolute points.
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4.4.2 Question Re-ranking

For question re-ranking, we experiment using different combinations of features described in

Section 4.3.2 to predict usefulness score of generated question -

1. Mean Baseline: This baseline simply outputs the usefulness as the average of all usefulness

output in training set.

2. Linguistic: Here we only use the four linguistic features - well-formedness, fluency, model

confidence, question type score as features for the question re-ranker.

3. SBERT: Here we only use the 768-dimensional SBERT embedding features.

4. Ling-SBERT: In this model we concatenate SBERT sentence embeddings with four linguistic

features to train our question re-ranker.

For each model we measure standard regression evaluation metrics - Mean Squared Error (MSE),

Mean Absolute Error (MAE), Pearson Correlation (PCR). We also measure usefulness metric for

each model. To compute usefulness, the re-ranker model predicts usefulness for each of the k = 3

questions of the same given reference solution from the test set. Then the gold (actual) usefulness

label for question achieving highest score is averaged across all reference solutions in test set. The

results are presented in Table 4.4.2. We find that Ling-SBERT outperforms all other models for

all metrics. More importantly, it improves the usefulness rating from 3.42 to 4.01. This means

incorporating question re-ranking improves the actual usefulness of question generation by 0.5 on

average!
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Model MSE MAE PCR Usefulness
Mean Baseline 2.20 1.32 - 3.42

SBERT 1.74 1.16 0.38 3.96
Linguistic 1.78 1.16 0.33 3.85

Ling-SBERT 1.72 1.15 0.40 4.01

Table 4.4.2: Results of Question Re-ranking.

4.4.3 Human Evaluation

We manually compare the question quality generated by T5-QG and BART-ML-QG by generating

questions for 80 randomly sampled reference solutions. The annotators compare both questions and

provide one of the four labels - T5 (meaning T5 question is more useful than BART), BART (BART

question is more useful), BOTH (both are equally good), and NONE (neither is a good question).

The results from Figure 4.4.1 indicate that BART model is the clear winner, which is also supported

by the superior BLEU scores.

Based on results on question generation, re-ranking and human evaluation we use the BART-

ML-QG model for generation, and the Ling-SBERT model for re-ranking.

4.4.4 Student Learning Gains

After integrating our models in Korbit ITS, we collect around 146 distinct student interactions with

feedback system for 550 exercises and measure student learning gains. The student learning gain is

defined as the percentage of times a student answer is labelled correctly by the solution checker

after they have received a given feedback. We compare our Personalized Question-based Feedback

with both simple and strong baselines:
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• Minimal Feedback Baseline: Here the system will simply tell the student that their solution

is incorrect and they should try again.

• Personalized Human Feedback Baseline: For every exercise, Korbit already has several

hints manually crafted by course designers. To select the best hint from the ones available,

the ITS uses a personalized ML model by looking at student performance and responses on

the exercise [16]. This personalization is used only during hint selection, and not during hint

generation itself (which is manual).

• Personalized Non-question Feedback: In this model after informing error type using cause-

effect classifier, we reveal a part of the answer rather than asking a question. For e.g. if the

student answers ‘Its a regression task because outputs are continuous’, we show the hint as

‘"Its a regression task" is incorrect. Observe that outputs are discrete’ and ask the student to

try again.

We present results of student learning gains in Table 4.4.3. The ‘First Attempt’ column indicates

entries in which the student tried only once previously, while ‘All Attempts’ considers learning

gains across student’s all attempts. Our experiments show that our Personalized Question-based

Feedback model outperforms all models.

The Non-question Feedback model improves over minimal feedback baseline by 18%, because

it additionally informs about correct and incorrect/missing components. However, it cannot tell

the student how to correct the incorrect/missing part. Our Question-based Feedback model further
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Average Learning Gain (%)
Model First Attempt All Attempts

Minimal Feedback Baseline 22.58 ± 14.72 21.74 ± 11.92
Personalized Human Feedback Baseline 31.25 ± 16.06 30.43 ± 13.3

Personalized Non-question Feedback 41.67 ± 19.72 34.38 ± 16.46
Personalized Question-based Feedback 66.67 ± 16.87 52.27 ± 14.76

Table 4.4.3: Student learning gains on the Korbit ITS at 95% confidence intervals.

improves over it by 26%. This shows that asking questions about missing/incorrect parts is the key

to help students improve their answers.

For all models, we observe that learning gains for ‘First Attempt’ are more than ‘All Attempts’.

This is likely because students who require many hints to solve an exercise may have knowledge

gaps to solve exercises.

We find that most frequent student error is ‘incorrect cause incorrect effect’ followed by ‘missing

cause correct effect’. The error type ‘Correct cause incorrect effect’ occurs rarely as students usually

know the main answer if they know the explanation behind it.

4.5 Improving Generative Question Answering using Feedback

Intervention

Will a student having access to a feedback generation to correct it’s mistakes during training perform

better than another student without the feedback system support? Assume Student SA and SB are

being taught by instructors IA and IB. IA trains SA by showing the answer for many questions. While
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IB trains SB by showing answers for questions, as well as sending personalized corrective feedback

when student answers question incorrectly. During test time, both students get same question paper

without access to any feedback.

We simulate this behaviour by replacing student by QA model and teacher by hint model:

1. Train baseline QA model θQA to generate reference solution from question.

2. Generate machine (student) answers for questions in training data using θQA. Generate hints

using our feedback system described previously for machine generated (incorrect) answer.

3. Train hint generator θHG to generate these hints from question & machine answer.

4. Train hint-assisted QA model θHQA to generate answer from question and hint text generated

by θHG.

5. During inference, first generate machine answer using θQA. Next generate hint using θHG

then generate final answer using θHQA.

The full algorithm is described in 3. In principle we are first generating intermediate hint (part

of answer) and then using it to generate the full answer. Similar inductive bias to learn the output in

parts has been show to improve models in QA [18] and QG [13].

4.5.1 Hint-Answer Entailment Consistency

In the above model, it is logical to expect the generated hint and model answer should be consistent

with each other i.e. machine answer should entail model hint. How can we enforce this inductive
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Algorithm 3 Improving Generative QA using Personalized Feedback Generation
Require: QA Data DQA ≡ {(qi,ai)}m

i=1, Personalized Hint Generator H
Ensure: Hint assisted QA model θHQA

1: θQA← Train on DQA ▷ Vanilla QA model
2: DHG← [ ] ▷ Synthetic data for θHG
3: for q,a ∈DQA do
4: Generate machine answer â = θQA(q)
5: Generate personalized hint h = H (q, â,a)
6: add (q, â,h) to DHG
7: end for
8: θHG← Train on DHG to generate h from (q, â)
9: DHQA← [ ] ▷ Synthetic data for θHQA

10: for q,a ∈DQA do
11: Generate machine answer â = θQA(q)
12: Generate hint ĥ = θHG(q)
13: add (q, ĥ,a) to DHQA
14: end for
15: θHQA← Train on DHQA to generate a from (q, ĥ)

bias in the model? During inference, we generate k = 3 model answers and measure the entailment

probability of each answer to model generated hint using entailment probability of RoBERTa

model 2 trained on multiple entailment datasets [25]. We pick the model answer having the highest

entailment probability.

4.5.2 Experiments and Results

We use BART to train θQA,θHG,and θHQA. Refer to 4.A for model training details. Since there

exists no generative cause-effect QA dataset to the best of our knowledge, we use Korbit dataset of

550 exercises and reference solutions. We split the data into 400 train, 50 validation and 100 test

examples and measure BLEU and ROUGE metrics.

2https://huggingface.co/ynie/roberta-large-snli_mnli_fever_anli_R1_R2_R3-nli

https://huggingface.co/ynie/roberta-large-snli_mnli_fever_anli_R1_R2_R3-nli
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Models BLEU1 BLEU2 BLEU3 BLEU4 ROUGE-L
Vanilla-QA 24.57 14.89 10.70 8.27 29.68

Hint-assisted QA 25.16 15.07 11.56 9.37 30.63
Hint+Entailment 25.54 16.05 12.19 9.57 31.35

Table 4.5.1: Results on improving Generative Question Answering Using Hint Intervention

Experimental results presented in Table 4.5.1 demonstrate that Hint-assisted QA system is

superior to Vanilla-QA model by 1 ROUGE point, and enforcing hint-answer entailment further

boosts ROUGE by up to 1.5 points. Although the improvements are marginal, note that the task

itself is hard as the training data is limited.

4.6 Related Work

Feedback Generation Previous research on dialogue-based ITS similar to Korbit investigated

various aspects of automated feedback generation and adaptation [1, 23, 36]. In particular, Stamper

et al. [36] investigated ways to augment their Deep Thought logic tutor with a Hint Factory that

generated data-driven, context-specific hints for an ITS. The hints were effective in promoting

learning, however, their approach mostly focused on the automated detection of the best hint

sequence among hints consisting of logic rules, whereas our work focuses on methods of hint

generation in natural language. The most similar work to ours is that Grenander et al. [11], who

also generate personalized feedback based on cause–effect analysis, but do not use questions in

their generated feedback, hence their feedback does not reveal any hint about correct answer.
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Question Generation Previous research has focused on training neural Seq2Seq models [8, 15,

41] on supervised full QA datasets such as SQuAD [29]. QG in a few-shot setting under limited

data has also been explored recently for multi-hop QG [12, 39].

Chen et al. [5] create a large-scale Educational QG dataset from KhanAcademy and TED-Ed

data sources as a learning and assessment tools for students. Kulshreshtha et al. [17] also release a

QG dataset comprising of data-science questions to promote research in domain adaptation. Unlike

our questions, the questions in Chen et al. [5], Kulshreshtha et al. [17] are static and not personalized

to the student. A recent work by Srivastava and Goodman [33] generates personalized questions

according to the student’s level by proposing a difficulty-controllable QG model. To the best of our

knowledge, we are the first to use QG in an education context with real student interaction data.

Improving Question Answering using Hints is not yet studied clearly in NLP paradigm. A

related work by Lamm et al. [18] proposes the use of explanations for an answer to improve

Question Answering. They annotate a dataset of 8,991 QED explanations and use it to learn joint

QA and explanation generation. Their explanations however are very different from our hints as

they are non-personalized (fixed for a given question/answer).

4.7 Conclusion and Future Work

We show how can we provide personalized feedback to students in an ITS by combining rule-based

models such as cause-effect extraction with deep-learning models such as few-shot Question
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generation and semantic similarity. Our approach identifies correct and incorrect/missing

components in student answers using cause-effect analysis and BERT Transformer. The few-shot

Question Generation and re-ranker model then generates questions to help improve student answer.

Our model vastly outperforms both simple and strong baselines on student learning gains by a large

margin on the Korbit ITS.

One area of future research is to design personalizing feedback for non cause-effect exercises.

Another idea is to show multiple feedback to students and have them evaluate it either explicitly

or implicitly by trying to answer the question-based feedback. This training signal can be used to

further improve the feedback model using active learning.
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Appendix

4.A Question Generation Model Training Details

All three models - T5-QG, BART-QG, BART-ML-QG are trained for 5 epochs with learning rate

of 1e−5 and batch size of 8. For optimization we use Adam [14] with β1 = 0.9,β2 = 0.999. The

input and output sequence length is padded to 512 and 150 tokens respectively. For generation

we use beam search decoding [10] with number of beams set to 3. The initial checkpoint for the

models can be found at - T5-QG3, BART-QG4, BART-ML-QG5. The hint-assisted QA models -

θQA,θHG,θHQA are trained using same configurations and vanilla BART checkpoint4.

3https://huggingface.co/docs/transformers/v4.18.0/en/model_doc/t5#
transformers.T5ForConditionalGeneration

4https://huggingface.co/docs/transformers/v4.18.0/en/model_doc/bart#
transformers.BartForConditionalGeneration

5https://huggingface.co/McGill-NLP/bart-qg-mlquestions-backtraining

https://huggingface.co/docs/transformers/v4.18.0/en/model_doc/t5#transformers.T5ForConditionalGeneration
https://huggingface.co/docs/transformers/v4.18.0/en/model_doc/t5#transformers.T5ForConditionalGeneration
https://huggingface.co/docs/transformers/v4.18.0/en/model_doc/bart#transformers.BartForConditionalGeneration
https://huggingface.co/docs/transformers/v4.18.0/en/model_doc/bart#transformers.BartForConditionalGeneration
https://huggingface.co/McGill-NLP/bart-qg-mlquestions-backtraining
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265 1 1 1 1 {&C (,/;/./–) (&AND) so (-far) (,) &R} [It was not long before
he saw me looking at him, and so he began to move.]

35 1 1 1 1 {&C (,/;/./–) (&AND) thus &R} [Japan will be on the dark side
of the Earth, and thus will lack the warming influence of the Sun.

9 1 1 1 1 {&C (,/;/./–) consequently (,) &R} [Her mother was seriously ill.
Consequently, she left school.]

3 1 1 1 1 {&C (,/;/./–) (&AND) as a (&ADJ) result (,) &R} [All singers kept
together. As a result, their performance was successful.]

Table 4.B.1: Examples of the designed cause-effect patterns [4].

4.B Cause-Effect Relation Extraction

We use off-the-shelf cause-effect extractor package 6 as described in Cao et al. [4]. The pattern

based discovery algorithm consists of two main steps-

1. Designing Linguistic patterns for Identifying Causal Relations: Based on the types of causal

expressions, a set of linguistic patterns is constructed that will be used to identify causal

relations within a sentence. Each pattern is basically a template for expressing cause and

effect, and is equivalent to a finite state transition network.

2. Matching sentences with patterns to get candidates: A sentence is matched with each pattern,

a match means potential cause-effect relation is present.

Table 4.B.1 enlists some of the designed cause-effect patterns. Refer to Cao et al. [4] for more

details on all patterns and above steps.

6https://github.com/Angela7126/CE_extractor--Patterns_Based

https://github.com/Angela7126/CE_extractor--Patterns_Based
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4.B.1 Finding most similar reference solution

The hint generation procedure (Algorithm 2) requires finding most similar reference solution sr to

student solution ss as a first step. This is achieved by comparing similarity of each sr ∈R with ss

using BERTScore. As an alternate approach, we also tried to first decompose each sr ∈R into their

cause-effect constituents {cr,er} and compare the constituents with student solution constituents

{cs,es} to find most similar reference solution. However, manual run on a bunch of sentences

revealed former method to be better at identifying most similar reference solution.
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Chapter 5

Conclusion

5.1 Contribution to Original Knowledge

In this thesis, we have detailed various works completed towards leveraging Question Generation

for improving Intelligent Tutoring Systems (ITS), including the development of new dataset for

evaluating Educational QG models (Paper-I), a new algorithm for domain adaptation of QG which

vastly outperforms existing methods (Paper-I), and a question-based personalized feedback

generation model for improving student learning gains an ITS (Paper-II).

Specifically, above contributions correspond to fulfilling these research directions:

Resources for Educational QG: How can we develop new datasets for training and evaluation

of Question Generation models for education domain? Such datasets can also be used to foster

research in Unsupervised Domain Adaptation (UDA).
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Most datasets such as SQuAD [88], NewsQA [112], TriviaQA [48], NarrativeQA [55] etc.

were developed for reading comprehension materials. These datasets are however not suitable for

educational content as they belong to generic domain and consist of mainly factoid questions.

We developed a new domain-adaptation dataset for Question Generation called MLQuestions

[58] containing 35K unaligned questions, 50K unaligned passages, and 3K aligned question-passage

pairs. Our model generated high-quality questions for target (educational) domain compared to

models without domain adaptation.

Algorithms/Models for Educational QG: How can we develop algorithms for Question

Generation that can generalize/perform well to educational domain?

Early work builds educational QG models by training Seq2Seq models on educational QG

datasets [21]. There is no direct work in our knowledge for domain adaptation in QG.

We develop the back-training algorithm for UDA of Question Generation and Passage Retrieval

which vastly outperformed the popular self-training [124] algorithm by a mean improvement of

7.8 BLEU4 points on generation, and 17.6% top-20 retrieval accuracy education and medical

domain. Our algorithm significantly reduced the gap between the target domain and synthetic data

distribution, and reduced model overfitting to the source domain.

Personalized Feedback Generation Models: How can we build personalized question-based

feedback systems in ITS? The goal here is to pinpoint correct and incorrect/missing components in

student answers, and provide feedback that guide students towards improving their answer.
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Existing work on generating hints in an Intelligent Tutoring System (ITS) explores mostly

manual, static, and non-personalized feedback.

We explore automatically generated questions as personalized feedback in an ITS. Our model

generated feedback which pinpoints correct and incorrect/missing components in student answers,

and provide feedback in the form of natural language questions that guide students towards

improving their answer. Our model vastly outperforms both simple and strong baselines on student

learning gains by 30% when tested on a real dialogue-based ITS.

5.2 Limitations and Future Directions

Despite the contributions described from the works presented, a number of crucial problems still

remain unsolved in advancing educational ITS using Question Generation.

Until now, the questions generated by educational QG models require single step of reasoning.

Potential future directions may include multi-hop educational QG by leveraging recent research in

multi-hop QG [39, 108].

Additionally, the MLQuestions is only an evaluation dataset however creating a training dataset

will likely improve quality of educational QG models, since supervised algorithms currently vastly

outperform unsupervised algorithms in NLP.

Secondly, the limited training data in languages other than English hinders development of QG

models. Steps towards addressing this could include multilingual QG by leveraging research in

multilingual NMT [1, 57] as well as collecting training data specific to language of interest.
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The personalized feedback generation system described in our paper works only for a specific

category of exercises. Steps towards personalizing automated feedback models for exercises

involving mathematical equations by leveraging recent research in symbolic language models [25]

would be a great contribution.

Additionally, the current level of personalization is based only on the context of the ongoing

conversation. Incorporating student past history (e.g. student knowledge level, experience on

platform etc.) can be used additionally to further personalize the feedback model. Similar features

have been used for personalizing questions for individual students in educational ITS [104].

Finally, an interesting research direction is to show multiple feedback to students and have them

evaluate it either explicitly or implicitly by trying to answer the question-based feedback. This

training signal can be used to further improve the feedback model using active learning.
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