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Abstract

In response to concerns of eutrophication and nutrient pollution in freshwater, there has been 

growing interest in how best to monitor the changing dynamics of water quality constituents. The 

objective of this study was to develop a monitoring technique effective both in identifying 

nutrient loading sites and quantifying spatiotemporal changes of critical water quality indicators 

in two shallow ponds which experience duckweed (Lemna sp.) blooming in response to eutrophic 

conditions. From May to July 2014, weekly monitoring at 12 control locations of dissolved 

oxygen (DO), temperature (T), pH, as well as inorganic and organic forms of nitrogen (N) and 

phosphorus (P) was pursued to characterize temporal dynamics influenced by the drainage of 

nearby agricultural fields as well as by the duckweed bloom. Two high-density (<3 m) spatial 

sensing events in June and August of DO, NO3
--N, T, and pH, were completed to characterize 

spatial dynamics and identify the placement of temporal sampling locations. Weekly monitoring 

revealed that dissolved N and particulate P concentrations were slightly higher near subsurface 

drain inflow locations than within the body of the ponds, and that duckweed blooms rapidly 

depleted dissolved oxygen to below 1.0 mg L-1, depleted NO3
--N, lowered but stabilized pH levels 

at a pH of 7.0, and inhibited nitrification by creating anoxic conditions. High-density mapping 

revealed that DO, NO3
--N, and T exhibited reduced spatial structure after duckweed blooms. 

Additionally, mapping of DO, pH, and NO3
--N was used to identify nutrient loading sites. It is 

beneficial to select sampling locations for continuous temporal monitoring based on water 

quality maps. This mapping should take place after snowmelt and before biological activity 

causes regime shifts that reduce the spatial structure of water quality constituents.
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Résumé

En réponse aux préoccupations de l'eutrophisation de l'eau douce et de pollution par les 

nutriments dans l'eau douce, il y a un intérêt grandissant quant à la meilleure façon d’examiner 

la dynamique changeante des constituants de la qualité de l'eau. L'objectif de cette étude était de 

développer une technique de surveillance efficace à la fois dans l'identification des points 

chauds polluants et dans la quantification des changements spatio-temporels des indicateurs 

essentiels de la qualité de l'eau dans deux étangs peu profonds qui subissent des épisodes de 

prolifération de la lentille d'eau (genre Lemna) en réponse aux conditions d’eutrophisation. Un

suivi hebdomadaire à 12 endroits de la teneur en oxygène dissous (TOD), de la température (T), 

du pH, ainsi que des formes organiques et inorganiques de l'azote (N) et du phosphore (P) a été 

conduit afin de caractériser la dynamique temporelle influencée par le drainage des champs 

agricoles à proximité ainsi que par la prolifération de la lentille d'eau. Deux événements de 

détection spatiale à haute densité (<3 m) des TOD, NO3
--N, T, et du pH, ont été conduits en juin 

et en août pour caractériser les dynamiques spatiales et identifier l'emplacement de sites 

d'échantillonnage temporels. Un suivi hebdomadaire a révélé que les concentrations d’azote 

dissous et de phosphore particulaire étaient plus élevées à proximité des points d’évacuation de 

drainage que dans le reste des étangs, et que les épisodes de prolifération de la lentille d'eau 

épuisaient rapidement l'oxygène dissous au-dessous de 1,0 mg L-1, réduisaient le NO3
--N

dissous, abaissaient, mais stabilisaient les niveaux de pH légèrement au-dessus du pH neutre, et 

empêchaient la nitrification en créant des conditions anoxiques. La cartographie de la qualité de 

l'eau à haute densité a révélé que la structure spatiale est réduite pour le TOD, NO3
--N et T, En 

outre, la cartographie de TOD, pH, et NO3
--N était utilisé pour identifier les sites des éléments

nutritifs. Il est avantageux de sélectionner les sites d'échantillonnage pour le suivi temporel en se 

basant sur des cartes de qualité de l'eau. Cette cartographie doit être faite après la fonte des 

neiges et avant que l’activité biologique cause des changements de régime qui réduisent la 

structure spatiale de la qualité de l’eau.
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On a summer morning
I sat down

on a hillside
to think about God -

a worthy pastime.
Near me, I saw
a single cricket;

it was moving the grains of a hillside

This way and that way.
How great was its energy.

How humble its effort.
Let us hope

it will always be like this.
Each of us going on

in our inexplicable ways
building the universe.

-Mary Oliver

To

the memory of

Issac Reznik
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1. Introduction

1.1 . Problem statement

Agricultural runoff has been studied for decades, yet remains one of the most pervasive threats to 

freshwater systems and the services they provide humans and the environment: these include 

provisional services such as drinking water, supporting services such as nutrient cycling, primary 

production, and supporting biodiversity, regulating services such as water quality maintenance, 

flood and erosion control, and carbon sequestration, and cultural services such as recreational 

use, and spiritual and historical value (Aylward et al., 2005). Though runoff contains a wide 

range of pollutants like nutrients (Carpenter et al. 1998), heavy metals (He et al., 2003), 

antibiotics and pharmaceutically active compounds (Dolliver and Gupta, 2008; ElSayed et al.,

2013), pesticides and herbicides (Solomon et al., 1996), and hormones (Ying, 2002), it is 

nutrients – largely in the form of nitrogen and phosphorus – that remain the principal 

determinants of freshwater ecosystem degradation (Han et al., 2012; Jarvie et al., 2013). 

Although the causes of ecosystem degradation are known, the effect – pollution - varies widely 

on spatial and temporal scales. 

1.2 . Justification

To improve our understanding of the sources and scale of pollution due to agricultural runoff, as 

well as to evaluate mitigation and management practices, there must be effective methods to 

monitor water quality in space and time (Hestir et al., 2015). Different research and monitoring 

programs assess water quality on a wide range of spatiotemporal scales, depending on the scope 

and objective of the program. New technologies such as automated water samplers and in-situ 

sensors have allowed for higher resolution temporal studies, investigating annual, seasonal, intra-

seasonal, weekly, diurnal, hourly, and even second-to-second trends in water (Bierman et al.,
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2011; Smeltzer et al., 2012). However, implicit assumptions of homogeneity, high costs of

equipment and labor, and technological limitations have impeded high-resolution spatial studies 

of water quality (Casper et al., 2012). New technologies such as remotely-operated and 

unmanned vehicles have created an opportunity to improve our understanding of nutrient and 

physicochemical property dynamics on the small scale (Garcia-Cordova, 2013; Hains and 

Kennedy, 2002; Raimondi et al., 2015; Teece, 2009). Evaluation of such technologies is still 

needed.

1.3 . Objectives

The ultimate goal of this research was to develop a spatiotemporal surface water monitoring 

strategy that would allow for the identification and quantification of polluting hotspots caused by 

nonpoint source agricultural pollution. The monitoring scheme was to combine temporal 

monitoring at a limited number of points with high spatial density mapping. The specific 

objectives were: 1) to assess spatiotemporal changes in water quality due to the blooming of a 

dense, floating, aquatic macrophyte, and 2) to determine if high-resolution water quality 

mapping can be used to identify nutrient loading sites in a small eutrophic pond.

1.4. Scope

This research was completed from May-August 2014 in two agricultural drainage ponds which 

received inflow from a combination of open-air ditches, subsurface drainage pipes, and surface 

runoff. Measured nutrient concentrations and activity were typically higher than the eutrophic 

trigger limits of 0.03 mg P L-1 of total phosphorus and 1.1 mg N L-1 of total nitrogen (Chambers 

et al., 2012), but were also lower than the concentrations seen in heavily polluted agricultural 

freshwater systems. 
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1.5. Thesis format

Chapter two is a literature review synthesizing research on nutrient loading and eutrophication, 

spatiotemporal variability of nutrients and other critical freshwater parameters, and current 

monitoring techniques used in water quality monitoring. Chapter three describes the study site 

and field measurements of the research completed on pond nutrient dynamics between May-

August 2014, followed by chapter four describing results and discussion. Chapter five describes 

a set of conclusions and recommendations of future work, and finally chapter six provides a list 

of the references used throughout the thesis. Chapter six is followed by the appendices that 

describe additional material including an overview of the design and testing of an Unmanned 

Surface Vehicle (USV) as a sensor platform. This USV was used to test a sensor platform and 

several innovative sensors being developed at McGill University.

3



2. Literature Review

2.1. Agricultural runoff – a global and local challenge 

Human activities have had a drastic impact on the global cycling of nutrients, leading to a 108% 

increase in nitrogen, and a 400% increase in phosphorus being actively cycled (Bennett et al.,

2001; Falkowski, 2000). One of the major human activities responsible for this increase is 

agriculture and the diffuse runoff from pastures, managed grasslands, and other land uses 

associated with the agricultural industry (Rousseau et al., 2013). The runoff is referred to as 

nonpoint source (NPS) pollution because it originates not from a single outflow or pipe, but 

from diffuse sources like surface runoff from land (Baker, 1992). Agricultural NPS runoff 

comprises organic and inorganic fertilizers containing ammonium, nitrate, and phosphate, and is 

symptomatic of intensive agricultural management practices and techniques that have become 

commonplace since their introduction in the 1950s after World War II (Novotny, 1999). 

Practices and phenomena like excess application of inorganic fertilizer (Liang and MacKenzie, 

1994), land use conversion for agricultural purposes, soil erosion and soil loss from fields, as 

well as increased and intensive animal husbandry have all contributed to high nutrient loading in 

fresh water bodies (Peukert et al., 2014).

2.1.1. Agricultural NPS pollution in Quebec

Across all of Canada’s surface water, nearly 49% of N loading is attributed to agricultural runoff 

(Rasouli et al., 2014). In Quebec, agricultural NPS pollution is one of the main factors for water 

quality degradation (Rousseau et al., 2013). In 2011, the Ministry of Environment of Quebec 

(2011) placed freshwater nutrient management as a key objective for a 15 year conservation 

agreement between Quebec and federal institutions for managing the St. Lawrence River, a 

major freshwater resource in Eastern Canada. There is definite cause for concern about 
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freshwater quality in Quebec – in a 2007 study on the water quality status of Quebec lakes, 22 of 

154 freshwater lakes were determined to be eutrophic, meaning that the water became enriched 

with growth-limiting nutrients like nitrogen and phosphorus, and would require immediate 

nutrient reduction management to see improvement (Galvez-Cloutier and Sanchez, 2007). 

Without proper intervention the number of nutrient-rich lakes will increase and water quality will 

further degrade - especially due to the risk-multiplying effects of climate change. Indeed, in 

2014, volunteer monitoring as part of Quebec`s sustainable development, environmental, and 

climate change fighting initiative identified 45 lakes with algal blooms – a symptom of 

eutrophication (MDDELC, 2015).

2.2. Eutrophication

Eutrophication can affect both environmental and human health (Hudnell, 2010). When 

eutrophication occurs, photosynthetic algae, bacteria, and opportunistic aquatic vegetation that 

are all typically limited by a lack of nutrients have an opportunity for rapid growth – a

phenomena referred to as blooming (Carpenter et al., 1998). In freshwaters, the algal bloom is 

most typically due to cyanobacteria and blooming events are referred to as cyanobacterial toxin 

poisonings (CTP) or Harmful Algal Blooms (HABs) (Carmichael, 2001).

HABs deteriorate ecosystem health by inhibiting sunlight penetration, releasing harmful toxins, 

causing foul odors and tastes, and deoxygenating water (Paerl et al., 2001). In the case of 

deoxygenation it is not the bloom that is the concern – but rather the algal and bacterial decay 

that follows a bloom. Algae and plankton are large controllers of oxygen and nutrient dynamics 

in ponds due to growth-decay cycles, and when massive algal bloom side off, the oxygen in the 

water is depleted as decomposing bacteria breakdown the organic matter (Yang et al., 2008). 

Ultimately, this leads to large-scale biodiversity loss (Martinuzzi et al., 2014) and loss of 
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ecosystem services like potable water, recreational capacities of water, and other (Carpenter et 

al., 1998).

2.3. Fate of transported pollutants

Pollutants may be loaded into freshwater systems from agricultural fields and pastures by two 

mechanisms: 1) via surface transport through soil and surface erosion, and 2) via subsurface 

drainage systems, like tile drainage, that are typical for areas like Southern Quebec which 

experience high snowmelt and rainfall (Gollamudi et al., 2007). Several factors determine the 

fate of the transported nutrient pollutants in freshwater – be they nitrogen or phosphorus –

including source, concentration, bio-availability, form (inorganic or organic; dissolved or 

particulate), and the timing and location of load (Evans and Johnes, 2004; Stutter et al., 2008). 

Once the pollutants have been loaded they can remain in the water column, interact with the 

sediment layer, and impact biological and physicochemical processes (House, 2003). 

2.3.1. Fate of phosphorus in freshwater bodies

Phosphorus (P) is a relatively immobile nutrient, and it is typically sorbed in particulate form to 

soil and loaded into freshwater systems via agricultural surface runoff (Sims et al., 1998), though 

it can be transported via tile drainage systems too (Beauchemin and Simard, 2000; Jamieson et 

al., 2003). When it is in the form of particulate phosphorus (PP), P transport decreases as 

suspended particles tend to settle into the sediment in slow-moving water (Arheimer and Lidén, 

2000). Phosphorous transport can be quicker when it is in the form of dissolved phosphorus, 

which is dissolved organic P (DOP) or dissolved inorganic phosphorus (DIP) – the latter is also 

referred to as soluble reactive P (SRP), dissolved reactive P (DRP), or orthophosphate (Ortho-P) 

(Yates, 2008). The phosphorus cycle is notoriously complex in aquatic systems and can be very 

dynamic due to the behavior of its various organic and inorganic fractions.
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From the entire composition of P loaded into freshwater, the only immediately available form of 

P is the inorganic DRP which is immediately available for uptake by both macrophytes and algae 

to produce organic matter (Bostrom et al., 1988a). As P is a limiting nutrient, it is rapidly taken 

up, and therefore freshwater concentration of DRP is often low (Reinhardt et al., 2005).

Although PP and DOP are less immediately-available sources of P than DRP, these two fractions 

are important in P transport in agricultural runoff as agricultural P loads can be dominated by 

these two fractions (Stutter et al., 2008). Both PP and DOP become bio-available through 

decomposition and mobilization driven by biogeochemical mechanisms in the water column and 

especially in the sediment layer (Bostrom et al., 1988). In this way, the sediment becomes an 

important and delayed source of P (House, 2003).

The primary mechanism of sediment P release is the redox dissolution of ferric iron-phosphate 

that occurs under anaerobic, reducing conditions at the sediment-water interface (SWI). This 

mechanism was first described by Clifford Mortimer in a 1941 study illustrating that phosphates 

bound to insoluble ferric iron, more properly called iron (III) oxide. It would be released from 

the sediments of lakes as the SWI became anoxic and reducing, enabling iron (III) oxide to 

oxidize to ferrous iron – iron (II) oxide – and to release its bound phosphate. Another mechanism 

for P release from the sediments is the mineralization of sediment organic P pools, catalyzed by 

bacteria in the SWI (Gächter and Meyer, 1993). In this mechanism, bacteria convert organic P to 

orthophosphates, and under anoxic conditions rapidly decay and release DRP. 

A review of P release from sediment completed by Hupfer and Lewandowski (2008) cast doubt 

on the importance of the oxygen-controlled dissolution of P bound to iron (III) oxide, 

highlighting research that pointed to Al(OH)3 and unreducible iron (III) minerals that prevented 
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the P mobilization, even in anoxic conditions. The review concluded that there were other 

important mechanisms, like the dissolution of calcium-bound P or the anaerobic and aerobic 

decomposition of organic P. However, Amirbahman et al. (2013) showed that it was largely the 

iron (III) oxide-phosphate dissolution mechanism that drove these processes in both eutrophic 

and oligotrophic small, shallow lakes. In this study they neither discount the decomposition of 

organic P nor of other processes occurring above the sediments, and they found that P 

mineralization could occur above the SWI and within the water column itself, allowing for rapid 

P transformations within the water column from unavailable PP and DOP to bio-available DRP.

2.3.2. Fate of nitrogen in freshwater bodies

Nitrogen (N) is more mobile than P, and is often loaded from farmland into surface waters by 

runoff or subsurface flow. In Quebec and Ontario, nearly 50% of precipitation discharges as 

subsurface runoff through tile drainage systems (Simard, 2005) – carrying anywhere from 7.2 to 

11.7 kg N ha-1 from the farmland (De Jong et al., 2009). Runoff can comprise soluble inorganic 

NO3--N and ammonical N, particulate N (Rasouli et al., 2014), and dissolved organic N (van 

Kessel et al., 2009). The different fractions of N are variably available to biotic life, and their 

fates depend on seasonality and five nitrogen-cycling reactions: nitrification, denitrification, 

anaerobic ammonium oxidation (anammox), assimilation, and mineralization (Fig 2.1).

Loading introduces organic N and bio-available forms of dissolved N – like inorganic NO3
--N

and ammonical N - to freshwater systems. In water loaded from subsurface drainage ditches, 

even organic N can become biologically available via mineralization, a microbially mediated 

reaction (Skaggs et al., 2005). Inorganic, bioavailable N can then be rapidly fixed into organic 

nitrogen compounds by primary producers through assimilation – a process that occurs rapidly 

when ecosystems are N-limited (Howarth al., 1988). Assimilation by primary producers typically 
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reduces dissolved inorganic N concentrations throughout the summer season (Heini et al., 2014). 

Ammonical N that is not assimilated can be oxidized – under oxic conditions – to become NO3
-

by aerobic bacteria in the water column and oxic surface of the sediment layer in a two-step 

process, called nitrification. In eutrophic systems, these internal loads are a less significant 

source of NO3
- than external loads (Johnes and Burt, 1993). 

A relatively more significant reaction is denitrification, or the reduction of dissolved NO3
-

N2 gas. N2 gas is largely inert and is released through the water column and into the atmosphere 

(Rysgaard et al, 1994). Denitrification is performed by facultative anaerobic heterotrophic 

bacteria that typically reside in the anoxic zone of the sediment 5 cm beneath the surface, where 

low O2, abundant NO3
- available from nitrification, and a high availability of labile organic 

carbon creates an environment conducive to denitrification (Burgin et al., 2012; Cornwell et al.,

1999). Denitrification by heterotrophs is not the only pathway of N loss from an aquatic system –

anammox, or the anaerobic oxidation of ammonium converts NO2
- + NH4

+
2 + 2H2O and is 

performed by strictly anaerobic autotrophs (Kumar and Lin, 2010).

Fig. 2.1. The aquatic nitrogen cycle (Johnes and Burt, 1993).
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2.4. Spatial and temporal variability of pollutants in water bodies

The fate of pollutants is largely dependent on complex dynamics both on land and in the water, 

causing significant variations in concentrations spatially and temporally. It is important to keep 

in mind scale in discussing spatiotemporal dynamics, as it can drastically change the type of 

outcomes and solutions that can be derived from studying water quality (Buck et al., 2004; 

Casper et al., 2012; Pratt and Chang, 2013; Vance-Borland et al., 2008). Due to improvements in 

technology, researchers have been able to study high spatial and temporal resolution trends, 

which illustrated important interactions and diurnal cycles in HABs and pollutants (Huang et al.,

2014). The same has not been accomplished in the spatial dimension. Studies of freshwater 

spatiotemporal dynamics still tend to maximize the area sampled because of implicit assumptions 

of water homogeneity in space, as well as to make the best use of limited resources. A brief 

overview of spatiotemporal studies of water quality is presented below, to summarize the 

existing research completed and the scales that have been investigated. Due to the number of 

studies quantifying spatiotemporal trends in water quality – greater than 10,000 scientific articles 

according to a Web of Science citation search (Science Citation Index Expanded, 1899-2015) –

this review is limited to recent studies investigating the annual, seasonal, and diurnal water 

quality trends of water receiving agricultural pollutant loads. 

2.4.1. Catchment trends

Catchments – also known as drainage basins or watersheds – are the total area of land in which 

water on the surface and water stored beneath surface drains to a single water body or point (US 

EPA, 2012a). Catchment sizes can range from small, agricultural drainage basins of 0.05 km2 to 

wide river drainage basins of 15,000 km2 (Pilgrim et al., 1982). Since catchments comprise both 
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terrestrial and aquatic components, studies often focus on the relationship between land-use and 

water quality.

It has been well-established that land-use has tremendous implications on water quality at the 

catchment scale. In a review of 35 catchments in an intensively agricultural area of Sweden, 

Arheimer and Lidén (2000) found that the amount of arable land was strongly correlated 

(Kendall’s ) to the amount of bio-available inorganic nitrogen in the water. 

Correlations between agricultural land-use and nutrient loading have been seen in North 

America, too. In a four-year study conducted in North Dakota, concentrations of nitrate-nitrite 

and kjeldahl nitrogen (the sum of organic and ammonical nitrogen) were positively correlated 

with the number of animal feed operations in a drainage basin (Vandeberg et al., 2015). In an 

analysis of 50 years of long-term monitoring data on Lake Champlain, Smeltzer et al. (2015) 

found that land-use conversion to higher phosphorus-yielding uses around Lake Champlain 

caused increases in total P across the last several decades. 

Land-use effects can be dampened or multiplied based on varying hydrological characteristics of 

basins, like discharge. For the Lake Taihu Basin in eastern China, Li et al. (2014) found that 

discharge multiplied the effect of land-use on agricultural runoff – that 67-75% of nutrient loads 

to Lake Taihu came from three high-discharge areas of the basin. This was in line with other 

studies highlighting the effect of discharge and flow on nutrient load (Smeltzer et al., 2012; 

Stutter et al., 2008). However, discharge rates are not constant and can vary seasonally, 

especially in areas with notable wet and dry seasons. Moodley et al. (2015) investigated the 

relationship between land-use and nutrient runoff in three freshwater systems in South Africa 

during wet and dry seasons, and found that only during the wet season there were correlations 

between land-use and runoff. 
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Though a variety of temporal scales are assessed for catchment-scale studies, seasonal trends 

have been most useful for assessing the spatiotemporal dynamics in agricultural catchments, due 

in part to changes in discharge rates as mentioned earlier, and largely due to the seasonality of 

agricultural practices (Shrestha and Kazama, 2007). A review of NPS nitrogen export trends in 

Europe and North America by Causse et al. (2015) implicated variable fertilizer applications and 

crop rotations as determinants of the seasonal variability of catchment water quality. It is also at 

the seasonal temporal scale that HABs are often managed, though there is evidence to show that 

short-term onsets are better understood when diurnal patterns are investigated (Huang et al.,

2014).

2.4.2. Large water body trends

Within large bodies of water, there can be substantial spatiotemporal variability. Heini et al.

(2014) investigated the relationship between phytoplankton and nutrients, pH, and oxygen in a 

large (103 km2) eutrophic lake in Finland, and found that all measured parameters varied greatly 

in time and space. However, variability was not consistent and the greatest variability of N and P 

was during the onset of cyanobacterial blooms, when spatial structures were dynamic due to 

algae growth and uptake of nutrients, and spatial structures were undisturbed due to low wind 

and a microcystin layer of scum on the surface of the lake that prevented disturbances to the 

water below. They concluded that phytoplankton populations were impacting the spatial and 

temporal structures of water quality parameters in a measurable way within the lake. 

Recently, a number of studies have reported on the dynamics of pollutants in the large, shallow 

Lake Taihu, as it is an important source of drinking water for much of China, and recent 

eutrophication events led to concerns over its water quality (Qin et al., 2012). In a study 

published in 2014, Ye et al. used nine sampling locations with nutrient and algal parameters 
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measured monthly from 2009-2011 to show the variability of the system. They found that inter-

annual differences in nutrient and microcystin concentrations could be explained by NPS 

pollution mitigating strategies that had been employed, while differences in water quality 

throughout the lake showed that the effect of mitigating strategies had a spatial element. 

Work has been done on assessing spatiotemporal dynamics of pollutants in rivers, too. In an in-

depth look at water quality in rivers at different spatial scales, Casper et al. (2012) found that 

rivers are not the homogeneous and well-mixed water bodies they are often mistakenly regarded 

as; instead they have heterogeneous and patchy-mosaic structures that relate to land-use at the 

300 km scale, surface and ground-water interactions at the 1000 m scale, river-estuarine tidal 

mechanisms at the 100-1000 m scale, and the effects of physical structures like docks and small 

sand bars at the 10-100 m scale. 

2.4.3. Small water body trends

Small water bodies are complex (Hestir et al, 2015), globally abundant (Downing et al., 2006), 

and can play prominent roles in freshwater nutrient cycling (Song et al., 2013). A few studies 

have investigated the spatial dynamics of water quality parameters within small freshwater 

bodies focused more on high temporal resolution studies and individual small bodies as 

experimental units. For example, in 2007 Bonachela et al. performed a study on 40 irrigation 

ponds in Southeast Spain, investigating their diurnal oxygen patterns, finding that oxygen

depended mostly on photosynthetic activity, and could vary significantly between ponds based 

on macrophyte composition and the extent of cover on the surface. 

Assumptions of homogeneity and the cost and labor of monitoring schemas limits research in 

small bodies of water, and favors research plans that have high ratio of area:sampling points 
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(Casper et al., 2012). However, there are mounting evidences to suggest these assumptions are 

unfounded. In 2013, Song et al. (2013) found that shallow urban ponds in Ontario, Canada 

exhibited thermal stratification that correlated with nutrient stratification. Van der Merwe and 

Price (2015) used infra-red remote sensing to demonstrate that cyanobacterial blooms were 

spatially heterogeneous in a small (<3 ha) pond. Important new developments in monitoring 

tools and techniques may help to shed light on the small-scale spatial dynamics of water quality 

parameters.

2.5. Monitoring tools and methods

The existing tools and methods used in water quality studies define the scale of spatiotemporal 

characterization that research and monitoring programs can examine. Tools are used for 

collecting water quality samples (sampling), or for measuring water quality parameters (sensing

and measuring). Improvements in technology over the last few decades have helped researchers 

expand their studies and better understand water quality dynamics. 

2.5.1. Traditional manual methods

Traditional manual water quality sampling and sensing are terms for techniques that are carried 

out by hand, such as grab sampling or sensor measurements. The former is the use of an open 

container to collect a water sample at a specified depth for analysis on site or in a laboratory (US 

EPA, 2003), while the latter is the use of optical, temperature, proximal, fluid velocity, 

electrochemical, or acoustic sensors to measure a target parameter at a fixed measurement 

location (Wilde, 2008). Traditional manual sampling is generally considered the simplest method 

of sampling, and it is widely used to different degrees in governmental, volunteer, and research 

monitoring designs (Heini et al., 2014; US EPA, 2008). 
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Despite its prevalence, there are limitations to what manual sampling can accomplish. Manual 

sampling introduces a human element which can increase error and sampling bias (Costello et 

al., 2009; Davies and Mazumder, 2003); it can be expensive in terms of equipment, laboratory 

analysis, and labor-hours (Robertson and Roerish, 1999); and it can be spatially unrepresentative 

(Hestir et al., 2015). Creating a sampling design using statistical sampling theory (Gruijter et al.,

2006) is one way to overcome the lack of representativeness of a small number of sampling 

points, but it has been shown that sampling strategies can have a substantial impact on the 

conclusions drawn from data (Cooper, 2004), and can overlook potentially important dynamics 

in water (Casper et al., 2012). 

2.5.2. Remote sensing 

With the introduction of remote sensing, larger bodies of water can be quickly assessed at 

improved spatial resolutions. Remote sensing is a method of environmental sampling that is 

used to collect data on areas or objects based on reflected light and energy captured by different 

instruments - typically aboard drones, airplanes, and satellites (NOAA, 2015). Instruments can 

measure target parameters passively – by measuring naturally reflected or emitted radiation - or 

actively – by emitting radiation and measuring returning reflectance (Graham et al, 1999). With 

ever-improving capabilities, remote sensing has been used to assess a variety of parameters 

including a strong focus on chlorophyll and cyanobacteria concentrations (Becker et al., 2009;

Gomez et al., 2011; Han and Jordan, 2007; Torbick, 2013), macrophyte concentrations

(Matthews et al., 2010), phycocyanin, dissolved organic matter (Becker et al., 2009), total 

suspended matter and transparency (Budd and Warrington, 2004; Chipman et al., 2004; Ma and 

Dai, 2007), fecal coliforms (Kotchie et al., 2015), and hydrologic parameters like discharge 

(Bjerklie et al., 2003; Smith et al., 1996).
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However, in a review on current trends in remote sensing, Hestir et al. (2015) highlighted some 

of the major limitations of remote sensing methods including limitations on size (lakes greater 

than 0.01 km2 cannot be analyzed by low spatial resolution satellite remote sensing), measured 

parameters (no direct method to measure nitrogen and phosphorus concentrations), and temporal 

resolution. The latter limits the use of remote sensing applications for monitoring rapid 

biological processes like the sudden onset of HABs. 

Remote sensing for small or complex freshwater systems can overcome the spatial and temporal 

limitations of satellite remote sensing by using drones and other unmanned aerial vehicles 

(UAVs) as platforms for sensing and imaging equipment. According to a review by DeBell et al.

(2015), the potential of UAVs for environmental sensing has been acknowledged since 1993, but 

it has only been in the past few years that UAVs have become affordable for widespread 

monitoring use. Recently, UAVs have been used to map and track oil spills (Fingas and Brown, 

2014), sediment pollution (Zang et al., 2012), stream temperatures (Deitchmann, 2009), aquatic 

vegetation distribution (Flynn and Chapra, 2014; Husson et al., 2013), river hydromorphology 

(Casado et al., 2015), and small-scale cyanobacterial dynamics (Van der Merwe and Price, 

2015). Furthermore, Lega et al. (2012) demonstrated how UAVs could be used to assess 

dynamic polluting sources, by capturing multispectral and infrared images that highlighted 

illegal sewage discharge from a moving ship. Though UAVs have many applications for water 

quality monitoring, indirect sensing is not a practical method for measuring concentrations of 

some key pollutants – particularly constituents of diffuse NPS nutrient pollution.
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2.5.3. Automated methods and proximal sensing

Automated sensing and sampling technologies can perform in-situ measurements or sample 

collection at fixed, discrete locations. Automated sensing is an arm of proximal sensing, which 

is any environmental sensing that takes measurements closer than 2 m from the target surface 

(Rossel et al., 2010). Automated sensing and sampling are an improvement over traditional 

manual methods because they remove sampler bias, reduce labor hours, and can drastically 

improve temporal resolution by allowing for real-time continuous sensing and sampling

(Glasgow et al., 2004). In a review of the currently implemented technologies, Glasgow et al.

described how automated sampling tools are used world-wide, including water column profilers 

in Delaware, USA; deep-water platforms in Bermuda measuring current speed, temperature and 

conductivity measurements; and flow-through measurement devices attached to merchant ships 

in the Baltic Sea. Automated sampling can be used effectively for high-quality temporal 

sampling at discrete sampling points, but due to the high cost of these technologies, it can be 

even less spatially representative than manual sampling (Robertson and Roerish, 1999).

2.5.4. Unmanned vehicles for proximal sensing

Unmanned surface vehicles (USVs) and automated underwater vehicles (AUVs) are mobile 

sensor platforms that can perform sample collection and automated measurements of water 

quality parameters. Their movement can be remotely controlled, or completely automated. Their 

mobility increases spatial representativeness of monitoring schemas, and can be used to perform 

high-accuracy transects through water to map the spatial structure of target parameters 

(Dunbabin and Grinham, 2010). Due to the relatively recent application of unmanned vehicles 

for freshwater quality monitoring, most work on USVs or AUVs focus on their design, 

navigation, guidance, and control. Recent developments have focused on autonomous, intelligent 
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navigation (Huntsberger and Woodward, 2011) and solar-powered systems for long-duration 

missions (Garcia-Cordova and Guerrero-Gonzalez, 2013). 

Several studies have used USVs and AUVs for spatial mapping of water quality parameters. In a 

2008 technology demonstration of the YSI ecomapper AUV, Ellison and Slocum demonstrated 

that a submersible vehicle with a suite of sensors measuring temperature, depth, dissolved 

oxygen, and chlorophyll fluorescence could effectively conduct transects throughout a 4,900 acre 

eutrophic lake and produce surface water quality maps. Casper et al. (2012) showed that USVs 

could also produce high spatial resolution maps of surface water quality, and that they were a 

useful tool in assessing spatial dynamics of DO, chlorophyll fluorescence, conductivity, 

temperature, turbidity, and dissolved organic matter reflectance. 

New technologies based on remotely operated or automated vehicles can improve our capacity 

for small-scale monitoring in water. However, these vehicles are often designed and tested for 

large-scale monitoring objectives, and less often for small-scale monitoring. Despite the 

complexities and ecological importance of small water bodies, assumptions of homogeneity and 

the cost and labor of monitoring schemas limits the implementation of remote and automated 

vehicles for high-resolution spatial mapping of water quality constituents. Assumptions of 

homogeneity must be tested, and work must be completed to develop low-cost solutions for 

freshwater unmanned surface vehicles that can support small-scale water quality monitoring.
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3. Materials and Methods

3.1. Site description

The study was carried out in two connected agricultural drainage ponds, each with a surface area 

of approximately 0.2 ha. They are located at the Macdonald Campus of McGill University in 

Sainte-Anne-De-Bellevue, Quebec, and Canada – approximately 40 km west of downtown 

Montreal, QC (Fig. 3.1).

Fig. 3.1. Study ponds in Ste-Anne-De-Bellevue, Quebec.

Cumulatively, these ponds are fed by six sub-surface tile drains and two open-air collector 

drains, which drain five agricultural fields. These fields comprise a cumulative area of nearly 

19 ha, though each plot had its own unique fertilizer application (Table 3.1) and crop 

management (Fig. 3.2). The surrounding agricultural watershed has highly variable soil and as is 

typical for the St-Lawrence lowland area, the soils are mostly acidic loam soils (IRDA, 1971).

However, the ponds have a clay-rich foundation and 5-10 m vegetation buffer comprising a 

riparian strip of semi-submerged aquatic vegetation dominated by tall grasses, and terrestrial 

vegetation dominated by deciduous and evergreen trees.
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Fig 3.2. Drainage and agricultural management of pond watershed with 2014 fertilizer loads.

Table 3.1. Fertilizer application of surrounding agricultural watershed in 2014. Percent 
composition of nitrogen (N), phosphorus (P), and potassium (K) is listed in parentheses under the 
fertilizer applied column (N-P-K). 
Field Date Fertilizer Rate kg ha-1 kg N ha-1 kg P ha-1

Field 58 15-May 28-26-0 151 42 39

19-Jun
27-0-0

425 114 0
46-0-0 225 103 0

Field 56 23-May 46-0-0 200 92 0
46-0-0 75 34 0

Field 61 8-May 21-0-0 150 31 0
Field 64 21-May 46-0-0 175 80 0

23-May 46-0-0 75 34 0

The upper pond (UP) (Fig. 3.1) drains into the lower pond (LP) via a 0.33 m culvert. Oblique 

images of the pond surfaces were taken on three times a week from a single reference point to

illustrate the growth patterns of duckweed (genus Lemna) through the summer (Fig. 3.3). The UP 

surface became completely covered by the beginning of June, while the LP did not experience 

significant growth of duckweed until the end of July. 
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Fig. 3.3. Oblique images of vegetal surface change for both study ponds. (a) UP, May 28; (b)
UP, June 01; (c) LP, May 28; (d) LP, August 07.

3.2. Pond bathymetry and discharge

The quantitative measure of the volume in the two ponds was determined by sampling at 45 

sampling points in each pond twice between May and August 2015. Water depth was measured 

using a four-meter sounding line. Precipitation data were collected from the J.S. Marshall Radar 

Observatory (WMO ID#71377) located 0.5 km east of the site. Discharge from the LP was 

calculated using the Kindsvater-Carter rectangular weir equation (ISO, 1980): = 2 ( + )( + ) (3.1)
where

= Discharge (m3 s-1)
= Discharge coefficient

= Acceleration of gravity (m s-2)
= Notch width (m)
= Effect of viscosity tension (m)

= Head (m)
= Effect of surface tension (m)

(a)

(c)

(b)

(d)
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The sum b + Kb is the “effective width” and the sum h+Kh is the “effective head”. Ce is a 

function of b/B and h/P, and Kb is a function of b/B (where B = channel width). Discharge can be 

calculated using the International Standards Organization’s 1980 graphs for effective width and

head (ISO, 1980). The composition of inflow water from surface runoff and subsurface drainage 

was estimated using the Web-based Hydrographic Analysis Tool (WHAT) (Lim et al., 2005). An 

ephemeral model was selected to most closely model pond hydrology (Fig. 3.4).

Fig 3.4. Precipitation (measured), direct runoff from surface and subsurface drains (estimated),
and groundwater base flow (estimated) during the 2014 sampling season.

3.3. Sampling design

The monitoring protocol was designed to obtain a characterization of the spatiotemporal

dynamics of environmental water quality indicators by quantitative measure of the temperature 

(ºC), pH, total concentration of Dissolved Oxygen (DO) (mg L-1), and the concentrations of Total 

Nitrogen (TN) (mg L-1), Particulate Nitrogen (PN) (mg L-1), Total Dissolved Nitrogen (TDN)

(mg L-1), Total Ammonical Nitrogen (TAN) (mg L-1), Nitrate-Nitrogen (NO3
--N) (mg L-1),
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Dissolved Organic Nitrogen (DON) (mg L-1), Total Phosphorus (TP) (mg L-1), Total Dissolved 

Phosphorus (TDP) (mg L-1), Dissolved Reactive Phosphorus (DRP) as Ortho-Phosphate (Ortho-

P) (mg L-1), Dissolved Organic Phosphorus (DOP) (mg L-1), and Particulate Phosphorus (PP)

(mg L-1). Weekly monitoring of twelve control locations was pursued for eight weeks from May 

08 to July 04, 2014 (Fig. 3.5); control locations were selected following a stratified random 

sampling design in which stratification relied on the ancillary information derived from the 

agricultural watershed management and drainage locations (Fig. 3.2). 

Weekly monitoring was complemented with two dense water sensing events – one in June and 

one in August - following a grid sampling design to capture spatial distributions of T, DO, pH, 

and NO3
--N. Each mapping event was completed in two days except for the June mapping event 

in the LP, which took four days. Due to a sensor malfunction, DO was only mapped for the 

August sampling event in both the UP and LP. Apart from physical barriers to sampling like 

emergent aquatic vegetation, the major inherent challenge to spatial snapshots of water quality is 

that sampling must occur during a small enough time range such that parameters are negligibly 

changing throughout the sampling period.

Fig. 3.5. Sampling points for locations of 12 control points (a) and sampling points for dense 
sampling events (b). The UP outlet is connected to one of the LP inflows via a 0.33 m culvert 
beneath the road.

(a) (b)

23



3.4. Data collection

For all measurements and sample collection, a 1.8 m long inflatable raft was used to reach 

control locations in the ponds, where necessary. Each of the twelve control locations were 

marked with a make-shift buoy of recycled materials. 

3.4.1. Proximal sensing

A suite of sensors was used to measure the total concentrations of water quality constituents

(Table 3.2). For weekly and complementary dense sampling events, DO and T were measured 

using a Galvanic DO electrode (9551-20D, Horiba Ltd., Tokyo, Japan), pH was measured using 

a glass pH electrode (PY-P21, Denver Instrument/Sartorius, Inc., Bohemia, NY, USA), and NO3
-

-N was measured using a combination, PVC membrane nitrate electrode (Nico Sensors, Inc., 

Huntingdon Valley, PA, USA). Nitrate-nitrogen measurements were validated ex-situ using a 

spectrophotometric method on a Lachat Quikchem® 8500 Flow Injection Analysis System 

(Table 3.2). Prior to each sampling session, each sensor was calibrated according to 

manufacturer recommendations. The DO sensor was calibrated using a two-point calibration 

containing Sodium Sulfite (Na2SO3), the pH sensor was calibrated using a three-point calibration 

and standard buffers, and the nitrate sensor was calibrated using a six-point calibration of NO3
- as

sodium nitrate (NaNO3
-) solution. One measurement was taken at each sampling location. After 

each measurement, each sensor was rinsed with distilled, double-deionized water (Milli-Q

system®, Millipore, Molsheim, France). 
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Table 3.2. Summary of parameters and analytical techniques used during data collection.
Analytical 
Technique

Sampling 
Event Observations Parameters Units

Electrochemical Weekly; Grid
Weekly; Grid

in-situ pH,
DO, NO --N pH unit,

mg L-1

Thermal resistance Weekly; Grid in-situ T
oC

Spectrophotometric Weekly ex-situ TN, TDN, NO --N, 
TAN, TP, TDP, 
DRP

mg N L-1,
mg P L-1

Calculated Weekly ex-situ DON, PN, DOP, PP mg N L-1,
mg P L-1

3.4.2. Laboratory analyses

Samples were collected and analyzed in the laboratory to measure the total concentrations of TN, 

PN, TDN, NO --N, TAN, DON, TP, TDP, PP, DOP, and DRP for the weekly sampling events. 

Three randomly selected 125 mL samples were collected at 0.1 m below the pond surface within 

a one meter radius of each buoy by grab sampling, and the samples were stored in 125 mL white 

plastic HDPE bottles (Nalgene®, Thermo Fisher Scientific Inc., Waltham, MA, USA) in a cooler 

packed with ice. All containers used for this study were rigorously pre-washed using the 

following protocol: three cycles of hot water, one cycle of phosphate-free detergent (Sparkleen®,

Thermo Fisher Scientific Inc., Waltham, MA, USA) solution, three cycles of hot water, three 

cycles of distilled water, an overnight soaking in an HCl acid-bath solution (~10%), a single 

rinse with distilled water, and a final rinse with distilled, deionized Millipore water.

Upon return from the field site, all samples were immediately filtered using a 0.45 micron nylon 

filter (Thermo Fisher Scientific, Inc., Waltham, MA, USA). Cellulose filters were not used as 

they were determined to add trace amounts of nitrogen to samples, during preliminary lab 

experiments. All analyses were completed on the Lachat analyzer. Detection limits varied from 
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0.01-0.3 mg P L-1 or mg N L-1. Aliquots of 5 mL in volume of filtered and unfiltered sample 

were digested following the persulfate digestion method of Ebina et al. (1983) to determine the 

concentration of TN, TDN, TAN, NO --N, TP, TDP, and DRP (Fig. 3.6). Concentrations of the 

particulate forms of N and P were calculated as the difference between the total concentrations 

and total dissolved concentrations, and the organic forms were calculated as the difference 

between the total dissolved concentrations and the measured inorganic concentrations (Kovacic 

et al., 2000).

Fig. 3.6. Filtration and digestion schemes for the measured forms of nitrogen and phosphorus.

3.5. Data analyses

3.5.1. Temporal Analysis

Data outliers and erroneous measurements (from sensor errors or calibration errors) were 

removed. Raw mV values recorded by the nitrate sensor were converted to mg N L-1 by

preparing a log-scale calibration curve (US EPA, 2012b). Calibration curves were calculated 

each sampling day using fresh standards, and the corresponding slope and intercepts determined 

from the calibration curve. For the temporal trend analyses of nutrients, Inverse-Distance 

26



Weighting (IDW) was applied to smooth the data and create a predicted trend-line. IDW was 

calculated based on Shepard’s basic method for one dimension.

3.5.2. Statistical comparisons

A statistical model with nested fixed effects using least-square means (LS means) was used on a 

subset to determine the effect of pond, temporal, and proximity to inflows on each water quality 

constituent (Equation 3.2). The data were subset into groups to improve the balance of the 

analysis; the subsets comprised three weeks before the rapid onset of duckweed, and three weeks 

after. Each of the three effects was considered as a binary factor with two possible levels: Pond 

(“UP” for upper pond or “LP” for lower pond); Time (either “Before” for before the duckweed 

growth event or “After” for after the duckweed growth event); Location (either “inflow” for 

measurements at pond inflows, or “pond” for measurements within the body of the pond but 

away from the inflows, also referred to as “mid-pond”).

Since each experimental unit had a combination of all possible levels of the three factors, and the 

effects were not all independent from each other (location is nested within pond), the experiment 

was considered to have a factorial design and the effects of factors were assessed by looking at 

the three-way interaction between the factors (Dutilleul,  2011). There were three factors each 

with two levels (23), so eight different experimental units were assessed (i.e., before*UP*inflow, 

before*LP*inflow, after*UP*mid-pond, etc.).

R statistical software (R Foundation for Statistical Computing, Vienna, Austria) was used to 

assess the model. LS means were used to conduct significant groupings based on Tukey-adjusted 

pairwise Student’s t-test. Based on the pair-wise comparisons, significance groupings were 
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determined for each parameter. Treatments that are not significantly different from each other are 

denoted with the same alphabetical letter.Y =  + time + location + time location + (3.2)

whereY  is the measured concentration or activity of the target water quality parameter at the kth

location in the jth pond during the ith time leveltime is the fixed effect of the ith time period (before i = 0, and after i = 1)pond is the fixed effect of the jth pond (upper pond j = 0, and lower pond j = 1)location  is the fixed effect of the kth location ( inflow k = 0, and mid-pond k = 1) nested in 

the jth pond

3.5.3. Spatial Analysis

For the spatial analyses of the grid sensing events, ordinary kriging (Oliver, 1990) was 

performed using the ArcGIS version 10.0 (ESRI, San Diego, CA, USA) to create an interpolated 

2-D raster layer from point data. Data distributions were checked for normalcy using the 

histogram and QQ-plot tools in the ArcGIS Geostatistical Wizard. Nugget and sill parameters

were reported for the semivariogram models produced for each measured parameter in each 

sampling event. Parameters with a Nugget/sill ratio below 0.25 are considered to have strong 

spatial dependence; between 0.25 to 0.75 are considered to have moderate spatial dependence; 

and greater than 0.75 are considered to have weak spatial dependence (Sun et al., 2003). 

Spatial and temporal analyses are applied in this study to investigate if an approach combining 

dense spatial mapping and weekly temporal monitoring at a select number of points will improve 

small-scale monitoring of freshwater bodies. Dense spatial sampling is proposed as a means to 
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determine the spatial dynamics of target water quality parameters and to indicate polluting 

hotspots or areas of spatial heterogeneity. Spatial analyses would then be used to determine if it 

is beneficial to select sampling locations for continuous temporal monitoring based on the water 

quality maps produced from dense spatial mapping.  Weekly temporal monitoring can then be 

used to capture temporal dynamics in the system without concern of missing spatial dynamics.

29



4. Results & Discussion

4.1. Time analysis

4.1.1. Duckweed, T, DO, and pH

Duckweed was sparse in the both ponds and covered less than 5% of the pond until 28 May -

then it rapidly grew in the UP (Fig 3.3). By 01 June, duckweed covered 100% of the surface area 

of the UP and formed a mat for the remainder of the season that became thicker through the 

summer (Fig. 3.3). This rapid surface growth only occurred in the UP, and is referred to as the 

Duckweed Growth Event (DGE). In the LP, pond cover remained at 5% - 10% through and up to 

04 July, increasing to 60% - 70% surface coverage by 10 August (Fig. 3.3). In part, this 

difference in surface vegetation can be attributed to both the shallow nature of the UP - which 

had a maximum depth of 1.7 m (measured on 25 June) compared to the LP with a maximum 

depth of 3.5 m (measured on 25 June) – and the decreased canopy coverage in the UP (Fig. 3.1).

Water temperature increased throughout the summer in both ponds, from 16.3 ± 0.23oC to 19.6 ±

0.31oC in the UP, and 14.9 ± 0.27oC to 22.7 ± 1.7 oC for the LP from the first week of May to the 

first week of August (Fig. 4.1). The two ponds had similar temperatures until August, when the 

LP temperatures were higher. The LS means analysis confirmed that although temperatures were 

higher after the DGE, there was no temperature difference between the two ponds immediately 

before and after the DGE (Table 4.1). 

Water temperature can be affected by duckweed growth, as thick duckweed mats have increased 

albedo by reflecting sunlight and reduce the amount of solar radiation that can reach the water 

column (Dale and Gillespie, 1976). In May and June, the duckweed mat in the UP was unlikely 

to be thick enough to have a significant albedo, and there was constant flowing water from 

snowmelt and drainage inflows that further reduced the effect of the duckweed mat on 
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temperature (Rutherford, 1997). By August, the duckweed mat was much thicker in the UP and 

flow had ceased by 04 July (discounting occasional flow linked to precipitation events) (Fig. 

3.4), leading to lower temperatures in the UP as compared to the largely uncovered LP. 

Fig. 4.1. Time trends in water quality constituents, pH, T, and DO, for May-August. IDW trend-
line predictions are shown as lines.

Dissolved oxygen (DO) decreased in both ponds, from 6.84 ± 0.44 to 0.0 ± 0.0 mg L-1 in the UP 

and 9.63 ± 0.27 to 5.26 ± 0.89 mg L-1 in the LP (Fig. 4.1). In the UP, DO initially increased until 
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the DGE, which was driven by increased photosynthesis from the rapidly growing duckweed 

(Zimmo, 2003). Immediately after the DGE, DO sharply decreased mid-pond and continued to 

steadily decline to 0.0 mg L-1 by 08 August. The LS means analysis confirmed that there was a 

significant decrease in DO immediately after the DGE (Table 4.1). Grouping A comprised the 

three lowest LS means, which all occurred after the DGE (LP*inflow*after, UP*inflow*after, 

and UP*pond*after) indicating that concentrations were significantly lower after the DGE. In the 

LP, the LS means analysis also indicates that there was a significant decrease in DO after the 

DGE – as grouping B is significantly different from grouping D.

Decreases in DO concentrations occur primarily when oxygen depletion from respiration occurs 

faster than reoxygenation from photosynthesis and air-surface gas exchange. In eutrophic 

freshwater systems, nutrient enrichment drives rapid phytoplankton bloom and decay, leading to 

oxygen-consuming decomposition (Rabalais et al., 2010). However, duckweed generations are 

roughly 18 days at their shortest (Hillman, 1961), so it is unlikely that their decay was a 

significant driver of the sharp decrease in DO immediately after the DGE; more likely, a 

combination of increasing temperatures causing the solubility of oxygen to decrease (Weiss, 

1970), and reduced surface gas exchange due to the physical cover of duckweed drove DO 

depletion (Bonachela et al., 2007). Additionally, the physiology of duckweed may have played a 

role in the decline of DO - oxygen consumption during respiration occurs at the submerged roots 

of the duckweed, while oxygen produced during photosynthesis is released into the atmosphere 

from the stomata, located on the unsubmerged leaf surface of the duckweed (Hillman, 1961).
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Table 4.1. Significance groupings and LS means analysis of T and DO. LS means are ordered 
from high to low.

Parameter Time Pond Location LS means SE* Groupings
T (°C) After LP mid-pond 21.6 0.8 B

After UP mid-pond 21.1 0.8 B
After LP inflow 20.7 0.8 B
Before LP mid-pond 16.7 0.7 A
Before LP inflow 16.6 0.6 A
Before UP mid-pond 16.6 0.6 A
After UP inflow 15.2 1.4 A
Before UP inflow 13.6 1.4 A

DO (mg L-1) Before LP mid-pond 9.8 0.9 D
Before LP inflow 8.7 0.6 D
Before UP inflow 7.8 1.3 B C D
Before UP mid-pond 7.6 0.4 C D
After LP mid-pond 6.0 0.6 B C
After UP inflow 5.5 1.3 A B C D
After LP inflow 5.4 0.6 A B
After UP mid-pond 3.7 0.5 A

* standard error

pH trends were markedly different in the UP and LP, which was confirmed by the prominent 

pond effect in the LS means analysis (Table 4.2). In the UP, there was a gradual decrease in pH 

until the 3rd week of June - from 7.21 ± 0.08 to 6.94 ± 0.13 – after which it was almost constant 

until 10 August (Fig. 4.1). In the LP, the pH was consistently higher than the UP. At the 

beginning of the season it was an average 7.56 ± 0.05 and sharply rose to 8.36 ± 0.08 on the 28th

of May, immediately prior to the DGE in the UP. The pH in the LP reached a low of 7.07 ± 0.08 

on the 25th of June, then rose to 7.58 ± 0.04, nearly the same pH as at the beginning of the May. 

pH is closely related to photosynthetic activity in aquatic systems (Staehr et al., 2012). The 

duckweed mats inhibit photosynthetic activity of phytoplankton in the water column, causing pH 

to remain relatively low and constant during the season (Zimmo, 2003). 
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Table 4.2. Significance groupings and LS means analysis of pH. LS means are ordered from 
high to low.

Parameter Time Pond Location LS means SE* Groupings
pH Before LP mid-pond 7.8 0.1 C

Before LP inflow 7.7 0.1 B C
After LP mid-pond 7.4 0.1 A B C
Before UP mid-pond 7.3 0.1 A B
After LP inflow 7.2 0.1 A B
Before UP inflow 7.2 0.2 A B C
After UP inflow 7.2 0.2 A B C
After UP mid-pond 7.0 0.1 A

* standard error

4.1.2. Nitrogen

All forms of N were measured from 08 May – 04 July, except for NO --N, which was 

additionally measured during the August dense sampling event. Nearly all of the nitrogen in the 

pond waters was dissolved rather than particulate; therefore, TN and PN were omitted from this 

study. 

TDN increased in both ponds but eventually decreased in the UP between 08 May and 04 July

(Fig. 4.2). In the UP, TDN was higher at inflow sites than in the pond: inflow TDN increased 

from 4.08 ± 0.14 to 7.86 ± 0.37 mg N L-1, while mid-pond TDN increased from 2.98 ± 0.19 to 

5.49 ± 1.01 mg N L-1 on 25 June, but subsequently fell to 1.91 ± 0.41 mg N L-1 by 04 July.

Higher concentrations in the UP inflow were confirmed by the LS means analysis which 

determined that UP*inflow*after concentrations of TDN were significantly higher than at other 

locations (Table 4.3). Higher concentrations of TDN are to be expected at the inflow locations, 

as the field that drains into the UP – Field 58 (Fig. 3.2) - received N fertilizer in both May and 

June of 2014 (259 kg N ha-1) (Table 3.1). In Quebec and Ontario, subsurface runoff through tile 

drainage systems readily carries with it dissolved forms of N (De Jong et al., 2009). 
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Fig. 4.2. Time trends for TDN from May-June. IDW trend-line predictions are shown as lines. 

Table 4.3. Significance groupings and LS means analysis of TDN. LS means are ordered from 
high to low.

Parameter Time Pond Location
LS means
(mg N L-1)

SE*

(mg N L-1) Groupings
TDN After UP inflow 7.8 0.6 D

After LP mid-pond 4.5 0.3 C
After LP inflow 4.4 0.3 B C
Before UP inflow 4.2 0.7 A B C
After UP mid-pond 4.1 0.3 B C
Before LP mid-pond 3.0 0.4 A B
Before UP mid-pond 2.8 0.3 A
Before LP inflow 2.8 0.3 A

* standard error

The same trend in high inflow TDN was not observed in the LP (Fig. 4.2). Though the fields that 

drained into the LP – Field 56, 61, and 64 - were treated with the same amount of N fertilizer as 

Field 58 (260 kg N ha-1), the timing of fertilizer application was earlier in the LP, which has 

serious implications for the amount of nutrient transport in runoff (Carpenter et al, 1998). Smith 

et al. (2007) showed that the nutrient runoff after fertilizer application reduces rapidly as more 

days pass between application and precipitation events. There were no precipitation events 

immediately after fertilizer application on Fields 56, 61, and 64 limiting N loading and runoff 

0

2

4

6

8

10

May Jun Jul Aug

TD
N

, m
g/

L

Date

UP 

eutrophic 
threshold 

0

2

4

6

8

10

May Jun Jul Aug

TD
N

, m
g/

L

Date

LP 

UP duckweed 
bloom event 

mid-pond

inflow

35



into the LP (Fig. 3.4). In comparison, there was a significant precipitation event four days after 

the 19 June fertilizer application on Field 58, which caused increased N loading into the UP.

Concentrations of TDN in the LP at both the inflow and mid-pond steadily increased from May 

to July: from 2.63 ± 0.17 to 4.63 ± 1.94 mg N L-1 at inflow and from 2.61 ± 0.01 to 5.89 ± 0.08

mg N L-1 at mid-pond locations. Despite reduced N loading from fertilizer application, there was 

also less assimilation of dissolved N from macrophytes relative to the UP, as indicated by the 

lack of duckweed and other macrophytes in the LP.

Dissolved nitrogen was mostly NO3-- N (Fig. 4.2 and Fig. 4.3). NO --N concentrations followed 

TDN trends closely and were higher than the Quebec eutrophic threshold limits for TN 1.1 mg N

L-1 (Chambers et al., 2012) between 08 May and 04 July (Fig. 4.3). In both ponds, NO --N
concentration rose at the beginning of June, but by August both concentrations fell below the 

eutrophic threshold limit (Fig. 4.3). In the UP, inflow concentrations were consistently 

significantly higher than mid-pond as confirmed by the LS means analysis (Table 4.4), peaking 

immediately after the DGE at 6.49 mg N L-1 and then falling to 3.11 mg N L-1 by 04 July due to 

N-loading from fertilizer application in late June (Table 3.1). The UP mid-pond measurements 

increased to 4.54 ± 1.11 mg N L-1 immediately after the duckweed event, falling steeply to 0.60 

mg N L-1 by 04 July. In the LP, NO --N was consistently lower than the UP but did not 

experience as sharp a decline in concentration after the DGE, so that by 17 June concentrations 

in the LP were higher than in the UP. LP inflow and mid-pond NO --N did not greatly differ.
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Fig. 4.3. Time trends for the dissolved constituents of nitrogen, NO3
--N from 08 May - 10

August, and TAN and DON, from 08 May - 04 July. IDW trend-line predictions are shown as 
lines. It may be noted that NO3

--N is on a different scale than TAN and DON.

A decrease in NO3
--N throughout the summer is in line with the findings of Weyhenmeyer et al.

(2007) and Heini et al. (2014) studies on a freshwater lake NO3
--N concentrations across the 

summer season. They reported that the reduction in activity is the result of three mechanisms: 

duckweed and other aquatic macrophytes uptake the bio-available NO3
--N; the open-air drainage 
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ditches loading agricultural wastewater into the two ponds dried up by 04 July, leading to 

reduced N loading; reductions in DO inhibit nitrification, causing less TAN to be oxidized to 

NO3
--N. The first mechanism – macrophyte uptake – is the driver of the sharp depletion of NO3

--

N in the UP following the DGE. In a study on N fraction retention in duckweed wastewater 

ponds, Zimmo et al. (2003) found that established duckweed reduced NO3
--N in a pond by 30%. 

Other studies have found that duckweed also depletes DO concentrations, causing reduced 

nitrification (Sartoris et al., 1999).

Table 4.4. Significance groupings and LS means analysis of the NO3
--N and TAN. LS means are 

ordered from high to low.

Parameter Time Pond Location
LS means
(mg N L-1)

SE*

(mg N L-1) Groupings
NO3

--N After UP inflow 6.90 0.40 C
After LP mid-pond 3.70 0.30 B
After LP inflow 3.50 0.20 B
Before UP inflow 3.20 0.40 A B
After UP mid-pond 3.20 0.20 B
Before UP mid-pond 2.10 0.20 A
Before LP inflow 2.00 0.20 A
Before LP mid-pond 2.00 0.30 A

TAN After LP inflow 0.11 0.01 C
After LP mid-pond 0.08 0.01 B C
After UP mid-pond 0.08 0.01 B C
Before LP inflow 0.04 0.01 A B
After UP inflow 0.04 0.03 A B C
Before LP mid-pond 0.04 0.01 A B
Before UP mid-pond 0.02 0.01 A
Before UP inflow 0.02 0.03 A B

* standard error

TAN comprised a smaller fraction of TDN than NO3
--N, and was low throughout the summer 

with an increase during the last sampling event on 04 July. In the UP inflow, concentrations 

remained consistently below 0.10 mg N L-1, while mid-pond they rose to an average of 0.25 ±

0.31 mg N L-1. In the LP, TAN concentrations were below 0.15 mg N L-1 at inflows and mid-
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pond until 04 July, when inflow concentrations rose to an average of 0.46 ± 0.35 mg N L-1. The 

LS means analysis indicated that TAN significantly increased in both ponds; Grouping A 

comprises all measurements taken before DGE (in both ponds) as well as the UP inflow

measurements after the duckweed (due to high standard error of ±0.03), which are significantly 

lower concentrations of TAN than Grouping C which comprises all measurements taken after the 

DGE. The increase in TAN mid-ponds for both UP and LP at the end of the sampling period 

supports the notion that less nitrification is occurring. In the LP where duckweed slowly grew 

throughout the summer and DO concentrations did not drop as sharply as in the UP, it is 

expected that NO3
--N depletion would also occur less abruptly.

DON ranged from 0.4 to 1.2 mg N L-1 in both ponds (Fig. 4.3). In the UP, DON was initially 

higher at the inflow than mid-pond, but concentrations converged as DON decreased in the UP 

and increased mid-pond. In the LP, concentrations were not different between the inflows and 

mid-pond, and had a fluctuating but slight increasing trend from 0.5 to 0.9 mg N L-1. LS means 

analysis indicated no significant differences between treatments (Table 4.5)

Table 4.5. Significance groupings and LS means analysis of DON. LS means are ordered from 
high to low.

Parameter Time Pond Location
LS means
(mg N L-1)

SE*

(mg N L-1) Groupings
DON Before UP inflow 1.20 0.20 A

After UP inflow 0.90 0.20 A
Before LP mid-pond 0.80 0.10 A
After UP mid-pond 0.80 0.10 A
After LP inflow 0.80 0.10 A
After LP mid-pond 0.80 0.10 A
Before UP mid-pond 0.80 0.10 A
Before LP inflow 0.70 0.10 A

* standard error
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4.1.3. Phosphorus

The ponds had high TN:TP ratios, indicating that the systems are P-limited (Hecky and Kilham,

1988). PP was the largest P fraction in both ponds throughout the study period (Fig. 4.4). In the 

UP, inflow concentrations of PP decreased from 0.196 to 0.014 mg P L-1, and increased at mid-

pond sites from 0.03 ± 0.019 to 0.19 ± 0.10 mg P L-1. In the LP, inflow concentrations rose from 

0.02 ± 0.015 to 0.35 ± 0.47 mg P L-1 while mid-pond concentrations remained consistently 

approximately 0.03 mg P L-1.

Fig 4.4. Time trends for TP, TDP, and PP from 08 May - 04 July. IDW trend-line predictions are 
shown as lines. It may be noted that TDP is on a different concentration scale than PP and TP.

Phosphorus is less soluble than N, causing P load to often be particulate in nature (Arheimer and 

Lidén, 2000). The LS means analysis did not find any significant differences in PP 
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concentrations due to the DGE, pond, or proximity to inflow likely due to a higher standard error 

for each treatment (Table 4.6). 

Table 4.6. Significance groupings and LS means analysis of TP and PP. LS means are ordered 
from high to low.

Parameter Time Pond Location
LS means
(mg P L-1)

SE*

(mg P L-1) Groupings
TP Before UP inflow 0.22 0.04 B

Before LP inflow 0.12 0.02 A B
After UP mid-pond 0.11 0.02 A B
After LP inflow 0.10 0.02 A B
Before UP mid-pond 0.08 0.02 A B
Before LP mid-pond 0.07 0.02 A B
After UP inflow 0.06 0.04 A B
After LP mid-pond 0.06 0.02 A

PP Before UP inflow 0.11 0.05 A
Before LP inflow 0.08 0.02 A
After UP mid-pond 0.06 0.02 A
After LP inflow 0.06 0.02 A
Before UP mid-pond 0.03 0.02 A
Before LP mid-pond 0.03 0.03 A
After UP inflow 0.03 0.04 A
After LP mid-pond 0.02 0.02 A

* standard error.

Both ponds also had similar trends for TDP for most of the summer (Fig. 4.5), confirmed by the 

LS means analysis that indicates there were no significant differences between treatments for 

TDP (Table 4.7). In the UP, inflow concentration of TDP decreased from 0.06 to 0.02 mg P L-1,

and mid-pond concentrations decreased from 0.07 ± 0.02 to 0.03 ± 0.01 mg P L-1. In the LP, 

inflow concentration dropped from 0.07 ± 0.01 to 0.03 ± 0.01 mg P L-1, and mid-pond from 0.06 

± 0.0 to 0.02 ± 0.00 mg P L-1.
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Fig. 4.5. Time trends for DRP and DOP, from 08 May - 04 July. IDW trend-line predictions are 
shown as lines.
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As most of the TDP was in the form of DOP, it is unsurprising that DOP had a similar time

trend as TDP (Fig. 4.5). Nearly all the dissolved P was in the form of DOP, and concentrations 

dropped steadily through the study period. In the UP, DOP concentrations dropped from 0.04 mg

P L-1 to below detection limit (0.002 mg P L-1) at both the inflow and mid-pond sites In the LP, 

DOP concentrations had similar dynamics, and dropped from 0.06 mg P L-1 to below detection 

limit (0.002 mg P L-1) at both inflow and mid-pond sites.

DRP concentrations were low in both ponds until the end of July in the LP (Fig. 4.5). The LS 

means analysis indicated that DRP was higher at the UP*inflow after the DGE, but was not 

significantly different at any other locations (Table 4.7). DRP is the only readily bioavailable 

form of P for primary producers, and it has been shown that phytoplankton can quickly and 

efficiently eliminate DRP in small shallow systems, and control the entire regime of short-term P 

retention due to their capacity for rapid P uptake (Reinhardt et al., 2005). 

It was expected that the UP would have a rapid DGE due to increased P available for the UP, as 

it received surface runoff and subsurface flow from the only farm field that was treated with 

inorganic phosphorus fertilizer in 2014 (Table 3.1). DRP loaded into the UP would have fueled 

the rapid growth of duckweed, and any water that did move from the UP to the LP would have 

had low concentrations of DRP. Though DRP concentrations in the two ponds were not 

significantly different before the DGE, PP was higher and there was more flow into the ponds in 

May (Fig. 3.4), suggesting that nutrient loading was occurring in the short-term. 
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Table 4.7. Significance groupings and LS means analysis of TDP, DRP, and DOP. LS means are 
ordered from high to low.

Parameter Time Pond Location
LS means
(mg P L-1)

SE*

(mg P L-1) Groupings
TDP Before UP mid-pond 0.05 0.00 A

Before UP inflow 0.05 0.01 A
Before LP inflow 0.04 0.00 A
Before LP mid-pond 0.04 0.00 A
After LP inflow 0.04 0.00 A
After UP inflow 0.04 0.01 A
After LP mid-pond 0.04 0.00 A
After UP mid-pond 0.03 0.00 A

DRP After UP inflow 0.02 0.00 B
After UP mid-pond 0.01 0.00 A B
After LP inflow 0.01 0.00 A B
Before UP inflow 0.01 0.00 A B
After LP mid-pond 0.01 0.00 A
Before UP mid-pond 0.01 0.00 A
Before LP inflow 0.01 0.00 A
Before LP mid-pond 0.01 0.00 A

DOP Before LP mid-pond 0.04 0.00 A
Before UP mid-pond 0.03 0.00 A
Before LP inflow 0.03 0.00 A
Before UP inflow 0.03 0.01 A
After LP mid-pond 0.02 0.00 A
After LP inflow 0.02 0.00 A
After UP mid-pond 0.02 0.00 A
After UP inflow 0.01 0.01 A

* standard error.

In the LP, the eventual growth of duckweed was not the result of external loading but of internal 

mechanisms. The time trends and LS means indicate an increase in DRP and PP at inflows. All 

drainage inflows had dried out by 04 July and there had been no precipitation events for ten days 

prior to the final sampling day (Fig. 3.3), so it is unlikely to have been caused by DRP loaded in 

from runoff or the subsurface drain flows. A more likely mechanism for P increase is the 
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proximity of LP inflow measurements to the sediment layer. All of the LP inflows are located 

around the shallow edges of the pond, and measurements were taken close to the sediment layer. 

The increase of DRP and PP was driven by late-summer sedimentary P-release, and may have 

induced late-summer duckweed growth.

In shallow freshwater systems, P-release from inorganic nutrient cycling mostly occurs in the 

sediment and sediment-water interface (Pace and Prairie, 2005). Inorganic P is often found 

bound to iron (III) oxide in freshwater, which is an insoluble form of iron that is precipitated into 

the sediment. However, under anoxic and reducing conditions, iron (III) oxide is reduced to iron 

(II) oxide which causes a release of iron-bound P from the sediments into the water column 

(Mortimer, 1941). The steady decline in dissolved oxygen, higher concentrations of DRP, little 

to no discharge and flow into the LP, as well as high pH levels (Gao et al., 2012) at the inflows 

indicate that P was being slowly released from the sediment and being made available to 

macrophytes as conditions became more anoxic at the sediment-water interface. This trend may 

have continued throughout July and led to the increased presence of duckweed in the LP. 

4.3. Spatial analysis

Spatial analysis was completed on each parameter for both sampling events (Fig. 4.6) with 

Nugget and sill parameters noted in Table 4.8. The positive nugget of all the semivariogram 

models produced during kriging interpolation can be attributed to the variability arising from 

changing concentrations of parameters during the sampling period, as well as to measurement 

error (Table 4.8, Table 4.9). Example semivariograms are presented for pH mapping events in 

the LP (Fig. 4.7), in section 4.3.2.
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Fig 4.6. Spatial predictions of temperature, pH, dissolved oxygen, and NO3
--N during two dense 

sampling events. The upper pond (UP) is displayed above the lower pond (LP) for each sampling
event and predicted parameter.

4.3.1. Temperature

Kriging interpolation of the grid sampling was completed, and revealed that the pond 

temperature was variable in June, but relatively homogeneous in August (Fig. 4.6). In the UP in 

June T was consistently between 18-22 oC but had two distinct areas of temperature likely related 

to pond bathymetry. In the LP, temperatures varied in June, ranging from 18 oC at the East edge 

to greater than 26 oC at the West edge. In August in the LP, T was between 22-24 oC throughout 

the pond. T mapping closely predicted values at the 12 buoy locations ('x' marks on Fig. 4.1).
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The semivariogram parameters attest to strong spatial dependence for T in June, with nugget:sill 

ratios of 0.10 and 0.16 for the UP and LP, respectively (Table 4.8). The nugget:sill ratio 

increased in the UP to 0.76 in August, and was unavailable in the LP due to a sill of zero, 

attributed to a lack of spatial structure. This suggests that spatial dependence was reduced 

throughout the summer for temperature, which can be seen in the homogeneity of the maps in 

August. 

Table 4.8. Semivariogram parameters for spatial grid sensing events of dissolved oxygen, 
temperature, and pH

Dissolved Oxygen Temperature pH
Range Nugget Sill† N/S†† Range Nugget Sill† N/S†† Range Nugget Sill† N/S††

June

UP

LP

N/A* N/A* N/A* N/A* 4.98 0.091 0.93 0.10 3.6 0.0 0.01 0.0

N/A * N/A* N/A* N/A* 94.55 2.95 18.7 0.16 83.92 0.033 0.24 0.14

Aug.

UP

LP

** ** ** ** 3.9 0.23 0.30 0.76 36.65 0.006 0.01 0.60

8.05 0.410 0.6 0.68 102.7 1.36 0 N/A 6.28 0.003 0.012 0.25

† Partial Sill.
†† Nugget/Sill.
* Data unavailable due to sensor calibration error.
** No spatial structure due to all concentrations below detection limit. All DO values were 
measured as 0.0 mg L-1 in the August UP sampling event.

4.3.2. pH

In the UP, pH had slight but significant spatial dynamics, remaining between 6.7-7.3 in June and 

7.0-7.6 in August. pH had a wider range in the LP – during the June event, pH ranged from 

greater than 7.9 to between 7.0-7.3, decreasing from West to East (the direction of flow). In 

August, pH ranged from 7.3-7.9, with higher pH at inflows and the edges of the pond. As was 

the case for temperature, the semivariogram parameters for pH attest to strong spatial 
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dependence in June, with Nugget/sill ratios of 0.0 and 0.14 for the UP and LP, respectively 

(Table 4.8). The Nugget/sill ratio increased in the UP to 0.60 and 0.25 in the LP in August, 

indicating reduced spatial dependence of pH over time. The reduced spatial dependence of pH is 

striking in the semivariogram structures, which show that the sill was greatly reduced in the 

August mapping event (Fig 4.7).

Fig. 4.7. Semivariogram models for LP mapping events in (a) June and (b) August.

Duckweed stabilizes and lowers pH beneath it due to the inhibition of photosynthetic activity 

within the water column and reductions in gas-exchange (Brix, 1994). This led to reduced spatial 

dependence in both ponds, with a more pronounced reduction in the UP. In the UP, pH was low 

and did not vary spatially in either mapping event. By contrast, pH in the LP where duckweed 

did not cover the pond exhibited more pronounced spatial patterns – especially evident in the 

August event in which pH is higher near inflows and around the edges of the pond. The high pH 

attests to photosynthetically active areas where gas exchange could occur, and where nutrients 

are loaded into the pond (Zimmo, 2003). 

The pH maps indicate that in the UP, 1-2 sampling locations could effectively capture the spatial 

pH dynamics in the pond. By comparison, the LP is more spatially heterogeneous and based on 

the two mapping events would require up to five sampling locations to capture the pH spatial 

(a) (b)
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dynamics completely, necessitating sampling points placed at the inflows and in the middle of 

the pond. 

4.3.3. Dissolved Oxygen

In the UP, DO concentration was measured as 0.0 mg L-1 at all points and there was no spatial 

structure (Fig. 4.6). In the LP, DO concentrations ranged from greater than 6.0-10.0 mg L-1. The 

higher DO concentrations were at the West edge of the pond, where water from the UP entered 

and where duckweed had not covered the surface. By August, duckweed had covered 

approximately 60% of the LP, largely at the North and East edges and spreading into the middle 

of the pond. Spatial mapping performed well in predicting concentrations at all buoy locations 

(see x’s on Fig. 4.1). Despite a relatively high Nugget/sill ratio (0.67) suggesting weak spatial 

dependence for DO, there are two key areas in the LP in August with different DO 

concentrations – one large and less oxygenated area in the main body of the water, and one 

highly oxygenated area near two of the inflow locations. Based on this map, two sampling points 

placed in the centers of these areas would be adequate for capturing the spatial heterogeneity of 

DO in the LP. In the UP – after the duckweed onset – one sampling location would be adequate.

4.3.4. NO3
--N

In both ponds, NO3
--N activity was high in June and greatly reduced in August. In the UP in June 

there was higher NO3
--N activity near the inflow location, ranging from 3.0-4.0 mg N L-1 as

compared to the rest of the pond, where values ranged from 2.0-3.0 mg N L-1. In the LP in June, 

there were higher concentrations towards the outlet and East side of the pond (from 3.0-4.0 mg N

L-1) and lower concentrations (2.0-3.0 mg N L-1) at the West side of the pond, where water from 

the UP was entering via a culvert. In both ponds in August, NO3
--N activity was <1.0 mg N L-1.
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The semivariogram parameters for NO3
--N attest to moderate spatial dependence in June with 

nugget:sill ratios in of 0.44 and 0.63 for the UP and LP, respectively (Table 4.9). The ratio rose 

in August for the UP to 0.60 and fell in the LP to 0.0. However, the reduced nugget:sill ratio in 

the LP is likely a result of a lack of spatial dependence rather than the presence of it, as mapping 

illustrated that NO3
--N activity was consistently below 1.0 mg N L-1 in August.

Table 4.9. Semivariogram parameters for spatial grid sensing events of NO3
--N.

NO3
--N

Range Nugget Sill† N/S††

June

UP

LP

56.90 0.15 0.34 0.44

64.41 0.46 0.73 0.63

August

UP

LP

40.88 0.0003 0.0005 0.60

6.28 0.0002 0.0002 0.0

† Partial Sill.
††Nugget/Sill.

As the outputs for both ponds dried out by 04 July, the NO3
--N in the ponds either underwent 

denitrification and was reduced to a gaseous form, or was taken up by macrophytes. In the June 

mapping event, it was expected that higher concentrations of NO3
--N would occur closer to the

inflow loading sites of the system – especially in the UP where the time trends indicate higher 

input concentrations. Despite a higher concentration of NO3
--N closer to the input, overall there 

was a lack of strong spatial structure for NO3
--N in the pond. It is likely that the NO3

--N rich 

water loaded from the input was immediately diffused and taken up by the duckweed in the small 

pond. The input is also separated from the pond water by a 5-m buffer of emergent aquatic 

vegetation, and water within that buffer was not mapped as it was inaccessible by boat – thus, the 
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water nearer to the inflow was not mapped. It is likely that the NO3
--N was higher there, and 

measuring it would have shown more spatial structure in this pond.

Spatial mapping adequately predicted concentrations at all buoy locations (see 'x' marks on Fig. 

4.1). Based on these results, two sampling locations for each pond would be adequate for 

capturing spatial dynamics of dissolved NO3
--N.
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5. Summary and Conclusions

Based on the study completed, the following conclusions were drawn:

1. The rapid onset of duckweed is driven by a combination of factors including pond depth 

and increased bio-available P. Duckweed cover can dramatically reduce spatial structure 

of pH, NO3
--N, and DO.

2. Within a summer, dissolved inorganic fractions of nitrogen, particulate phosphorus, 

dissolved oxygen, and pH were shown to significantly vary in space and time. Dissolved 

forms of P did change through time, but proximity to inflow sites did not change 

concentrations and dynamics, likely due to low initial concentrations at inputs and rapid 

uptake by macrophytes and phytoplankton.

3. Dense spatial mapping of NO3
--N, DO, T, and pH can be used to determine

representative sampling locations for temporal monitoring schemes that capture spatial 

variability with the fewest number of points by defining the locations likely to represent 

the range of concentration or values for a target parameter. A combined use of maps –

especially pH and DO – can indicate nutrient loading sites. However, manual sampling is 

not a practical method for collecting water quality samples at high spatial resolution; 

emphasis must be placed on automated sensing platforms that can take measurements 

more quickly and can reach hard-to-sample areas.
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Appendices

A. R-Code for statistical analysis of the Nested Factorial Model design

#Housekeeping
file.names <- dir(path, pattern ="/C:/data/all_files.csv")
libraries(LSmeans,multcompview,MASS)

# For loop to iterate through all parameters
for(i in(file.names)){
infile <- paste("C:/Users/…/R_wd/Stats/ANOVA/",i,sep="")
mydata <- read.csv(infile)
names(mydata)[names(mydata)=="time"] <- "time"

#myvars is a list of all variable names
myvars= names(mydata[5:8])

# sub-sample data for statistical comparison
mydata <- mydata[which(mydata$Day!= "95"), ]
mydata <- mydata[which(mydata$Day!= "28"), ]
mydata <- mydata[which(mydata$Day!= "58"), ]
subdata = mydata[myvars]
subdata = na.omit(subdata)
attach(subdata)

# Consider parameters as factors, not numerics
# “pond” var: either ‘UP’ for upper pond or’ LP’ for lower pond
pond <- as.character(pond)

# Changing “pond” variable values from strings to a numeric  binary value 
pond[pond == "0"] <- "UP"
pond[pond == "1"] <- "LP"

# “location” var values ‘Input’ for measurement near inputs, or ‘Mid’ in pond middle 
location <- as.character(location)

# Changing “location” variable values from strings to a numeric  binary value 
location[location == "0"] <- "Input"
location[location == "1"] <- "Mid"

# “time” var values ‘Before’ for measurements before duckweed bloom, or ‘After’ for after
time <- as.character(time)
# Changing “time” variable values from strings to a numeric  binary value 
time[time== "0"] <- "Before"
time[time== "1"] <- "After"
pond = factor(pond, c("UP","LP"))
time= factor(time, c("Before","After"))

# Model location nested in pond with threeway interaction
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Model <- glm(subdata[[1]]~pond + pond/location + time + 
time*pond/location,na.action=na.omit)

print(summary(Model))
print(step(Model, direction="both"))
writeLines(paste("pairwise differences using tukey's adjustment for",names(subdata[1])))

# Create var “LS.stored” to store outputs of LS means analysis on the model
LS.stored <- LSmeans(Model, cld~time:pond:location, adjust ="scheffe")
summary(LS.stored)
print(LS.stored)

#print LSmeans box/whisker plot   
dev.new() 
print(plot(LS.stored,xlab=paste(c("LS means of",names(subdata[1])))))

detach(subdata)
rm(list=ls())

}
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B. USV design and testing

B.1. USV system design

Water quality monitoring can be expensive, laborious, unrepresentative, and often impractical 

with current standard methods. This is especially true of spatially heterogeneous and difficult-to-

monitor freshwater bodies such as rivers, streams, and catchments. To address these challenges, 

an Unmanned Surface Vehicle (USV) capable of carrying diverse sensor payloads was designed 

and preliminary range testing was completed. The complete system comprises: (a) ground 

station for data logging and user inputs for navigation, (b) a USV, and (c) a sensor platform (Fig. 

B-1). The construction and design of the USV was led by Dr. Luan Pan, while the construction 

and design of the sensor platform was led by Dr. Abdul Mannan.

Fig. B-1. Layout of overall system depicting (a) ground station, (b) USV and components of 
automated navigation, and (c) sensor platform.
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The USV is a retrofitted RC boat with a 125 A water-cooled Electronic Speed Controller (ESC) 

for thrust and a 1604 kV brushless servo motor for direction control (Fig. B-2). The vehicle is 

equipped with an Arduino microcontroller, handheld GPS (eTrex, Garmin Industries, Lenexa, 

Kansas, USA), and wireless RF radios for data and position logging. The USV is capable of 

manual and automated modes of operation - in manual mode, the platform is controlled via 

remote control; in automated mode, the platform can be instructed to automatically sample at 

multiple locations. Range tests indicate that the platform can operate in manual mode from up to 

350 m away, and in automated mode from up to 1980 m away (limited by the communication 

range of the wireless RF radios).

Fig. B-2. The brushless V-hull remote control 
boat, towing an earlier sensor platform design.

Specifications for the remote control boat:
Length: 1000 mm 
Width: 300 mm 
Height: 270 mm 
Weight: 2.6 kg 
Motor: 36-60 size 1604 kV water-cooled 
brushless
ESC: 125 A water-cooled

The sensor platform comprises two waterproof housing units. One unit contains a GPS module 

(PMB-688, Digi-Key Electronics, Thief River Falls, MN, USA) and a PIC (18F45K22, Digi-Key 

Electronics, Thief River Falls, MN, USA) microcontroller-based circuit for the measurement of 

dissolved oxygen (Fig. B-3). The other unit contains a power supply and wireless RF radio that 

sends sensor and GPS data to the ground station.

67



Fig. B-3. The circuit diagram for the PIC microcontroller and a single DO sensor aboard the 
sensor platform.

The ground station comprises a laptop computer with a customized LabVIEW interface

(National Instruments, Austin, TX, USA) that allows for user-input for navigation and data 

logging (Fig. B-4). In manual navigation mode, the user interface (UI) logs coordinate data from 

the USV in a text file, and displays the path of the vehicle in a graphical interface. In automated 

mode, the user additionally is able to enter a target set of coordinates for the USV to move 

towards. Currently, if a user wants to enter another target coordinate, they can enter another set 

of coordinates through the UI once the USV is within a customizable distance to the target 

location. Future work will be completed to allow a user to enter multiple points right away and 

have the USV move through the listed locations automatically.
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Fig. B-4. The front panel of a LabVIEW user interface for automated navigation and data 
collection
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C. AST range test

One strength of a low-cost USV that can carry diverse sensor payloads is that it can be used to 

test various water quality instruments and sensors. The USV presented here was used to test a 

temperature and depth sensor based on an Acoustic Sensory Telemetry (AST) system. 

AST systems are the combination of water quality sensors and acoustic telemetric tags for the 

measurement of water quality contaminants. Acoustic telemetric tags are a common method of 

studying the movement, location, and behavior of underwater organisms – the tags are typically 

attached to an organism and send data to a submerged receiver via supersonic acoustic pulses 

(Fig. C-1). With the addition of sensors, the tags provide a unique way in which to conduct in-

situ measurements and monitoring of the physico-chemical properties of water. Currently, there 

are only temperature and depth sensors on the market, but new sensors are being designed to 

measure pH, DO, various heavy metals and nutrients, and even organic compounds. Due to the 

small size of the sensors and capacity for in-situ measurements, these tags have potential 

applications for wide-scale monitoring non-point source pollution and various contaminants, and 

can be deployed attached to an organism or a USV.

Three tags of different sizes were tested on land (Table C-1) and in water (Table C-2). The range 

was significantly reduced on land, as supersonic frequency acoustic waves can be highly 

distorted out of water. The range for the three tags when tested underwater increased with tag 

size due to increased power available in larger tags. 

Table C-1. Communication range for AST tags out of water.
AST tag range (m)

V7 (A69-1601-31512) 0.06
V8 (A69-1601-31513) 0.22

V16 (A69-9001-27179) 0.60
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Table C-2. Communication range for AST tags in water.
AST tag range (m)

V7 (A69-1601-31512) 63
V8 (A69-1601-31513) 149
V16 (A69-9001-27179) 170

Fig. C-1. The V16 coded tag provided by Vemco for acoustic sensory telemetry testing.

Length: 54 mm
Diameter: 16 mm
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