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Abstract

The Lamé polynomials naturally arise when separating variables in Laplace~s equation in

elliptic-spherical coordinates. The products of these polynomials form a class of spherical harmon

ies, which are the joint eigenfunctions of a quantum completely integrable system of commuting,

second-order differentiaL operators Po = dsN ~ P2, ..., PN-1 acting on GOlO (SN). These operators

depend on parameters and thus constitute an ensemble.

In the main result presented in this thesis, we compute the limiting mean leveL spacings distri

bution for the zeroes of Lamé polynomials in various thermodynamic, asymptotic regimes. We give

results both in the mean and pointwise, for an asymptotically full set of values of the parameters.

As an application, we compute the limiting level spacings distribution of the zeroes of Van Vleck

polynomials.
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Résumé

Les polynômes de Lamé interviennent de façon naturelle lors de la séparation des variables,

en coordonnées elliptiques-sphériques, de l'équation de Laplace. Les différents produits de ces

polynômes forment ainsi une sous-classe d'harmoniques sphériques. De plus, ces produits peu

vent être aussi utilisés pour décrire les fonctions propres d'un système quantique, complètement

intégrable, d'opérateurs différentiels du second ordre Po = ~SN, P2 , •••,PN-l définis sur coo(SN).

Ces opérateurs dépendent intrinsèquement d'une certaine famille de paramètres, et constituent

donc un ensemble, que l'on appelle ensemble de Lamé.

Les résultats principaux présentés dans cette thèse consistent à calculer le niveau moyen

d'espacement de la distribution des zéros des polynômes de Lamé pour différents régimes therm~

dynamiques. Nous donnons les résultats sous forme de limite ponctuelle et de limite en moyenne,

pour un sous-ensemble des paramètres de mesure asymptotiquement 1. Enfin, nous appliquons des

techniques similaires afin de calculer le niveau moyen d'espacement limite pour la distribution des

zéros des polynômes de Van Vleck•
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• INTRODUCTION

acting on coc(SN). Here, S:! denotes the k-th elementary symmetric polynomial in the Q param

eters with Qi and Qj deleted. ft is easy to check that

(i) Po = âSN,

(ii) [Pit Pj ] = 0 for ail i,.j = 0, ...,.N - L

Consequently, the Pi's form a QCl depending on the parameters ao, ..., QN and thus constitute an

ensemble.

Since the Pi's are jointly elliptic, they possess a Hilbert basis of joint eigenfunctions. ~Ioreover,

since Po is just the constant curvature spherical Laplacian,. these eigenfunctions form a class oC

spherical harmonies, the so-called generalized Lamé harmonies. In our main result (Theorem 3.1

in Chapter 3), we derive asymptotic formulae for the level spacings distribution of the zeroes of

these spherical harmonies.

To describe our results in more detail, we begin by noting that in terms of appropriate (see

Chapter 1) parameterizing coordinates CUlt ..., '/LN) E (ao, ad x ... x (aN-ltON) on SN .. and up ta

constant multiples, the joint eigenfunctions of Po, ..., PN-1 can he written in the form:

N N

#1(Ul, ...,UN) = II II(ui _Q,,)/3~/2 •"'(ui)'
j=l,,=O

Here, tP is a polynomial, and {J = (Po, •.• ,PN) is a multi-index with (J" E {O,l}, v = O••••,N.

Furthermore, the function tPCx) := I1~oCx- 0,,)/3.,/'1 - ",(x) is a solution of the generalized Lamé

equation

(0.3)

•

where, CCx) is a polynomial of arder N -1 depending linearly on the joint eigenvalues Ào't ••-, ÀN-l

of the operators Po, ..., PN-1- When 13 = 0, the solutions tP(x) are called Lamé polynomials and

the corresponding CCx) are called Van Vleck poCynomials.

Consider

{
(k) (k)}ECk):= "'1 ,...,tPj(k) ,

the set of Lamé polynomials of degree k. By the standard theory of spherical harmonies [WW1

and the faet that the corresponding Lamé harmonies form. a Hilbert hasis,. we know that j(k) =
(N+k-l)r (k) O(k) d h C al) h - (k) hu(N, k) := k! tN-1)!· Let 0i.l < -- - < i.k enote t e re zeroes of t e polynoInlal, tPi 't W ere

i= l'_..tu(N,k) •
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lNTRODUCTION

theorems. namely the Heine-Stieltjes Tbeorem [Sz} concerning the distribution of the zeroes of

Lamé polynomials, and an analogous result due to G. Shah [Sh3) about the distribution of the

zeroes of Van Vleck polynomials.

In Chapter 4. we apply similar techniques to those in Chapter 3 to compute the limiting

level spacings distribution of the zeroes of a Van Vleck polynomial. The results are presented in

Theorem 4.1.
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Quantum integrable systems

In this first chapter~ we introduce the classical Co Neumann problem on the N-sphere SN 0

We then show how this system can be integrated at the quantum level by exhibiting a family of

commuting differential operators acting on C OO (SN) 0 We then apply similar arguments to integrate

the motion of a free particle on SN both at the classical and the quantum level.

1. Integrable HamiltonÎan systems

In classical mechanics. one can describe the motion of a particle in the Euclidean space RN in

terms of the Hamiltonian equations:

•

where x = (Xl. o"~ XN) E RN. ~ = (c;l ~ 000. ÇN) E ]RN. The smooth function H = H(x. ç) defined on

some open domain in ]R2N is called the Hamiltonian function.

More generally~ let (!vI2N ,w) be a symplectic manifold. That is~ AtI is a smooth manifold of

dimension 2N and~ w~ a non-degenerate~ closed 2-form on lvI. Under the identification

J : r lvI - T kIt

defined by requiring that for aIl v E TkI, w(J(8)~v) = -9(v)~ one associates to a function H E

COCl(lvI) the vector field }(H := J(dH). In analogy with the local case above~ we cali H the

Hamiltonian function and~ X H ~ the Hamiltonian vector field.

The Poisson bracket {F, G} of two functions F, G E C OC (lvI) is defined to be:

{F,G} := w(J(dF),J(dG».

Since the commutator [XF,XcI := XFXC - XCXF is again a differentiaL operator of the first

order generated by the Hamiltonian {E:Gh Le. [XF,XcI = X{F,C}, the Hamiltonian vector fields

form a Lie algebra. It is this Lie aIgebra which is the main abject of study in classical mechanics.

In terms of local Darboux coordinates (see [Ar}), X = (Xl, ' ••,XN), ~ = (C;l, •••,ÇN)~ the sym

plectie forro. is just w = ~1 dÇi A. clxi , whereas the Poisson bracket and the Hamiltonian vector

5



• 1. INTEGRABLE HAMILTONIAN SYSTEMS

field are given by
N

{F:G}=~(8F8G _8F8G)
? LJ 8x·8c . 8~.8x· '

i=l '" ~l l l

and,

N (8H 8 aH 8)
XH = E 8c. 8x. - ax· 8c. .

i=l ~l l l ~l

Consequently, the fiow of XH is governed by the Hamiltonian equations

6

. aH
x·--

l - 8Çi'

•

A non~constant function FE COCl(kI) is said to be an integral if XH(F) = {F?H} = o. This

is equivalent to saying tbat F(x(t),ç(t» is independent of t, i.e. F(x(t)?~(t» is constant along the

integral curves of XH. In general. the existence of one or more integrals can be used to reduce the

order of the system, and hence bring it to simpler one. Consequently. the knowledge of integrals

is of interest.

Definition: A Hamiltonian system (l't'l,w, H) is said to be completely integrable if it possesses N

integrals Fl = H, Fz, ... ,FN satisfying the two conditions

(i) {Fi,Fj } =0 fori,i=l, ...,N?

(ii) dF1, ...,dFN are linearly independent on an open dense subset in kl.

Functions satisfying (i) and (ii) are said to be in involution.

For an integrable Hamiltonian system (kl?w?H), the vectOl"" field XH is clearly tangent to the

submanifolds

kle: = {(X,ç) E}'-l: Fl = Cl, •••?FN = CN }?
where c = (Cl, •.•?CN) is a regular value of the function F := (Fit ...?FN). In other words, these

suhmanifolds are invariant under the fiow generated by X H • Thus, the fibers of Fare foliated into

N~dimensional invariant submanirolds. According to a theorem of V. L Arnold [Ar}? such a leaf

is necessary a toros TN provided it is compact and connected. ~Ioreover, in a neighborhood of

such a compact leaf the structure of an integrable system is particulary simple. Indeed. one can

introduce symplectic action~anglevariables 81, •••• 8N? [l, •••, [LV? in terms of which the Hamiltonian

equations become

One can then solve this system of equations by simple quadrature.
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(1.5)

•

Here, S denotes the generating function of the canonical transformation (u, ç) ~ (v, TI) that satisfies

the differential equations
as as.

çj = -8' Vi = ~, J = 1, ..., lV.
Uj Vllj

In fact, Neumann computed e.xplicitly the e.xpression of S (see [Mol). He obtained

1 N lUi fCiW
S{U,TI) = 2{; 0 V-A(;)dz,

where Q(z) = zN + 211OZN- 1 +·.·+2T1N and A(z) = rr~o(z-ctv).

Undel' the canonical transformation induced by S, the Hamiltonian function takes the ele

mentary fonn H = TIlt whereas the equations of motions are now governed by the Hamiltonian

system

th = 6n , J1i = 0 fol' i = 1, ..., N.

Consequently, the functions l1lt ..., TIN yield N integrals, which are clearly in involution. Al

though Neumann proved the complete integrability of the system, he did not arrive at the algebraic

expressions in tel'IDS of x and ç of the integrals'71, ..., TIN. In ordel' to do this, we will now considel'

the following approach of Moser [Mo}.

Ta show that the C. Neumann is eompletely integrable, Mosel"' eonsidered the following ex

tended Hamiltonian system on T-(lRN +1):

{
~(x, ç) = ~ ~~o avX; + ~ [Ixl21çl2 - (x, ç)]
Xi = H~.t Çi = -Br.

This system has the integrallxl2 sinee it is invariant undel' the sYmplectic transfol'mation (x,ç) ~

(x,ç + 2xs) generated by Ix12 • Therefore, one can reduce (1.5) by this integral. We denote by G

the isotropy group induced by the action (x,ç) 1-+ (x,ç +2xs). To form the quotient manifold

M:= {(X,ç) E R2N+2
: Ixl2 = 1}/G,

we single out the point x on the Une x + tç fol"' which (x,.ç) = o. As a result, we obtain that if is

diifeomorphic to the manifold kl with

~l = {(X,ç) E R2N+2 : Ixl2= 1, (x,ç) = o}.
Note that, ~l cao natUl"'ally he identified with the cotangent bundle of the N-sphere, i.e. l'If =
r (SN). In ordel' to derive the Hamiltonian system obtained by reducing (1.5) to j\.[, we put

HM = H - A(Ixl2 -1),
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Here~ S.f(u) denotes the j-th elementary symmetric polynomial with Uk omitted.. The potential

functions \-j E Cca(SN) are given by the local formulae

3. The quantUD1 C. Neumann system

We follow h~re the presentations of O. Gurarie [CI and J. A. Toth (T1I~ [T2] to integrate the

C. Neumann system at the quantum level. That is, we construct N pairwise commuting, partial

differential operators on L2(SN) , which in turn commute with the respective quantum Hamiltonian.

The quantum Hamiltonian associated to H is given by

1i = -Âo + VQ(x), (Ii = 1),

acting on the dense subset Cca(SN) of L2(SN). Here, VQ(x) := (Ax,x), and Ao denote5 the

Laplacian associated to the metrle 90 as defined in previous section. Note that, Â o is simply the

constant curvature Laplacian on SN.

First, we present the approach of O. Gurarie [CI. His procedure is rather straightforward;

it consists of associating to the c1assical observables lo,...~ IN constructed by ~Ioser, the partial

differential operators

v = 0, ...,N. (1.10)

As for the c1assical case~ the Ct- weighted sum of the operators yields the quantum Hamiltonian,

Le.

(1.11)

and also, E~o:Fv = Ixl2 = l, for x E SN. To see that this gives a complete integrable system, it

then suffices to restrict the operators :Fv originally defined on the extended Hilbert space L2(RN+L)

to L2(SN). The proper commutation relations

[.ri,Ffl = 0, for i,j = 0, ...~ IV.

are verified by direct computation.

Another approach, though less transparent, was given by J. A. Toth [T1I, [T21. To show that

the quantum C. Neumann on SN is completely ïntegrable, he first considers the functions

•
(1.12)
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where, the 9j denotes the underlying metric defined in (1.9). As a consequence of (1.7), the Pj

extend to smooth, strictly positive functions on SN. He then constructs the partial diJferential

operators

i=O,u.,N - 1. (1.13)

for which he verifies the required commutation relations ['Pi, 'Pj ] = o. Note that, in the special ease

where j = 0, po == land hence, 'Po =?i. Therefore, the given system is quantum integrable.

One of the mast important features of this quantum system resides in its spectral aspects.

Indeed, by seeking joint eigenfunctions of the form nj~l t/J('Uj), where Ut, ...,UN denote the elliptie..

spherical coordinates on SN, Todl obtained, after separating variables, the following remarkable

property. Namely, such eigenfunctions may be found by solving the single ordinary ditrerential

equation

(1.14)

The separation constants "'0, H.'"'N-1 are exactly the joint eigenvalues ofthe operators 'Po, .••, 'PN-1.

As we will see in the next chapter, the last equation is a natural generalization of Lamé ditrerential

equation.

4. The Cree particle on SN

Let us now eansider the motion of a particle on the sphere SN subject to no force. This can be

viewed as the motion of a '"Cree" particle moving on SN. The corresponding Hamiltonian system

is then given by

{
Xv = H{.,., ~ = -H:=.,. for v = 0, ...,N,

H(x,~) = !1~16, x E SN, ç E RN +1,
(1.15)

(1.16)

•

where, as before, 110 denotes the standard metric on T*(SN). Using similar methods as those

developed by ~Ioser to integrate the C. Neumann system (see section 2), one cao show that this

system is completely integrable. Indeed, the following Hamiltonian system

{
Xv = H{", ~ = -Er" for v = 0, ...,N

H(x,~) = ! (Ixfl lçl6 - (x,ç)2.), xE RN+t, ~ E RN+l

on T*(RN+l) is, when restricted to T-(SN), equivalent to the system (1.15) defined above. One

can then construct, for given parameters Qo, •..,aN with 0< ao < ... < aN, N + 1 integrals given
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(L17)

As in the case of the C. Neumann system, for x E SN, only N of the integrals in (1.17) are

independent since they satisfy the equation 2::=0 li = o. Moreover, the Hamiltonian function H

is given by

1 N
H=2"L Q vfv.

v=O

lt is easy to check that fa, ••., f N are in involution, and sa the system (1.15) is completely integrable.

Next, we integrate this system at the quantum level by considering the second-order partial

differential operators given by

k = O, ...,N -1, (1.18)

acting on COQ(SN). Here, S~ denotes the k-th elementary symmetric polynomial in the Q param

eters with Qi and Qj deleted. Direct computation shows that

(i) 'H. = aS" = Po~

(ii) [Pi, Pj} = 0, for aIl i,j = 0, ..., N - 1.

In other words, the operators Po, ..., PN-l form a QCI system.

Since the P/s are jointly elliptie, they possess a Hilbert basis of joint eigenfunctions. Also,

since Po is just the constant spherical curvature Laplacian on SN, these eigenfunctions form a class

of spherieal harmonies, the so-caUed generalized Lamé harmonies. To describe these harmonies in

more detail, we proceed in a similar fashion as in the case of the C. Neumann system. Let Ult •••• UN

be elliptic-spherleal coordinates and eigenfunctions of the form 'P(Ul,.", UN} = II~l .,p(Uj). The

eigenvalue equation for the Laplace operator becomes

(1.19)

where U(x) = rr::o(x-Qv).

Substituting the ansatz for Cf' ioto (1.19), we get that the function .,p(x) must satisfy the

ordinary differential equation

•
(1.20)
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•

where the separation constants ~Ot •••, ÀN -1 are the joint eigenvalues of the partial differential

operators POt •••t PN-1 defined above. Equation (1.20) is the well-known generalized Lamé equation.

It will be the subject of the second chapter of this thesis, where we give a complete and detailed

study of it•
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CHAPTER 2

The Lamé differential equation

We DOW turn our attention to the study of the differential equation (1.20) satisfied by the

joint eigenfunctions of the QCI system introduced in the first chapter. We follow the presentation

of Whittaker and Watson [WWl where this equation is introduced via the theory of ellipsoidal

harmonics. We then describe two important results about the zeroes distribution of two classes

of polynomials associated to differential equation of Lamé's types, namely the Stieltjes and Van

Vleck polynomials.

1. Introduction

In his classical treatise on heat conduction in an ellipsoidal body, G. Lamé [LI was led to

consider the class of homogeneous, harmonie polynomials on !RN+l that vanish on a family of con

focal quadrics, the ~calledellipsoidal harmonics. There is an analogous construction of spherical

harmonics that we will now describe.

Pick a set {oo, ... ,aN} of positive real constants, aU distinct, and ordered in increasing order.

Define, for sorne real parameter (J, the diagonal matrix A9 = diag((J -(0)-1, ... ,«(J -aN)-l).

The problem then reduces to finding, for any positive integer k and any multi-index {3 = ({30, ••• , (3N)

E {O, 1}N+1, k real numbers Olt ...,(Jk for which the Niven's functions

k

!(J(X) = X{J II(A9j X,X),
j=l

(2.1)

•

are solutions of Laplace's equation â(ffJ) = o. The restriction of the ffJ 's to SN yield an important

class of spherical harmonies: the generalizec! Lamé harmonics. As we shaH see later, they form a

complete basis ofL2(§N). In addition, these functions are, up to a constant, the joint eigenfunctions

of the operators PO't"--'tPN-L considered in Chapter L

Clearly, the [(J(X) vanish on a family of confocal cones. Moreover, arter the substitution of

the ansatz ioto Laplace'ts equation, a straightforward computation shows that the relevant Oj are

14
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obtained as solutions of the equations

NIN 2(3v 4
L8--a +L O-- a +L8--0- =0 for i=l•...• k.
v=0 J " u=0 J v i:;:'i J l

(2.2)

In the literature. these equations are commonly referred as the Niven's equations (see [KMI.

[WW1).

Consequently, if we denote the solutions of (2.2) by 01 • •••• Ok. it is not hard to see that the

functions

N k

,p(x) = II(x - a v )P,,/2 fI(x - 0i)' (3" E {O.l},
u=0 j=1

(2.3)

are solution of the second order differential equation

N cP1/; 1 N d1/JII (x - av) dx2 + 2L fI (x - op) dx + C(x)1/; = o.
u=0 u=0P:FV

(2.4)

where CCx) is a polynomial of degree N - l that we compute explicitly in the next section. This

equation is known as the generalized Lamé differential equation.

In the special case where the multi-index (3 = 0, it follows that the k-th degree polynomial

tP(x) = II;=1 (x - 8i ) is a solution of Lamé equation. These are known as Lamé polynomials. In

our main result (Theorem 3.1 in Chapter 3), we compute the limiting level spacings distribution

of the zeroes of these polynomials in various thermodynamic. asYmptotic regimes.

2. Separation of variables and eigenvalues

(2.5)v = O. 1• .•.,N.

We now restrict our attention to the N-sphere SN. As we mentioned in Chapter 1. the

Cartesian coordinates xo, ...,:rN of JR..N+1 are given in terms of the elliptic-spherical coordinates

U = (Ul" ••,UN) E (ao,at) x ... x (ON-haN), by the relations

2. rr~1(Uj - av}
x" = rr~:F"(a~ - av} ,

One can use these expressions to rewrite the Niven's function (2.1) in the form,

N N
[peu} = c II II(Ui - a,,)~,,/2.tP(Uj),

v=Oj=1

(2.6)

•
where c is sorne real constant depending only on aO, •••• CtN and 4>(x) is the k-th degree polynomial

rr;=l (x - 8j ) defined above. By construction, the functions [/3 are solutions of the eigenvalue

problem for the Laplace operator on SN. Recall from Chapter 1 that the advantage of writing
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Niven's function in terms of elliptic-spherical coordinates is that one can easily separate variables.

Indeed, the separated equations have the form

(2.7)

where the separation constants "\0, •••,..\N-1 are the joint eigenvalues of the partial ditrerential op

erators Po, ..., PN - 1 defined in Chapter 1. Equation (2.7) is exactly the generalized Lamé equation

considered in the introduction of this chapter. Consequently, the solutions are given by

N

tI1(x) = II(x - Qv)P/2iP(x).
v=0

The reader should note that we have given an e:q>licit expression for the N - 1 degree polynomial

CCx) of (2.4).

As the next proposition shows, there exists simple relation expressing the eigenvalues Ào, ..., ÀN- L

as functions of the parameters Qo, ...,ON and the zeroes 9b •••,8k of the Lamé polynomial 4>(x).

Proposition 2.1. For i = 0, ..., N - 1, we have that:

(__ I)N+i+l (N N-V) (N k 1)
ÀN-i-l = 2 L L II Ol_ LL Q- --8 '

j=O le.S(i,j) m=l j=O l=l 1 l

where S(i,j) := {l = (lb •••, lN-d : 0 S: lt S: ••• S: lLV-i :5 N, lm '# j for m = 1, ... ,N - i}.
Praof: The proof is a simple application of the residue calculus and the theory of Vandermonde

matrices. For (3 = 0 and x#- 81, •••,8k , divide each single term of the generalized Lamé equation

(2.4) by rr~=o(x - ov) q,(x) to get:

_ l Efi1 ÀN_i_1
Xi

= _1_ [eP~+!(t l ) d iP] • (2.8)
4 llv=o(x - Qv) 4>(x) dx 2 ~=o x - Q~ dx

ClearLy, the LHS has simple poles at x = 0v for v = 0, 1, ..., N. Thererore, if we compute the

contour integral of both sides of (2.8) on a circle ra... centered at Ov, with ra small enough so that

it contains no other singularity than Qv, we get on the one hand:

•
(2.9)
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On the other hand,

i E~::l ÀN-i_1
Xi

dx - 21ri Res [4>C1X) (~~ + ~ (t=o x~a,,) ~) ,av]
fra " n~o(x-Qv) ,-

- >ri [cr-av) q;(~) (t x ~0,.) ~]
" r.=Q"

- m[cr-av)~x~aJ (tr~81)L~.
k 1

= 1ri~ .
L- av -(h
L=l

By equating (2.9) and (2.10), we conclude that

1T

(2.10)

(2.11)Ë ÀN-i-1a{, = 4II (av -Q~)(t ~8) .
j=O ~#v L=l av L

The coefficients matrix for the eigenvalues ;\0, ••., ÀN-1 is a Vandermonde matrix in the vari

ables 00, .•.,aN' Thus, we can write equation (2.11) in matrix: fonn VX = T with

v=U
..

~~ ) _ ( À~-l )

ao Q-

T=(
! rI....(a. - ~.l L~=l ••~.. ).

0

al ct:! aN
L 1

• t À- ,
.\0

1 Il E k
l

Q2 a~ 0
2 "'~N(QN - ct,..) l=l Q'N=ii

aN N

Using the results of [KI}, we invert the matrix V and get:

(
1)'+1" nN

-
i

)V-1 := (vii) = - L...CeS{i,j} m=l al... ,
llc;tj(ac - aj)

with 5(i,j) as defined in the statement of the proposition. Consequently, the eigenvalues have the

expressions

(2.12)

(2.13)

•

as desired. 0

3. The distribution of zeroes of Stieltjes polynomials

In arder to present the results contained in the remainder of the chapter, it is convenient to

consider the generalization version of the Lamé equation given by

N ~S N ~IIex - av) dx2. +2Epv II(x - a~) d:r + V(x)S = 0,
v=0 v=0 ~:FV
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where Vex) is a polynomial of degree N - L Here, the parameters pu are arhitrary, positive, real

numbers. Of course, in the particular case where Pu = 1/4 for aU v = D, •.•, N, we recover the

generalized Lamé equation of the introduction.

Definition: Sex) is called a Stieltjes polynomial, if it is a poLynomial solution of the differential

equation (2.13). The corresponding polynomial Vex) is called a Van Vleck polynomiaL

Note that in the case of the generalized Lamé differential equation, the Stieltjes polynomials

are e.xactly the Lamé poLynomials defined previously.

The next two sections will he devoted to the study of the distribution of zeroes for the Stieltjes

and Van Vleck polynomials. The two main results are presented in Theorems 2.1 and 2.4; they

will play an important role in the proof of the new results presented in this thesis (see Chapters 3

and 4).

One of the most elegant results concerning the Lamé equation is certainly the Heine-Stieltjes

Theorem. [n his two volumes "Handbuch der Kugelfunctionen'T, Heine [Hl considered the general

equation

cflf/J dc/J
A(x) d,x2 + 2B(x) d:r + C(x)c/J = 0, (2.14)

with A(x) and B(x) two arbitrary polynomials of degree N + 1 and N respectively. Heine proved

that there are nt most

(N+k-1)r
u(N,k):= kl(N -1)l

polynomials CCx) of degree N - l for which the differential equation (2.14) has a polynomial

solution c/J(x) of preassigned degree k.

Shortly afterwards. Stieltjes [St] considered the particular case where the two poLynomiaLs

A(x) and B(x) are of the fonn:

A(x)

B(x)

- rr~o(x -au),

- E~o pu rr~#u(x - a~), Pu >0.

•

This particular situation corresponds to the one described above, since in that case, equation (2.14)

reduces tO equation (2.13). He obtained the following remarkable result.

Theorem 2.1. (Heine-Stieltjes) There are exactly u(N,k) polynomiaCs V(x) of degree LV -1

for which the difJerential equation {2.13} has a polynomial solution of degree k_ ln addition,. for

each of the u(N,k) solutions,. S(x),. the zeroes are simple and un'iquely distributed in the intervais

(QO~al)t..., eaN-lt aN)·
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Therefore, the (N + k - 1)-th degree polynomial

N N

II (x - av)8"(x) + 2 L Pv II (x - a~)8'(x)
v=o rr.=0 ~:FV

20

(2.18)

•

vanishes at the points x = 8j, j = 1, ..., k, and so, it must be divisible by S(x). If we denote by

-V(x) the quotient resulting from the division of equation (2.18) by 8(x) • it foLlows that V(x) is

a polynomial of degree N -1 sucll that S(x) satisfies the differential equations (2.13), Le.

N ~S N ~II (x -av) dx2 +2LPv II(x-a~)dx + V(x)8 = O.
v=0 rr.=O ~:FV

Furtllermore, for any given Van Vleck polynomial V(x), the point (81, •••,8k) is unique. Otherwise,

for x :f: av, v = 0, ..., N, we would have two linearly independent solutions St(x) and Sz(x) that

satisfy the relation

N N
fI(x-av ) (8~S2 -SI82)' +2LPv II(x-a~)(S~S2 -S182) =0.
rr.=O v=0 ~:FV

This would imply, for sorne constant of integration, c,

N

= c II lx - Qvl-2p
., •

v=O

However, last equation yields a contradiction, for if x - 00 or x - QI, the product on the RHS

goes to 00.

In the argument above, we have assumed that aU the zeroes lies in the interval (ao,at>. The

same argument can he applied to any possible configurations of the zeroes of S(x). Consequently,

this completes the proof and shows that each polynomial solution of (2.13) is uniquely character

ized by the distribution of its zeroes in the intervals (oo,at}, ..., (aN-bCl:N)'

Remark: As we mentioned in section 1 of the present chapter, the Niven functions f{3 form. a

complete basis of LZ(SN). We are now in position to prove this important facto As before, we

denote hy

le

f~n)(X) = X f3 II(A8j X,.X), X = (xo, .•• ,XN) E R1V"+t,

i=t

the Niven functions of degree n, with n = [.BI + 2k. According to the Heine-Stieltjes Theorem,

there exists u(N, k) independent Lamé polynomials n;=l (A8j X, X) of degree 2k corresponding to
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the multi-index p = O. Similarly, there exists (T(N, k - 1) independent Lamé polynomials of degree

2k - 2 corresponding to IPI = 2, and more generally, for 1131 = 2j with j ~ k correspond u(N, k - j}

independent Lamé polynomials of degree 2k - 2j. The number of multi-index P E {O,I}N+t for

which 1131 = 2j is obviously given by (~jl). Consequently, the total number of independent Niven's

functions of degree n is given by

le (N + 1)S(N,n) = L 2. u(N,k-j).
i=O J

A direct, but long and tedious computation shows that

(N +n-2)!
S(N,n) = (2n+N) nrN! .

(2.19)

This is exactly the number of independent spherical harmonies of degree n ([Fo)). Therefore, the

Niven functions form a complete basis of L2(SN).

We conclude this section with an application of the Niven's equations (2.16). In order to make

the measure dJ.LLS ofTheorem 3.1 well defined, the zeroes 91(Ct, p), ••• ,91e(Ct, p) must be integrable

functions of the parameters a. As the next proposition shows, a stronger conclusion actually holds.

Proposition 2.2. The zeroes 9t (a), ... ,9k(Ct) of any given Stieltjes polynomial are differentiable

functions of the parometers (00, ...,OtN) E AN.

Proof: In bis paper, Shah [Shi} gives an argument which appears to be incorrect. So, we present

a slightly modified argument. Differentiating the Niven's equations with respect to the 8 variables,

we forro the Jacobian matrix B = (bij ) given by

if i =j,

ifi #: j.

•

By a standard result in matrix theory (Ger§gorin's Theorem), it follows that all the eigenvalues

of B are strictly negative, since if À is an eigenvaIue of B, then for sorne jE {1, ...,k}:

Renee, the determinant of B is aIso nonzero. The conclusion of the proposition follows from an

easy application of the ImpIicit Function Theorem. 0
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4. The distribution of zeroes of Van Vleck polynomials

22

\Ve now describe the configuration of the zeroes of the Van Vleck poLynomials. Recall, V(x)

is a polynomial of degree N - 1 for wmch the differential equation

N ~S N ~II(x - av) dx2 +2 LPv II(x - a~) dx + V(x)S = 0,
v=0 v=0 WFV

has a polynomial soLution S(x) of preassigned degree k. As in previous section, we would like

to know how the zeroes of any V(x) distribute with respect to the parameters ao, •••,aN.

The first result in that direction was given by E. B. Van Vleck M himself. As in the case of

the Stieltjes polynomials, he showed that ail the zeroes of V(x) lie inside the interval (ao, aN). The

proof he gives is rather complicated and hard to read, 50 we prefer to present the simpLe algebraic

argument due to M. Bôcher [B}.

Let S(x) denotes a Stieltjes polynomial and vl(a), ... , uN-l(a) the zeroes of the corresponding

Van Vleck polynomial V(x). By (2.13), we have that

j = l, ...,N - L

On one hand, if S'(vi) = 0, the zero 'Vi would then coincide with an av. Otherwise, S"(vi) = 0

and 50 sem) (Vj) = 0 for ail m; tbis implies that S(x) =: constant, a contradiction. On the other

hand, if S'(vi) =F 0, we then have

N S"() k-l l
2~ Pv -~-2~-

L.-o Vj -av - S'(vi) - ~ vi -B~'
v= <_l

where Bi, ...,Bk_l are the zeroes of S'ex). ConsequentLy, the zeroes of V(x) are either one of the

points av or satisfy

N k-l

L Pv E 1--+ --=0
x-av x-8~'

v=0 i=L ~

(2.20)

•

Now, assume that V(x) bas zeroes witlt positive imaginary part, and consider the one whose

imaginary part is the greatest. Then equation (2.20) yields a contradiction, since the imaginary

part of each term is less or equal ta zero, and not all of them vanisn since tne a's are all positive.

In a similar fasmon, one can show that V(x) cannot have a comple:< root with negative imaginary

part. Finally, suppose that one of the zeroes of V(x) is real and greater than aN. Then, equation

(2.20) yields once again a contradiction since no term is negative or zero. In the same way, one can

show that V(x) has no root less than ao. This proves that the zeroes of V(x) lie Ùl the interval

(ao,aN)'
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CHAPTER 3

Asymptotic statistics for the Lamé ensemble

We compute the limiting level spacings distributions for the Lamé polynomials in various

thermodynamic, asymptotic regimes~ We give both resuLts in the Mean and pointwise, for an

asymptoticaLly full set of values of the parameters 00, ~H' 0N~

1. Introduction

In Chapter 1, we constructed a quantum completeLy integrable system of commuting, second

order differential operators acting on COC (SN) given by

k= O, ...,N-1.

These operators naturalLy depend on the parameters Qo, ...,ON with 0 < 00 < ... < ON, and thus

constitute an ensemble~

As we have seen in Chapter 2, the joint eigenfunctions of Po, ~~., PN-l forro a cLass of spher

ical harmonies known as the generaLized Lamé harmonies. Recall, in terms of elliptic-spherical

coordinates "Ul, •••,. UN on SN t these are of the forro

N !V

fl3(ult .~~"UN) = II IICu.j - Qv)I3~/2,p(u.j),
j=lv=O

where, /3 = (fiL, ...,{3N) E {O, l}N+l, and ,p is a Lamé poLynomial~

Furthermore, the function t/J(x) = rr::o(x-ov)I3~/2,p(x) i5 a solution of the generaLized Lamé

differential equation

(3~1)

•
where, CCx) isa polynomiaLoforderN -1 depending linearlyon the joint eigenvalues (..\Ot •••,.ÀN-d E

Spec (Po, ...,.PN-l)~ Although for simplicity, we only consider here the case where the multi-inde..c

{3 = 0, our main result (Theorem 3~1) cao be proved for the other cases corresponding to f3 =1- 0 in

a similar fasmon.

24
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In order to state our main theorem, we first consider

( {
(k) (k)}E le):= tPt , ..., tPj(k) ,

25

the set of Lamé polynomials of degree k. By the standard theory of spherical harmonies lWWI and

the fact that the corresponding generalized Lamé harmonies form a Hilbert basis, we know that

. (N +k-1)!
J(k) = u(N, k):= k! (N _ 1)! .

Let O~~)(o:) < ... < O~~(o:) denote the (real) zeroes of the polynomial, tP~k), where i = 1, ...,u(Nt /c).

In our main result, we compute the asymptotic weak Limit for the level spacings distribution

averaged over the set, ECk), of le-th order Lamé polynomials. More precisely, consider

(3.2)

(3.3)

where cr E AN and

AN := { (0:0, •••,O:N) E [0, l}N+l; Qo < 0:1 < ... < QN-l < O:N }.

We henceforth put normalized Lebesgue measure êto::= (N+l)!dQ on AN, 50 that meas (AN) = 1.

In order ta state our first result, we will also need to introduce the integrated, averaged level

spacings distribution:

dIlLS(X; N, /c) :=1 aptX(x; N, k, 0:) âo:.
A.N

Theorem 3.1. [DT} (i) Fix. 0 < E: < l and assume that le "'-i Nl-~ as N - 00. Then,

(3.4)

•

(ii) Suppose that keN) satisfies the hypotheses of part (i). Then, for any 0 < 5 < E: there exist a

measurnble subset JN C AN tuith meas (JN) ~ 1 - N-d t such that for any 0: E JN t

ln both (i) and (ii), the weak-limit is taken in the dual space to cg ([a, bD, where 0 ~ a < b < 00.

We should point out that one can aLso easily determine the weak-limit of the leveL spacings

measures dpt~ and dP.LS before "unfoLdin~ the zeroes, i.e. rescaling to unit Mean level spacings.

Indeed, by carrying out exactly the sarne analysis as for the proof ofTheorem 3.1, one can deduce

the following consequence.
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Corollary 3.1. [DT} For any p E [O.l)~ consider the follo'lUing level spacings measure

Then, under the same hypothesis as Theorem 3.1 above, we have that:

(i) w- lim [ANdpLS(x;N.k,a) ita=do(x);
N-OCl

(ii) w- lim dpLS(X; N,k,a) = dO(X} for aU a E JN.
N-oo

2. Preliminary results

26

•

By the Heine-Stieltjes Theorem, we know that zeroes of any Lamé polynomial tI>{x) are simple

and lie inside the interval (OO,ON). Moreover, eacn of the cr(N,k} Lamé polynomial of degree k

is uniquely characterlzed by its zeroes distribution among the intervals (ao,ad, ...,(aN-t,aN).

According to this theorem, we denote the zeroes of 4>(x} by 91(a; l) < ... < 9A:(a; l), where

0:= (00, ... ,aN) whereas l = (Il,' .. ,lA:), l ~ II ~ ... ~ lA: ~ N, denotes the configuration of

the zeroes. By this we mean that 91(a;l) is the smallest zero lying in the interval (all-l,al t ), the

next zero 92(a;l) is contained in the interval (al~_l,al~) and 50 on.

Consequently, we can now rewrite dPt'k (x; N, k, a) and df.LLS(X; N, k) in the more convenient

forms:

1 1 A:-l

dpt'I(x;N,k,a)=cr(Nk) L k_1Ld(X-k(9j+l(a;l)-9j(a;l»), (3.5)
'l$Ct$.···$l,.SN j=l

and 50,

The first result we need is a simple calculus lemma.

Lemma 3.1. For any 0 $ i $ j ~ N and multi-indices P= (Pt,!32) E N2 \ {(O,O)}~ we have

where~ we define products of the form n~=l to he equal to 1 and IPI := Pl + fh. .
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Proo/: A direct computation of the following iterated integrals gives

i! (,8L + i + 1) ..• (,81 + j) (,81 +,82 + j + 1) ". (,81 +,82 + N + 1)

n~":l (i + l) rrf.:l (Pl + j + l) 0

n~~leN + 1 + l) .
=

=

=

1 cl!tQ~ âQ
1 J

o<ClIO <"'<ClIN<l

_ (N + 1)! LIlCl1N

•••LClIt

Q'tc!it doo •·• daN

(N + 1)'1110LN 1Cl10
+

1
".. ... c/!J Q~l +1 dOi ••• daN

d 0 0 0 J

(N + 1)! 11 (ClIN •••l Cl1j
+

1
cJ!2+/3t+j dOj ••• dON

i!({h+ i +I) ...(,81+j) 0 Jo 0 J

(N + I)!

As a consequence of Lemma 3.1, we see that the integrals of consecutive monomials over the

truncated positive Weyl chambel" AlV are asymptotically equal as N - 00. Combined with. the

Heine-Stieltjes result, this fact leads to the following simple corollary.

Corollary 3.2. For any configuration l = (Il,' .. ,lk) and integer j satisfying 1 ~ j ~ k, we have

that

(3.7)

uniformly in k.

Praof: As a consequence orthe Heine-Stieltjes Theorem, wc know that given a configuration l, the

j-th zero necessarily lies in the ïntel"Val (alj-l,al); that i5,

r "+1On theothel" hand, by Lemma 3.1, JANaj âo = k+2. Thus,

r 1Bj(a;l) -alj 1 âo :5 r (alj - alj-L) âaJAN JAN
lj + 1 lj

= N+2-1V+2

- OeN-L
). 0

•
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Step 2: The next step involves computing the first term on the RHS of (3.8) explicitly. We claim

that:

1 1 k-l (

u(N k) E k -1 L JAN f/J (k(aLj+l -aLj)) âa
~ l$Ll$'..$.l .. $N j=1 A

k N +1 N-2 [1.
= N + k _ 1 f/J(O) + (7(N~ k) l;u(N - m - t, k - 1} Jo f/J(I..'"X) blOom(N, m; x) dx, (3.9)

where, binom(N, m;x} := m!(H:"m)! x m (1- x)N-m for x E [0, lI.
In arder to prove the identity in (3.9), we start with. a simple lemma which involves a successive

application of the Fubini Theorem.

Lemma 3.2. For any integers i, i unth 0 ::; i < i ::; N, we have that

( ri> (k (aj - ai)} âCf = (iV + 1) [l r/J(kx) binom(N,i - i - 1; x) dx.JAN Jo
Prao!: Given the definition of AN, it is clear that

(3.10)

•

By repeated application of Fubini's Theorem, we can ensure that the iterated integrals with

respect to Oi and aj are carried out last. More precisely, we apply Fubini's Theorem to the double

Integral with respect to Oi and aj+l to reverse the arder of integration. \Ve then repeat the same

procedure for the double Integral with respect to Qj and Cfi+2 and 50 on, until the last integral

involves the aj variable. This gives

We proceed in similar manner for ai to finally obtain

where ;I;;;. J;;j .means that these variables are omitted in the product measure dao··· datv. \Ve

then carry out the iterated integration over the first N - 2 variables Cfa < al < ... < Cfi-l < Oi+1 <

... < Cfj-l < Oj+1 < ... < ON to get
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Finally, we make the change of variables x = 0i - aif y = ai and integrate by parts i times

with respect to y. It follows that

ri x j - i - L (1 - x)N-(j-i-l)

(N + 1)! Jo rI>(kx) (j _ i _ 1)! (N _ (j _ i _ l»! d.x

- (N + 1) l L

rI>(kx) binom(N,j - i - 1; x) dx.

This completes the proof of Lemma 3.3. 0

To complete Step 2, we need to compute the asymptotic averages of the integrals

fAN rl>ek(OLj+l - Ctlj » âo. First, we start with a simple combinatoriaL lemma. In order to state the

lemma, it is useful to introduce some notation at this point: We denote by Sj(m) the set of aU

configurations l = (lit ..., lA:) for which lj+L -lj = m. As the following result shows, the cardinality

of Sjem) is independent of j.

Lemma 3.3. For each m = 0, ..., N - 1 and each j = 1, .•. ,k, the number of k-tuples (ll, ..., lA:)

tuith 1 ~ II ~ ... ~ lA: ~ N and satisfying lj+l -li = m is given by

(N-m+k-2)!
u(N - m, k - 1) := (k _ l)!. (N _ m _ 1)[-

Praof: By identifying the j-th and the j + l-st zeroes, we are reduced to the problem of distributing

k -1 zeroes amongst the remaining N - m slots. This is clearly equal to u(N - m,k - 1). 0

As a consequence of Lemma 3.<l ,

In order to apply Lemma 3.3, we need to treat the two cases where m = 0 and m > 0 separately.

Sînce by Lemma 3.4, we know that SjeO) = u(N, k - 1), it is clear that

•
âo. (3.12)
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Arter sorne further simplification involving Taylor expansions, we get that

32

r7(N -m -1,k-1)
r7(N,k)

Finally, using the fact that xPe-r = Op (1); for aU :r ~ 0, we get

r7(N -m-l,k-1) = k (-mk) 0(k2
) 0(.!-)

r7(N, k) N + k - 1 exp N + N2 + N· (3.17)

Case 2: (m» (Nlk)l+f3). In this case, we can choose 0 < (3 < L;t so that with appropriate

constants C L,C2 > 0,

u(N - m - 1, k - 1)
u(N,k)

(3.18)

If we substitute the estimates obtained in (3.17) and (3.18) into (3.15) and use the facts that

L~=o binom(N, m;x) = 1 and f: 4J(k:r)dx = 0(k-1), We finaUy obtain

k(N+1) N-2 ".k 11
•

dP.LS(:r; N,K)(fj) = N + k _ 1 L e-(r 4J(kx) bmom(N, m;:r) dx
m=O 0

+o(~) +o(~)

keN + 1) N -",1011= N + k _ 1 L e-,r l{J(u) binom(N,m;:r) dx
m=O 0

(3.19)

•

since the terms for m = N - 1 and m = N are bounded by liN.

Now, recall that for a function [(x) defined on [0, Il, the N-th degree Bernstein polynomial of

[(x) is defined to be [DI:

LV

BN(f;:r) = L f C;) binom(N,m;x).
m=O
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It is easy ta see that in the special case where exp_k(x) := e-k:r, there is a concise closed-form

expression for BN(exp_k;x); indeed,

From last identity, we easily derlve:

Lemma 3.4. For x ~ 0, we have that

(3.20)

(3.21)

Prao!: Expand e--i in a second-order Taylor series and use the identity (3.20) directly to get

BN(exp_k;X) = [1 +x (e-i- -1) ]N

= [1-; (1+0(;))r
From the inequality

(
X)N re-:ro< e-:r - 1 - - < --- N - N '

and the fact that xPe-:r = OpCl) for aIL x ~ 0, it Collows that

BN (e-k:r; x) = e-k:r (1 +0 (~) ) +O(N-1)

_ e-k:r + 0 (~) .

This completes the proof of the lemma. 0

Substituting (3.21) into (3.19), we finally obtain

•

dI-'LS(x;N, K)CtP) =

By noting that CJ ([0, 1]) is dense in cg ([0, ID, this completes the proof of Theorem 3.1 (i).

(3.22)

o
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Lemma 3.5~ (i) For any x, y E [0,1],

N-2 N-2-m' , (k)L L e-~e-~multi(N -1,m',m;x,y) =e-k:-ky +0 N ~
m'=O m=O

N-2 m , (k)L L e-!fre-l!!fr multi(N -1, m' t N - m;x, 1 - y) = e-
u - ky +0 N .

m=Om'=O

35

(3~25)

(3~26)

•

Proo/: (i) As in the proof of the first part of the theorem, modulo O(N-l) errors, we can replace

N - 2 by N - 1 in the upper limit of both summations~

Define exp_k(X) := exp(-kx>~ Then, as a consequence of Lemma 3.5, we have that

N-l N-l-m'

= L L multi(N -l,m',m;xe-*,ye-*> +O(N-l)
m'=O m=O

= (l-(X+ Y) + (x+y)e-*)N-l +0(N-1)

= BN(exp_k;x+y) +0 (~)

= exp(-kx -ky) +0 (~) .

(ii) Once again, we can replace N - 2 by N - 1 in the upper Umit of the first sumo We make

successive applications of the Binomial Theorem to get:

N-2 m ,
~ ~ Ir", b:L- 'L- L- e-;re-- N multi(N -1, m ,N - m;x, 1- y)
m=Om'=O

We now use the combinatorial identities in Lemma 3.6 to estimate the variance of the averaged

level spacings measure dpt'f_
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0< aa < ... < aN < 1, we consider the following two subsets of k elements given by

37

(3.28)

•

For each of the subsets above, there are le - 1 pairs of the fonn (al i , Cklj+t) and (Ql:' Ctl:+t)' From

(3.28) it follows that for any fixed pair (alj ,aij+l)' there is at most one pair (a,:,al:+l) for which

Case 2 is possible.

Case 3: al" < Ql' < al' < al,"+l (or equivalently, Cti ' < al- < al+1 < al' ).
J i '+1 • J J &+1

This case can be dealt with in a similar fashion to Case 1. That is, we apply the Fubini

Theorem repeatedly to ensure that the last four iterated integrals involve al" al j , Ctl]+l and Ctl' •
• .+1

Then, we integrate by parts with respect ta the remaining a'5. Finally, we make the change of

variables x = al' - Ctl~ and y = alJ+t - al] and integrate by parts again with respect to Cti'
'+1 • .+1

and Cklj+t ta get

1 tPk(alJ+l -Ctlj)tPk(al' -a,,) âa
AN .+1 •

= (N + 1)N11

il c/>k(X)tPk(Y) multi(N - 1,1;+1 -l; - 1, N -lj+1 -lj + 1;:r, 1 - y) dyclx

= (N + 1)N1111

tPk(X)c/>k(Y) multi(N - 1, l;+l -l~ - 1, N -lj+1 -lj + 1; x, 1 - y) dydx

+O(k--1).

As in the proof of part (i) of Theorem 3.1, we make the substitution m = [j+1 - lj - land

m' = 1;+1 - ( - 1 in order to apply Lemma 3.6. From the estimate in (3.23) and the analysis of

Cases 1·3 above, we deduce that
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By Lemma 3.6, we finally conclude that

r 1 AV • 12 _ 1?(N+1)N (f1
_k:r)2 (k) (1)

JI\N dPr.s(x,N,k,a)(tb) âa - (N+k-1}2 Jo tbk(x)e dx +0 N +0 k

- (J.' ,p(r)e-<dxf +0 (~) +0 (n· 0
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•

Theorem 3.1 (ii) is then an immediate consequence of the Chebyshev inequality and the fol

lowing corollary of Proposition 3.1:

Corollary 3.3. For any 4> E CJ([O, 1]), we have

L (dP{t (r; N, k, a)(,p) - J.'e-%,p(r) dx)
2

eta = 0 (~) + 0 (~). (3.29)

Proo/: The corollary follows directly from Proposition 3.1 and the estimate for the convergence of

the integrated, averaged level spacings measure in (3.23) .
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CHAPTER 4

Level spacings distribution of Van Vleck polynomials

Here, we give another application of the methods of Chapter 3 and compute the asymptotic

mean level spacings distribution of the zeroes for any Van Vleck polynomial.

1. Introduction

In Chapter 2, we defined the notion of a Van Vleck polynomial V(x) as the polynomial of

degree N - 1 for which the generalized Lamé equation

N ,pS N dSII(x - av) dx2 + L p" II (x - a~) dx + V(x)S = 0,
,,=0 V=O WF"

has a polynomial solution Sex) of preassigned degree k. As a consequence of Heine-Stieltjes

Theorem, we know that there exists exactly U(lV, k) distinct polynomials V(x).

Let vl(a) < ... < 'UN-L(a) denote the N -1 ordered zeroes of a given Van Vleck polynomial.

RecaIl, these zeroes are all simple and lie inside the interval (aO.aN). In analogy with the case

of Lamé (Stieltjes) polynomials treated in Chapter 3, we compute the asymptotic level spacings

distribution for the zeroes of V(x).

Define for p E [0,1), the probability measures

1 N-2

dC;t% (x; N,a) := N _ 2 2: 5(x - NP(vi+L(a) - 'Ui(a))),
i=L

where a E AN. and AN is the positive truncated Weyl chamber defined in the introduction of

Chapter 3. As before, we let âa:= (N + l)tda denotes the normalized Lebesgue measure on

Al'{. Ta state our main result, we aIso need ta introduce the integrated, averaged level spacings

distribution of dÇt% t Le.

•

dvr.s(x; N) = r dc:t%(X; Nt a) âa_JAN
The following theorem 1S the analogue of Theorem 3.1 and its corollary:

Theol'em 4.1. [Bo} (i) The weak-Cimit of the measures dvr.s(x;N) is given by

39

(4.2)
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(ii) For any 0 < ,} < (1 - p)f2, there exists a measurable subset JN ç AN urith meas(JN) >
1 - N-l+p+25, such that for any x E JN,

w- lim dÇtr(x; N.o::) = 50(x)~
N-oo

In both (i) and (ii), the weak-limit is taken in the dual space to cg ([a, bD, where 0 Sa < boo~

2. Preliminary results

A look at Step 1 of the proof of Theorem 3.1 shows that the argument relies on the fact that

one has, thanks to the Heine-Stieltjes Theorem, a precise description of the location of the zeroes

of any Lamé polynomial in terms of the parameters 0::0, ... ,O::N.

Unfortunately, no result like this is known for the zeroes of Van Vleck polynomials. However,

one can prove the following simple corollary of Theorem 2.2~ [t turns out that the next proposition

will play exactly the same role as the one played by the Heine-StieLtjes Theorem in the results of

Chapter 3.

Proposition 4~1. Let V(x) be any Van Vleck polynomial of degree N-l, and denote its ordered

zeroes by Vl (a) < ~.. < v N -1(a) . Then, the following conclusions hold: VI (0::) E (Qo, 02J,

tlN_l(a) E [aN-2,QN), and Vj(Q) E [Qj-ltaj+d for j = 2, ..., N - 2~

Praof: By Theorem 2.2, we know that (00,Oj+1} contains at least the first j zeroes of V(x), 50

we must have Vj(o) S O::j+l' On the other hand, since (oo,oj-d contains at MOst the first j - l

zeroes of V(x), hence Vj(o) ~ 0j-l. 0

We are now in position to prove the following useful lemma. As the reader will notice, the

conclusion of this lemma is analogous to Lemma 3.2 about zeroes of Lamé polynomials.

Lemma 4.1. For any integer j with 1 :::; j ::; N - 1, 'lUe have that

(4.3)

•

uniformCy in j.

Praof: As a consequence of Proposition 4~1, we know that

A simple application of Lemma 3~2 where the multi-index l.Bl = 1 gives

i i+1
oiâa=~2'

AN Lv +



• Therefore, we finally obtain

3. PROOF OF PART Cl) OF THEOREM 4.1

r (aj+L -aj-d âaJAN
j+2 j+l

- N+2~N+2

- 0 (N-1
). 0

3. Proor or part (i) of Theorem 4.1

41

For notational simplicity, we assume once more that [a, bI = [0, Il and t/J E CJ([O, ID. The

argument for more general non-negative intervals [a, bl follows in the same way. [n addition, we

heneeforth define tPNP(X) := t/J(NPx) for any function tP E CJ([O, ID. Our first task is to show that,

1 N-2.

1dVLS(X;N)(t/J) = N _ 2 L 4>NP (aj+l - ai) âa + 0 (N-L+P). (4.4)
i=L AN

First, we make a fust-order Taylor expansion of 4>NP around (aj+l - aj) in (4.4). This gives:

1 N-2

1dVLS(X; N)(4)) = N _ 2 L 4>NP (a;+L - aj) âa + EL(N, cP), (4.5)
j=l AN

where the error term El (N, 4» is given by

N N-L [ ]
E,(N,t/J) = N -2 t; 1.N ql(N"çj(an (vj+l(a) -a;+I) - (vj(a) -aj) ifa.

with sorne çj(a) E (0,1). AU we need to show is that El(N,c/J) = O(N-1+P). This is a simple

consequence of Lemma 4.1, sinee

•
Having completed the first step oC the prooC, our next task is ta show that

rN· N
dVLS(X;N)(cP) = Jo 4>(N-1+px ) (1- ~) dx+O (N-1+P)_ (4.6)
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This is an immediate consequence of Lemma 3.3 of the previous chapter. Indeed, this lemma

asserts that for any integer i, j, with 0 $ i < j $ N,

[ tP (aj - ai) âa = (N + 1) [1 q,(x) binom(N,j - i - 1; x) clx.
JAN Jo

dvc.s(x; N)(tP)
N-2

= -N
1 L r tPNP (aj+1 - ai) âa + 0 (N-l+P)
-2 j=l JAN

N N-2 1

- N =~ ~1 tPNp(X) (1- x)N dx +0 (N-1+P)
]=L 0

= (N; 1) LN q,(N-1+px ) (1- :r)Ndx + 0 (N-L+P)

_ LN q,(N-1+Px)(l- ~)N d.x+0(N-1+P).

Finally, from the basic inequality

(
X)N ile-x

O<e-r
- 1-- <--- N - N t

and the fact that xPe-X = Op(l), we canclude tbat

for x ~ 0,

•

dVLs(:t:;N)(4» = faN 4>(N-L+P:t:) e-r d:t: + 0 (N-HP) •

- cP(O) + O(N-1+P).

Since the compactly supported Cl functions in [0, 1} are dense in cg ([0, 1}, this completes the proof

of part (i) of Tbeorem 4.1. 0

4. Proof of part (ü) of Theorem 4.1

The first relation we need ta praye is the following:

1 1dÇt%(x; N, a) (tP) !2 âQ
AN-

N-2

- (iV ~2)2 L r tPNp(aj+l-aj)tPNp(aj'+1 -ar) âa+O (N-1+P). (4.7)
L j.j'=l JA..V

To establish (4.7), we repeat thesamesort ofargument as in equation (4.4) in part (i). Tbat is"

we expand each orthe functions tPNP (Vj+l (a) -VjCQ» and tPNP(Uj'+L(a) -vj'(a» in a first~order
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Taylor series around (Oi+1 - Qi) and (oi'+1 - ai') respectively. As a result, we obtain

43

where E2(N,tP) involves ooly tenns with derivatives of 4>. Since E1(N,cP) =" (N-1+p ). it is easy

ta see that Ez(N, tP) is bounded by

=

Moreover, a similar computation as in Proposition 4.1 shows that

r (Qi+l - Qj-d (Qj'+l - Qi') âQ
lA'v

(i +3)0' +2) - Cf +3)(;' + 1)
(N +2)(N +3)

(j + I)Cf' + 2) - Ci + 1)(j' + 1)
(N +2)(N +3)

4
= (N +2)(N + 3)'

(4.8)

(4.9)

Consequently, if we combine (4.9) with (4.8), we immediately obtain the estimate (4.7). We

are in now in position to prove the following key proposition.

Proposition 4.2. For any tP E CJ ([0, 1}) t we have that

Prao!: As a consequence of the estimate (4.7), we simply need ta show

(4.10)

•

In arder ta do this, it suffices ta consider the case where jf < j (or, equivalently, j < j'); for,

when compared with aU the possible pairs (aj,Qj+l), the number of pairs (Oj"Qi'+l) for which

j = j' is like " (N-1
) •

Sa, let's assume that j' < j. We apply Fubini's Theorem to ensure that the last four iterated

integrals only invoLve Qj+l,Qj,Qj'+hCkj'. We then perform the first N - 4 integrals ta get
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•

where we have omitted the integrand 4JNP(ai+l-aj) 4JNP(aj'+L -ai') to simplify the writing. In

order to reduce the last quadruple integral to a. double integral, we make the change of variables

and integrate by parts with. respect to aj+1 and ai'+l. The end result is that

r 4JNP(aj+1- a j)tPNP(Ctj;+1- a j') âaJAN
= (N + l)N11 l l

-

Y

tPNP(X) tPNP(Y) (1- x - y)N-Ldxdy

rVl N (l-Y) N-1- Jo 0 4J(N- 1+px) tP(N-1+Py) (1 - ; - ~) dxdy

l
N 1N (1-U)= a 0 tP(N-l+px ) t/J(N-L+Py ) e-%-Ydxdy + 0 (N-l+P)

_ tP2 (0) + 0 (N-l+P) .

The second equality follows from the faet that t/JNP(Y) is supported in [0, lI, 50 we must have

o~ y ~ 1/NP. This proves (4.10) and concludes the proof. 0

The statement of part (ii) of Theorem 4.1 is now an immediate consequence of the previous

proposition and Chebyehev's inequality. [ndeed,

meas({a E AN: IdÇtX(x;N,a)(t/J) -tP(O)1 ~ N-6
})

S N 26 r \dÇt%(x; N, a)(t/J) _4>(0)\2 itaJAN
= N26 [LN IdÇt%(x;N, o:)(t/J) \2 ita -4J2 (O) +0 (N-1+P)]

_ 0 (N- l +P+26).

The conclusion follows by eomplementarity.
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CONCLUSION

Heine--Stieltjes Theorem bas been extended by ~I. Marden [Mal], [Ma2], [Ma3] to the complex

case. However, the results he obtained do not yield precise location, as in the real case, of the

zeroes of Lamé polynomials in terms of the parameters Q. The natural question to ask is then:

Can we apply similar methods as those developed in this thesis to get interesting results in that

situation?

(iii) It would be of considerable interest to determine how the actual zeroes of the Lamé harmonies

are distributed in the sense of Riemann measure on SN itself. A natural starting point would be

to look at the density of states measures (see [8hZ]). In light of our results in this thesis, the

zeroes should, at least on average, behave like random variables in the asYmptotic regime where

keN) -- Ni-t.. Consequently, we believe that the density of states should on average tend to

uniform measure on SN•
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