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The delay=throughplit performance. of twg types ot

> .
dqistriputéd access protocols gor the multi-access packet

satellite channel 18 studied using simulation. Tne ' first
‘category ot protocdlllltUdied',Ebnsiltl 6: tree-s%arch*iaseh
schemes 1in both itaticland adaptive versions. These are
Vqrianth of a scheme due to Capetenakis, - Two main

‘lmprovemghti on the basic scheme are identified: allowing

newly arrived packets to participate in conflict resolution

N and uhfné} global queue mahagement, 'fie second type 1is an

¥

: instantaneous tnrgﬂbnput maximixing protocol. In each slot,

2 brosdcast group 15 selected based on Bayesian estimates of

o

‘xerhlhdl-occupancv brobabllities. In its present form, this

:fcdbhemq does not. pertorm as well as - adaptive tree search -

schenies, but it does provide & novel framework for protocol”
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SOMMAIRE

le débit pour deux types
étudié

g La relation entre le déelai et

de protocoles d°accés décentralis€s est par

ohimulation. Ces protocoles sont destin€s a }:usaqe dans les

banaligée de transmigsion_de &

systemes 3 ertrée paquéts par

satellite, Lo preniérc clagse de protocole est tondfe sur %

des schémas de recherches arborescentes en mode statique et

adaptatif, Ces schémas sont des ameliorations de la méthode

due 3 Capetenakis. Les deux principales ameliorations

apportées & la méthode fondamentale consistent & permettre
aux paguets récemment arrivés de participer &4 la ré€solution

de conflits, et & gérer une flled’attente ‘commune. Les

protocoles de la seconde categorie visent a m@xinallser le

débit 1instantané, Durant chague intervalle de temps, le

i sous=ensemble d'utilisateurs gqui peuvent émettre est

. Y
_determiné a partir d°un estimé pBayesien de la probabilité

d’occupation des terminaux. Dans son etat-° actuel.’ de

i - developpement, cette méthode produit des .résultats

' Anteripur:‘ & ceux obtenus en utilisant des méthodes

‘ adaptatives de recherche 'nrborelcente. Toutefois, son

irtérét réside dahs le fait qu’elle offre un cadre nouveau

pour la conception de protocoles d’acces.
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Chapter 1
(W INTRODUCTION ) .

1.1 Problem Definition

The problem addressed in this thesis is that of
devising efficient distributed c,(trél procedures enabling a
arge homogeneous population of geographically dilpcrlodp
possibly mobile, user terminals, each qenerat}no bursty
tixed-lenqﬁp Packet traftic, go share a ;lnqle satelliteé
cnannél. Thﬂ results 1and concepts derived apply uorﬂ
generally to a wide-class Of contention systems,

: t

e [,
The problem is of current interest because of the

_increasing attraétivonesi Of random access satellite packet

sgitcning in the design of large, qeovraphxclllyrscattered
compucir communication subnets, Because of the ;133 of the
population served 'by a single satellite, a nigh degree of
sfocha;tlc loaa avgraplnq is attained, permitting efficient
utilisation of the resource. The gatellite solution
circumve?tn tOpoloqlc¢¥‘desIoé J%d rout;nq/it:;}ljs arising
in wi;e“netuorks oivsiéilgr »cop;clty. sinCe, by its nature,

the satellite provides complete connectivity to all users

with distance=independent performance. Furthermore, due to

l
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the use of smaller receiving dishes, economies of scale in
\ o

gsemiconductor technologieg, and the predicted availabllity

of cheap paylpad capability in ipace (e.g. with the advent

of the space snutfle). the cost of - the assocgated

coumun;catlons equipment (ground stations and satellite) is -

. decreasing at a faster rate than gost -reductions can be

achieved in .the wire plant_ (13].

The satellite 1ink (by assumption) is the ' sole mediun

©

éor exchiange < of 1q£3:yation Qmono the terminals. It 1s a
broadcast channel with a 1ong round trip propagation delay:
all terminals receive the echo ot a channel usage after a
large, tixed delay, R. It 1%\ also multl--ccess' .at any time
any number of terminals may have access rights to the
channel and decide ‘to broadcast. However, any attempt by two
or more terminals to use the channel aconcurrencly leads tg
mutual, .destructive interference and an undecodeable channel

|
output (termed a °collision’ of packets).,

/ . ! ‘

The control strategy congists of a ruie which allows
each terminal to decide at each {hstant of time whether or
not to transmxk; The success of a particular .:protocol 1s
evaluated by examining the tgade-oti between the average
delay incurred by a packet and throughput (probability of a

successful transmissiion).

I

i
o “_,“.w, ot

p
et ks rﬁm




™

. . ) ,,.</* A . ‘ -
() , The design of an access protocol’ depends critically on

the Kind ot {nformation avauablel to Ehose contending for ' i
the resource, In the pres;nt case, the dgcislon‘go allocate
t:ccess rights to a terminal at tlme’t must be Based on the f
history of channel states prior to time t=d. Furthermorepé

the state of the channel, as* Observed by the terminal users .-
after the requisite delay, is ternuriz the channel may be
idle, contain a valid packet, Or contain a collision. The
state of the system, Onh the. ;tner hand, consigts of the
number and idenifty of busy terminals~ in éne. population,
Tneretbrg, thevrecord of past terminal observations (or some

-]
statistic thereof), supplemented perhaps by knowledge of the

ot g e s

terminal population s}me and the parametirs of the packet

(W) generation process, provides only partial information about

! » -

the state of tne system, It is the incompleteness ©f the R
_ system state information .available to tne 16depehdent

d;cislon-maxe;s (the terminals) that makes the

accegs=assignment problem non=trivial, , _

L

1,2 History. M . ' .

The distinguishing: characteristic  of

terminal=to=computer ttagtic ls" its larqé peak-to-average

!

& . /
data rate ratio, This was establighed early by Jackson et al.
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{2,3). Their statistics, together with those ©0f Kleinrock

(5] indicating that 96% of ARPA network traffic consists of
single packet messages, lend credibility to the modelling of
the terminal pacset generation process as a Bernoylli point
process, and the use of packet delay, rather than message

delay, as tﬁe performance neasgggs fOr small users,

In dealing with such a population of low duty cycle
uysers, an étflcrent progocol allocates channel capacity to a
terminal only during a burst of activity. TDMA anda FDM do
not sgtrsfy tniS réquirement, since they allocate a fixed
proportion of the channgl capac}ty to each uSer,

N

The classical (circa 1970) approach to achieving the

above Objbctlve in the context of the satellite problem is

embodied in the ALOHA system [4i. In the ALOHA system, a
terninal with a packet transmits immediately, tneé listens
to the echo returning from the satelljite transponder., In the
event 0of a collision, the terminal retransnitg its packet at
a randomly selected instant of time, usua119 chosen from a
uniform or geometric distribution, ALOHA is sajid to be

! . -
slotted 1if packet transmissions begin at integer times,

where the unit of measurement of time is the time required

»
ol

single pécxet. and all termlna1§ aﬁi

to transpit a

synchronized. The capacity (maxinum attainable throuonput3

of slotted ALOHA with an infinite user population h&s been
. “‘ “, i7
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estimated to be 1/é by approximating the steady state input
to the channel, consisting of both new and retransmitted

packets, by a Polisson process.

-«

v 4

The delay-tnrougnput-stabiligy performance.~oﬁ( ALOHA
depends cri}lcally on- the cno{ce of retransm¥ssion strategy,
Metcalfe [6) was one of the first to analyze this depeqd;nce
in  the infinite “pOpulation case, and to0 suggest channel
control procedures based on varying the retransmission’
distribution param?ters according to the backlog of packets »
to be transmitted, Kleinrock and Lam (7,4,9) refined the
model and extended the ahalysis, exhibiting the busiéble
behaviour ot the finite population model, 1n addition to
retransnision controls, they iqtrodu;ed channel st;blliziﬁg
inpuat controls, so0 as to refuse admission to a growing
proportion Of new packets as potential instabilities
develop., Assuming knowledge of the number of impeded
terminals at any time, they derived optimal statlionary
dynaﬁic tnreénold control 1imit policies (using one 0f two
possible transmission/retransmission parameters) by couching
the problem In terms of Markov decision theory and aéplying
Moward’s policy iteration algorithm, For practical
implementation, they proposed a ,heuristic prOceduré for
:stjmating the nunber of blocked terminals, which, in‘

simulation, showed small degradation in performance f£froa the

)
~

theoretical optimunm, i

i . ——

S —— s b e
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T other types ot access protocols, called ‘reservation’
system;. attempt to . marry the conflict free nature of TDMA
and .the random multi-access feature oOf ALOHA. As a class,
reservation schemes are primarily usetul when dealing with a
population of terminals generating multi-packet messages Or
having sufticient butfering to smooth the terminal demand
prOCESS; Eihmples ot such schemes include those introduced
py Crowther, ROberts, and Rub;n.

In the 1mél1c1t reservation scheme proposed by Crowther
e£ al [{0]. traﬁhs ot at ledst one round trip duration are
deftined, and any terminal uhlch has transmitted successtully
‘in one frame has eXclusive ownership of the same slot in
subsequent frames, when a slot is found idle, then 3{f‘j>
terminals witnh packets and without reservations contend for

it, ALOHA tashion,

In Roberts’ scheme (11] an ALOHA resd;vation ébanney
consisting oOf mini=slots coeil;ts with an information
chahnel of packet size slots. Terminals MmaKe reservations,
AL OHA style, fof one or more slots in the information

-

channel. when a reservation is acknowledged , the channel

1

. switches to reserved po&e and services all reservations

_received. when the queue Of reservations is exhausted, tnef

o

yl

v
s
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channel reverts to reservation mode. : -

)
q

In both schemes, the delay incurred by a message is
unhderbounded by tvo round trip‘ delays: The superior
pertérnance observed in the case of ﬁeavy loading
(throughputs in excess Oof .27) is at the expense of poor

performance in the small traffic case,

Other regervagion gchemes, degcribed and analyzed by

|
Rubin [12,13), are 1in the same vein. | His Fixed Reservation
Access Control discipline (FRAC)I[12) enmploys a fixea

periodic pattern consisting of a random access reservation

slot followed by N=1 (reserved) service slots. An adaptive

variant (DFRAC) is obtained by varying the parameter N
according to an ' estimate of the traffic inteffsity.
Asyncnro;ous Reservation Demand Assignment (ARDA) schemes
generate reservation slots according to traffic
characteristics rather than 1in aptixed sequgnce /as in FRAC
or DFRAC, 1In the simplest variant, a reserfation slot is
createé7whenever an 1q1e slot is avalilable; in an extension
of that scheme to heavy traffic, a lower 1limit on the
frequency of reservation slot cfeation is enforced.

In Integrated Random Access schem@s (IRAR) (13;, a

random access sub=channel for information packets coexists

with a reservation ' sub~channel operated in one of the ways

¢
1
v

LY e a7 TN
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described above, COllisfons occurring in random access
information slots are rescheduled for transmission {n tﬁe
reservation .sub-channel, The reservation sub=channel
(reservation and service _slotsg) ha; precedence ﬁver the
background random access channel: a reservation slot is
created as soon asg a collision {5 sensed, and serviée slots
are created immediately 1n4response to resérvation requests,

precluding their use " as ‘random access slots. This 1last

family of schemes pfovidesc a Mmeans of exploiting the

/ N
excellent throughput=delay performance: 0t ALOHA at Jow:

traffic levels while retaining the advantages of pure

reservation schemes. |

1 N

’ . ] - L |
An entirely non=ALOHA ingpired system wasg offered by

Binder (14]. In nis rouna=robin dynamic assignment systen,
each terminal 4s a privileged user of one slot in a frame,

when a slot is left idle, a distributed control mechanism is

invoked which allocates slots on a' round—-robin basis to

terminals which appear Iin a table of terminals known - to
\ .

possess a packet, until the privileged user reclaims -his

slot oy deliberately generating a conflict.

1

|

l

I MOSL " reservation schemes imply the discribﬁ;:ﬁ

. management ot a global queue O0f either occuplied slots (10},

3

access reservations [11], or active users (14), Different

scheduling disciplines can be used, accordaing to, /design

- — . / \

/ J
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.objectivest FIFD (11J), round=-robin (14}, HOL, or others. In
(:) . ?prlnclpiq. hONéver. this gqueue could be cCentrally nanaged, . i
for example, by a8 satellite with processing capaplllty;(lsl

!

i ‘cOmputation of the ,waiting time dt:tribption tqi

entries in the globsl queue ‘constitutes the Key tO the |

: q'ilysis of reservation sghine;. The behaviour ©Of the
reserved slot portion of the channel can be segregated £rom
that of the ALOHA component by qaking suitable agsumptions,
hen, by means of this artifice, the ahalysis of performance

Ot a reservation scheme reduces to the analysis of the

global gueue, Lam [1&), in his recent analysis of Crowther’'s

scheme, uses & device; due to Ferguson (17}, namely the
. \
() ‘ assumption that the optimally controlled ALOHA produces
\

successful transmissions at a constant rate, to enable him

s e St ot cokinr Wi

to describe the global gueve as a generalifed N/G/1 queue’in
which the £irst customer of each b;sy period recei&es "
exceptional service, Rubin hakes the bolder assumption that
the reservation slots are conflict t#ee, enabling/ an

-~

arbitrary number of terminals to reserve ‘Servlce

successsfully in the same reservation slot, The global
may be described as an Er/G/1 dqueue, This leads’ to

! form expressions tor the  delay=-throughput 'charicte istic

- ~ size ratio becomes small,
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; (jk' ‘ Id:more'réggni wq:@.ﬂa new perspective on the satellite
“ access problem. has I&!velppe;, " motivating the research
;eported in this ;hesis. Kleinrock and yemini (18]} anha

* ' ‘Capetenakis [19) ‘have identified the root problem in access
protocol 'delignﬂ as Ehat of choosing, in each slot, a
. ‘subgroup 6£‘tne population such that some measuré® related to

| delay or throughput is extremized, This observation leads

. botnuoto formulate access strfteqies which, in spirit,

o . resenble each other very closely, and are, in turn, directly

related to *probing” strategies introduced by Hayes [20},in

a more geheral context,

1.3 Scope

F

/

The present work stens, in particular, from that of

Capetenakis [192. we begin by identifying certain

., improvements to his scheme which retain the spirit of his
pproach, theq gradually enlarge the scope of thevsearch for
Zetter access protocols. In order not to be restricted Sy
#nalytlcal Eomplexity, we-resort to siuula}ton. The search

! /renains constrained, nevergpelcs;. to a limited category of

/
/
| protocols.

The protocols which are congidered in this thegis have

the following Propqrtiel!




)

w]i=

K4

" (1) They are dqtermlniltic. ) o

xn. ALOHA type schemes. a r;ndo;izatlon experiment {s
c;rried out lndependénfly by eacnu terminal in deciding wnen
to transmit a collided packet and/or accePt a new packet
arrival. Such randomizing behaviour is antithetical to the

objective of coordinating transmissions; {t increases the

¥

amount of uncertainty in the system. In tact.'lﬁ shas been

proven (£or the case where the total number of backlogjed
packets is known to all users) [18) that optimal strategies
are pure strategies {probabilities are chosen to be 0 or 1),
(See also (21)),.This result is analogous to a result
familiar from Bayesian decision theory. The remoyal of
uncertainty {5 achieved at a coOst, namely the need for each
terminal to bpe cognitant of 1its identity. bonsequentlv.
determlnisticnsyitems are less flexible in admitting changes
in the terninal population,

v

(2) Intormation is acquired directly via the channel state

process,.
Reservation schemes attempt to reduce uncertainty by
allowing .terminals to connun&cate side information via &

reservation chdhnel._ Their performance at low traftic

~intensities 1s dominated by the delays incurred {in booking

reservations. The ldeal protocol permits each terminal tp

derive ‘reservation’ intormation from the <¢channel state

g




O

@

' =12~

process, 50 as to eliminate explicit reservation overhead,
/ .

}-

© (3) They are tundamental.

We seek to study the problem of conflict resolution in

its siiplest context. rh‘retore, the protocols presented in . °

this thegis could be‘appﬁicd to mixed systems; for example,
gor making reservatiéns/ln a regervation schere.

!

(4) They are tallored to the satellite problenm, .
The essential feature of the satellite problenm is the
presence of a long round trip delay, This fact mnust guide

the design of the protocol,

/

\
(6) They exnipit superior delay=-throughput performance.

8u$er10rf throughput=delay pergormance {8 soughte. The
des*red d;lay-thgbughput curve . should .atl least over the
normal operating range, lie within the shaded region of
Fig.1.1.1. It i3 well known that pure random access (ALOHA),
and selt-séhaﬁuled tine-dlvf:1on-ﬁu1t1p1ex1nq‘ (TDNA) ar;
optimal 1in the ‘l1imits of low .and high tratfic, respectively.

The optimal “curve ( «'(D)on the graph) is unknown, except

under restrictive assumptions; the purpose 0f the present

" work is to approach 1it,

‘e

Ay

.In addition to average parformsance ppasures, extrema 0‘!

these measures will - be of interest. For example, it Is

\\\‘ i ot
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desirable that the pfo:ocol have the property that delay be

bouynded, i.e., that individyal packet -dela} can be

quaranteed to be interior to a Kknown limit, The performance

of any scheme sgshould be evaluated by'cOIpailson with that of .
%R

schemes which are optimal with respect to a criterion of

interest, ° ' ’ -

Attention ig given algo to the following factors!

(1) complexity and ease ot implementation

(2) non~parametric performance

5

The operation of the protocol should not depend oOn

exact knowledge of system parameters,

(3) fairness

Protocols vary, even at equal delay-througnpu;
pertormance, in the degree to thch they are eguitable in
dealing with terminals. Aﬁ example of equitable behaviour is
the delivery ot megsages to the transponder in
first-come-first-gerved order, It will be asgsumed _in tnis
thesgis tQat tairness 1s a detlrnblﬁ property §£ a pfbtocol;
Fairness is hot 'ciuays_\ desirable, how-Ve}. since

discriminatory behaviour suggests a subjacent priority

structure, which can be useful in some applications,

v/
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1.4 Summary

The aimn and gcope oOf the -present ;:udyl have .lrgsdy
been oytlined. The organization Ot the thesis is as follows!
Chapter 2 presents the model and discusses its validity as a
representation of the pnysical entity. Cnagigr 3 conslde;s
tree searching as a means of organising the allocation of
access rights in\a random aécess system., The tree search is
presenteé in 1ts ‘simplest context, R=0; In Chapter & We
introduce the complication ot 1069 pf6p.qution delayY, which
is ;n 1ntr1nllé feature of the satellite problem, and
suggest tree-search-based access schemes which cope with the
probxen..ue show tae delay-throughput pertormance obtained

in simulation., In chapter 5 vwe present a locally optimimun,

instantaneous throughput maximizing algoritnhm. Though 1its

overall pertormance 4is not uniformly superfor to thﬁt of

previously examined schemes, it 1"' nevertheless, of
; .

interest as a novel approach fo the access protocol design

probreu, Moreover, the causes for its

poorer=than=-anticipated pertormance can be traced to an’

independence assumwption, and this may provide the Kkey to

‘ !
possible improvements. Suggestions for further research are

<

made in Chapter 6, v
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The main results of this thesis arer ' :

<

-

» N A \ N
(1) The development, without analysis, of new random

o

access protocols for -the satellite channhel. ’

\ .

*

(2) The systematic comparisoh of the delay=throughput
pertormance 0f these schmes using a simple common model.

.
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" \ CHAPTER 2
' THE MODEL
. . '}
~2.1 Channel: - "
The cnannel operates {n slotted time (with events {
occuring at integer times) and in perfect synchroniEation
with the packet sources. These are themsSelves b nmutually d
. U » ! L
synchronized and create ' unit length packets, A11¢
fransmISSIOns are received ny) the entire user c%mmunity ’ i*

(including the originator), but subject to a tixed delay., R,

.An attempt by tw0'o§:more users™ to transmit a.packet in the

‘Same slot leads to a ‘collision® and the deSt;uﬁtxon of the

packets involved. cdixiuqa packets are rescheduled for
]

transmission. The channel is error free, \

y .‘ - R

There is evidence to suppOrt the adoption of this model
as a répre;entacion of the phy;lcaf satellite channel. rné
nominal bxt;efror rate f6r such & channel -with a~tor9ard
to jpe on th? order\’ -
Jgﬁ:mption (221. . . C

the sa;erlite

error correcting code has been estimated

of 16'9, error-free

©

Similarly, synchronization

Jjustitying the

of all ‘sources to

reference time to within very strict specifications has been "

. x4 !
found to be feasible (23)., Variations in the round trip ,

P

delay, as a function of time and location ot

the user;, duve




R -

i PR

i emepmme S

T ey

- i o S P e g on T e s i K R o

[,

e T Pt

s

to drifting of the geosynchronous satellife from jts nominal
position and , to differences 1in distance from user to
satellite, can be assumed to pe negligablle' from the point of

view Of protocol design and performance analysis,

On the other hand, the abstract nmodel -is a
simplification, differiné materially in some Trespects from
the physical channel. For example, Metzner (24] and Roberts
(25) have noted that, pbecause of the capture effect in FM
réce1Vers, concurrent usages of the channel by stations with
unequal power at the transmitter (resulting from differences
in 1location or intentjonal (inhomogeneity 0t terminal
characteristics) need not lead to obliteration of all

transmitted packets. Consequently, the results obtalned

»

using the above model are pessimistic.

2.2 Sources: - . 0

'4

The user population is 1large (but finjite), homogeneous
; L © .
(identical users) , and ot constant size. Each terminal

generates packets acording to a Bernoulli process of
parameter p, which is assumed time invariant, The amount of
Htorage provided at each terminal varies according as the

o

model 1is of the direct entry or buffered entry type. In the

)
tirst case, when a packet ds created; it f£1ills a single

transmit buffer and is held there until successfully
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‘transmitted;gypackets generated while the terminal puffer is ,

O

- occupled are lost, In the second case, there is, in addition
to the single transmit buffer, a hold buffer, also of single

packet capaclity, Its purpose is to retain tneltirst packet

\; arriving at & terminal in the conflict resolution period

following a collision (during which ¢time all transnit

buffers are serviced), until the end of that period, at

which time 1its contents are transferred into the transait
e

bufter, forming the initial 10ad for the next confljct

resolution periodq,

The pbuffered entry model is5 introduced because Oof a
useful property. Transfers from hold to transmit puffers are K
(m) renewal points for the system state process. The sSequehce of

time {intervals between these events (sequence of cycle

lengths) constitutes an lmbedded Markov chain.

Either source model 1s & valid representation of some

pnysica# entities, An example is an interactive terminal

with geometrically- distributed thinking cfme operating on a

per-line basis (that is, the user doesg nog~beqln to consider ;

9 the next Input until assured by recelipt of\a line feed of
+ the successful entry of the current 1line), The time
invariance of the model parameters s a r;asonable

assumption qi;en the relative scgle of slot~time and the

o
period over which fluctuations 1in user number or
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gnaracterisilcs are signirficant, .

2.3 Performance measuress: e
'%he performance measures of primary ingerest wiil be
the average delay experienced by a packet from creation to
successful transmission, and the throughput of the énannel.
The throughput of the channel isdefined as the average ;
number off successful transmissions per slot. The delay of a
particular packet ‘is computed as the difference between the
index of the slot &uring which a p;cket is generated by a
terminal, and the 1ndex of the slot during which iti is
succesfully transmitted. Note. that this definition nay

. (i) differ by a constant amount R+1 from delay figures quoted by

other authors, e.,g. {7].
2.4 ‘Numerical Constants: ' [

The following numerical constants, relating to the
ALOHA system, will be used "for numerical examples and
simulation tnroughout\tnis thesis.
8
The channel round trip propogation delay will be
assumed to be ,270 sec, and the bit rate 50 KBPS, Aﬂ;uulnq
v picket lengths (lnciuding source and destination address

bits as well as error correcting bits) of 1125 bits, each
. ) 4

@L‘) ' " . ( ‘
e - . - !




time slot will be 0f 22,5 msec duration. HenCe, expressed in

slots, R=12,
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CHAPTER 3

TREE SEARCH ACCESS SCHEMES

Yemini’s urn scheme with window mechanism [18) and
Capetenakis’ algorithm [19) are examples of tree search
access schemes, These schemes consist basically of a service
mechanism for resolving conflicts in chanpel usage,!
Terminals in a population group to which the tree search

’ »
scheme is applied broadcast all together until a conflict
! |
arises, A systematic¢ procedure for resolving tnis conflict,

the tree search, is then invoked. ‘ <%?
!

3.1 Terminology: 4 \ -
\

A tree graph is shown in Fig 3.1.1., The tree consists
of nodes and branches, From every node n in the tree, except
terminal nodes, emanate dn branches, where dn 1s the degree
of the node. These branches join the progenitor node n to
its progeny. Each generation of nodes constitutes a level of
the tree, The root node is at level 0; the terminal nodes
are at ground level. Every node is the root node for the
subtree conisisting of its progeny and subseqqent‘qenerations
thereof, and 1is said to subtend oOr span that subtree, The

deqth 0f a subtree is the number of generations included, A

-

\
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terminal node gubtends a4 sudbtree of dept

further qualification , is a tree 1in uhi h all nodes have

degree n,
3.2 Source Addressing:

The ' specification of a sourc addregs can be
represented as the selection of a ath through a tree,
Imagine an M=ary tree with as many terminal nodes as there
are users (N), with the terminal nodes assigned an address

trom 0 to N. In base N representation, the digits of the

‘address of a particular tefminal node specify a path from

the root node to that terminal nodﬁ. Any n-lengéh prefix of
tne’addregs corresponds to a unique/ path from the root node
to a node at level n which suutendi a Subtree containing the
terminal. Consecutive nodes in thé path prescribped by the
adadress digits thus speclty sub#roups of decreasing‘ si%e
(address groups), each inciudinﬁ the addressed terminal

node. In subsequent discussions, a statement to the effect

Yo

that a node ‘broadcasts’, or is ‘probed’, should be

interpreted as saying that the mepberS”ot\ an address group

defined by that node have broadcast.

When N does not bear the fortuitous relation to M

permitting full occupancy of ground level nodes, or when N

\ ]

[ U
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varies (terminals join or leave the terminhal population),

there arises the. {issue oOf how toO allocate terminal
adgresses. Addresses should be assigned to new terminals (in
a :iee of sufficlient depth ¢to0 accommodate the maximum
anticipated N, say N°) in such a manner as to llnimfﬁe the
number 0f digits needed to specify a subtree which contgins
onlg that terminal, For the binary tree, for example, a rule

{26) yielding an appropriate addressing sequence is the

following:
Assign to n’th arrival the address comp(revi(n)).

Here rev 1is the operator which reverses the bits . of the
blnar“ representation of n (for example, rev(1011)=1101),
and comp is the complementation operator. The order of
address assignment for the case N°=4 is shown in Fig,3.2.1,

Generalization to non=binary treesdls obvious, ) e
3.3 General tree search:

A tree search access Schene can be descriped generally
ds follows., Each terminal possesses a copy of a tree graph
representing a chosen 'sqbquup of the population, The
sequencé of channel idle, busf, and collision states cuides
each términal in following the excursions of a control

pointer, initially positioned on the root node, through the

3
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tree, The pogitton 0f the control pointer at each step
defines & broadcast group, that is, & group oOf terminals
diven access rights to the next slot. This broadcast group
congists of terminals associated with terminal nod;s in the
subtree spanned by the current node, Conflicts in channel
usage resulting from subgroup broadcasts are handled
according to the principle of ‘divide and conguer’; that is,
the control cursor moves down into the subtree, Absence of
conflict at @& node elimlnateg the 'subtended tree from
turther consideration (terminals in that - subtree have no
packets at this time), and the control pointer moves oh to a
node not yet explored in the current excursion, wnen all
nodes have been processed, either through elimination or
broadcast, the control pointer returns to the root node, The
interval (in slots). between visits to the root node s
called a cycle,
-

Tree search schemes differ in the path followed by the
control pointer as it traverses the tree, They all share the
feature that the mévenents of ‘the cursor are determlnistic,
given the history“of channel slot occupancy, $© that all the

terminals know, with certainty., the position of the cursor.

3.4 Classification:

A tree gearch can be. gtatic ot{dvnallc. A gstatic

-
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algorithm is one in which éhe degree ot each node in the
tree {is tixed, A dynhamic aioorithn is one 4in which the
degrees. of the hnhodes are updated, in a n,nner known to all
terminalg, according tox some statistic Of the channel

procesé 80 as to adapt the tree structure to the tratfic,

There are tno’ basic tree traversal patterns: ground
seeking and cross level. In ground seeking, the control
pointer proceeds towards ground level without respites in
cross level, previously unexplored nodes at the same level
ale examined before Proping the progeny of a conflict nodes
The choice of one OF the other method has no impact on the

cycle time, but it does affect.the delay distribution.

3.5 Example

e

The Oper;tlon and implementailon of a tree search
scheme Ean be illustrated by a simple example, For the sake
of clarity in presentation, 1t is assumed that pacKets
generated during conflict resolution are nheld in hold
bufters until the end of tﬁe'cycle, at whicéh time the hold
buffer contents are transferred to. the transﬂlt butfers and
become the initial load for the next ‘cycle (buf%ered entry

model).

congider a binary tree capable of gervicing 16 gourcege.

}
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., The course " Of one fycle, in the gstatic case, is shown in

F19.3.5.1 in terms of displacements Of the control cursor
within the tree and the corresponding channel states at’ each
step,. The tree traversal pattern is left-oriented and ground
seeking, The cycle under consideration :begins (Step (1))
when the root node broadcasts (time to), and-a conflict, due
to‘the presence of packets at' the square terminal nodes, 1is
sensed, cControl then passes (Step (2)) to the left
offspring, That node broadcasts, the conflict persists, and
control passes (in Step (3) to "left offspring at the next
generation. At-this point, none Of the terminals belonging
to the broadcast group defined by the current node has a
packet, and control passes (Step (4)) to the sibling of the
current node, Again a conflict occurs, and the control
cursor presses on, examining the left offspring. This action
releases'a packet in Step (5). Step (6) 1s a lateral move
right (to the right sibling), and produces another
successtul broadcast., The last node whose right oftspring
has not been examined is the root node, and control passes
to that offspring in Step (7): congtlict resolution proceeds
in tnhis fashion - until s:ep‘ (13), at which point all

conflicts existing at time to are resolved,

A crogg-level vergion of ¢the algorithm 15 ag

illustrated in Fig.3.5.2, Ig?giq.3.s.3 the channel states in’

%,

successive slots (R=0) £0r cross-level and grouna seeking
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patterns are Juxtaposed to illustrate the impact of the
N . ’
choice of tree traversal pattern on delay distribution. When
R=0, oroun& seeking patterns are always preferable,
\

The ground seeking _protocol may be described more

-

1

succinctly in terms of operations on a pusn-;own pop=up
stack (STACK) containing node jfdentifiers. let RS(NODE) and
LS(NODE) denote the right and left son of  NODE,
respectively. sfhe, following pseudocode describes  the

protocols

Prfotocol A

1

1. If stack empty, place root%node in stack.
2, NODE d<== STACK(TOP) \
3, while conflict sensed at NODE, DO

STACK <== RS(NODE), NODE <== LS(NODE)

Else, go to 1

This sequence is executed {in each slot'by each terminal,

Exactly one node is probed per slot, (R=0, . .

)

+ A slight 1improvement of the algorithm is obtained by

omitting steps. that are uninformative [27). These occur when

X

a left probe following a conflict produces an idle siot. .In

&
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that case, there is no need to probe Mhﬁ rioht sibling,

(u) since a contlicﬁ vill ensgue .with certainty. Therefore,
\ results of a Jleft probe (as in Protocol A) . ought to be e

handled: dltterenily' from thogse Oof a right p;one.° This . S

cdnplneratign leids to the folllowing look=ahead protocol:

Protgcol B

- - - e

T

\ 1., NODE <== ROOT.NODE ' - -

2. If conflict at NODE, Then DO

STACK <== RS(NODE)

. : NODE <== LS(NODE)
go to 2 | ) . S
(?) . If stack empty, go to §
It idle at NODE, Then DO
SKIP <== STACK(TOP)
NODE <== LS(SKIP)
STACK <== RS(SKIP) °
N go to 2 |

IF success at NODE, Then NODE <== STACK(TOP)

e

. 3. It conflict at NODE, Then DO

NODE' <=~ LS(NODE)
STACK <== RS(NODE) /
go to 2 )

\
Else, DO

. i \ ; \




. If stack empty,go to 1

NODE' <== STACK(TOP)

go to 3 - ’ a
, /

In the above, sgtep (2) treais lett probes, while step (3)

treats right probes. Both protocols A “and B are striéf?%g

serial (ground=seeking) binary searches (SSBS).
E

. \
The static procedure in the previous paragraph work

well vwhen the tree is 1ightly loaded; hOwever, in the

heavily 16aaed case éicessive overhead is incurred visltingu
nbn-terninal nodes whosge ;ubtrees have a high prObabllitf;ot
including more than One bu:yaterllnal. In the limit of tﬁll
terminal- node occupancy, 2N=1 nodes are alaninea‘to rélguse
N teraminals, yielding a maxisum throughput of N/(2N=1), A
dynamic scheme can be used to combat this excessive

overhead. Co

€

1
Given the number of bugy terminals (b) in ' ghe

population, the probability Of a syccesstul transmission at

a node which subtends k terminals is N

. *f Nk ' \
* ‘ k \b-1

TSR— ~?,

N !
b ° ) \
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This quaﬁtity is maximized by choosing k=L N/b J.

3

e e aaTmen g S

3

This observation can e applied to the design :of
' dynamic variants Of the algorithms {in this example, These .
-variants, which might be called “level skipping® algorithas, &

N

' could consist, #or example, in modifying step 1 so as to .
) . : 0,

g R ) - ]
initialiZe the stack when empty with all nodes at level 1% |
10gsub2(b). - The quantity b may be estimated by EdbiLod, '

where Lo is the 1enqtﬁ ot the previous]vvcle. Clearly,

| o

14

—-«\ s -~ “

, ‘ . Lo | e
. E(ILO) = N (1 = (i=p) ) . -
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'CHAPTER

4

APPLICATION OF TREE SEARCH ACCESS SCHENES

tree search access schenmes 0of chapter 3 are, in

themselves, pdeqguate as access protocols in the special case

R=0, For

application to the

satellite

problenm,

the

elaporation of a tree search-access=based protocol requires
R

an additional

delay. The purpose Of this new

level is to

concurrent conduct of several tree searches,

The poiwt of dep@rture for the

level to deal with the non-zero propagation

coordinate the

work in this chapter 1is

the tree-serrcn-baseb protocol due to Capetenakis. His

with several slmplé extensions.

variants
merits,

!

4.1 Cape

in Ca

divided

slots). To

subgroup ¥ of the

search

i

in

tenakis’® Scheme

in

conflict  resolution

each di-slot . is assigned

tollowe& by a discussion. of

he 1ight: of simulation results,

etenakis’ ' scheme (Fig.4,.1.1),

algorithm

t

A description of

" scheme is examined first, The remainder of the chapter deals

these

heir relative

the time ax

is

an egual, fixed

applied

is s

0 frames Of R/2+1 di-slots (a pair of consecutive

=gike

opulation (size Ng), and 'a binary tree

in

R N

o agor st
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successive periodic occurrenceﬂ ot gdislots belonging to that
group. The execution of the tree search in each subgroup is

independent 0f that in other groups,

Certain features of Capetenakis® scheme serve to
simplify the analysis. Subdivision of the population into
disjoint, non=communicating groups reduces Cthe problem to
the solution of the protocol design proolem for the case
R=0., The pertormance of the system is that Of the subgroup,
and analysis can focus exclusively on a particular subgroup.
In addition, in b&tn the static and dynamic verslions, the
buftered source model is assumed. As will be seen
subsequentliy, this approach facilitates analysis,  at the

expense of efficliency.

4,1.1 Static Case:

¥
The pseudocode for the static tree search employed in
every dislot i{s *
Progocol C
: 1. If stack empty, STACK <== ROOTNODE
2. NODE <== STACK(top) : \ : ' @%
‘ 17
3. DO for NXT=RS(NODE),LS(NODE); : e
. . | ‘ w
'1£f contlict sensed’ at NXT, STACK <== NXT; \ bt

i
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Else;

4, Go to 1

An algorithmic step (the execution.of the four step Sequence
above) regquires R+2 slots in real time. The progeny of ihe
current node are probed 1In the ¢first two slots, and the
resultant channel states are known R slots later. R/2¢1
programs of this sort execute concurrently. Note that the
stack contents, 1in this case, are different from those in
protocols A or B (Section 3.5). Here, the Stack contains
only nodes which are certitied to pe conflict nodes, further
action on tnem being held 1in abeyance ﬁntil otngr conflicts
are resolved. In protocols A and B, the stack coptalns nodes
which are unrgsolvéd. being present merelyY £for the purpose

of pointing to unterminated search stubs.

Protocol C exploits the fact that, at any step in the
tree search, independent information about two nodes (the
progeny ot NDDES can always be obtaihed in the sane
algorithmic step, (The ;oot node 1is not explicitly probed,.).
when the length of the algorithmic 'step is doninaied by th§

value of R, this is a cruclal feature,

In gpite of ghe ginplicity of the model and protocol

-

‘desirlption, only relatively loose bounds on

throughput-delay performance are available, exact results

ey SRR s g
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being obtained only in trivial limits of parameter values,
It is easily shown (Appendix A.1) that the delay=-throughput

curve is bounded above on the ordinate (average delay) by

TR Eiiade il e

(3Ng+log Ng=5) (R/72+1) slots, and on the abscissa
(throughput) by Ng/(2Ng=2). The maximum delay which a packet
can experience 1is (4Ng=5)(R/2¢1), Other pounds, valid over

the entlrg delay=throughput plane, are derived in [19),

4.,1.,2 Dynamic Case

One seeks to produce an algorithm which, on the basis ¥
of the history of the channel state process, varies the tree
structure so as tO minimizre meanh packey delay. The problem
() is unsolved in its g¢general formulation., Certain assumptions
can. be made, hOowever, to renderhtﬁe problems amenable to
solution, If the choice of a tree is made .at the beginning
of eaén cycle, and that tree is maintained throughout the
cycle, then it is reasonable to restrict tqe search for the
optimal tree to the set of symmetric trees. uored?er. one
can assume that a certain inference made in the infinite
population t‘ase applies to the ¢finite p;pulat;on case,
Subject to these assumptions, Capetenakis has shown that the
optimal tree (with regpect to a criterion related ¢tO0 mean
delay) is binary, except tor the root node, which is of
-variable degree, depending on the craftic intensity. In the

next few paraqkaphs.' we outline the derivation \ot this
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result ana interpret it. .

in the infinite population case (N tendas to infinity
while the product Np tends to)x , a constant), the tree which
minimizes the expected length of the current cycle (b).é
given the length of the previous cycle (Lo), Eg{LiLo}, is
bpinary except for the root node, (Recall that tnié
development applies to the pbuffered entry model, so that LO

is a sufficient statistic,)

Note that the wuse of E{(LILO} (effectively the mean
maximun delay) as an opcimalicy sriterion is-arbitrary:; its
use stems from ease Of compuyctation, One could Just as well
attempt to maximize conditional throughput 1in the cycle,
E{provability of a successful transmissions per node visited
jLo}. The quantity ot paramount interest 1is E{DiLo}, but no

usetul expression tor it has been found.

Assume that the binary nature of the optimal tree in

tﬁe infinite population case carries over to the finite
¥,

population case, and that a °level skipping® algorithm (cf
section 3,5) is desired for ease of implementation; that 1s,

the degree of the root node (K) is constralned to be a power

(k) of two, The problem is to ¢choose kK 50 as to minimige
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K n=k .K"‘l )
E{LILO) .= 2 ¢ ), 2  O(n=k=141,q) ~=
: i=}

where,

n=l1og N
2

q = Pr{terminal is occupied in current cycle}
{ Lo -

= 1= (1=p) '
®(3,q9) = priconflict at root node of subtree depth Jiq)
) b
2 3 2 -1

1{- (1=q) = 2 q (1=q)

n

L]
N

The expression for° E(LILO}, given apove, follows from

\elenentary considerations. At level 1 in the tree, nodes

subtend subtrees of depth n=(k-1)=-i. The probablility of
conflict at a node at level i 1s accordingly @(n=k=1+1,q),
and the average number of cohflict nodes at level 1 is thus
2n+1-1 d(n=k=1+1,9). Each one (ot these c0n£11ct§ entalls
that two more nodes are to be visited, so that the average

contribution to L, at level 130 is f“‘¢(n-x61r1.q).

Since k takKes on integer values, there exists a range

of q tor which ’ particular cholce 'Jt k is optlaal.‘ th k"

be the optimal Kk, for a given q. Assume that there exists a

wd,
K's
M

. ED
7
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quantity q{(k,n) defined by

K= K 4(k,n)< q < Gk+1,n)
thén 3 satisfies
A" 4
E{LIg,n,k=1} = EtLI§.n,k)
This implies that

¢(n-kﬂ\.a) = 1/2 ,

-

which 1is easil)ly solved for 3 as a function of ne=k

(Fig.‘oloz)o

The algebra shows that the optimal_ dynamic algorithm
(vhere Optinaffty is with respect to E(LILO) ) proceeds
directly to the level where the average information obt;lned
by probing' a ﬁode is maximized, From the point of view oOf
the length of a cycle, the cnaqnel state 1n£ornaiion is
binary: either a node is a conflict node and the search
proceeds through it to its progeny, or it i1s not, and the

search goes no further in that subtree, Thus, the optimal

_alqorithn, in search ot uax;nuh average lﬁtoriatxbn, begins .

- probing at level wm, vwhere (m,q)=1/2, since there

— . - A4
. 4
n . . s

i
4
H
H
i
f
:

-
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n(dimyq) )=t (h(,) &s the entropy tunction for a binary

( | N source ).

v

A S

If the significant channel states , are taken to be

presence or absence Of a succegsful transmission in a slot,

then one has the prescription for throughput maximization by

i

level skipping,

.
‘ nax

‘I’(IUQ)
] .

where,

2 -1

. . L
O v(m,q) = 2 q (1=q) \ :

h N

p (=
. . -1 =(i¢1) *
the solution of which is m=i for q€€2 ,2 l, 1=20,,..,0.

such a strategy performs yorse than the cycle

- minimizing strategy, as we shall show by simulation (ct

section 4.5.2), and it 45 introduced here primarily aixa
neans ?t nighlighting an ldQerestinq feature ot Capetenakisf
dynamic algorithm. Superficially, it niéht appear that
11quida£1nq as ®any pacneis as possible in the f£irst levgl
visited is\a means to achiiving cycle length uinlfi:atlon.

i, Such a ‘strategy, however, is wyopic. A better strategy

“ , J

" ~ - 1 !
@ ) ’ f
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“proceeds by initially devoting a few slots tO learning, at
- : 8 . } ‘ .
(*) the expense o0f instantaneous tnrougaput. in order ¢to
uispafch packets more étficiengly in subsequent slots,

43
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. The dynamic algorithm presented ih the previous section .
requires knowledge of p, There is a computationally

efficient estimator qi for q given by

h : N d
/ 9. = Min((bo/Ng) (Lo /Loe),1) “ s ﬁ

e j

_ Here bo is the numﬁer of pacKets successfully transaitted in

(f) the last cycle,Ld is its length, and Loo is the length of

the cycle preceding the last. ﬁ e that, because of the
dependence existing ,petween successive cyles ( a long cycle .

will tend to engender another 1long cycle), this estimate is
‘ W

preferable to one based Oh a long terhm average. The effect

.

of the use of a long term averag€ would be to0 smooth.out the
1

fﬁuc;uétlons'to which one wishes the adaptation algorithm to

il i4 <
]

react. .
| ~ ' ) ‘%g .
“4.2 pirect Entry vafiant ° . -
y N P
N Y \ ~ [
’ If new arrivals’ in any slot are permitted to

N

pattléipate in conflict resolution (direct entry model), -

€§3 | \

~ ? Lo
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superior throughput=delay performance is oObserved _under
simulation. The success of tni; variant hinges on the
reduction of delay, rather than on the increase of
throughput (at given p). In the steady state., the throughput
and cycle length  statistics should be = and this intuition
is corroborated by simylation = identical in both the direct

and buffered entry models.

It is also noteworthy tnat the di;:Zt entry protocols
are inherently more egquitable than the obuffered entry
protocols. 1n the buffered case, the Jgrade of service
perceived by a terminal varies according tO bOth address and
p. For moderate to high p values, the delay experienced by a
terminal is least 1f that terminal is leftmost, and greatest
if rightmost. Of course, a randomimed allocation of
addresses (for example, at th€ beginning O©Of every cycle)
could alleviate this problem, No such readdressing 1is
required in the direct entry model, since the packet delay

has the same distribution for each terminal,

4.2.1 Static Cage

The analxsislls complicated by the fact that successive
cycle lengths do not constitute & Narkov chain. The boﬁnds
on throughput versus delay advanced by Capetenakis have no

obvyious 4&nalogs in the present situation. Wwe can show

Ay L RN AR A Rl LT A S g 1 | L g e e A T L e T NI K 1 b e, G R
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(Appendix A.2) that at p=1, D=(2Ng=3)(R/2+1) slots, and, as

before, ©° =05Nq,(Ng'1)o

4,2.2 Dynamic Case
| r
The modification of Capetenjkis dynamic algoritnm is
non-trivial. Each terminal now has a different g, depending
on when it was last serviced., One approach, adnmittedly a
sup~optimal one, is to use the estimate g=bo/Ng to determine
the extent 0of 1level skipping. ainulatlon results suggest
that this is a reasonable way to proceed (cf.4.5.2). At p=1,
D=N and o =1, since one obtains TDMA.

s

4.3 SSBS variant

Gne could conceive 0f forming R+1 suquOups of the
population, instead of R/2+1 as 1in Capetenakis® scheme, A
strictly serial binary search (SSBS) can then be applied to
ea%p group, Such a modification permits the use of the nmore
efficient look-ahead search scheme (protocol B of section
3.5). The benefit obtained is offset by the fact that the
search 1; conducted on a smaller tree, It turns out, under

simulation, that tor the model parameters oOf interest

(N=448,R=12), there is no clear superiority 0f such a scheme

|

ove} Capetenakis”’,

Y
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4.4 Family of Global Queue Variants

A guiding principle in the design for minfmum average
delay 0f queuUeing systems is tnat.the Server should never be
idle while there exhsts a backlog of unfinisned work in the
system, Applied to the problem at hand, this means that in
any slot, all conflicts known to exist should be resolved
before exploring the possible existence of others. One notes
that Capetenakis® scheme violates this principle; the TDMA
component (the segregation ot the uSer population 1into
non=interfering sub=groups) implies that exactly Oohe
algorithmic step (corresponding to the servicing of\ one
node) may be . performed per group ln\ each frame, though
though there may be several contlict nodes extant in that

group, and, none in another.

what is suggested by the principle enynciated above is
a scheme like that illustrated in Fig.4.4.1. Here, a work
hopper Eontains a record of alll nodes in the system where
conflicts are xnown to exist, but upon which immediate
action could not be undertaken. Since a type C search
(operating in dislots) has the property of stacking conflict
nodeé, it is a natural cholée fo; this application, Thus, we
allow R/241 servers, each providing R+2 units of service,

Exactly one sepver is free in any given dislot. In the first



()

)

-49- :jik’

unit of servicé. a node 1is read from the hopper by the
avallable server, the labels 9: the progeny nodes are
generated, and the terminals includeda 1in each node
broadcast. R slots later, the two echoes are received ang
the server consults a scheduling algorithm to return those
nodes where conflicts have been sensed to the work hopper,
The scheduling algorithm also determines the
reinitialization procedure, The choice of the scheduling
algorithm, which governs the ordirlng of nodes in the gueue
of untinished work, defines a member of a family which we

have called the family of ¢global queue variants.

A particular implementation oOf the general scheme
proPOEed in the preVious paragraph is that of Fig.4.4.2.
Here, a multi-queue (LIFO) network is tended by a cyclical
server who exhausts 311 work in a queue before proceeding to
the next, fhe server has Tero transit time and suffers no
time penalty in visiting empty queues. The gueues contain
the conflict nodes generated by a binary tree search. When
an individual tree is exhausted it is refnitialized.. Note
that Capetenakis’ algorithm can be descriped in the same
way, with the dJdifference that the server, :insteaa of
providing ‘exhaustive service at each step of its itinerary,
services one node per step, cycling through all queues, busy

or not, in one frame.
i
|
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The gquestion of ~z_ne chojice 0Of scheduling algorithm
naturally arises. It is appealinq to conjecture that the
performance of the systes in terms of average delay is
independent of this choice, Although we have been unable to
prove this bhypothesis, there Iis, nonetheless, evidence,
obtained by simuylation, to support it. should the hypothesis
Qe true, fairness considerations may motivate the choice of

scheduling algorithm, N \

4.5 Simplation

in this section, the schemes described above are
LY

compared by simulation, The performance of optimally

controlled ALOHA and TDMA are introduced as benchmarks by
which these schemes can be judged,

&

4.5.1 Procedure

Sisulation programs are coded in FORTRAN, and use a
thoroughly tested, assembler language, random variate
génerator package, SUPER=-DUPER (28). Each slot in which the
protocol under study operates is simulated individually. New
arrivals to the system arée computed at the beginning of a
siot and labelled as to time of origin, The processing

presé}ibed by the particular ptotocol is carried out during
Yy

T Ey o
HEY -

2

B |

R

e
e
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the slot. At the end of each slot, successfully transmitted

( ) packets are cleared, and statistics updated. The simulation,

/
though pertormed on a per slot basis, Keeps track of cycles,

and always proceeds'tor an integral number of cycles.,

The choice of a stopping rule poses a problem, Formal
stopping ruleswconsistent with our 1lack of Knowledge 0f the 3
underlying distributions of the simulation results (rules
based on a Normality assumption or, better still, on the
weaker assumption that the (Chebyshev ineguality holads)
indicate long simulation times for moderately high

confidence levels (80% or s50). AS a result it seemed \ i

reasonable to apply an empirical wmethod ©of choosing the

-

«C) simulation length,

M4 e e

The procedure used was thls: Short term statistics,
compiled over consecutive segments containing integral
numpers of cycles, were exanmined in order to ascertain the
extent of transients due to choice o lnltl;; condaitions and
the degree of statistical stability (stationarity). The N
portion visiply contaminated by transient effects was
discarded, and the remaining results were averaged. The
simulation was repeated for different choices of randoa
number generator seeds, 1f the cluster of points in (& ,D)

space corresponding to a simulation (choice of N,p, and

protocol) seemed too large the length of the simulation was

| | ‘
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increased. This process was repeated until the spread of

values along each axis did not exceed 1% of the sample nsan.

4.5.2 Results

our simulation studies ‘of the systems described above

are summarized in figures 4.5.1-4,5.5.

simulation results are displayed in ( <,D) space with p
as a parameter, The points shown are the centroid:;o: the
clusters referred to in section 4,5.1; the curves are cubic
splines with the centrofids uUsed as knots in the “spline
fitting. Where a knot is not éxpllcltly labelled witn the
corresponding value of the parameter p, that value gf p is
to pe inferred from the labelling of a curve with identical
symbol markings. In that case, the sequence of p values On
the unlabelled curve, in order of increasing p, 15 eXactly

that of the labelled curve,

Fig 4,5.1 exhibits the target reglion fOr random access
protocol desiqn: A desirable operating characterisflc for a
tree search protocol should ilie within an area bounded above
by TDMA, and to the left by ALOHA. Obviously, not every
point |in that/ region 1is achievable, The curve for 'TDMA
follows tFon analels (Appendix A.2), whereas that for

optimally controlled ALOHA follows from simulation. The

4
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simulation length is 5000 slots/ run.

Flg9.4.5.2 conpares the simulated pergormance of
Capetenakis’ scheme to that 0f the theoretical bounds given 3
in {19) (R=0,Nz64). The performance of the same scheme using
direct entry (curve A) and combining direct entry with P

look-ahead (SSBS variant = curve B) are also shown,

Fig.4.5.3 and Fig.4.5.4 examine the behaviour of tree
search schemes, both static and dynamic, for the buffered
and direct entry models respectively, under the nmore R |

interesting condition R=12, The performance curve £0r the

S58BS variant |is essentially co-located with that for the

(T) direct ‘entry variant of Capetenakis tfor N=448 (R¥*2

R N T

sub=djivisions), and, for that reason, 1is not shown

explicitly.

The delay-throughput performance of the global queue

" variants (GQV) are investigated in Fig.4.5.5. Two GOV's are
considered, in both static and dynharic modes, and compared ‘ \
with ¢the static version of cCcapetenakis”’ scheme. In the
first, & single work queue is maintained with a FIFO

. discipline. I£f, in any slot, there is no work in the queue,

all sub=-groups not represented in the system have their
...’ .
search trees reinitialized. The second is the cyclical

service gsystem of Fig.4.4.2, vwith stacks reinitialized
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— whenever one 1is found empty and no information {s pending
from that group. In terms of delay=-throughput, the two
schemes are indistinguishable, account being taken of
simulation error. In poth GQV‘’s, adaptivity is introduced by

reinicializing the search trees at the level prescribed by

the cycle length minimization procedure using the estimate

of section 4.2.2.

From these results one can conclude that the greatest
gain in performance is derived frow the use of direct entry
instead of buffered entry. (The comparison is fair because

the two exhibit the same blocking probabllity for given

()‘ throughput). The improvement due to G@ management 1is

marginal, although it does occur in an 1|$offant region of
the curve. For operation in this region, GQ management is an
alternative to the use of a dynamic strategy. As expected,
cycle minimisation is preferable to instantaneoys throughput
maximigation in dynamic protocols. The inferior performance
of the dynamic GQV relative to the\ dynamic direct entry
p; protocol without GO u;naqenent is 1lputa§1e to\ ;hé

inadequacy of the estimate q=bo/Ng when applied to this more

complex system where there are interations between groups.
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q ' m = n-k

. 707 ' 0
.38 1

.8/2 m=2,3,...,n

Fig.4.1.2Solution of level skipping equation
for mean cycle length minimization. o .
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Fig.4.5.2 Simulated performance of Capetenakis' scheme (A) versus
theoretical bounds [(B) and direct entry and SSBS variants (D and C).
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| CHAPTER 5

AMORPHOUS: A LOCALLY OPTIMUN THROUGHPUT MAXINIZING ALGORITHM

1

In this chapter, the search for efficient access
protocols 1s extended beyond procedures described 1in terms
of tree searches. The structure inherent in-a tree search
{suggests optimizing over a cycle, we now consider a scheme
(AMORPHOUS), applied to the direct entry case, which 1is
locally optimum in the sense that it attempts t0 maximize
the throeughput in eacA slot,

~

Local throughput maximization |ig accoaplighed by
defining ,in each slot, a broadcast group Of Optimum sjige
and composition, The broadcast group {is drawn from the pool
of users -~ designated the ‘active’ group = for vwhom channel
status information resulting from the latest broadcast 1is
avallable. The selection is based on estimates (one for each
terminal) of the occupancy probabilities of the indaividual
terminals in the current siot. The design p;onlen°cons£fts
accordingly of two spbproulens: the partitioning of the
active pobulation 1nto proadcast and quiescent groups (a bin
packing or Knapsack ;yée of PpProblen), and the updaflng of

the probability q associated vwith each terminal (Bayesian

o

learning).
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5.1 The Partitioning Algorithm

- The problenm is to seleét”a broadcast group from a
(typlcally) non-homogenedus active population (sizé Na) so
as to maximize the throuqhﬁut (< ), given the terminal busy
probabillties—qi~. i=1,.,,.,Na, The terminals aée ranked in
order of decreasing packet possession propabllity before the
partition is computed, ANy reasonable ypdating rule must
have the property that the estimate of a terminal-occupancy
probability increases as delay accrues for the packet held
by that terminal, Since the terminals ©0f higher q have
packets which nave sojourned 1longer in the system, these
terwminals are included in the partition with a priority
commensurate with their rank, Let c, be the variable which
takes the value 1 if terminal i in the sorted list is to be
included in the present broadcast group, and 0 otherwise,

The vector c(A) will have the form

{ 0 3>
c = ’ -
1 1 3¢

¢

where A is a threshold to be determined. Wwithout loss of

generality, we assuné that A is integral. !
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Problem ' . ‘

To choose X such that

'y

L) 2 ) A
o (\). = max 2 q I (1=-q ) )
(A) i=1 1 =i 3
3=1

The solution 1s readily found in terms of a test

quantity S(A). Let, '

x = q /¢ti=q )
A i §

Yy
SN = ) x .
i=1 4 .

l (1,1'1'00001)

{ c: o attains its maximum )

L

§

In Appendix B, it is shown that,

Solution -

(1) If S(Na) ¢ 1, thenh 1€ L, and L contains no other

.

point. .
(2) It S(Na) » 1, and 1 < S(A) € 1+xy » then c()) is i
! the unigue point in L. R

(3) 1f S()\) = 1, then both c(A) and c(A+1) are elements
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of L, and L contains no other point. —

5.2 The Probablli&y deating Algorithm

The history ot terminal (i)

deciding whether

slot is summariged in the attribute g; . Initially, 4q; 1is

- eQual to the a priori propability

slot, given that the

slot, With the passage of time, and‘with successive attempts

to trahsmit, thne prooabllity aq;

that terminal is

terminal was

relevant to the problem Of

occublied in the present

i A e

p 0f packet creation in a
free In the preceeding

is modified in order to

q-
k-
. 5
reflect new knowledge of the probable state of the ternminal. 3
Let g; . be the updated version of ¢; . If the terminal is a §
4
meaber of the broadcast group, Of size determined by :
application of the partitioning algoritnhm ot section 5.1, ;
then, a3 shown 1n Appendix B, the updating rule, applied R
slots afterwbroadcast. is, )
(1) If no collision ensues, '
R+l .
q° = 1.=(1.-p) 4,
i
_\7 A Y
(2) If a collision ensues, ‘
P +X; a(R)
a . . d
1ex; S\ sQ) *
q° = 7
‘ r 1 l\
1 =o(N) ]l ¢ ==-
—_ SC))

[ e e K~ Y ¥
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In .obtaining this rule, we have assumed that the states 0f
the terminals in a proadcast group are ihdependent from

terminal to terminal, For members of™the quiescent group we

let,
Q° =q + p(1-q)
, i i i

v /
Again we make an independence assumption, namely td;t the
states of the terminals in the quiescent qr7up are

{ndependent of the states of all other terminals, including
/
3

/¢

those in the broadcast group.
5.3 Operatcion /

We nave outlined the techniques uysed to create an
optimal partition, given current values of the g 7s, and the
manner in which the.q °s are updated, Fig.5.4.1 shows the
information structures involved. The ppdfoccl may be

expressed in terms of the tollqninq steps, '

1. Sgart with all cerilnals in the active grouyp.

2. new slot: update q°s for quiescent group.

3. If any output from delay line, updatei q°s for
output group members and insert in ahtlve 11st

Q .
according to q.
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O

I

osq-

4, Partition to form broadcast group,
S, Place in delay line,

6. GO tbﬁz. N

It is easy to see that the algoritha degrades to TDNA at
large traffic and to ALOHA at lov traffic,

AMORPHOUS has another salutory teatur;. which becones
important in the multi-priority eﬁbironnent. There is no
fixed TDMA component. AMORPHOUS is elastic ;n slof usage,
using only as many slots in a round trip delay as required
to accommodate obtlmun size partitions, and leaving the rest
of the round trip delayntor lower priority classes to use

while running in background mode,

S.§ Simulation

The simulation program is written in FORTRAN, and makes
extensive use of two and three dimensional singly 1linkead
lists [30). For low to moderate traffic, groups of terminals
will tend to share the same termlnal occupancy
probabilities. Thus, instead of processing individual
terminals, groups Of terminals are processed by nanip&latlnq
the links. FOor example, sortipq is accogpllsned by iasertlnq

(1inking) each common=-q group constituting a.oroadcast group

‘retrieved from the delay line into the appropriate position

|l
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\
in the active 1ist. The active group is a 1list of common=q __
headers, and is thus treated ak a two-dimensional 1list,

! vhile the delay line , peing a list of partitions of active

‘lists 1s (trivially) a three-dimensional 1list. This

' relatively c¢omplex structure was found tO be an assét for
Np<.3. °

‘ I\
* The slnulation procedure, as well as the manner of

'presentatiqn 0f results, is similar to that described 1in
sections 4.5.2 and 4.5.3, The results are susmarized in

F19.5.5.1. ' )

5.5 Discussion ]
() . . -

The delay=-throughput performance of AMORPHOUS for the
single class ‘case (curve A in F#9.5,5.1) 1s, over auch gt
the region of interest, inferior to that of the tree
searches examined previously. However, the comparison with

* - tree searches is mitigated to some eXtent by the observation
that throughput in the context of AMORPHOUS has a different
.interpretation than it bhas for the scne;Es considered
earlieg. At low téa:tlc values, AMDRPHOUS tends notato use
every slot in the round trip delay, thereby leaving vacant
slbts vhich can be used for ,other- purposes (by other

43
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then oné obtains curve (B) in F19.5.5.1.

The effe¢t of the 1independence assumption of section

5.2 is to caunse the algorithm to be conservative in sising

A !

broadcast groups. It is believed that & refinement Of the

.algorithm aimed at ciréunventing the independence assumption -

will ‘glso lead to a more significant proprtion of 1ale

.slots, enhancing the opportunity to generate excess capacity

by using these slots for other purposes.

+
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. C CHAPTER 6

i

CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH

The delay-throughput behaviour of tree-search-based
access protocols has been examined with reference to the
single-hop packet satellite problem, It has been shown, by
simylation, that certaln modifications to a scheme due to

Capetenakis ([f19] yield substantial improvements. A novel

/
protocol has been proposed which attempts to maximige

iastantaneous throaghbut.py composing broadcast quups pased

on Bayesian estimates of terminal-occupancy propaonilities.

Its ‘relatively poor performance has been ascribed to an

I

independence assumption,

-~

The conclusions to 'be drawn from this woOrk are the

»

< _ 'following: -
( ’ v
o N “ [
) (1) Tree-search~based schemes exhibit excellent -
e ~ ° ' \Q’
. delay~-throughput performance (betfér than predicted by :
5 *3 Yoo N q b
Capetenakis). o .
Q; ' )

(2) Direct entry variants are uniformly preferable (in terms
of delay-throughput performance) ¢o Capetenakis’ buttereb

entry arrangement, s

. -
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# (3) Opfimal level=skipping adaqtive tree searches jump to

nodes where the average 1nform4tion acquired in a pPrope is
maximized. Jumping to the level where a probe 1s most likely
to yield a successful transmission (instantaneous throughput

maximiZing level skipping) is Sﬂown to be a poorer policy.

|

L

(4) A global queue management approach provides a marginal
benefit at m&herate p values in the static case, but no
improvement in the dynamic case - - perhaps due to difficulty
in formulating the estimator. g

D

(5) Further work 1is required to formulate a true
Q -
instantaneous throughput maximizing policy; An qgrtlcular,

the independence assumptions made in deriving the updating

rule for the terminal-pbusy probabilitities (cf. section 5.,2)

muit be circumvented, Nevertheless, AMORPHOUS provides a

framework in which the access protocol desigh problem can- be

condensed to the sub-problem of designing an updating rule.

In spite of the gimplicity Of the schemes congidered

here, there 15 a dearth of analytical results. The aim Of
future work could be to supply some of tgese. Also, the

detalls Of a .practical implementation of tree searches needs

further examination. For example, in a real sys}en.ltheig .

M I e . .
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may be occasional errors made 1in the conduct of a3 tree
search, (Tree searches are particularly vulnerable to such
impairments.) The effect o0f such a loss Of synchronization
and its remedy should be considered., The ‘use of access
protocols in the multi-priority environ;ent might also be
examined, ' At a fundamental level, the problem of access
protocol design ;ay be viewed as a problem in team decision
theory ([29). Such a purview may " answer such . important
unresolved gquestions as what constitutes an oOptimal policy
for a given information structure (e.g, ,when information is

acguired exclusively via .the channel state process Oor when a

limited amount of side intormation is avallable.).

There continues to be interest 1in.access protocols for
the multi-access broadcast channel. This is evinced by
recedt publications 126,28) extending Capetenakis’® work and

applying it to multi-hop packet radio networks. This new

work points to other research topics.

R
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- APPENDIX A

For the special case p=1, the expected delay and the

worst tcase delay for both the buffered and direct entry

models can be computed. ,

A.1 Maximum mean delay (buffered entry):

*

The delay {incurred by a packet cohsists of two

contributions: one ‘due to the time spent i4p hold puffers (d)

and the other due to time spent 1in the transikit buffer (d).

&
>
.
t

) ,  Tne first 1is clearly,
- \ :{L
}
| H
\ . " Eld, 1p=1]1=2N-3 !
: j
: et ;
we now direct our attention to the second contripbution, ;
i
Efd Ip=1]. » |
|
’ T
Define, n =logy N
[ { A‘
si=n°f alg. steps to release packet at term.(J)
. aso! .
5, = 2: 5; | s

o,

Then,

R, B e T e T L R I T T T T T o
e e ARy vy g TT TN DR
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Eld, Ip=11=5, /N

&
writing the regursion.
1=1 1
S =28 + 2 (2 +1)
1+1 1
s = 0 N
Q

and solving by z-transforms one obtains,

-

-

21 1
S = (2 + 2 (1-1))72

Hence, in slots,

@

and,

A.2 Maximum Delay (p=1, buffered input):

The maximum delay is 1lncurred by the rlgntl?st terminal

in the tree: '

E(d Ip=1)= Ntn~-1

E(Dip=1)= 3N+n=H

" 2N=3 + 2N=2

= \‘.i .- S

1=1,....n-1

L

¢

v
i}




A.3 Worst case and maximum mean delay for direct entrys

The cycle length 1s constant at (2N=2)(R/72+1). The
maginum mean delayy(excludlng the last round trip delay, as
ugéal) is then,

E[Dlp=1)=(2N-3)(R/2+l)+ll

This is also the worst case delay,
A.4 TDHMA

consider the Dsinéle packet buffer, direct entry node1,~ v
with N terminals and a per slot arrival rate of p. A given
terminai is served every N slots. The throughput is, thus,

N . LY
&€ (pl)=1.=(1.-p) '

-
1f a terminal is to contribute to the delay accumulated i{n &
\ *
cycle, it must qfquire a packet within N slots of a service,
The probability that a the packet. i1s acquired witnin { slots

of the last service i{is, ) | .
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‘ (;l The average packet aélay is,
N
B=nN=-3 ta +1
i i=1 i

The average delay i{s thus,

L]

N i=1
2 1p (1-p)
i=1

D = N +* 1 - T Ay YR A Th g O 4D O O D S T e W an

€
N 1
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O
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APPENDIX B

In this appendix, the selection and updating rules used 3

in ANORPHOUS are derived,

B.1 Derivation of partitioning rule:
As in the body of the text, let

N = population sice

N = no., terainals in the active group

2
K

occupancy probability 1°th terminal active list

o
[}

y

(‘) sorted in order of decreasing q (q,> q‘>....q“? 0) j

X =q/01 ~q ) B ;

\ 2
(N = q O (1=-q ) .
i=1 1 J#1 y I ' R

I= ‘
= s PQ) “ E
L = {c: €(c) =max €(¢c) }

« Q)

Claim:

»

v (1) &M= €(hel)  1ff S(N)=1
(2) €0\)3 6€(N#1) LEf S(N)p1 =

3

L

e AT v T o SRR o € BN TF 3 [T, MR T S n T LTRSS




-

Wy e e

ey

o

e 1y i 1y g

-89~

(3) G(N2 6(N=1) 1ff SC I 1+xy _
( ‘ (4) O\+1) = &()) < €()) -6 (A~1)
all s.t. SQO\J)<« 1+x,y

!

Proof: N
The claim canh be verified by direct computation,

The partitioning rule of section 5,1 follows directly
from these claims. By (2), 1f S(Nd) < @i. then lel, and L
contains no other point. By (2) ., (3), and (?)' if c(N) &L,
then S(X) gl+x, Hence, 1f S(X)»1 and c(A)elL, then
1€S(AagL+x,  If s(X)=1, then c(X\) and c(A'+tl) are both

(:¥ elements of L.

Though the parlitiOninq rule has been derived here
under the intuitively reasonable assumption that terminals
should be included in the broadcast ;roud in order of thelr
estimated probablility of occupancy, this agsulptlon is not
essential in aftlvlnq at the results. It can be shown
rigorously that optimization over all possible Na length

° yectors of binary valued elements leads tOo the <sane

selection rule,
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B.2 Derivation of tne updating rule; ) §

O

in addl;ion to the symbology of B.1, let

q; = terminal (i)-occupancy probability in slot (1)

Fe
(")
"

terminal (i)-occupancy probability in slot (Rel)
giveo'cnannél state resulting from the broadcast

in Slot(l). (i=1,...,~ﬁ)

1 - (l-p)R“

~
]

§ = probability of collision in slot (1)

Define the following events:

B = { terminal (i) busy in slot (1) )}

(“) € = { collision in slot (i) }

On Mt bRk

A = { terminal (1) acquires a packet during the next
round trip delay (in slots 2,,..,R+1) }

{ terminal (i) is idle in slot (1) }

-
n

D

The complement of an eyent E is denoted Sy E. '
& ' c ’ i’
There are two Qroups Of terminals to consider: the broadcast

group and the quiescent group. MNembers Of the broadcast

group (1=}1.....\) are updated 1n slot (R+1), those of the
quleicentj group can be uédated ‘1nnediate1yr The crucial

assumption is ‘ade that- the states of the terainals are

- independent £rom terminal to ternlnal.c

(@] \

/




1) The broadcast group:

Case (1): no collision in slot (1) ‘
with probability 1, all members Of the broadcast group
have empty ‘putterg in glot (1). The probability ©of having
acquired a packet while in the delay line is 2 . Hence. g3/,
1=1,0000h e
0

Case (ii): conflict in slot (1) First, note that,
¥ =1=PO) =&(\)

By Bayes’ rule:

Priterm(i),busy slot (R+1), collision slot (1)}7¢

0
c sy
!

14

{ P(B,C) + P(I,C,A)) /&

{ PICIBIP(B) + P(I,A).~- pu‘:.ua)pu) ) /¢

(q-41= II (1-q N tpiteq - i (1-q )= z q Il (1=~q )ir¢
i I 3 1 3=t - 3=l 3 kA Kk

z[q = x PON) + L H=q =PQI+x P(k)- €(M1] /%
1 i i y 1
=lp s xi)_l(l‘l’xi) - (=p )xiv(\)-/ou- §)1/¢

s
< o~
o

~  QED




(:) 2) The quiescent group

°o . By -virtue of the independence.assumption, the updating
~ a8 - -

rule for members oOf the quiescent group need only consider

the etfect of the passage of time:

Pr{terminal (i) ousylln siot (2)

Q
LY
]

Pr{busy sXot(1))+Pr{not busy slot(1),creates packet}

(1-9 ) + (1=-q )p
i 4
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