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ABSTRACT 

This thesis dea1s with two aspects of operators within the framework uf 

Govemment anci FJinding theory; (i) how they are assigned their scope, and (ii) how they 

are licensed. In an attempt to answer tltese questions. the relation of Move Ot (such as 

scrambhng, NP-movement, and wh-movement) to the scope of operators and the licensing 

of wh-elements, negative polarity items, and adverbs are examined. lt is argued that scope 

assignment is dictated by the Scope Principle and the Empty Category Principle. lt is alsu 

argued that Iicensing of operators is determined by the Feature-Dependent Item Criterion. 

These principles and criterion malet use of the concept of Government Theory 

Compatibility, which is built into Relativized Minimality. It is sugge!.1ed that this concept 

should be characterized in terms of a set of lexical features. The approach advocated here 

accounts for the interpretative and distributional behavior of operators without recourse 

to parameterization of LF principles. 
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RÉSUMÉ 

Ce mérr oire traite de deux aspects des opérateurs dans le cadre de la théorie du 

Gouvernement et du liage, à savoir: i) comment on en attribue la portée et ii) c~mment 

ils sont identifiés. Afin de répondre à ces questions, j'étudierai les rapports entre les 

règles transformationnelles «déplacer a. (notamment le cscrambling., le déplacement des 

syntagmes nominaux et des interrogatifs de type WH) et le domaine des opérateurs et 

l'identitcation des interrogatifs WH, des expression de polariié négative et des adverbes. 

Je soutiendrai que l'attribution du portée des opérateurs est régie par le Principe de la 

portée et par le Principe des catégories vides. Je soutiendrai par ailleurs que 

l'identification des opérateurs est régie par le «Feature-Dependent Item Criterion-. Ces 

critères et principes font appel à la notion de compatibilité énoncée dans la Théorie du 

gouvernement, qui fait partie de la Minimalité relativisée. Je me propose de caractériser 

ce concept au moyen d'un ensemble de traits lexicaux. La méthode proposée ici 

caracterise l'interprétation et la distribution des opérateurs sans avoir recours à la 

paramétrisation des principes de la forme logique (LF). 
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1 CHAPTER 1 

1 NTRODUCTION 

ln this thesis, we are concemed primmily with th'.! scopal and distrihutional 

behaviuT' of operators. The syntax and semantics ot operators have attracted a 

considerable amount of attention in linguistic theory (cf. Katz and Postal (1964), 

Jackendoff (1972), May (1977, 1985) among Many others). One recurrent question has 

been: In what way and to what extent does syntax contrihute to semantic mterpretatlun'! 

This is the general question wc would like to address in the discussions to fiJllow. Our 

hope is to shed sorne ligllt on its related issues. 

This introductory chapter has three aims; (i) to hrietly mention the theoretical 

framework adopted here, (ii) to set the goals of thi~ the~is, and (iii) to describe how this 

thesis is organized. 

1. l, Theol'etical Framework 

The theoretical framework rresuppm-ed throughout this thesis is the Govemment­

Binding (GB) Theory flfSt laid out in Chomsky (1981), which may be now reterred to 

more appropriately as the Principles-and-Parameters Approach (sec Chomsky (1986a, 

1989». Under this approach, it is assumed that children are endowed with Universal 

Grammar (UG) which consists of principles and a finile number of parameters and that 

core grammars of individual languages are acquired by setting the parameters. 

Here we wiIJ not attempt to give a detailed pictllre of the theory (see Chomsky 

(1981) and subsequent work). Instead, we will only sketch the model of grammar, which 

is relevant to the discussions that follow. It is assumed that grammar includes four 

different components, as is iIIustrated below: 

. 
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( 1 ) D-Structure 
1 < --- Move a 

S-Structure 
/ \ < --- Move ex 

Phonetic Logical 
Form Form 

2 

D-~tructure l!o. a level of l'epreM!ntation at which the thematic relations among items are 

directly represented (cf. Chomsky (1981), Baker (1988) etc.). D-structure is mapped into 

S-structure hy the application of "Move a" 1. Instantiations of Move a between D­

!o.tructure and S-structure include NP-movement, Wh-movement, scrambling, head 

movemcnt and so Forth. S-structure is a level of representation which mediates between 

D-structure and the "interface" levels, i.e., Logical Form (LF) and Phonetic Form (PF). 

LF IS a level of representation at which the logical relai.Îons such as the scope of 

operators and predication relationships are explicitly represented and is related to S­

structure again by Move Ot. The primary case of Move a in the mapping from S-structure 

to LF is Quantifier Raising (QR) (see May (1977, 1985».2 PF is a level of 

representation al which phonological structur~s are directly expressed. In this thesis, we 

are concern~ C1(c1usio,ely with the right side of the grammatical model depicted in (l). 

1.2. G(\als 

G.ven the model of grammar in (1), a question arises as to whether Move a has 

any impact on scope interpretation of Quantificational Phrases (henceforth QPs) or 

operators of various kinds since aD-structure representation undergoes Move a before 

it rcaches LF, where logieal relations are represented and interpreted. 

Evidence for the claim that movement does affect scope interaction (contra the 

Katz-Postal Hypodlesis, see Katz and Postal (1964» seems ample. An example which 

clearly shows that syntactic movement proliferates scope interpretations cornes from 

Japanese. As is weil known, Japanese allows scrambling.3 For example, the sentences 

ID (2) are both perfectly grammatical:4 



·1 (2) a. Tsutomu-ga sono sake-o nonda (koto) 
-NOM that -ACC drank faet 

'Tsutomu drank that sake.' 
b. Sono sake-o j Tsutomu-ga 11 nonda (koto) 

that -ACe -NOM drank faet 
'That sake, Tsutomu drank [1: 

It has been noted in the literature (Kuroda (19ïO) , Hdji (1985. 1986) among 

others) that scrambling of a QP over another one induces sc ope amhiguity. Although (4a), 

the Japanese counterpart of the ambiguous English (3), is unamhiguous, its scrambled 

version (4b) is ambiguous like (3): 

(3) Someone loves everyone. 

(4) a. Dareka -ga daremo -0 aisiteiru (koto) 
somwne-NOM everyone-AeC love fact 
'Someone loves everyone.· 

b. Daremo -01 dareka -ga l, aisiteiru (koto) 
everyone-ACC someone-NOM love faet 
'Everyonej , someone loves Ij.' 

(4a) has only one ioterpretation on which there is a person such that he or she loves each 

member of the group of people denoted by daremo 'everyone' , whereas (4h) bas not only 

this interpretation but also the one 00 which for eaeh member of daremo, there is some 

person who loves him or her. 

Given the fact that Move cr in general has influence on scope phenomena, the 

following two questions come to mind immediately: 

(5) a. What is the principle govemiog scope relations among operators'! 
b. What is the locality princip le governing LF movement of operators" 

The principle in (5a) should be able to capture not only the kind of cross-linguistic 

variation in scope interaction observed between (3) and (4a) but aIso the attested 

correlation between syntactic movement and scope such as the one in (4). The locality 

principle in (5b) is supposed to play a vital role in fixing the scope of operators. To sec 

the point, compare (3) with the following example: 

(6) Someone thinks that Robert loves everyone. 

« 
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ln sharp contrast to (3), (6) is interpreted unambiguously. In particular, the QP in the 

embedded clause is construed as having scope narrower than the matrix predicate. 

Therefore, we must conclude that in (6) the kind of QR of the Iower QP that allows (3) 

tu yield ambiguity is blocked by sorne Jocality principle. 

There is another important question to he addressed when we consider the scope 

of operators. It has been long observed that scope-taking items like wh-elements, negative 

polarity items, and adverbs are dependent on their licensers. Consider the examples in 

(7)-(9) «7) is again from Japanese, and (9) is taken from Jackendoff (1972:50)):5 

(7) a. Dare-ga Mikiko-ni [Satoshi-ga deisuisita toi hanasirnasita ka? 
who-NOM -DAT -NOM got plasteroo COMP told Q 
'Who told Mikiko that Satoshi got plastered?' 

h. *Dare-ga Mikiko-ni [Satoshi-ga deisuisita ka) hanasimasita? 
who-NOM -DAT -NOM got plastered Q told 
'Who told Mikiko whether Satoshi got plastered?' 

(8) a. Richard did not sec anyone. 
h. *Anyone did not see Richard. 

(9) a. Stanley easily ate his Wheaties. 
h. *Easily Stanley ate his Wheaties. 

(7)-(9) contain the wh-element dare 'who', the negative polarity item anyone, the adverb 

ea.'iily respectively. It must he the case that the operators in the (a) examples are licensed 

hy their appropriate licensers and thus well-formed, whereas those in the (h) exampJes 

are not licensed and thus ungrammatical. Therefore, the question is: 

(10) What is the mechanism goveming licensing of (certain) operators" 

This thesis is an attempt to provide answers to the questions in (5) and (10). We 

also hope to gain sorne insight into the properties of UG by answering them. 

1.3. OrganizaûoD 

The organization of this thesis is as foUows. Chapter 2 addresses the questions in 

(5). In an attempt to answer them, the relation of Move Q to the scope of operators is 
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explored in sorne detail. In Section 2.1., the Scope Principle and the Minimal Binding 

Requirernent are introduced. In Section 2.2., scrambling in Japanese is examined in 

connection to scope interaction. There, it is c1aimed that the Minimal Binding 

Requirement can he subsumed under the Empty Category Principle. given a m(xlitied 

version of Relativized Minimality. Section 2.3. examines NP-movement in relation to 

scope interpretation. In Section 2.4., the interaction hetween a wh-phrase and a QP is 

considered, which leads us to a revision of the Scope Principle. The revised Scope 

Principle is made sensitive to Govemment Theory Compatibility, ~ ~ich is incorporatcd 

into Relativized Minimality. 

Chapter 3 deals with the qUf;stion in (10). In Section 3. ) .. the Wh-Criterion and 

the Neg-Criterion are introduced. In Section 3.2., the Iicensing of wh-elemenl~, negative 

polarity items, and adverbs is discussed. Tt1ere, the Feature-Dependent Item Criterion, 

which exploits the new concept of feature govemment, is presented. Feature govemment 

is simply defined in terms of m-command and Relativized Minimality. 

Chapter 4 is devoted to the issue of how Govemment Theory Compatibility sh()ul(~ 

he characterized. In Section 4.1., "inner island" phenomena are briefly considered. Il is 

pointed out that the modified version of Relativized Minirnality is superior to Rizzi's 

(1990) original version. ln Section 4.2., an appropriate notion of Govemment Theory 

Compatibility is 5Ought. It is suggested that Government Theory Compatibility shou!d he 

defined on the basis of lexical features. In Section 4.3., the Scope Principle advanced in 

Chapter 2 is reexamined. 

In Chapter 5, the main claims of this thesis are summarized, and a few eminent 

residual questions are briefly mentioned. 

The overall conclusion of this thesis, which we believe is quite natural, is that 

scope interpretation i;,; determined to a signtficant degree by the interaction of lexical 

properties of operators (Government Theory Compatibility in particular) and syntax (e.g. 

principles li.ke the Empty Category Principle). 



l FOOTNOTES TO CHAPTER J 

1. Or more generally, "Affect a". See Lasnik and Saito (1984, 1992). 

2. Other cases argued for in the literature, for example, include wh-movement 
(Huang (1981, 1982», head movement (Baltin (1991», and Left Dislocation (Pritchett 
(1990». 

3. See Saito (1985) for extensive discussion of scrambling in Japanese as an instance 
of Move a. 

4. Kolo 'fact' is added to the end of the sentence to avoid the unnaturalness which 
~tems from the lack of a topie il: the matrix sentence. The English translations for the 
Japanese sentences to follow are in most cases literai. We ignore koto in them. 

5. In colloquial Japanese, the Q-morpheme ktJ may be replaced by no (usually, ka is 
used with polite verb forms, while no is used with non-polite verb forms) or may be 
omitted in the matrix clause. This optlon is not available for the embedded clause. When 
the Q-morpheme is omitted, marked rising intonation is required at the end of the 
sentence. Thus. sentences like (7b) can be made acceptablf" with such intonation. 
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CHAPTER 2 

MOVE a AND SCOPE 

2.0. Introduction 

This chapter discusses in some detail the relation between Move ~ and the scope 

interaction among operators. We address the following questions raised in Chapter 1: 

(1) a. What is the principle goveming scope relations among opera tors', 
b. What is the locality principle governing LF movement of ()pt~rdtors'! 

ln Section 2. 1., the Scope Principle proposed hy Aoun and Li (! 989) and Ernst 

(1991) as an answer to (la) and the Minimal Binding Requirement proposed hy Aoun and 

Li (1989) in reply to (lb) are introduced and considered. Then, three instances of S­

structure Move a, i.e., scrambling, NP-movement, and wh-movement, are discussed in 

tum. In Section 2.2., the effects of scrambling on scope interaction in Japanese are 

examined. There. it is argued that the Minimal Binding Requirement can be subsumed 

under a modified version of Rizzi"s (1990) Relativized Minimality and mus ultimately 

under the Empty Category Principle (ECP). Section 2.3. examines NP-movement in 

relation to scope interpretations and shows that a wide range of data can he accounted for 

hy the Scope Prindple. Section 2.4. considers the scope interaction between a wh-phrase 

and a QP. which motivates a revision of the Scope Principle. 

Our answers to (la,b) are: (i) the revised Scope Principle which incorporates the 

notion of Go':emment Theory Compatibility, used in Relativized Minimality, intu it'i 

formulation, and (ii) the ECP, WhlCh utilizes Relativized Minimality (in addition tn 

harriers), respectively. Thus, the main contention of this chapter is that Relativized 

Minimality (Govemment Theory Compatibility, tu he precise) plays a crucial part in 

fixing the relative scope of operators . 
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2.1. The Scope Principle 

This section introduces the Scope Principle proposed in the recent literature (Aoun 

and Li (1989), Ernst (1991». t ln connection to this principle, two daims are Rk.je; (i) 

chains in the definition of the Scope Principle should be defined in terms of antecedent 

govemment (cf. Chomsky (1986b), Rizzi (1990», and (ii) the relative scope relations 

determined hy the Scope Principle cannot be further computed in a transitive fashion. 

2.1./. Aoun and Li (/989) 

Aoun and Li (1989) argue that the cross-Jinguistic differences in scope interaction 

of QPs between English and Mandarin Chinese can he explained hy the two requirements 

in (2) and (3): 

(2) Minimal Bindine Requirement (MBR) 
Variables must he hound by the MOst local potential antecedent (A'-binder).2 

(3) The ScQPe Princjple (SP) 
A quantifier A has scope over a quantifier B in case A c-commands a member of 
the chain containing B. 

"Potential antecedent (A '-binder)" in (2) is defined as follows: 

(4) A qualifies as a potential A'·binder for D iff A c-commands B, A is in an A' -position, 
and coindexing of (A,D) would not violate any grammatical principle.3 

Aoun and Li suggest that either c-command in (5a) or m-command in (5b) may he 

adopted for "c-command" for their purposes: 

(5) a. a c-commands ft if a and 8 do not dominate each other and the fust branching 
node domioating a abo dominates 8. 

b. a m-commands ft if a and fi do not dominate each other and the first maximal 
node dominating a also dominates 8. 

They follow May (1985) in àSsuming that IPs and VPs are typical adjunction sites for QR 

al LF." 

Let us see how the SP works usiog the examples from English and Japanese 

}1resented in the previous chapter. They are repeated below: 

1 , 
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(6) Sorneone loves everyone. 

(7) a. Dareka -ga darerno -0 aisiteiru (koto) 
sorneone-NOM cveryone-ACC love fact 
'Someone loves everyone.· 

b. Daremo -Oi dareka -ga Il aisiteiru (koto) 
everyone-ACC sûrneone-NOM love fact 
'Everyonel , someone loves li" 

Remernher that (6) and (7b) are ambiguous, while (7a) is unarnhiguous. 

Let us assume, as is standard by now, that English has Subject Raising, i.e .• 

subjects are generated within VP and then raised to SPEC of IP (cf. Fukui and Speas 

(1986), Kitagawa (1986), Kuroda (1988) among others). Let us further assume, as Aoun 

and Li do for Chinese, that in Japanese, this raising operation is not available.s We will 

presume with Nakayama and Koizumi (1991) that suhjects in Japanese are ge.iefated 

outside VP or, more specifically, in SPEC of IP. 

The MBR coupled with this assumption will give (6) and (7a} the LF 

representations in (8) and (9) respectively (in the LF representations that follow, the 

elements associated by a connecting line form a chain):6.7 

(8) (IP someonci [IP Xi [vp everyonei (vp li loves Xi)])) 
1 1 1 1 1 

1 1 

(9) (IP dare~-ga [IP Xi [vp daremoro (vP Xi aisiteirullli 
1 1 1 1 

In (8) someone c-commands and thus may take scope over everyone. In addition, 

everyone c-commands a mernber of the chain containing someone, that is, the trace li' 

Therefore, everyone May have scope over someone by virtue of the SP. In (9) dareka 

'someone' c-commands and thus takes scope over diJremo 'everyone'. Daremo cannot 

have wide scope since it does not c-command a mernber of the chain containing dareka. 

Tbe scope contrast follows. 

Crucially, the MBR forbids LF representations for (7a) like the following: 
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(JO) ~'IP darek~-ga lip daremofo lip Xi Ivp XJ aisiteirulJII 
1 1 1 1 

1 1 

ln ( 10) the Most local potential antecedent for the variable Xi is daremo, given Aoun and 

Li's assumption that QP variables, as opposed to wh-variables, are not constrained by 

Condition C of the Binding Theory and thus can he A-bound (see footnote 3). The 

coindexation of daremo with the variable XI results in the variable x
J 

being A-bound by 

the variable XI' but this is allowed. The variable Xi' however, is not hound by daremo. 

violating the MBR. If (10) were legitimate, it would he wrongly predicted that (7a) 

should he ambiguous since daremo c-commands the variable of dareka in (10). 

Let us put (7b) aside for a moment. We will come back to it in Section 2.2.2.1. 

2./.2. Ernst (199/) 

Ernst (1991) proposes a generalized version of Aoun and Li's (1989) SP: 

( Il) Tbe Sco.pe Principle (SP) 
An operator A bas scope over 10 operator B in case A c-commands a member of 
the chain containing B. 

(II) is intended to cover not only QPs but a)so such "semantic" operators as adverbs and 

modals. For instance, it explains the ambiguity of examples like (12) involving raising: 

(12) Every student is likely to cbeat on the exam. 

(12) contains the QP every student and the modal-like element likely. It is ambiguous 

hetween the reading wbere every slUdent bas wide scope and the one where /ikely has 

wide scope. Given the assumption that likely is not subject to QR and thus constitutes a 

one-membered chain, the LF representation for (12) is the foJlowing: 

(13) flP every studen~ flP Xi is likelYj [IP li to cbeat 00 the examJJ] 
1 1 1 

(13) observes the MBR, the variable Xi beiog bound by the QP. In this representation, 

every student c-commands and can take scope over likely. At the same time, likely can 
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take wide scope since it c-commands the trace li within the embedded clause. a memher 

of the chain headed by every sludent. 

Ernst suggests that "c-command" in the SP should he c-command given in (5a) 

(see Ernst (1991». We will follow him in this respect and strictly distinguish m-command 

from c-command. 

2.1.3. Chains 

As (lI) indicates, chains play a crucial role in the SP. Betè.)re we proceed. we 

would like to make explicit the notion of chain whose precise detinition is not provlded 

in Aoun and Li (1989) or Ernst (1991). We will assume that a chain is defined in terms 

of antecedent government (cf. Chomsky (l986h), Rizzi (1990:92)): 

(14) (CItI'''''CItn) is a chain ifn=l or if, for 1 ~ i < n, al antecedent-govems aitl' 

What (14) means is that an unmoved element counl~ as a one-memhered chain and that 

a moved element and its trace or traces torm a chain only if antecedent government holds 

between them. The definition of antecedent government is provlded helow (Rizzi 

(1990:6»: 

(15) Antecedent Goyemment: X antecedent-govems Y ift' 
(i) X and Y are coindexed 

(ii) X c-commands Y 
(iii) no barrier intervenes 
(iv) Relativized Minimality is respected 

We will adopt Cinque's (1990:42) definition of barrier:8 

(16) Every maximal projection that fails to he directly selected hy a category nondistinct 
from [+ V1 is a barrier for government. 

Descriptively, C, l, V, and A are nondistinct from r+V). The part "to be directly 

selected" in (16) can he paraphrased as "to he a complement of" in the X-bar-theoretic 

sense. Relativized Minimality (henceforth RM) proposed by Rizzi (1990:27) is given in 

(17): 
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(17) Relativized Minimality: X a-govems Y only if there is no Z such that 
(i) Z is a ha~-generated position 

(ii) Z is a-GT compatible with Y 
(iii) Z c-commands Y and does not c-command X. 

12 

Intuitively, RM says that govemment of Y by X is blocked by intervening Z only if Z 

is a potential govemor of the same kind as X tor Y. The value of "a" in (17) ranges over 

" head " , "A -antecedent", "A' -antecedent" , and" head-antecedent" . A descriptive statement 

of GT (govemment theory) Compatihility for antecedent govemment is as follows (we 

ignore head govemment): 

(18) Z is compatible with Y, 
a. a member of an A-chain, iff Z is an A specifier c-commanding Y. 
b. a member of an A'-chain, iff Z is an A' specifier c-commanding Y. 
c. a member of an XO-chain, iff Z is an XO category c-commanding Y. 

An argument for defining chains in terms of antecedent govemment comes from 

examples like the following (taken from Rizzi (1990:99-100»: 

(19) Tell me what you think that everyone should give to Bill. 

(20) a. 'nTell me what you heard rumors that everyone wanted to give to Bill. 
b. ?Tell me what you wonder why everyone gave to Bill. 

(20a,b) are somewhat degraded since they violate the Subjacency Condition (cf. Chomsky 

(1977) among others). But what concems us here is that there is a scope contrast between 

(19) and t20).9 (19) is ambiguous, whereas (20a.b) are unambiguous, only the wh­

operator taking scope over the standard QP. This contrast can readily be accounted for 

by the SP which utilizes the notion of chain given in (14). The LF representation for (19) 

would be the following: 10 

(21) tell me lep wha~ you think that IIP everyone, (lP Xj should t j give Xi to BiUn] 
1 1 1 1 1 
1 1 

(21) does not violate the MBR (see footnote 3). (19) is ambîguous because in (21) what 

c-commands everyone and the latter in tum c-commands a member of the chain 

containing the former, Le., the variable XI' Next. consider the LF representations for 

" , 
" 

f 
,: 
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(20a,b), which comply with the MBR: 

(22) a. tell me (cp whalj you heard rumors (cp that I,p everyonel IIP Xj Il wanted to give 
1 U 

XI to Oilllll) 
b. tell me (cp wha~ you wonder Icp why Itp everyone, (IP x, " gave XI to BililIlI 

1 LI 

In (22) the link between what and its variable is "hroken" since an antecedent govemment 

relation between the two does not hold; in (22a) there is an intervening barrier, Le., the 

CP selected by the noun rumor, a (-VI category, and in (22h) there is an intervening A '­

specifier, i.e., wiry, which induces a RM etTect. The reason why (20'd,h) are 

unambiguous is evident from (22a,b); whilt c-commands everyone. hut the latter dues not 

c-command a member of the chain headed by the former. Therefore. examples like (19) 

and (20) support the claim that the definition of chain should refer to antecedent 

govemment. 

Rizzi (1990), observing examples like (19) and (20), suggests that LF 

reconstruction seems to he possible only when antecedent govemment holds hetween an 

operator and its variable. Saito (1990) shows, bowever, that wh-movement cannot he 

"undone" since it establishes operator-variable relations. Therefore, we cannot resort to 

reconstruction in (19) and (20). Cinque (1990), on the other band, argues that the contrasl 

in question is simply due to the referential quality of the "long-di~1ance" moved element 

in (20) and that the operator with this referential quality is resistant to scope 

interaction. 11 But notice that (19) and (20) are equally "out of the blue" or out of 

pragmatic context. Tbus, we claim that the above purely syntactic account is superior to 

Cinque's account. 

2.1.4. The /JQn on Transitive ApplicQJÏon 

There is one more point to rnake about the nature of the SP which neither Aoun 

and Li (1989) nor Ernst (1991) are aware Of.
12 ft is that the SP does not talerate 
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transitive: applications. The issue of transitivity becomes sharp when we examine 

sentences involving more than two operators. Consider the raising construction in (23) 

taken from Chomsky (1981: J 77) who attributes this ohservation to May (1977) (" > If 

,hould he read as "takes scope over"): 

(23) Sorne senator is likely to speak at every rally. 
(i) 3 > likely > TI 

(ii) likely > 3 > TI 
(iii) Iikely > T/ > 3 

(23) is three-way!; amhiguous, as indicated above. Its LF representation would he as 

follows: 13 

(24) I,p sorne senatorj I,p XI is likely, IIP every rallYk IIP Ij to speak at Xk]]]J 
1 1 1 1 1 

1 1 

(24) does not violate the MBR. If the SP applied in a transitive manner, we would predict 

from (24) that (23) has the six logically possible readings. In particular, we would expect 

that there should he interpretations on which every rally takes scope over li/cely; this is 

because some .venator can have scope over likely, and every rally can take scope over 

some selUllor. Note that die absence of such interpretations cannot he attributed to sorne 

sort of semantic restriction; as (12) shows, universal quantifiers can take scope over 

liktly. Therefore, examples lite (23) suggest that the task of the SP is to fix the relative 

scope of a given pair of operators. Let us cali this constraint on the SP "the Ban on 

Transitive Application (OTA)"I". 

2.2. Scrambling 

ln this section, we discuss scrarnbling in Japanese in relation to scope 

interpretation. First, the scope of a standard QP and a "Wh-phrclse" is examined from the 

perspective on scope oudined in the previous section. It is argued that further 

relativization of Rizzi's (1990) RM enables us to subsume the MBR of Aoun and Li 



1 
15 

(1989) under the ECP. It is also argued that the relevant scope tact~ in Japanese can he 

accounted for by the SP together with LF reconstruction of scrambling (Sailo (1990». 

Secondly, the scope of standard QPs in simplex, multiple. and "long distance" 

scrambling is considered. It is suggested that given tJn! LF c1ause-boundedness condition 

on QPs (cf. May (1977), Hornstein (1984» and the auxiliary assumption that 

reconstruction of scrambling (al least in Japanese) is an "all-at-once" operation, the scope 

of QPs in Japanese is amenable to the SP. 

Throughout, we will assume with Saito (1985) and Hoji (1985) that scrambling 

in Japanese is an adjunction operation (but see Mahajan (1990) for a different view of 

scrambling). 

2.2.1. Scope of a QP and a Wh-QP 

Let us frrst consider the scope relation between a OP and a "wh-phrase". Observe 

the Japanese examples in (25), which are taken from Hoji (1986): IS 

(25) a. '?*Daremo -ga dare-o syootaisita no? 
everyone-NOM who-ACC invited Q 

'Everyone invited who?' 
b. Dare-oi daremo -ga li syootaisita no'? 

who-ACC everyone-NOM invited Q 
'Whoi• everyone invited li?' 

c. Dare-ga daremo -0 syootaisita no? 
who-NOM everyone-ACC invited Q 
'Who invited everyone?' 

d. Daremo -Üj dare-ga li syootaisita no? 
everyone-ACC who-NOM invited Q 
'EveryonCj, who invited l/r 

Hoji's (1985, 1986) generalizations about these kinds of examples are given in (26): 

(26) a. *QP-ga [vp WH-o V] Q 
-NOM -ACC 

b. WHro QP-ga [vp li V) Q 
c. WH-ga ~vp OP-o V) 0 
d. QPro WH-ga (vp li V) Q 

(WH taking wide scope) 
(WH taking wide scope) 
(WH taking wide scope) 

1 
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The configuration in (26a) is ungrammatical. Those in (26b-d) are grammatical but 

unambiguous, the "wh-phraM!" taking wide scope over the standard QP. The D-structure 

configuration in which a QP c-commands a "wh-phrase" leads to ungrammaticality unless 

the "wh-phra~e" scrambles over the QP. 

Here we will make the two assumptions about Japanese in (27): 

(27) (1) "wh-phrases" are syntactically QPs and are subject to QR (Kim (l989»J6 
(ii) "wh-phrases" must he licensed by the feature 1 +QI (= +Quantificationai) in 

COMP under "government" at LF (cf. Nishigauchi (1990»17 

From now on, following Kim (1989), we wiH distinguish "wh-phrases" in Japanese from 

thuse in languages like English by calling the former wh-QPs. The word "wh-element" 

will he used as a cover term for wh-phrases and wh-QPs. 

Let us tirst consider the possible (but ilI-formed) schematic LF representations for 

(26a) in (28): 

(28) a. *IIP WH-o, hp QP-g~ IIP XI [vP x, V}JJ] Q 
b. *IIP QP-g~ IIP WH-oj IIP Xi rvp Xj V))n Q 
c. *IIP QP-g3j "P Xi Ivp WH-oj Ivp Xj Vlln Q 

(28a,b) violate the MB:t of Aoun and Li (1989).18 ln (28a) QP-ga does not bind the 

variable Xl though the former qualifies as the most local potential antecedent for the latter. 

ln (28b) the variable XI is not bound by its most local potential antecedent WH-o. 

However, nothing seems to rule out (28c), given the assumptions made so far. Thus, 

constraining LF representations by the MBR is in fact insuffident. What we would need 

is a more general constraint which prohibits not only (28a,b) but also (28c). 

ft is cenainly desirable to derive the MBR from some princi})le of grammar. As 

a matter of fact, Aoun and Li (1989) suggest two possibilities; one is to derive the MBR 

from RM proposed by Rizzi (1990), the other is to integrate the MBR into the Binding 

Theory. In what follows, we will argue for the ftrSt option. 

Let us look at why (28c) is ill-formed. Its structure is given in (29): 

, 
'j 
1 



1 (29) * /\ 
IP C (+QI 
/ \ 

(+QJ QPJ IP 
/ \ 

xj VP 
/\ 

WHj VP 
/ \ 

XI V 

17 

We would like to suggest that in structures like (29), "govemment" of the wh-QP hy the 

1 +Q) in COMP is blocked by the intervening (+ QI the standard QP contains. l
" This 

is a situation where a minimality requirement is imposed on "govcrnment" hy a Iicensing 

featuee. Following Chomsky (1986a), let us assume the Principle of Full Interpretation: 

(30) Principle of Full Interpretation (FI) 
Every element at PF and LF must receive an appropriate interpretation or must he 
licensed. 

Applied to the case at hand, FI requires that wh-QPs he licensed or "govemed" hy 1 +QI 

in COMP at LF «27ii». (28c) is then ultimately excluded as a violation of FI sinœ the 

wh-QP is unlicensed due to the presence of the QP with the feature 1 +QI. 

Note that scope relations among QPs are (partially) determined by antecedent 

government (see (lI) and (14». Then, it would he natural to think that antecedent 

government also plays a role in locality in QR. It would he theoretically desirahle that 

the same princip le , RM in particular, constrains scope phenomena in general. Note also 

that the ill-formedness of (28c) cannot be explained hy an approach which utilizes the 

notion ofbinding. As mentioned above, the MBR cannot rule out (28c). But RM together 

with FI cano 

Therefore, we advocate the idea to derive the MBR from RM, ultimately fro:n t..~e 

ECP. We will adopt the "conjunctive" ECP in (31) (see (15) for antecedent 

govemment) :20 

"j 



(31) Empty CatelWry Principle: A nonpronominal empty category must be 
(i) properly head-govemed 

(ii) aotecedent-govemed. 

18 

For present purposes, the clause (i) of (31) is orthogonal (sec Cinque (1990), Rizzi 

(1990». We will assume without discussion that argument traces aod XO traces cao satisfy 

the clause (ii) of the ECP at aoy level ofrepresentation (S-structure or LF) (cf. Chomsky 

(1989».21 We will assume further, following Lasnik and Saito (1984, 1992), that 

adjunct traces cao satisfy the clause (H) of the ECP (cao he positively r-marked in their 

terminology) only al LF. 

ln order to subsume the MBR under RM, the latter must be made sensitive to 

adjoined positions created by QR as weil as base-generated positions. Thus, we propose 

to eliminate (17i), and RM will he as in (32):22 

(32) Relatiyized Mjnimality: X a-govems Y only if there is no Z such that 
(i) Z is a-GT compatible with X 

(ii) Z c-commaods Y and does not c-command X. 

We also depart from Rizzi (1990) in cbanging Y in the clause (17ii) to X, as in (32i), for 

a theory-internal rcason that will becomf' clear below (see Section 2.4.). This is 

tantamount to saying that GT -compatibility is the relation between a govemor and a 

potential governor and need not to refer to govemees. GT -compatibility can loosely he 

characterized in the following way (adapted from Rizzi (1990»:23 

(33) Goyemmeot Tbeo[y Compatibility: 
An element Z is a-GT compatible with X onIy if the conditions for the appropriate 
subcase of government are met (the relevant property of the govemor) while the 
substantive condition on Z as a governor need not he (e.g. actual coindexation for 
antecedent govemment). 

(33) differs from Rizzi's original statement in tbat it mates no reference to syntactic 

positions of govemors (and, as we suggested above, governees). Instead, il makes use of 

the property of governors. For instance, the relevant property of operators, we tentatively 

suggest, is operatorhood. 
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Given (32), (33), and the assumption that a wh-QP and a standard OP are GT­

compatible with each other (see (27i», the iII-formedness of (261) can he accouI.tcd t()r: 

variables must be antecedent-govemed by the closest potential governor (cases like 

(28a,b»; "govemment" by a licensing feature is blocked by an intervening feature of the 

same kind (cases like (28b,c».24 

Now, let us turn to (26b-d). ft may seem that in (26b) the S-structure trace is not 

antecedent-govemed because of the intervening QP. But that is not the case. Notice that 

neither the QP nor the scrambled wh-QP has yet acquired operalorhood al S-structure: 

Saito (1990) shows that scrambling in Japanese does not establish operalor-variable 

relations. Therefore, S-structures like (26b) are in effect "invisible" to RM. Given Saito's 

(1990) claim, it is reasonable to assume that scrambled QF's as weil as non-scrambled 

ones are subject to QR. (34) is a well-formed LF representation for (26b):2S 

(34) (IP WHi-o (IP Xi [IP QP-ga; (IP Xj (vp li V)))II Q 
1 1 1 1 

We have already seen cases «20a,b» where chain formation fails at S-structure. A natural 

consequence of our concept of chain (see (14» is that a chain CPJ1 get "broken" also at 

LF. We suggest in fact that in (34) the link between the variable Xi and the trace 1. gets 

broken at LF since antecedent govemment does not hold between the two due to the 

presence of the intervening variable Xj' This is an instance where syntactic variables enter 

into RM. There is nothing wrong with the trace 'i because it bas already satistied the ECP 

al S-structure. According to the SP, (34) represents the interpretation on which the wh­

QP takes wide scope, a desirable result. 

The LF representation for (26c) would be the following: 

(35) (IP WH-g~ (IP Xi [vp QP-Oj [vp Xj V])J] Q 
1 1 1 1 

(35) in which the wh-QP bas scope over the QP correcdy represents the interpretation of 

(26c). LF representations other than (35) are exc1uded by the ECP. 

1 
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ln (26d) the S-structure trace, lik; that in (26a), satisfies the ECP. The (iIl­

formed) LF representations for (26d) are as follows: 

(36) a. *IrP WH-g3j I.p QP,-o Itp xj IIP Xi Ivp Ij VIIIII Q 
b. *I.p QPro I.p WH-ga, I.p Xi IIP XI Ivp li VII/JI Q 
c. *I.p QP.-o I.p Xi I.p WH-gaj I.p XI Ivp ,~ VJlIIJ Q 

(36a,b) are cases of an ECP violation; in (36a) antecedent government of the variable Xl 

by the wh-QP is disrupted by the QP, whereas in (36b) Xi cannot be antecedent-govemed 

hy the QP due to the presence of the wh-QP. (36c) is not allowed because the QP bars 

"govemment" of the wh-QP by the 1 +QI in COMP. 

Then, why is (26d) grammatical at ail? Let us assume with Saito (1990) that 

scrambling in Japanese can be undone at LF. 26 Given this assumption, (26d) has the 

alternative LF representation in (35); the scrambled QP flfSt moves back to its D­

structure position and then adjoins to VP by QR. (35) represents the correct interpretation 

of (26d). Notice that when reconstruction takes place in (26b) , the resultant LF 

representations are ail iII-formed, as in (28).27 

2.2.2. Scope of QPs 

2.2.2.1. Simplex Cases 

We saw above that scrambled sentences in Japanese like (37) are ambiguous: 

(37) (=7b) Daremo -Oi dareka -ga ti aisiteiru (koto) 
everyone-ACC someone-NOM love fact 
'Everyonei , someone loves ti' ' 

The question is: Can the analysis developed in the preceding subsection handle cases like 

(37)'1 The answer is yeso The LF representation for unreconstructed (37) would he the 

following: 

(38) I.p daremo-oi h, Xi IIP dare~-ga [IP X) [vp ti aisiteiru])]]] 
1 1 1--1 

(38), in which there is no link between the variable Xi and the trace lit represents the 
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interpretation on which daremo takes scope over dareka. When the scrambled QP is put 

back to its original position, the LF representation for (37) will he identical to (9) in 

which dareka takes wide scope. Therefore, (37) is ambiguous. 28 

2.2.2.2. Multiple Scrambling 

Next, let us consider multiple scrambling involving QPs. We will assume 

following Hoji (1985) that in Japanese the indirect object asymmetricaUy c-commands the 

direct object at D-structure and that the Japanese dative construction has the pseudo­

Larsoni:m VP-structure in (39) proposed by Aoun and Li (1989) for the double object 

construction (e denotes an empty verb):29 

(39) VP, 
1 \ 

scV 
1 \ 

NP-ni VP2 
1 \ 

NP-o V 
1 
e 

The relevant examples are given in (40)-(42): 

(40) a. [IP Junko-ga [vp, dareka -ni [vn daremo -0 el shookaisitall (koto) 
-NOM someone-DAT everyone-ACC introduced fact 

'Junko introduced everyone to someone.' 
b. Dareka-n~ daremo-oj [IP Junko-ga [VPl 'i [VP2 Ij el shookaisitall (koto) 

'Ta someonei' everyonej, Junko introduced Ij li" 

c. Daremo-oj dareka-DÎj [IP Junko-ga (VPI li [VP2 Ij el shookaisitall (koto) 
'Everyonej. to someonel , Junko introduced 1; li" 

(41) a. [IP Dareka -ga [VPI daremo -ni (VPl Kazumi-o el shookaisitall (koto) 
someone-NOM everyone-DAT -Ace introduced fact 

'Someone introduced Kazumi to everyone. ' 
b. Daremo-~ Kazumi-oj (IP dareka-ga [VPI li (VPl 1; el sbookaisitaJi (koto) 

'Ta everyonei , Kazumi;, someone introduced Ij li" 
c. Kazumi-Oj daremo-llÏj (IP dareka-ga (VPI li (VP2 Ij el shookaisitaJ) (koto) 

'Kazumij, to everyonei' someone introduced Ij li" 
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(42) a. I,P Dareka -ga IVPI Kiwako-ni IvP2 daremo -0 el shookaisita)J (koto) 
someone-NOM -DA T everyone-ACC introduced fact 

'Someone introduced everyone to Kiwako.' 
b. Kiwako-n~ daremo-oj IIP dareka-ga IVP1 li IvP2 Ij el shookaisitall (koto) 

'To Kiwako., everyonel' someone introduced Illj.' 
c. Daremo-oj Kiwako-1lÎj IIP dareka-ga IVPI 1. IvP2 Ij el shookaisitaJ) (koto) 

'Everyonel • to Kiwako., someone introduced Ij 'i' • 

The (b) examples and the (c) examples are derived from the unambiguous (a) examples. 

The scrambled sentences are represented schematicaJly in (43) with their respective 

interpretations: 

(43) Multiple Scramblioa: 
a. QP-nij QP-Oj Irp NP-ga IVPl Ij IvP2 li el V]] 

-DAT -ACC -NOM 
b. QP-Oj QP-nij Irp NP-ga IVPl Ij IvP2 li el VJI 
c. QP-nii NP-oj Irp QP-ga IVP1 1. IvP2 Ij el V)) 
d. NP-oj QP-ni. IIP QP-ga rVPl Ij [VP2 li el V)) 
e. NP-nij QP-oi (IP QP-ga (VPl li (VP2 li el V1J 
f. QP-Oj NP-nij IIP QP-ga IVPI Ij [VP2 Il el VJ) 

(unambiguous) 

(ambiguous) 
(ambiguous) 
(ambiguous) 
(ambiguous) 
(ambiguous) 

The prediction the previous discussion makes is that a scrambled sentence is ambiguous 

when it involves the flip of the D-structure c-command relation between QPs. As we can 

see in (43), this prediction is indeed home out, though a technical question arises as to 

the nature of reconstruction. Suppose thal in (43a) we can choose to reconstruct only QP­

ni at LF. Then, we wou Id expect that (43a) should be ambiguous, having the following 

two LF representations: 

(44) a. QP-nij Xi QP-Oj Xi [IP NP-ga (VPl li [VP2 li V]]) 

1-1 1-1 1 
b. QP-oj Xj [IP NP-ga [VPI QP-~ Xj [VP2 Ij Vn1 

1---1 1---1 
This is, however, not the case. To account for the unambiguity of (43a), we hypothesize 

that the following holds at least for Japanese-type scrambling:30 

(45) Reconstruction of scrambling is an "all-at-once" operation. 

ln other words. there are only two options; either no reconstruction or reconstruction of 
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every scrambled element. Given (45), (44b) is not permitted, and the scope interpretations 

in multiple scrambling in (43) can he explained by the present analysis. 

2.2.2.3. Long Dislance Scrambling 

Let us tum now to "long distance" scrambling involving QPs. We will assume 

following Saito (1985) that scrambling can take place successive-cyclically. Consider the 

examples (46)-(48): 

(46) a. Hisayuki-ga [cp daremo -ga dareka -0 aisiteiru toi omotteiru (koto) 
-NOM everyone-NOM someone-ACC love COMP think fact 

'Hisayuki thinks that everyone loves someone.' 
b. Oareka-oi Hisayuki-ga [cp daremo-ga li aisiteiru toi omotteiru (koto) 

'Someonei , Hisayuki thinks that everyone loves 'i.' 
(47) a. Oaremo -ga [cp dareka -ga Kenichi-o aisiteiru toi omotteiru (koto) 

everyone-NOM someone-NOM -ACC love COMP think fact 
'Everyone thinks dlat someone loves Kenichi.' 

b. Kenichi-oi daremo-ga [cp dareka-ga 'i aisiteiru to] omotteiru (koto) 
'Kenichij, everyone thinks that someone loves 'i.' 

(48) a. Oaremo -ga [cp Tomohisa-ga dareka -0 aisiteiru toi omotteiru (kolO) 
everyone-NOM -NOM someone-ACC love COMP think tact 

'Everyone thinks that Tomohisa loves someone.' 
b. Oareka-oi daremo-ga [cp Nobuhiro-ga li aisiteiru toi omotteiru (kOlO) 

'Someonej, everyone thinks that Tomobisa loves 'i.' 

In the above examples. the (b) sentences are derived from the unambiguous (a) sentence.~ 

by preposing the object of the embedded clause to the sentence initial positio~. Their 

schematic S-structure representations are provided in (49): 

(49) LooK Djstance ScrambliDK 
a. QP-<>ï [IP NP-ga [cp [IP Qp-ga [vp li VIJI V] 

-ACe -NOM -NOM 
b. NP-oi [IP QP-ga [cp [IP QP-ga [vp li Vl1I V] 
c. QP-oi [IP QP-ga [cp (IP NP-ga [vp 'i VlII V] 

(ambiguous) 

(unambiguous) 
(unambiguous, 

(49a) is ambiguous. On the other band, (49b,c) are unambiguous, the subject QP of the 

matrix clause taking wide scope. The unambiguity of (49c) indicates that there is a 

restriction on the scope interaction of QPs; QPs can yield ambiguity onIy if they are 

« 
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clause mates. The scope interpretations in (49) are predicted by the account developed 

above together with the general cJause-boundedness condition on LF representations of 

QPs. J / The unambiguity of (49h) needs no explanation since no QP has scrambled over 

another QP. The LF representations for (49a) would be as follows: 

(50) a. IIP NP-ga Icp IIP QP-ol IIP Xi IIP QP-ga, (IPX; Ivp li V])JJJJ VI 
1-1 1 1 

h. IIP NP-ga Icp Ir, QP-gai I.p xi Ivp QP-oi Ivp Xi VJJ1JJ V1 
1 1 1-1 

Whatever princip le is responsihle for LF clause-boundedness of QPs, it forces the 

scrambJed QP to move back to a position within the embedded clause. In (50a) the 

scrambled QP bas been reconstructed to the intermediate adjoined position. In (5Ob), on 

the other band, it has been put back to the hase-generated position. In the former 

representation, QP-o takes scope over QP-ga, and in the latter, QP-ga takes scope over 

QP-o. Hence the ambiguity of (49a). 

The two possible LF representations for (49c) would be the following: 

(51) a. IIP QP-ga; IIP .1(' [cp IIP QP-oi [IP Xi IIP NP-ga Ivp li V]]]]) VlI 
1 1 1 

h, (,p QP-ga; [IP Xi Icp (IP QP-oi (IP NP-ga [VP Xi V])]] Vil 
1 1 1 1 

No matter whether the scrambled QP is reconstructed to the IP-adjoined position «51a» 

or to the original position «5lb», il will be c-commanded by the matrix subject QP. 

Therefore, (49c) allows only the inlerpretation on which QP-ga bas wide scope. 

2.3. NP-Movement 

This section is concerned with a second kind of Move a, i.e., NP-movement. In 

particular, we examine raising, passives, unaccusatives, psycb constructions, and dative 

constructions. Il is shown tbat various kinds of data involving NP-movement fall under 

the present account. 
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2.3. J. Roising 

We have already seen above that the ambiguity in raising cases Iike (6) and (12). 

whose LF representations are recapitulated below. can he accounted tor by the SP: 

(52) (=(8» IIP someone, [IP Xi Ivp everyoneJ Ivp t. loves xJ1I1I 
1 1 1 1 1 

1 1 

(53) (=(13» IIP every studenlj [IP Xi is likelYJ I.p ti to cheat on the examlll 
1 1 1 

ln (52) and (53), the link between the variable x. and the trace ti holds since antecedent 

government of the latter by the former is blocked neither by the QP everyone nor by the 

modal-like element Iikely, g;ven the characterization of GT -compatibility in (33). It would 

he feasible that a syntactic variable on th~ one hand and the QP and modals on the other 

do not share the relevant property for the purpose of GT -compatibility. 

2.3.2. Passives 

Let us turn to pass:{es, typical NP-movement constructions. The relevant 

examples are provided in (54) and (55) (the latter is from Japanese): 

(54) Everyone was seen by someone. 

(55) Daremo -gBï dareka -ni ti nagur-are-ta. 
everyone-NOM someone by hit-PASS-PAST 

'Everyone was bit by someone.' 

80th of these sentences are ambiguous.32 The ambiguity of the English (54) is not 

surprising since its active counterpart is ambiguous. (55) is more informative since active 

sentences containing QPs are generally unambiguous in Japanese. Consider its LF 

representation below: 

(56) [IP daremo-gBj [IP Xi [VP dare~ Ivp [pp xfniJ li naguraretallll 
1 1 1 1 1 
1 1 1 

ln (56) the link between the variable Xi and the trace ti is not disrupted because the 
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variable of the agentive QP x, does not intervene between them; Xj is inside the pp 

(postpositional phrase) and does not c-command 'i (see (32ii». (56) successfully 

represents ambiguity since the higher QP c-commands the lower QP and the latter c­

commands 1., the tail of the chain containing the former. The ambiguity of (54) can he 

accounted for in the same manner. 

Now, consider the Japanese passive sentences in (57) which involve a wh-QP and 

a QP:33 

(57) a. *(John ya MaryJ-g8j (vp dare-ni li sikar-are-ta) no? 
and -NOM who by scold-PASS-PAST Q 

'John, Mary and so on were scolded by whom?' 
b. Dare-nij (John ya MaryJ-glj Ivp Ij '. silw-are-ta] no'! 

who by and -NOM scold-PASS-PAST Q 
'(By whomJh John, Mary and so on were scolded li?' 

c. Dare-gIj (vp (John ya Maryl-ni li sikar-are-ta) no'! 
who-NOM and by scold-PASS-PAST Q 

'Who was scolded by John, Mary and 50 on?' 
d. IJohn ya MaryJ-nij dare-g8j [vp Ij Ij sikar-are-taJ no? 

and by who-NOM scold-PASS-PAST Q 
'(By John, Mary and so onljo who was scolded 'j?' 

The S-structure schematic configurations of these examples are given below: 

(58) a. *QP-g~ [vp WH-ni 'i VJ Q 
-NOM by 

b. WH-nij QP-glj [vp Ij li V] Q 
c. WH-glj [vp QP-ni li V] Q 
d. Qp-ni; WH-glj [vp Ij Ij V] Q 

(WH taking wide scope) 
(ambiguous) 
(ambiguous) 

(58a) is ungrammatical. (58b), derived from (58a) by scrambling the wh-QP, is rendered 

grammatical but is unambiguous, the wh-QP taking wide scope. (58c) is ambiguous. 

(58d) derived from (58c) is al50 ambiguous. 

The scope interpret.ations observed in (58) are exactly wbat is predicted by the SP, 

RM, and the assumption that scrambling cao he undone at LF. (58a) is ruled out in the 

same way as (26a). Its LF representations are provided in (59): 



1 (59) a. *(IP WHj IIP QP-gélj IIP Xi Ivp Ipp x(ni)li VIIII Q 
b. *IIP QP-g~ IIP WH j IIP XI Ivp Ipp Xrni ) li Vltlt Q 
C. *11P QP-gÎlï (IP Xi Ivp WH) Ivp Ipp xrnil/l VlIIl Q 
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(59a,b) violate the ECP; in (59a) antecedent govemment by the wh-QP of illi variable is 

blocked by the QP, and in (59b) antecedent govemment by the QP of il'\ variable is 

blocked by the wh-QP. (59c) vioJates FI since the wh-QP cannot he "governed" by the 

1 +QJ COMP due to the QP with 1 +QI. The LF representations for (58b-d) would he 

(60-62) respectively: 

(60) [IP WHk IIP (pp xk-nilj IIP QP-gBj (IPXi lvp Ij li VIIIII Q 
1 1 1 1 1 

(61) IIP WH-gÎlï [IP Xi Ivp QP) Ivp (pp xrni ) ti VIII) Q 
1 1 1 1 1 
1 1 1 

(62) *IIP QPt IIP lpp Xt-nilj IIP WH-gélj llP Xi Ivp tj ti VIlII) Q 

In (60) the wh-QP takes wide scope. When (58b) undergoes reconstruction, it will have 

the iIIegitimate LF representations given in (59). Thus, it is unambiguous. (5Sc) is 

ambiguous since in (61) the wh-QP c-commands the QP and the latter in tom c­

commands the trace ti' a member of the chain headed by the former. Although (62), 

where the wh-QP is not "governed" by the [+Q) in COMP, is iII-formed, (58d) will have 

the LF representation in (61) when reconstruction of the scrambled QP oceurs. Thus, it 

is ambiguous. 

2.3.3. Unaccusatives 

Consider the unaccusative constructions in (63) from Japanese and (64) from 

Korean (the former is cited from Hoji et al. (1989), the latter from Kim (1991»: 

(63) Dareka -g~ subeteno beya . ni ti hait-ta. 
someone-NOM every roora ioto enter-PAST 
'Someone entered every room.' 
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(64) Sey conglyu-uy koki-ka motun yenmos-ey iss-ta. 
three kinds -GEN fish-NOM aU ponds -LOC be-IND 
'There are three kinds of fish in ail the ponds.' 

It has been argued that unaccusative constructions iDvolve NP-movement. As expected, 

(63) and (64) are interpreted ambiguously. (65) wou Id he the LF representation for (63): 

(65) rlP dareka-g~ rlP Xi rvp subeteno heYélj (vp (pp xrniJ li haie-taJJJJ 
1 1 1 1 1 
1 1 1 

As shown in this representation, the SP straightforwardly accounts for the ambiguity 

observed in unaccusatives. 

2.3.4. Psych Constructions 

Belletti and Rizzi (1988) plopose an analysis of psych predicates in whicb the 

theme argument undergoes NP-movement for Case reasons. If their analysis is on the 

rigbt track, we would predict that the scope ambiguity exhibited by NP-movement cases 

also shows up in psych constructions.34 The following examples, (66) from Japanese 

and (67) from Korean, demonstrate that the prediction is borne out (Kim and Larson 

(1989:686»: 

(66) Oaren -ga dare-Di-mo hitsuy<XHla. 
someone-NOM everyone-DAT need 
'Everyone needs someone. ' 

(67) Mwuenka-ka nwukwu-eykey-na hwuhoyslep-ta. 
sometbing-NOM everyone-DAT be regrettable-INi> 
'Everyone regrets something.' 

(66) would receive the following LF representation: 

(68) IIP dareka-g~ (IP Xi [vp daremoj [vp [pp x;-ni) ti hitsuyoo-da)))) 

1 1 1 1 1 
1 1 1 

lt is by DOW c1ear that (68) correcdy represents the two interpretations. 
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2.3.5. Dative Constructions 

Aoun and Li (1989: 167) note that the fullowing dative constructions arc 

ambiguous, contrasting with their unarnbiguous double object counterparts « 70) is from 

Chinese):3S 

(69) Mary gave sorne book to everyone. 

(70) Wo song sanben shu gei meigeren. 
1 gave three book to everyone 
'1 gave three books to everyone.' 

They claim, contra Larson (1988), that it is the dative construction, not the double object 

construction, that involves NP-movernent. According to their analysis, the schematic S­

structure of the dative construction looks like the following (again, e denotes an empty 

verb): 

(71) VP l 

1\ 
Vsc 

1 \ 
NPi VP2 

1 \ 
VP2 pp 
/ \ / \ 

V li P NP 

1 
e 

If (71) is correct, the ambiguity of (69) and (70) is explainable under the SP. The LF 

representation for (69) would be as follows: 

(72) Mary gave [VPl sorne boo~ [sc Xi IvP2 everyonej IvP2 1VP2 e 'ii Ipp to XjJJJJI 
1 1 1 1 1 

1 1 

The overlap of the chains in (72) successfully represents the ambiguity of (69). 

2.4. fi-MovelDent 

ln this section, we are concemed with the scope interaction between a wh-phrase 
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(as opposed lo a wh-QP) and a standard QP. Simplex cases, passives, psych 

constructions, and douhle object constructions in English are examined in tum. Observing 

that the SP caonot cope with these cases, we modify the SP in such a way that it 

incorporates the notion of GT-compatibility into its formulation. 

2.4. J. Wh-Arguments 

May (1985) recognizes a contrast in scope interaction in pairs like (73): 

(73) a. What did everyone bring? 
h. Who brought everything? 

(73a), wilh a QP in subject position and a wh-trace in object position, is ambiguous, 

whereas (73b), with a QP in object position and a wh-trace in subject position, is 

unambiguous. :J6 

We assume with Saito (1990) that wh-movement cannot be undone at LF because 

it est.ablisbes operator-variable relations unlike scrambling in Japanese. The LF 

representations of (73a,b) would be (74a,b) respectively:37 

(74) a. lcp whalj did IfP everyonej [IP x
J 

Ivp 'i bring Xi]))) 
1 1 1-1 1 
1 1 

b. Icp whoj IIP XI Ivp everythingj (vp li brought Xj]]]] 

1-1 1 1 1 
1 1 

Let us make the reasonable assumption that a standard QP is not GT -compatible with a 

"true" wh-phrase. Then, antecedent government by wh-phrases like what and who as 

opposed to wh-QPs in Japanese will not be blocked by standard QPs like everyone and 

evtrything. The ambiguity of (74a) is expected by the SP; the IP-adjoined QP c­

commands the variable xi> a member of the chain headed by the wh-phrase. The 

unambiguity of (74b), however, is not expected and caUs for further modification of the 

SP in (lI). 

It seems that the restriction is tighter OD the interaction between a wh-phrase and 
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a standard QP than on the interaction hetween standard QPs (including wh-QPs). In 

particular, in order for a QP to take scope over a wh-phrase, ail the members of the chain 

headed by it must be properly contained in the chain headed hy the wh-phrase, as in 

(74a). An intersection of ehains, as in (74h), does not suftice to yield amhiguity. 

It was suggested above that RM plays a signiticant role in scope assignment; it 

directly imposes a locality condition on QR and indireetly contrihutes to the determinatiun 

of scope via the notion of chain in the SP. Then, Il is not unreasonahle to think that the 

relevanee of RM to scope assignment may be retlected in the t()rmulatioo of the SP itself, 

though there is no a priori reason to believe that this should he the case. To he more 

specifie, it is possible that the GT-(in)compatibility hetween two operators decides the 

kind of restriction on the scope interaction hetween them. Pursuing this possihility. we 

reformulate the SP as in (75), where "A ç. 8" means that A is GT-compatihle with a, 

white "A ~ Bn means that A is not GT-compatible with 8: 

(75) The Scope Principle (SP) 
An operator A has scope over an operator 8 in case 
(i) A c-commands a member of the chain containing B (A c;; B) or 

(ii) ail members of the chain containing A c-command a member of the chain 
containing B (A ~ B). 

Since a standard QP is not GT-compatible with a wh-phrase, its relative scope with 

respect to a wh-phrase is subjeet to (75ii). The seope contrast in (73) tollows directly 

from the SP in (75). 

What about the status of wh-phrases with respect to standard QPs in GT­

compatibility? Obviously, the wh-phrases in (74) must be suhject to (75i). Otherwise, we 

would incorrectly expect (74a) to be unambiguous with onJy the wide scope reading of 

the QP. Thus, let us tentatively suppose that wh-phrases are GT-compatible with standard 

QPs. This assumption may make intuitive sense in light of the fact that wh-phra.~s are 

often referred to as "quasi-quantifiers" (cf. Chomsky (1975) and others). What we are 

suggesting is that GT-(in)compatibility is not necessarily a symmetrieal relation. In thi~ 
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case, a wh-phra~e is GT-compatible with a standard OP, hut not vice versa. 

The reason that GT -compatihility has been changed into the relation hetween 

g()vem()r~ (compare (l7ii) and (32i)) lies in the SP in (75). Under Rizzi's GT-

compatihility which concems the relation of a potential govemor to a govemee, it is 

imp()~sihle to incorporate the notion of GT-compatihility into the SP. This is hecause 

operators can he antecedent-govemors hut can never he antecedent-govemees at LF. 

2.4.2. Wh-Adjuncl.'; 

Let us tum to cases where the wh-phrase is an adjunct. Consider the examples in 

(76) (taken from May (1985»: 

(76) a. When did everyone see Max? 
b. When did Max see everyone" 

80th of these sentences are ambiguous. We will assume following McConnell-Ginet 

(1982), Larson (1988), and Su-oik (1990) that V-modifying adverbs such as when are 

sisler to V al D-structure.18 Under this assumption, the LF representations for (76a,h) 

would he (77a,h) respectively: 

(77) a. Icp whenj did lap everyonej lt, Xi IVPl Ij see IvP2 Max Iv· Iv XjJ11m 
1 1 -1 1 
1 1 

h. Icp whenj did IlP Max (VPl everyonej IVPl see 1VP2 Xl (V' Iv x.IlJJJ1 
1 1 1 1 
1 1 

Given (77a.b), the SP predicts that (76a,h) should both he ambiguous, which is indeed 

the case. This is because when c-commands everyone, and ail the members of the chain 

headed by ,veryont' c-command the variable of when. 

What about the case of why, which is often regarded as an IP-adverb'l Consider 

the following pair from Collins (1991 : 38): 

(78) a. Why did everybody hate John" 
h. Why did John hate everybody? 
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Collins (1991) notes that (78a) is ambiguous while (78b) is not. Let us assume with 

Collins (1991) that why can he generated in a VP-adjoined position. The LF 

representations for (78a,b) would he the following (assuming the Larson-type layered VP 

(cf. Travis (1991» and adjunction of why to the lower VP): 

(79) a. fcp whYi did IIP everybodYi IIP xi IVPI 'i hate IvP2 IvP2 Johnl Xi III Il 1 
1 1 1-1 1 
1 1 

b. [cp whYi did IIP everybodYi IIP John [VPl bate IvP2 (VP2 XJI Xilllli 
1 1 1 1 
1 1 

The SP can take care of the scope contrast in (78), given the above representations. (78a) 

is ambiguous since in (79a) the wh-phrase c-commands the QP, and ail the members of 

the chain containing the QP c-command the variable of the wh-phrase. In (78b) the QP 

cannot take wide scope since in (79b) the variable of the wh-phrase is not c-commanded 

by the variable of the QP. 

2.4.3. Passives 

Now, consider the foUowing passive examples involving wh-operators (cited from 

Kim (1991»: 

(80) a. Wbat will be brought in by every guest? 
b. By whom will everytbing be purchased? 

Tbese sentences are both reported to be ambiguous. We will tentatively a.~sume that the 

by-phrase can appear in a VP-adjoined position or a sister position to V at D-structure. 

When the by-pbrase is in an adjoined position, it is assumed to he licensed by predication, 

and when it is sister to V, it is assumed to be licensed by (adverbial) a-role assignment, 

as in the case of adjuncts such as when (cf. Larson (1988), Stroik (1990». If this 

assomption is correct, the following would be possible LF representations for (BOa,b): 
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(81) a. Icp what, I.p Xi will Ivp 'pp byevery guest)j Ivp 'vp be brought in li) XjJJ)) 

1 1 1 -II 
1 1 

b. Icp ' pp by whoml i will IIP everythingj IIP X/'vp be '(' purcbased Xi)))) 
1 1 1 1 
1 1 

Given (81a,b), the ambiguity of (80a,b) is expected by the SP. We sbould not be fooled 

by the lines in (8Ia). ln (8Ia), despite its appearance, aU the members of the chain 

containing the pied-piped QP c-command the NP-trace of what. In (81 b), ail the members 

of the chain headed by the QP c-command the variable of by whom. 

2.4.4. Psych Constructions 

Tbe SP in (75) cao be extended to the pairs involving psych verbs in (82) taken 

from Kim and Larsan (1989:682):39 

(82) a. Wbo does everyone excite? 
b. Wbo excites everyone" 

The examples in (82) contrast with those in (73) in that it is the (b) sentence that is 

ambiguous; the (a) sentence is unambiguous.40 Given Belletti and Rizzi's (1988) analysis 

of psycb predicates mentioned above, the LF representations for (82a,b) would be as in 

(83a,b) respectively: 

(83) a. Icp whoi does IIP everyonej IIP Xj [yp excite Iv· tJ Xi]])] 
1 1 1 1 1 
1 1 

b. (cp whoi IIP Xi (yp everyoneJ [vp excites [v' til xJ))) 
1 1 1 /-1 
1-1 1 

Here again, we should not be visually deceived by the cbains drawn with the lines. It is 

important to bear in mind that the variable of the experiencer argument (Xi in (83a) and 

Xj in (83b» is hierarchically higber than the NP-trace of the theme argument (tj in (83a) . 
and l, in (83b». (83b) is ambiguous since all the members of the chain containing 

tVfryone c-command 'i, wbereas (83a) is unambiguous since Xi' the variable of who, is 
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not c-commanded by ti' the tail of the chain containing everything. 

Tacit in the representations in (83) is the assumption that a variable of a standard 

QP and a variable of a wh-operator are not GT -compatible with each other. Suppose that 

variables were GT -compatible with each other regardless of the nature of their operators. 

Then, we would expect the reverse of the actual judgements for (82a,b). This is because 

in (83a) antecedent govemment of t i by Xi wou Id he blocked by Xi. which would alJow ail 

the members of the chain (everyone, Xj) to c-command Xi' the tail of the chain headed by 

who, and in (83b) antecedent goverrunent of li by Xi would he blocked by Xi' which would 

leave no overlap of the chains. 

2.4.5. Dative Constructions 

Finally, let us examine dative constructions from the viewpoint of the SP in (75). 

Relevant examples are given below «84a) is taken from Kim (1991), who attributes it to 

Robert May, and (84b) is adapted from Kim (1991»: 

(84) a. What did John give to everyone. 
b. To whom did John give everytbing? 

The (a) sentence is ambiguous, while the (b) sentence is unambiguous. Assuming the 

dative structure in (71), their respective LF representations would he the following: 

(85) a. (cp wha~ did lIP (pp to everyone]j [IP John (VPI give Ise Xi [VPl IvP2 Iv 'ii Xf'lIIlII 
1 1 1 I-
I 1 1 

b. [cp [pp to whom)i did [IP everythin~ IlP Alex (VPI give Ise x) IvPl IvP2 'v 'ii XII 
1 1 1 1 1 
1 1 

With (8Sa,b), the SPcan explain the interpretative conttast in (84a,b). (84a) is ambiguous 

since in (85a) ail the members of the chain headed by to everyone c-command 'i' the trace 

of what. (84b), on the other band, is unambiguous since in (85b) the trace of everything 

'i fails to c-command Xj, the variable of 10 whom. 
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2. S. Summary 

ln lhis chapter, we have considered the relation between Move a and the scope 

of operators. Based on scope facts regarding Japanese scrambling, we have c1aimed that 

the MBR follows from a modified version of RM and thus ultimately from the ECP. Tbe 

preceding examination of scope interaction between a wh-phrase and a standard QP bas 

prompted us to retine the SP in such a way that it refers to GT -compatibility in its 

formulation. ft bas been shown that the SP cao account for a wide range of data in~ ~lving 

scrambling, NP-movement, and wh-movement. 

The central claim of lhis chapter is that KM (GT -compatibility, to be exact) plays 

a key role in fixing scope of operators. In particular, there are three ways in wbich OT­

compatibility contributes to scope assignment. First, it determines the kind of restriction 

on interaction of given two operators tbrough the SP. Secondly, it imposes a locality 

condition on (LF) movement of operators tbrougb the Bep. Thirdly, it decides whether 

or not a given link in a chain holds, wbich is crucial information for the purpose of the 

SP. 



1 FOOTNOTES TO CRAPTER 2 

1. The Scope Principle of May (1985) will not he considered here. Various kinds of 
problems with it have already been pointed out by a number of authors (Aoun and Li 
(1989), Ernst (1991), Kim (1991), to name a few). For instance, it cannot account for 
the cross-Iinguistic scope difference between (6) and (7a) below. 

2. a binds 8 if a c-commands 8 and a is coindexed with 8. 

3. This defmition is meant to make the MBR apply to variables bound by wh­
operators. For example: 

(i) wha~ did everyonej Xj buy Xi 

Aoun and Li assume that variables coindexed with wh-operators are R-expressions. Under 
this assumption, in (i) evcryone is not a potential antecedent for Xi since the coindexation 
of the latter with the fonner will result in a violation of Condition C of the Binding 
Theory, i.e., Xj will be A-bound by Xj. 

As for variables coindexed with standard QPs, Aoun and Li assume that they are not 
subject to Condition C. 

4. May (1985) also suggests the possibility of NP-adjunction by QR. We will a.~liume 
that QR can freely adjoin QPs to any maximal projection. 

S. Aoun and Li suggest tbat the Jack of Subject Raising in Chinese may be traced 
baek to the degenerate nature of INFL or the ability of SPEC of IP and VP to he 
assigned Case and a 9-role. We do DOt commit ourseJves to their suggestion in this 
regard. See Kim (1991) for criticism. It is beyond the scope of this thesis to explore the 
question of what the source of the parametric variation in question is. 

6. In the representations or structures to foUow, irrelevant details will be omitted 
throughout. 

7. Saito (1990) shows that an A' -position cannot be equated with an operator 
position. Putly following Taraldsen (1986), let us adopt ,.~ definition of a variable in 
(i): 

(i) X is a variable iff X is localJy bound by an operator at LF. 

8. We will assume that adjonction to non-barriers does not create baniers. 

9. The same kind of contrast is also observed in ltalian (see Cinque (1990: 11-14». 

1 O. The Principle of Full Interpretation, whicb requires tbat no superfluous elements 
be present at LF and PF, forces intermediate wh-traces, if any, to be deleta1 at LF (see 
Chomsky (1986a, (989». 
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Il. This (marginal) referential quality of whal is supposed to allow (20a, b) to avoid 
violating the "conjunctive" ECP. See footnote 20. 

12. We are indebted to Lisa Travis (p.c.) for bringing our attention to this matter. 

13. QR of the standard QP over operators lite likely is prohibited by the ECP (see 
Chapter 4). 

14. A strict interpretation of the SP would of course impJy the BTA. It is not clear 
at the moment from what principle of grammar the BTA cao be derived. It might prove 
to be a piece of evidence for the autonomy of linguistic knowledge; in our logical 
thinking, deduction with the use of transitivity is a quite common activity. 

15. For discussion of the ungrammaticality of (25a) and similar examples, see Hoji 
(1986). 

16. In Japanese, standard QPs are derived from "wh-phrases" in a systematic way. 
Existential QPs and universal QPs are obtained by attaching /al and mo to "wh-phrases" 
respectively (the latter cao also he used as negative polarity items). For example: 

(i) a. dare 'who' --- dareb 'someone', daremo 'everyone' 
b. nani 'what' --- nanika 'something', nanÎmo 'everything' 
c. doko 'where' --- dokob 'somewhere', dokomo 'everywhere' 

Kim (1989) claims that "wh-phrases" in Korean are standard QPs, too. As long 
as his data are concemed, Korean patterns fully with Japanese in terms of scope 
interpretation. 

17. We depart from Nishigauchi (1990) in assuming (i) for "government" in (27ii): 

(i) Feature Goveroment: X feature-govems Y iff 
(i) X m-commands Y 

(ii) Relativized Minimality is respected 

We will assume further that wh-QPs can take scope over the c-command domain of the 
(+Q] COMP which licenses them (see Chapter 3). 

It is worth mentioDing that in Japanese, it is (+Ql COMP that determines 
quantificationaJ force of • wh-phrases" . Consider the following: 

(ii) a. Dare-ga kuru no'! 
who-NOM come Q 

'Who will come'!, 
b. Dare-ga kite mo, boku-wa kinisi-nai. 

who-NOM come Q 1 -TOP care-NEG 
'No matter who cornes, 1 don't care.' 

If a "wh-phrase" is "govemed" by no or /al, as in (üa), it acquires existentiaJ force. If 
it is "governed" by mo, as in (iib), it acquires universal force. As seems reasonable, we 
identify the Q-morphemes ka and mo with the morphemes lui and mo in QPs respectively 
(sec the preceding footnote). 
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18. Assuming that variables of wh-QPs are not subject to Condition C (see footnote 
3 and (27i». 

19. See footnotes 16 and 17. 

20. Traces of head movement are exempt from (3li). and those of wh-elements that 
are D-linked (discourse-linked) in the sense of Pesetsky (1987) are exempt from (31ii). 
The latter can meet the "identification" requirement through binding. See Cinque (1990. 
ch.I). 

21. Lasnik and Saito (1984:263) present the "principle" in (i) which is intended to 
explain among other things that-trace effects: 

(i) Only an argument rt;eeives a r-feature at S-structure. 

See Rizzi (1990) for an alternative account of that-trace effects within the conjunctive 
ECP. 

22. One may weU ask wbat motivated Rizzi to include (11i) in bis RM. We will 
argue later in Chapter 4 that there is in fact no motivation for Iimiting RM inducers tu 
elements in base-generated positions. 

23. We wiU elaborate on the notion of GT -compatibility in Chapter 4 where we argue 
that it should be defmed in tenus of a set of features. For the time being, we willleave 
it as vague as (33). 

24. Thus, (28b) doubly violates the Eep and FI. The same remll'k applies to (36b) 
and (59b) below. One could get rid of this unwanted redundancy by assuming that the 
ECP is simply part of FI (see Fanselow (1991) for a proposai along tbis line). 

25. Since QR cao adjoin QPs to any maximal projection (footnote 4), QP-ga is 
allowed to adjoin to the IP immediately dominating il. 

26. This operation leaves no trace behind, as requ;red by FI. 

27. Hoji (1985:248) presents the following condition to explain data such as those in 
(7) and (25): 

(i) at LF *QPj QPj ~ t. where each member c-commands the member to its right 

This condition, however, is unsatisfactory not only conceptually but also empirically. 
Within bis framework based on May (1977) and Lasnik and Saito (1984), multiple 
scrambling such as (4Ob) and long distance scrambling such as (46b) and (48b) are 
problematic for (i) (see Hoji (1985:299, fn.25». 
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28. Instances of VP-intemal scrambling receive the same explanation. 

(i) a. NP-ga Ivp QP-oi Ivp QP-ni 'i VII (ambiguous) 
-NOM -ACC -DAT 

b. QP-ga Ivp NP-oi Ivp QP-ni li VII 
c. QP-ga Ivp QP-oi Ivp NP-ni 'i VII 

(unambiguous) 
(unambiguous) 

29. We wiU assume that VP2 is not a barrier since scrambling of the direct object is 
fuUy grammatical. 

30. Alternatively, one might suggest that in (43a,c, and el, what bas been scrambled 
is the small clause (Japanese allows CP scrambling). 

31. Strictly speaking, the precise characterization of the condition in question cannot 
be based on clause-boundedness. The ambiguity of (i) shows tbat the LF representation 
in (H) should he available and thus in certain cases QR is not clause-bound (Aoun and 
Hornstein (1985:624»: 

(i) Someone expects every Republican to he elected. 
(H) llP someonei IIP Xi [vp every Republican; [vp 'i expects [IP Xi' to be elected]]])J 

1 1 1 1 
1 1 

See Hornstein (1984) and Aoun and Hornstein (1985) for a binding approacb to the 
relevant phenomena. We suspect tbat consideration of tense may prove crucial. 

32. Hoji et al. (1989, fn.12) renwi: tbat "the Japanese passive does not seem to 
induce scope ambiguity between the preposed subject and the agentive NP, unlike 
Chinese". Thus for them, (55) should be unambiguous. But we find it ambiguous. They 
discuss the foUowing passive sentence: 

(i) Dareka -glj subeteno bito -ni 'i syookais-rare-ta. 
someone-NOM every person-DAT introduce-PASS-PAST 
'Some<>De was introduced to everyone.' 

We agree that (i) is ambiguous and that if we take subtteno mto 'everyone' as an agentive 
NP (-ni CID he used either as the dative marker or 'by'), (i) is not ambiguous, darekll 
'someone' takiDg scope over subeteno mlo. We suggest tbat the unavailability of the wide 
scope interpretation of the agentive NP can be attributed to the fact tbat agentive NPs in 
Japanese strongly favor group readings (for reasons unknown to us). Observe the 
ambiguous (ü): 

(H) Dareka -glï subeteno bito -ni sorezore 'i syookais-rare-ta. 
someone-NOM every persan by each introduce-PASS-PAST 
• Someone was introduced by everyone each. ' 

ln (ii) sorezore 'each' is added to guarantee the non-group reading on subet~no mto (this 
technique is due to Hoji (1985». 
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33. Considering the property of the agentive phrcl.~ mentioned in the preceding note. 
we avoid using daremo 'everyone'. We assume that the conjunctive morpheme ya 'and 
so on', like kil and mo, bas the feature 1 +Q). 

34. Notice, however, that English psych constructions like (i) would he expected to 
he unambiguous under the present account «ii) is the LF representation for (i»: 

(i) Something is worrying everyone. 
(ii) lI, somethin~ IIP Xi is [vp everyonej Ivp Iv· worrying 'ii .1'11111 

1 1 1------
This is because antecedent govemment of the trace li by the variable Xj is blocked by the 
variable Xj at LF. Contrary to the prediction, (i) is judged to be ambiguous. We have no 
explanation for (i) at the moment. 

35. Compare (69) and (70) with (ia) and (ib) respectively: 

(i) a. Mary gave someone every book. 
b. Wo song sange ren meiben shu. 

1 gave three man every book 
'1 gave three men every book.' 

The SP coupled with the double object structure in (39) accounts for the lack of 
ambiguity of (ia,b). 

36. Spanish exhibits the same scope contrast as the one in (73). See Jaeggli (1987). 

37. Recall that we are assuming Cinque's (1990) banier system, not Chomsky's 
(1986b). Henee, VP-adjunction of wh-operators is unnecessary. 

38. Stroik (1990:658) observes the following scope contrast: 

(i) a. Who did John see everywhere (he went)? 
b. Where did John (fast) see everyone'l 

(ia) is unambiguous, whereas (ib) is ambiguous. The contrast falls under the SP in (75). 

39. In Nakamura (to appear, fn.24), we mistakenly remarked that our account tllere 
based on Kim (1991) could coyer psych constructions like (82a). 

40. Tbe same "reversed" judgements about scope as those in (82) obtain in Spanish 
psych-COnstructiODS as weil. See Jaeggli (1987). 
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CRAPTER 3 

FEATURE GOVERNMENT 

3.0. Introduction 

This chapter deals with linguistic entities which are dependent on licensing 

features. Specitically, in addres~ing the question in (1) raised at the outset of this thesis, 

we examine wh-elements, negative polarity items, and adverbs: 

(1) What is the mechanism goveming licensing of (certain) operators? 

ln Section 3.1., the Wh-Critenon and the Neg-Criterion proposed as an answer 

to (1) in the case of wh-elements and negative elements are introduced. In Section 3.2., 

licensing of wh-elements, negative polarity items, and adverbs is discussed. It is 

suggested that the Wh-Criterion and the Neg-Criterion are too tight to capture the relevant 

cross-Iinguistic variations in licensing of wh-elements and negative polarity items. As an 

alternative to these criteria, we present what we caU the Feature-Dependent Item Criterion 

which exploits the new concept of feature govemment. Feature government is simply 

defmed in term.4t of m-comlmnd and Re}ativized Minimality. We a1so present the Feature 

Govemment Parameter wbjcb determines the degree of locality in feature government 

required in a given language for a given item. ft is argued that distributional and 

interpretative characteristics of adverbs (in English) cao also be accounted for by the 

Feature-Dependent Item Criterion and the Relativized Minimality. 

Thus, our answer to (1) is the Feature-Dependent Item Criterion, which makes 

crucial use of Relativized Minimality. Relativized Minimality plays an important role Dot 

onIy in fixing the relative scope of opentors (see Chapter 2) but also in Iicensing of 

operators. 
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3.1. The Wh-CriterioB and The Neg-CriterioB 

In this section, we will brietly consider the Wh-Criterion of Rizzi (1991) and the 

Neg-Criterion of Haegeman (1991) which are c1aimed to he the well-formedness 

conditions on wh-elements and negative elements respectively. 

3./.1. The Wh-Criterion 

Wh-movement has attracted considerable attention in the course of development 

of linguistic theory (cf. Chomsky (1977) and many others). Putting aside the issue of 

locality,l the most notable questions surrounding syntactic wh-movement are: (i) What 

triggers it? and (ii) Wby do some languages have it, while some do not'! 

Conceming the second question, the prevailing view since Huang (1981, 1982) 

bas been that the presence or the absence of overt wh-movement can he ascribed to a 

parameter wbich is sensitive to the level of representation. 10 other words, wh-movement 

applies at S-structure in languages like Eoglish, white it applies at LF in languages like 

Chinese in wbich aU wh-elements appear in-situ at S-structure (cf. Lasnik and Saito 

(1984». 

What about the frrst question? Along the lines of Huang (1981, 1982), Rizzi 

(1991), based 00 May (1985), formulates the following general well-formedness condition 

on wh-structures, wbich he takes to be universal: 

(2) The Wh-Criterion 
a. A Wh-operator must he in a Spec-head configuration with an X01+WH1 • 

b. An XO[+WH) must he in a Spec-head configuration with a Wh-operator. 

The definition of a wh-operator for the purpose of (2) is (3): 

(3) wh-operator = a wh-phrase in a scope position. 

wbere a scope position is a left-peripherdl A'-position (either a Spec or an adjoined 

position). (2) requires tbat in typical cases, the following configuration hold in any 

language at LF (Iinear order irrelevant):2 



r 

(4) CP 
/\ 

Wh Op C' 
/ \ 

C XP 
I+WHI 

Thus, according to Rizzi (1991), it is the Wh-Criterion that triggers wh-movement. 

44 

The Wh-Criterion together with (3) account" for the familiar contrast in (5) under 

the assumption that it applies as early as at S-structure in English: 

(5) a. *Tom gave what to whom'! 
h. What did Tom give to whom" 

(Sa) is ruled out since neither of the clauses in (2) is fulfilled at S-structure. (5b) is well­

tormed since whar and the (+ WH 1 COMP are in a Spec-head relation at S-structure, 

satistying the Wh-Criterion, and whom in-situ, which does not qualify as a wh-operator 

at S-structure under (3), trivially fulfills the Wh-Criterion. On Rizzi's account, the 

relevant portion of the LF structure tor (Sh) would be as tollows: 

(6) CP 
1 \ 

NP C' 
/ \ / \ 

NP NPC XP 
1 jI+WHl 

whom what 

The wh-iD-situ whom moves to SPEC of CP at LF to satisty the clause (2a). 

ln languages like Chinese, the Wh-Criterion is supposed to be satistied only at LF. 

Thus, the ChiDese sentence in (7) from Huang (1981) is assumed to have the LF structure 

in (8): 

(7) shei mai-le sheme'! 
who bought what 
'Who bought what'!' 
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(8) CP 
1 \ 

NP C' 
1 \ / \ 

NP NP XP C 
1 1 1 + WH] 

sheme shei 

3. J. 2. The Neg-Crilerion 

Haegeman (1991), extending RizzÎ's (1991) analysis of wh-movement to negative 

polarity items (henceforth NPls), argues for the Neg-Criterion in (9);3 

(9) The NC&-Criterion 
a. A Neg-operator must he in a Spec-head configuration with an XO,+NEGI' 

b. An XOr+NEG) must he in a Spec-head configuration with a Neg-operator. 

By analogy with (3), a neg-operator is characterized as follows: 

(10) neg-operator = a neg-phrase in a scope position. 

(9) requires that the following configuration hold at LF (again Iinear order irreJevant); 

(11) NegP 
1 \ 

Neg Op Neg' 
1 \ 

Neg XP 
[+NEG) 

As in the case of the above-mentioned "Move wh parameter", the relevant parameter for 

the Neg-Criterion is supposed to determine at which level of representation the criterion 

must he satisfied; in some languages, (9) must he satistied as early as at S-structure, 

while in some languages, it cao be satisfied as late as at LF. Let us c()n.~ider the 

followmg example from West Flemisb (taken from Haegeman (1991»: 

(12) da Valère an niemand niets nie gezeid en-eet 
that to no one nothing DOt said bas 

'that Valère did not tell anyone anytbing.' 

West Flemish bas a c1itic-like negative clement en which attaches to finite verbs. This 
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element cannot express sentential negation on ils own, and the presence of other negative 

eJemenllt 5uch as nie 'not', nie11llUld 'no one', and niets 'nothing' is required. West 

Flemish, as in standard French, exhibits negative concord. (12) is a case of negative 

concord where niemand and niels have been scrambled from their base-generated 

positions to the left of nie and are construed as NPls. Under Haegeman's analysis, (12) 

has the tollowing configuration at S-structure: 

(13) NegP 
1 \ 

an niemand NegP 
1 \ 

niets NegP 
1 \ 

nie Neg' 
1 \ 

XP 1 
I+NEG) 

where the head of NegP en bas moved to Agr. The movement of NPls in examples like 

(12) receives a straightforward account if we assume that (i) the Neg head. when it 

moves, leaves the negative feature behind, (ü) the relation of an niemtllldlniets and the 

r + NEGI is a variation of Spec-head agreement, and (iii) the Neg-Criterion applies al S­

structure in West Flemish.4 

The Neg-Criterion requires tbat in-situ NPls oise at LF to enter ioto a Spec-head 

relation witb a negative XO category (or ils trace). Then, the example in (14) from 

Japanese would have (15) as its partial LF structure (assuming the existence of NegP):s 

(14) Daremo nanimo iwa-nakat-ta. 
anyone anytbing say-NEG-PAST 
'No one said anything. • 

(15) NegP 
1 \ 

NP Neg' 
1 \ 1 \ 

NP NP XP Neg 
1 1 I+NEO) 

nanimo daremo 
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3.2. Licensing of Feature-Dependent Items 

This section discusses wh-elements, NPls, and adverbs. It has heen noted in the 

literature that these elements are somehow dependent on their licensers. For instance, il 

is clear from examples lilce the Japanese (1OO,b) that wh-elements must he licensed by the 

relevant feature in COMP: 

(16) a. Yoshinori-ga dare-o sikarimasita ka'! 
-NOM who-ACC scolded Q 

'Yoshinori scolded who?' 
b. *Yosbinori-ga dare-o sikarimasita" 

-NOM who-ACC scolded 
'Yosbinori scolded wbo'!, 

ln interrogative sentences in Japanese, al +QI COMP is spelled out morphologically as 

either ktJ or no. The lack of a Q-morpbeme leads to ungrammaticality, as in (l6b).6 

(17), taken from Linebarger (1987:326), shows that NPls like any must co-occur 

with a negative element: 

(17) a. George dido't eat any breakfast today. 
b. *George ate any breakfast today. 

(17b), where there is no negative element, is ungrammatical. 

But notice that the presence of an appropriate licenser is merely a necessary 

condition, not a sufficient condition on licensing of wh-elements or NPls. Consider 

(18a,b) from Japanese: 

(18) a. Dare-ga Mikiko-ni [Satoshi-ga deisuisita toi banasimasita ka', 
who-NOM -DAT -NOM got plastered COMP told Q 
'Wbo told Mikiko tbat Satosbi got plastered?' 

b. *Dare-ga Mikiko-ni (Satoshi-ga deisuisita kal hanasimasita" 
who-NOM -DAT -NOM got plastered Q told 
'Who told Mikiko whether Satoshi got plastered'l' 

(18b) is ungrammatical despite the presence of ktJ in the embedded clause. On the 

intuitive level, the licenser kil must be "high" enough in the tree to license a wh-QP. The 

same holds in the case of Iicensing of NPls in English, as is illustrated by the following 

. 
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pair: 

(19, a. Richard did not see anyone. 
b. *Anyone did not see Richard. 
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Licensing of adverbs is not as transparent as that of wh-elements or NPIs in that 

there appears to be no overt Iicenser in this case. But we know from licensing of wh­

phrases in English that the superficiaJ absence of a licenser does not necessarily mean the 

absence of a licensing mechanism. In this light, consider (20a,b) CÎted from Jackendoff 

(1972:50): 

(20) a. Stanley completely ate his Wheaties. 
b. *Completely Stanley ate bis Wheaties. 

The parallel of (20) with (19) is straightforward. It is reasonable to assume that in (2Ob). 

the licenser of the adverb completely, thougb invisible, is not "bigh" enough, as in the 

case of (19b). 

ln what follows, we will consider how wh-elements, NPls, and adverbs are 

syntacticaJly licensed. Let us use "Feature-Dependent Item (FDI)" as a coyer term for 

these entities. 

3.2./. Uc~nsing of Wh-Elemems 

In this subsection, we will focus on wh-elements. First. it is pointed out that the 

Wh-Criterion cannot he a universal condition, given the arguments of Kim (1989) and 

Aoun and Li (10 appear) among otbers. As its alternative. we put forth the FDI-Criterion, 

whicb is based on feature govemment. Feature govemment is a combination of m­

command and Relativized Minimality. The FDI-Criterion among other tbings explains 

certain ungrammatical cases involving a QP and a wh-QP and apparent Subjacency effects 

in Japanese. 

Secondly. considering wh-movement in Slavic languages. we present the Feature 

Government Parameter whicb concems the degree of locality in feature government, i.e., 
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Spec-head agreement or govemment. Then. following Pesetsky (1987) and Aoun and Li 

(to appear), we suggest that wh-movement in languages Iike English is triggered hy a 

morphological requirement on (+ WH) COMP. A condition is invoked to cope with 

languages such as Italian and Irish which permit only one wh-phrase per clause. 

3.2.1.1. Feature Govemment 

In the treatment of wh-QPs in Japanese in Chapter 2, we assumed with Kim 

(1989) that they are syntactically QPs in nature and are subject to QR al LF. If this 

assumption is on the right track, it immediately casts doubt on the aJleged universality of 

the Wh-eriterion in (2). In particular, a question arises as to how wh-QPs in Japanese are 

licensed in sentences like the following: 

(21) Yasuhiro-wa (cp dare-ga nani-o hatsumeisita toi itta no'l 
-TOP who-NOM what-ACC invented COMP Slid Q 

'Who did Yasuhiro say invented what'!' 

Given the general c1ause-boundedness of QR (cf. May (1977), Aoun et al. (1981), 

Homstein (1984», the LF representation for (21) would be as follows: 

(22) Yasuhiro-wa [cp [IP dare-g~ [IP Xi (yp nani-oj Iyp xj hatsumeisita tolllll itta no 

ft is clear from (22) that even at LF, Japanese wh-QPs are not in Spec-head relations with 

a [+ WH] COMP (or a [ +QI COMP) which is marked by a Q-morpheme. 

Recendy, Aoun and Li (to appear) have argued that wh's-in-situ in English and 

Chinese need not move to SPEC of CP and stay in-situ at LF. If their claim is correct, 

it undermines the Wh-Criterion in a major way. Aoun and Li base their argument on the 

interaction of only and a wh-in-situ. FoUowing Tancredi (1990), they assume the 

following generalization: 

(23) Principle of l&xica1 Association (PLA) 
An operator like only must be associated with a lexical constituent in its c-command 
domain. 

Crucially, (23) applies at LF (see Aoun and Li (to appear) for justification). Observe the 

1 
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contrast between (24) and (25): 

(24) a. *Mary, he only likes. 
h. *Who dues he only like? 

(25) Who only likes what'! 

(24a,h) show that the postverbal object cannot escape the c-command domain of only, as 

predicted by the PLA. (25) constitutes a piece of evidence that wh's-in-situ do not raise 

to SPEC of CP at LF; whlll in (25) can he properly associated with only. Notice, 

however, that examples like (25) do not Olle out the possibility of wh's-in-situ undergoing 

QR. Mahajan (1990), along the lines of Fiengo et al. (1988), proposes that wh's-in-situ, 

even those in English, are subject to QR. We depart from Mahajan (1990) in allowing 

wh's-in-situ to he adjoined not only to IP but other maximal projections such as VP. We 

will a.,sume that wh's-in-situ have two options at LF; they cao remain wbere they are 

generated or they cao raise by the application of QR.7 

Theretore, there is good reason to believe that, contrary to the Wh-Criterion, wh­

elements do not necessarily enter into a Spec-bead agreement relation with a [+ WH] 

COMP. Then, boware wh-elements licensed? It appears that we need to somebow loosen 

the strong locality requirement imposed by the Wh-Criterion. 

We would like to suggest that the Wh-Criterion represents the Most strict instance 

of a much laxer condition on Iicensing of wh-elements. In particular, in ligbt of the null 

hypothesis that ail FDls ohey the same licensing mechanism, we propose (26) whicb is 

meant to coyer not only wh-elements but also other FOis sucb as NPIs and adverbs: 

(26) The EDI-Criterion 
A feature-dependent item (FDI) must he feature-governed by its licensing feature 
at LE. 

(26) is assumed to he universal. We propose the definition of feature government in (2'7): 

(27) feature Govemmept: X feature-governs Y iff 
(i) X m-commands Y 

(ii) Relativized Minimality is respected 
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(27) differs from the definition of antecedent govemment in three respeclli; (i) it does not 

require coindexation of X and Y, 8 (ii) it uses m-command rather than c-command, and 

(iii) it is insensitive to barriers. The detinitions of m-command and RM are recapitulated 

below for convenience: 

(28) a m-commands 6 if a and 8 do not dominate each other and the tirst maximal 
node dominating a also dominates 6. 

(29) ReJatiyized Minimaljty: X a-govems Y only if there is no Z such that 
(i) Z is a-GT compatible with X 

(ü) Z c-commamls Y and does not c-com l .and X. 

Il should he obvious that the Spec-head agreement is simply a subca.~ of feature 

govemment. 

The FDI-Criterion virtually takes the forms in (30) when the FOI in question is 

a wh-element (in the languages under consideration here): 

(30) a. Wh-phrases must be feature-govemed by (+ WH] in COMP at LF. 
b. Wh-QPs must he feature-govemed by (+QI in COMP at LF. 

The FDI-Criterion straightforwardly accounts for the contrast in examples lite (16) and 

(18). The (a) examples are fine since the wh-QP is feature-govemed by the matrix 1 +QI 

in COMP at LF. In (16b) there is no licensing feature in the first place. (18b) has no 

well-formed LF representation; the wh-QP, if it stays in-situ, will not be feature-govemed 

by the [+Q] in the embedded COMP, and if it lowers to be feature-govemed by the 

[ + Q], its trace will inevitably violate the Eep. 

Reca1I from Chapter 2 that (27ii) bas already been motivated by Japanese 

examples lite (31) involving a wh-QP and a QP: 

(31) a. ?*Daremo -ga dare-o syootaisita no? 
everyone-NOM who-ACC invit.ed Q 
'Everyone invited who?' 

b. Dare-ga daremo -0 syootaisita no? 
who-NOM everyone-ACC invited Q 
'Who invited everyone?' 

The schematic LF representations for (3Ia,b) are provided below: 
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(32) 8. *1., WH-oi 1., QP-g3t+Qli 1., Xi Ivp Xi VJlII Ql+QI 
b. *r.P QP-gélr+QIi IIP WH-oj fIp Xi Ivp Xj VJlJJ Qr+QI 
c. *1., QP-ga.+QIi Irp Xi Ivp WH-oi fvp xj VIJJJ Qr+QI 

(33) I.p WH-g~ 1., Xi Ivp QP-O,+QIJ Ivp Xi VIIII Q,+QI 

(32a,b) are ruled out by the ECP in conjunction with RM. The iII-formedness of (32b,c) 

is attributed to the lack of feature govemment of the wh-QP by the [ +QI in COMP; the 

1 +QI t:18t the standard QP contains blocks the required feature government. Thus, a 

violation of FI ensues. (33) is well-formed since it satisfies the ECP and FI; the wh-QP 

is teature-govemed by the 1 +QJ in COMP. 

A question we must ask about examples like (21) and (25) is: How can the wh­

elemenl~ take the scope over the matrix clause? Here we follow Baker (1970a), Riemsdijk 

and Williams (1981), Pesetsky (1987), Aoun Dnd Li (to appear) among others and suggest 

that wh-elements get coindexed with a [ + WH]/[ +QJ COMP under feature govemment. 

This is a way to implement the intuition tbat a Q-morpheme, overt or covert, functions 

as a scope marker for wh-elements. We will mate the natural assumption tbat NPIs and 

adverbs employ the same coindexation mechanism. Under this coindexation, FOIs are 

interpreted as if they were in the positions of tbeir licensers. The LF representations for 

(21) and (25) then would he as follows: 

(34) Icp Yasuhiro-wa [cp (., dare-gBï [IP Xi [vp nani-Oj [yp Xj hatsumeisita to]]] itta DOi.J 

(35) [cp whoi Ci •j (IP only lites what;J) 

This approacb to scope assignment of wh-elements pcediclS that there should be 

minimality effects in cases involving more than one COMP bearing the feature 

1 + WH]/( +QI. Consider the following minimal pair of Japanese sentences: 

(36) a. Osamu-wa Akiko-ni [cp dare-ga nani-o sita toi hanasimasita ka? 
-TOP -DAT wbo-NOM what-ACC did COMP told Q 

'Who did Osamu tell Akiko did what?' 
b. Osamu-wa Altiko-ni [cp dare-ga nani-o sita ka) hanasimasita ka? 

-TOP -DAT who-NOM what-ACC did Q told Q 
• Does Osamu tell Akiko who did what'r 
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(36b) differs from (36a) in that it contains ka in the embedded COMP instead of 10. In 

(36a) the wh-QPs takes scope over the matrix clause, as expected. Thus. (361) is 

interpreted as a multiple wh question. In (36b), on the other hand, the wh-QPs can only 

he constnJed as having scope over the embedded clause. (36b) is a yes-no question.'} 

Observing examples like (36b), Nishigauchi (1990) claims that Japanese exhibits wh­

island effects of Subjacency at LF. On the present account, the apparent Subjacency 

effect in (36b) is simply due to RM; the wh-QPs can be feature-govemed by the 1 +QI 

in the embedded COMP but not by the [+QI in the matrix COMP at LF since teature 

government by the latter is blocked by the former. 

Turning to cases involving more than one 1 + WH) COMP, consider the following 

sentence: 

(37) Who remembers where John bought what? 

Baker (1970a) notes that examples like (37) can be understood in one of!Wo ways. On 

ODe interpretation, ooly who takes the matrix scope and where and whol are associated 

with the embedded clause. On the other interpretation, whal is paired with who, yielding 

a multiple wh question. Under the assumptions made so far. one may reasonably expect 

the second interpretation to he unavailable because feature government by the matrix 

[ + WH] of the wh-in-sim sbould he disrupted by the intervening ( + WH 1 in the embedded 

COMP. Do examples like (37) constitute counterexamples to the above account'! We will 

defer answering this question unti) Chapter 4. 

An immediate welcome consequence of the above analysis is that it explains the 

well-known difference (in English and other languages) between wh's-in-situ and 

syntacticaUy moved wh-phrases, i.e., the former but not the latter are free from various 

sorts of island violations. The following examples taken from Fiengo et al. (1988) 

illustrate the point: 

(38) a. *Wbo do you like books that criticize? 
b. Who likes books that criticize who? 

c 
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(39) a. ·Who do you think that pietures of are on sale'! 
b. Who thinks that pietures of who are on sale'! 

(40) a. ·Who did you g\~ jealous beeause 1 spoke to? 
b. Who gOl jealous because 1 spoke to who? 
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(38)-(40) pertain to the Complex NP Constraint (CNPC), the Subject Condition, and the 

Adjunet Condition respectively. The lack of an ECP violation in the (b) examples follows 

autornatically from the assumption that wh's-in-situ in English do not have to obey the 

Wh-Criterion. In other words, the in-situ wh-phrases in the (b) examples do not cross the 

barriers (the relative clause in (38), the subject NP in (39), and the adjunet clause in (40» 

at LF. The (b) examples show in tum that feature government ean "penetrate" into 

barriers, supporting the formulation of feature govemment in (27).10 

J.2.1.2. TM FeOlUre Govenunent ParlJl1ltler 

ln the preceding subsection, we motivated the noûon of feature government. It bas 

been noted in the Iiterature tbat languages do DOt neady split into two types with regard 

to wh-movement, those which have overt wh-movement to SPEC of CP and those whieh 

have wh's-in-situ. A natural question tbat arises is: Does feature govemment have an 

advantage over other approaches in dealing with eross-linguistic variations in wh­

movement'! 

Let us start with Bulgarian-type languages. Rudin (1988) argues convincingly dlat 

in Sulgarian and Rumanian, ail wh-elements in a given sentence obligatorily move to 

SPEC of CP whose bead is marked with ( + WH1 at S-structure. Thus, example (41) from 

Bulgarian, where wh-phrases are multiply preposed, bas the partial S-sttucture 

representation in (42): 

(41) Koj kogo ma kogo e pokaza1? 
who whom to whom bas pointed out 
'Who pointed out whom to whom?' 



1 (42) CP 
1 \ 

Spec C' 
/ , / , 

Spec ma C IP 
1 \ kogo (+WHI 

Spec kogo 
1 

koj 
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Bulgarian and Rumanian belong to a group of languages whicb imposes the most tight 

restriction on Iicensing of wh-eJements, i.e., Spec-head agreement. These are languages 

which satisfy the Wh-Criterion at S-structure. 

Next, let us tum to Polisb-type languages. Rudin (1988) distinguishes Serbo­

Croatian, Polish, and Czech from Bulgarian-type languages in terms of multiple wh­

fronting. Consider the example in (43) from Serbo-Croatian: 

(43) Ko je ~to kome dao? 
who bas what to whom given 
'Who gave what to whom?' 

Rudin claims that (43) bas the partial S-structure representation in (44) despite its surface 

similarity with (41): 

(44) CP 
1 \ 

Spec C' 
1 / \ 

ko C IP 
[+WH] 1 \ 

§tu IP 
/ \ 

kome IP 

In (44) onlyone wh-phrase /co 'who' is in SPEC of CP and the rest of the ... h-phra.~s are 

adjoined to IP. II We will assume with Adams (1984) and Rudin (1988) that there is a 

condition of the following sort «45) is taken from Rudin (1988:490»: 

(45) Condition on SpecCP Acüuncûon (CSAl 
*[SpecCp cv SpecCP) (nothing may be adjoined to SpecCP) 
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Furthermore, we will assume following Rudin (1988) that Polisb-type languages obey 

(45), while Bulgarlan-type languages do not. 12 

What would be the parameter that differentiates Bulgarian-type languages from 

Polish-type languages" An obvious difference between (42) and (44) is the degree of 

locality; in (42) Spec-head agreement is required, wbereas in (44) what seems to he 

required is less tight relation, i.e., govemment. Let us adopt the following definition of 

govemment: t3 

(46) a govems 8 iff Ct m-commands 8 and there is no r, r a maximal projection, sucb 
that r excludes Ct and includes 6. 

Exclusion and inclusion are defined as follows «47) is from Chomsky (1986b:9»: 

(47) a excludes 8 if no segment of cr dominates 8. 

(48) a includes 8 if every segment of cr dominates 8. 

Given the defmition of govemment in (46), Ito 'what' and !colM 'to whorn' (as weil as 

ka 'who') in (44) are govemed by the [+WH) COMP. The relevant parameter, wbicb 

we cali the feature govemment parameœr, may be formulated as foUows: 

(49) The Feature Goyemmeot Parameter 
a. An FDI must he in a Spec-head agreement relation witb its licensing feature at S­

structure. 
b. An FDI must be govemed by its licensing feature at S-structure. 

Bulgarian-type languages cboose the settiDg (49a) and Polisb-type languages the setting 

(49b) when the FDI in question is a wh-element. 14 Notice tbat botb Spec-bead agreement 

and govemment are subcases of feature govemment. Tbus, our approacb wbicb employs 

feature government cao naturally express the cross-linguistic variation in wh-movement 

in terms of the degree of locality. Notice also tbat Spec-head agreement and government 

are core notion.~ in the tbeoretical framework adopted bere. It would be plausible tbat 

these notions are utilized in certain parameters. 

One may weU ask if the representatioDs in (42) and (44) violate any locality 

principle, in particular, the ECP. Given the assomptions made 50 far, in (42) RM applies 
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at S-structure since the wh-phrases are in SPEC of CP, i.e., an operator position, and 

acquire operatorhood at S-structure (see Chapter 2). Technically. the representation in 

(42) does not violate the ECP. The traces of the wh-phrases satisty the ECP at S-structure 

(and LF) since the {+ WHI COMP, which gets coindexed with the wh-phrases as a result 

of Spec-head agreement or feature govemment, antecedent-govems them. 

How about (44)'1 One of the wh-phrasesko 'who' is in SPEC of CP and thus bears 

operatorhood. Thus, (44) is assumed to be visible to RM. In this case, Ito 'what' and 

kome 'to whom' clearly intervene between ko 'who' and its trace. As a consequence, 

antecedent-government by ko cf its trace is blocked by Ilo and kom~. Then, why is (43) 

allowed? We will retum to this question when we consider superiority in Chapter 4. 

The parameter in (49) actually pennits a third kind of setting (or non-setting), i.e., 

no S-structure requirement. We can assume that a group of wh-in-situ languages such as 

Chinese, Japanese, and Korean have such a setting. IS A question arises as to which 

setting is chosen by languages like English. 

One May speculate that English bas the setting (49a) but at the same time obeys 

the condition in (45). This speculation, however, is not on the right track within the 

present anaIysis. Recall that the parameter in (49) is concemed with S-structure 

representations. Once the value (49a) is c.hosen, ail wh-phrases in a sentence must end up 

being in SPEC of CP at S-structure. Thus, we must conclude that English does not 

specify a value for the parameter. If this is the case, the question is: What drives wh­

movement in English at ail? 

Following the suggestions made by Pesetsky (1987) and Aoun and Li (tu appear), 

we will assume tbat what forces wh-movement in languages like English is a 

morphological requir~rneDt OD r + WH) COMP. As opposed ID 1 + QI COMP in a language 

such as Japanese which is filled by an inuependent Q-morpheme, 1 +WHI COMP lacks 

an overt morpheme. Therefore, it would be natural ta assume dlat r + WH 1 COMP must 

be identified or, in Pesetsky's (1987) term, cliticized to by a wh-phrase. ln other words, 
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1 tWHI COMP is inert on it~ own and must "get activated" hy the appropriate feature 

contained in a wh-phrase. This amount~ to saying that it is r + WH) COMP that must be 

licensed hya wh-phrase tirst; only after that will it he ahle to Iicense wh-phrases. Since 

this process supposedly involves a Iicensing teature in a wh-phrase, it is reasonable to 

think that teature govemment is responsihle for it. One way to execute this idea would 

he to present the tollowing: 

(50) 1 + WH) COMP Identification 
A 1 + WH) COMP must he feature-govemed by a wh-element. 

(50) ensures that a wh-element appears in SPEC of CP whose head is marked with 

1 + WH 1. In Eoglish (50) applies as early as at S-structure. English does oot allow SPEC 

of CP to he tilled by mOioe than one wh-phrase since it conforms to (45). 

One may wonder if satisfaction of (50) can be postpOned until LF in sorne 

languages. If it can, we would expect that such languages have LF movement of wh's-in­

situ to SPEC of CP and that they exhibit ECP effects in constructions where harriers are 

involved or RM is relevant. In this light, consider the following examples from lraqi 

Arahic (taken from Wahba (1991»: 

(51) a. *Mona nasat Icp li-menoi [IP tinti sheno 'iH'! 
forgot to-whom to-give what 

'What did Mona forget tq whom to give'!, 
b. ·sh-nasat Mona lcp li-menOi llP tinti sheoo lin? 

QP forgot to-whom to-give wbat 
• What did Mona forgel to whom to give'!' 

(51a,b) are hoth ungrammatical under the intended interpretation (though (51a) is 

grammatical under the interpretation where both of the wh-elements take scope over the 

emhedded clause). The sole difference hetween (51a) and (51b) is that in the latter 

example. there is a question particle sh- (glossed as QP) which defines the scope of wh's­

in-situ. 16 The LF representation for (5Ia) would he the following in whkh sheno 'what' 

has been forced by (50) to move to the matrix SPEC of CP: 
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(52) *[cp shenoj (IP Mona nasat Icp Ii-menoj IIP tinti xJ xllIIl 

This representation is excluded by RM or the ECP; antecedent govemment of the variable 

Xj by sheno 'what' is blocked by the potential governor li-meno 'to whom·. 

How about (5 lb)? FI requires that there he no supertluous elements at LF. Thus. 

the question particle in Iraqi Arabie must be deleted and "replaced" by a wh-element at 

LF since it has no semantic content. Then LF movement of the wh-in-situ into SPEC of 

CP in the matrix clause is obligatory in (5tb). As a consequence, the LF representation 

for (5Ib) is identical to the iII-formed (52) except the su~ject-verb order in the matrix 

clause. 

We suggest that (50) can he fulfilled either at S-structure or at LF .17 ln examples 

like (51a,b) from Iraqi Arabic, (50) must he satisfied at LF. 

Note that Q-morphemes in languages like Japanese eannot he deleted at LF sinee 

they bear semantic significanee; it is the Q-morpheme that provides wh-QPs with 

quantificationaJ force. 18 Thus, there is no need for a wh-QP to move tu SPEC of CP 

at LF. Wh-phrases moved to SPEC of CP in languages like English cannot he deleted 

since they obviously have semantic content. 

Before leaving this section, let us mention another cross-linguistic difference 

regarding licensing of wh-elements. In languages like (talian and Irish, only one instance 

of a wh-phrase is allowed per clause, i.e., multiple interrogations with a wh-in-situ are 

ungrammatical, as the ItaHan (53) from Adams (1984:2) and the Irish (54) l'rom 

McCloskey (1979:71) iIlustrate: 

(53) *Mi domando chi ha incontrato chi. 
myself ask-ls who has met who(m) 

'1 wonder who met who.' 

(54) *Cé al bhf ag caint le cé'! 
who COMP was at talking to who 

'Who was talking to who(m)T 

The intuitive idea we would like to pursue is that in these languages the feature 1 + WH 1 
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in COMP is "used up" once it licenses one wh-phrase. The following condition, which 

we take to he essentially lexical, may be invoked: 

(55) Condition on EPI LicensiOI: Eeature 
A licensing (eature can license a single instance of FOI. 

As far as wh-elements are concemed, ltalian and lrisb obey (55), while English, 

Japanese, etc. do not. 

3.2.2. Licensing of Negative Polarity Items 

Let us DOW tum to licensing of NPls. If NPls are subject to the same licensing 

mechanism as other FDIs, we would predict that their licensing is dictated by the FDI­

Criterion. In particular, we would expect tbat (i) the Neg-Criterion is tao strong a 

requirement, (ii) minimality effects can he observed, (iii) licensing of NPls is in principle 

insensitive to barriers, (iv) the Feature Government Parameter is relevant. We suggest 

that these expectations are in fact borne out. Thus, the FOI-Criterion and feature 

govemment gain further support. 

We will assume with Progovac (1988) that "negatioo" is the ooly licenser of NPIs 

(see below). We will assume further tbat licensers of NPIs contain the feature 1 +NEG). 

Given tbese assumptions, the FDI-Criterion requires the tollowing: 

(56) A NP' must be feature-governed by its licensing feature (+NEGI al LE. 

Let us consider licensing of NPls in EngJish from the viewpoint of (56). Observe 

the subject-object asymmetry in (57) taken from Linebarger (1987:328): 

(57) a. John didn't invite any students. 
b. ·Any students weren't iovited by John. 

Here a few remarks 00 not and auxiliary verbs in Englisb are in order. We will assume 

following Ernst (1992) that not is an adverb whicb cao appear in SPEC of VP headed by 

an auxiliary verb or can be adjoined to VP (cf. Baker (1991». We will al50 assume with 

Ernst ( 1992) that not does not raise at LF and that all tinite auxiliaries, including modals, 
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raise over negation to INFL at S-structure. 19 We will presume, as is common, that 

contraction is a PF rule and thus has no intluence on LF. The LF representations for (51) 

wouJd be as foJlows: 20 

(58) a. 'IP John did rvp nO~+NEGI Ivp invite any student.~JII 
b. *IIP any students were Ivp nO~+NEGJ Ivp invited by Johnlll 

What is noteworthy is that in (S8a) the NPI cannet be in a Spec-head relation with the 

adverb nOI at LF; nOI is supposed to be either in SPEC of VP or in a VP-ad.ioiD< .. -d 

position. This shows that EngJish does n\>t obey the Neg-Criterion even at LF and that 

we have to reject the Neg-Criterion as a uoiversal condition. 

(56) straightforwardly accounts for the contrast in (57). In (588) the NPI is m­

commanded and feature-govemed by 1 + NEGI, as is required. On the other hand, in 

(58b) the NPI is not feature-govemed by ,+ NEGI; the latter does not m-command the 

former. The examples in (19) receive the same explanation. 

In English, NPIs can be Iicensed not only by a c1ausemate negation, as in (S1a), 

but also by expressions like an antecedent of conditionaJ, as in (59) from Linebllrger 

(1987:328): 

(59) If you steal any food, they'lI arrest you. 

ln addition, a NPI in English cao be licensed by a superordinate negation, as shown in 

(60) (cited from Progovac (1988:74»: 

(60) a. Mary did Dot say that anyone left. 
b. Mary did DOt say that Peter had seen anyone. 

A question arises as to what licenses the NPI in sentences without overt negalion. 

Progovac (1988) claims that there is a negative null operator in SPEC of CP in ca.-.es like 

(59). She relates the ungrammaticality of (62) to that of (61): 

(61) '!*Who must have kiUed Yuri'! 

(62) *If John must know the answer, he is lucky . 

She assumes following McDowell (1987) tbat epistemic modaJs move to SPEC of CP at 
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LF. If this is correct, (61) would he exc1uded by the condition in (45) (assuming of 

course that (45) applies also at LF in English); SPEC of CP is already occupied by a wh­

phrase at S-structure. (62) would he ruled out in the same way under the assumption that 

a negative operator is situated in SPEC of CP at S-structure. 

But there is a problem with this account. As Progovac (1988: 185) herself notices, 

examples like the tollowing remain unexplained: 

(63) a. How did anyone tix that car'! 
b. Which of you bas ever been to ltaly" 

Progovac's account wrongly expects these examples to he ungrammatical just like (61) 

and (62). This is hecause a null negative operator must co-occur with the wh-phrase in 

SPEC of CP in (63), violating the condition in (45). 

Contra Progovac, we will assume with Laka (1991) tbat it is COMP that qualifies 

as a licenser of NPls; COMP containing ( + NEGI functions as a Iicenser in sentences like 

(59). Thus, we will posit a negative COMP in the environments where Progovac 

postulates a null negative operator in SPEC of CP. Under this assumption, (63a,b) are 

tine since they do not violate (45). As for the ungrammatical examples (61) and (62), we 

will present a RM account of them in Cbapter 4. 

The well-tormedness of (59) and (6Oa,b) is consistent with (56). Their LF 

representations would he the following: 

(64) Icp ifl +NEG1 IlP you stcaI any foodl), they'lI arrest you 

(65) a. IIP Mary did Ivp nOltHIlEGI Ivp say Icp that anyone leftlHl 
b. I,p Mary did Ivp no~+NEGJ Ivp say Icp that Peter had seen anyone)))) 

ln these representations, 1 + NEGI feature-governs the NPls. In examples (63a,b), the NPI 

is licensed by the m-commanding COMP in the same way as that in (59); COMP in 

interrogative sentences contains 1 + NEGI (see Progovac (1988». 

If the present approach to NPls is on the right track, we would expect that RM 

effects should he observed in cases where there are more than one instance of the feature 
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1 + N EG 1. A relevant example would he the following (from Baker (197Oh»: 

(66) Nobody didn't see anyone. 

(66) involves two potential NPllicensers, i.e., nobody and nOI. Our analysis predicts that 

in (66) the NPI is licensed onJy by r + NEGI of no/; it cannot he teature-govemed hy 

nobody due to the presence of intervening 1 + NEGI causing a RM effect. (67a,h) 

represent the interpretation on which the N PI is associated with nOl and the one on which 

iL IS associated with nobody respectively: 

(67) a. NOT 3 x, x a person, NOT 3 y, Y a person, lx saw YI 
'Everyone saw someone.' 

b. NOT 3 x, x a person, 3 y, Y a person, NOT lx saw YI 
'Everyone saw everyone.' 

ln actuality, (66) is interpreted as meaning (67a) but not (67b). Theretore, it is nOI that 

licenses the NPI in (66), and the prediction at band is borne out by examples like 

(66).21 

The above formulation of feature govemment predicts that the feature r + N EG 1 

can in principle "penettate" into barriers. The following examples contirm the prediction 

«68) is from Ladusaw (1980) and (69) from Linebarger (1987:337»:22 

(68) Waldo didn't report tbe possibitity tbat anybody might leave. 

(69) He didn't move because anyone pushed him. 

(68) is a case of CNPC and (69) is a case of Adjunct Condition. The appositive clause 

and the adjunct clause form a barrier in (68) and (69) respectively. These kinds of 

examples support the concept of feature govemment. 

A natural question that arises in connection with the Feature Govemment 

Parameter is: Is the parameter relevant to NPls'! If it is, we would expect the existence 

of languages in whicb NPls must be in a Spec-bead configuration with 1 + NEGI at S­

structure and tbose in which NPIs must be governed by ( + NEGI at S-Sh'Ucture. The tin1 

class of languages do seem to exist. We have a1ready seen in (12) that West Flemish 
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belongs to mis class (Hungarian appears to belong to this class (see Haegeman (1991))). 

What about the second c1ass'! Unfortunately, we do not know of any language that 

arguably belongs to the second class at the moment. But if there exits such a language, 

it would lend further support for positing the Feature Government Parameter. 

It is important to notice the setting of the Feature Govemment Parameter for one 

kind of FDls can he different from that for another kind of FDls within the same 

language. U!t us take West Flemish as an example. As we saw above, NPls in West 

Flemish are subject to (498). Wh-eJements in this language, however, are !lot, as the 

tolluwing examples show (Haegeman (1991»: 

(70) a. Van wien is Valère ketent I? 
of whom is pleased 

'Who is Valère pleased with'!' 
b. Wien is-ter ketent van wien'! 

who is there pleased of whom 
'Who is pleased with whom?' 

(70a) shows that West Flemish bas overt wh-movement. (7Ob) shows tbat not ail wh­

elements have to enter into a Spec-head relation witb a 1 + WH] COMP at S-structure, 

i.e., wh's-in-situ are allowed. Thus, when it comes to wh-phrases, West Flemish bas 

neither the setting (49a) nor (49b). One can daim tbat overt wh-movement in this 

language, like English, is Uiggered by the COMP Identification requirement in (SO). 

A similar remark can be made about the condition in (55). Il was mentioned above 

that a 1 + WH) COMP in ltalian can Iicense only one wh-element. Apparently, the 

condition (55) dues not extend to licensing of NPIs in ltalian. Observe the foUowing 

example (from Rizzi (1982: 175, fn.13»: 

(71) Non pretendo che nessuno dica niente. 
NEG (1) pretend that nobody say notbing 

'1 do not pretend that anybody say anytbing.' 

(71) indicates that a ( + NEG) feature in ltalian is capable of Iicensing multiple instances 

of NPls. Therefore. 1 + NEGI in ltalian does Dot obey (55). ft is possible tbat some 
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features are subject to (55) white sorne are not even within the same language. 23 

We saw above that in English NPls can he licensed by (i) c1ausemate negation. 

(ii) negative COMP, and (iii) superordinate negation. Il has been trequentJy noticed that 

there are considerable variations in Iicensing of NPls across languages and even in the 

same language. If each of the three kinds of licensers is taken to he a deciding factor for 

classifying NPls, the following typology of NPls is obtained: 

(72) NPIs which are licensed 
a. only by clausemate negation 
b. only by negative COMP 
c. only by superordinate negation 
d. by clausemate negation and negative COMP 
e. by clausemate negation and superordinate negation 
f. by negative COMP and superordinate negation 
g. by clausemate negalion, negative COMP, and superordinate negation 

According to Progovac (1988), of the above seven logieally possible types of N Pis, tive 

(those except (b) and (e» are actually attested (see Progovac (1988) for details and a 

binding approacb).24 We will DOt go into these variations, but simply note that the 

restrictions in question must be lexical in nature. 

3.2. 3. Uc~nsing of Ad~rbs 

In tbis section, we examine bow adverbs are licensed, drawing heavily on the 

insigbts of Travis (1988). The discussion is limited to Englisb adverbs, largely hecause 

their bebavior is perbaps the most well-documented (cf. Jackendoff (1977), McConnell­

Ginet (1982), Ernst (1984», bvi we bope tbat the analysis presented below carries over 

to adverbs in other languages as weil. 

Given Travis' (1988) claim that adverbs are Iicensed by a set of features, il is 

quite natural to think that tbeir distributions and interpretations (see below) are restricted 

by the same Iicensing mecbanism that otber FDls are subject to, i.e., the FDI-Criterion. 

It is argued tbat tbis is indeed the case. In the course of discussion, we slighdy modify 
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the detinition of rn-commando We also daim that the "intervention" in RM should he 

relativized according to the type of govemment in question. ft is suggested that 

sequencing of adverbs can he expJained by RM. 

Travis (1988) discusses how licensing of adverbs is canied out and relates it to 

their behavior which is different from other syntactic categories. She emphasizes that a 

proper analysis ot' licensing of adverbs sbould serve to expIai» the idiosyncratic propenies 

of adverbs, i.e., "transportability". interpretation, and sequencing. Let us consider these 

properties in tum. 

Fir~l, the term "transportability" represents the clwacteristic of sorne adverbs 

which exhibit fairly free distribution. The following examples iIIustrate this characteristic 

(Travis (1988:282»: 

(73) a. Cleverly/Clumsily John dfopped bis cup of coffee. 
b. John cleverly/clumsily dropped bis cup of coffee. 
C. John dropped bis cup of coffee cleverly/clumsily. 

Secondly, sorne adverbs receive a different interpretation depending on the 

positions they occupy. Relevant examples are given below (taken from Travis 

(1988:285»: 

(14) a. The police carelessly will arrest Fred. 
b. Fred carelessly will be arrested by the police. 
c. The police arrested Fred carelessly. 
d. Fred was arrested carelessly by the police. 

ln (?4a,b) the adverb cartlessly appears in the pre-INFL position and is 8SSOCiated with 

the subject of the sentence. In (?4c,d), on the other band, it appears in the post-VP 

position and refers to the agent in the sentence. To put it differently, in the latter 

examples, it is the police that were being careless. 

Thirdly. only certain sequences of different types of adverbs are permitted, as we 

can see in the following examples «a) and (c) taken from Jackendoff (1972:89), (b) and 

(d) from Travis (1988:286»: 
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1 (75) a. Probably Max carefully was climbing the walls of the garden. 

b. Max probably was carefully climbing the walls of the garden. 
c. *Carefully Max probably was climbing the walls of the garden. 
b. *Max carefully was probably climbing the walls of the garden. 
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Before going ioto Travis' (1988) proposais, let us review her typology of English 

adverbs provided below (adapted from Travis (1988»:2s 

(76) a. Type la: Initial, Aux (cleverly, clumsily •... (subject-sensitive» 
b. Type lb: VP-initial, VP-tinal (cleverly, clumsily, ... (agent-sensitive» 
c. Type lIa: Initial, Aux (quickly, slowly, ... (event-modifying» 
d. Type lib: VP-initial, VP-final (quickly, slowly, ... (process-moditying» 
e. Type III: Initial, Aux (evidendy, probably, unbelievably, ... ) 
f. Type IV: VP-initial, VP-final (completely, easily, totally, ... ) 

Notice that Type 1 and Type II adverbs are tbose whose interpretations vary according 

to tbeir positions. Examples of Type 1 adverbs are already given in (74). With regard to 

Type II, Travis recognizes the subde difference in meaning in the following examples 

(Travis (1988:292»: 

(77) a. Quickly John will be arrested by the police. 
b. John quiekly will be arrested by the police. 
c. John will be quickly arrested by the police. 
d. John will be arrested quickly by the police. 

ln (77a,b) wbat the adverb quic/cJy modifies is the event of the arrest; the arrest will take 

place right away. In (77c,d), on the otber band, the adverb modifies the proees.4i of the 

arrest; the manner of the arrest will be quiek. 

Travis (1988) proposes that adverbs are licensed by syntactic teatures of the XC' 

categories INFL and V. Specifically, sile suggests that Type I-IV adverbs are lieensed by 

the foUowing features (Travis (1988:299»: 

(78) ltŒL 
Typela:AGR 
Type lIa: Event 
Type III: Event 

YEBB 
Type lb: Agent 
Type lib: Manner 
Type IV: Manner 

Travis accounts for the above-mentioned properties of adverbs in terms of this licensing 

mecbanism. Her answer to the first question is that it is feature percolation that is 
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responsihle for transportability of adverbs. Feature percolation allows adverbs to he 

licensed anywhere within the maximal projection of the licensing head. As an illustration, 

consider the t()lIowing tree tor the examples in (77) (we ignore he): 

(79) IP 
1 \ 

(a) IP 
1 \ 

John l' 
1 \ 

(b) l' 
1 \ 

1 VP 
will 1 \ 

VP pp 
1 \ by the police 

~1leC V' 
1 \ 

(c) V' 
1 \ 

V' (d) 
1 \ 

V t 
arrested 

The adverb quiekly belongs to Type Il. Thus, it cao he licensed either by INFL or V. As 

we can see in (79), ail the four adverb positions are located within the maximal projection 

of INFL or V. Under Travis' anaIysis, this is why (certain) adverbs cao enjoy free 

distribution. 

With regard to the second question, Travis claims that the interpretation of a given 

adverb is determined by the feature of its licensing head. Let us consider again the 

examples in (77) and the structure in (79). In (77a,b) the adverb is licensed by the feature 

Event in INFL and thus modifies the event. In (77e,d), on the other band, the adverb is 

licensed by the feature Manner in V and thus modifies the process. 

To account for the restricted relative sequencing of adverbs observed in sucb 

examples as (75), Travis maltes the following three assumptions (Travis (1988:301»: 
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(80) a. scope is assigned by feature percolation 
h. percolating features may not cros.~ paths (hut a head may contain more than one 

index) 
c. speaker-oriented adverhs (CP scope) 

S-adverhs (IP scope) 
subject-oriented (INFL) 
manner/agent (V) 

Given (80). exampJes lite those in (75) can he explained. Dy (SOc), the spea~:er-()rienled 

adverh probably must take scope over CP, and the suhject-oriented adverh cartfùlly must 

take INFL scope. In (75a,b) probably is hierarchically higher than car~fully. Hence. the 

two paths of feature percolation created hy these adverbs will not intersect. ohserving the 

condition (SOh). In (75c,d), however, the reversed hierarchical relation between the two 

adverhs inevitably creates an overlap of the percolation lines, which result~ in a violation 

of (SOh). The grammaticality judgements in (75) correctJy follow. 

It seems that Travis' approacb to adverbs is essentially on the right track. But we 

would like to suggest another way of looking at the adverh fact~, taking advantage of 

some of ber insigbts. We will follow Travis in assuming tbat (certain) adverhs are 

licensed by INFL and/or V and that their interpretations depend on the licensing head. 

For concretene.~, let us assign the feature 1 + ADV) to INFL and V. This l'eature 

represents the ahility to license adverbs. We will not adopt the fine-tuned teature system 

in (78), but we will keep the intuition captured by it intact. If, for example, a Type Il 

adverh happens to he licensed by r + ADV) in INFL, it becomes event-modifying. If it 

is licensed by f +ADVJ in V, it becomes process-modifying. We will also assume 

following Travis (1988, p.c.) tbat adverbs can he either bare head.Ci or maximal 

projections. The XO categorial status of adverhs allows them to he incorporated inlo 

another XO category. 26 It will he assumed that adverbs can only he incorporated into 

functionaJ categories.27 Thus, adverbs cao adjoin to INFL but not to V. 

But we depaJt from Travis in that we will not use percolation of licensing 

features. Instead. we ~lIggest that the mecbanism for liceD.'iing adverhs is feature 
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govemment, which bas already been motivated in the above discussion of wh-elements 

and NPls. It would he conceptually preferable to account for Iicensing of adverbs without 

recourse to an adverb-specific device. The null hypothesis in the present context is that 

feature government is responsible for every instance of licensing of a FDI. 

Now, let us examine the relevant examples in light of feature government. The 

FDI-Criterion, applied to adverbs, requires the foJlowing:28 

(81) An adverb must he feature-governed by its licensing fealure [ + ADY] at LF. 

We will assume thal in general adverbs do not raise al LF (cf. Travis (1988), Ernst 

(1991».29 Henee, (81) in effect must be met as earlyas at S-structure in most cases. 

Let us start with Type 1 and Type Il adverbs which behave similarly in terms of 

transportability and interpretation. Consider (77) and (79) regarding a Type II adverb 

once again. The adverb positions (h) and (c,d) are m-commanded and thus feature­

governed by INFL and V respectively, satisfying (81). Under tbe defmition of m­

command we have been assuming (see (28) in 3.2.1.1.), however, INFL does not m­

command the position (a). To accommodate this case into the FOI-Criterion, we revise 

the detinition of m-command slighdy as in (82) (see (47) and (48) for exclusion and 

inclusion respectively):30 

(82) Q m-commands 8 if Q and 8 do DOt dominate eacb other and there is no r, r 
a maximal projection, such that r includes Q and excludes 8. 

Given this definition, the position (a) in (79) is m-commanded and feature-governed by 

INFL. In (77a,b) the adverb quickly is licensed by INFL and construed as event­

modifying. In (77c,d) it is licensed by V and construed as process-modifying. 

A technical problem arises when we consider sentences lite the following: 

(83) Jack will finisb the job quickly. 

ln (83) the adverb qwclcJy cao onJy he interpreted as process-modifying. The question is: 

Wby can it DOt he interpreted as event-modifying? The foUowing would he the structure 



1 for (83): 

(84) IP 
1 \ 

Jack l' 
1 \ 

1 VP 
will 1 \ 

spec V' 
1 \ 
V' quicldy 

1 \ 
V NP 

finish the job 

71 

Under the defmition of RM in (29) which refers to c-comn:: d, V does not intervene 

between INFL and the position of quiekly. The adverb position is m-commanded and 

feature-govemed by INFL. As a result, it is wrongly expected that quickly in (83) can 

be construed as event-modifying. What we need is to guarantee that V "protects" these 

positions from being m-commanded by INFL. 

We would like to suggest that "intervention" in RM, i.e., the clause (ii), should 

be relativized depending on the types of govemment. This is a natural extension of the 

idea we have been pursuing that RM bas to he further relativized. Since teature­

govemment involves m-command rather tban c-command, intervention for its purpose 

should he defmed in terms of m-commaud as weil. Accordingly, RM can he reformulated 

as in (85): 

(85) Re1ativjzed MiojmaJity: X a-governs Y only if tbere is no Z such that 
(i) Z is a-GT compatible with X 

(ü) Z 8-commands Y and does DOt 8-command X. 

where 8-command is the type of command utilized in a-govemment. 11 Now, 

relativization of minimality initiated by Rizzi (1990) is complete. The definition allows 

us to keep c-command as the relevant command that defines intervention for the purpose 

of antecedent govemment. Given (85), V qualifies as "a closer pot.entiallicenser" for the 

adverb in (84). 
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With (82) and (85), the transportability and interpretations of Type Il adverbs 

t()lIow directly from feature govemment. Notice that the adoption of (82) and (85) does 

not nec~ssitate any change in the above account of wh-elements, NPIs, and adverbs. 

As one can verify easily, Type 1 adverbs can he accounted for in the same way 

as type Il. 

Next, let us tum to Type III and Type IV adverbs. Consider tirst Type IV adverbs 

wbich are licensed exclusively by V. The following examples are developed based on 

Jackendoff ( 1972): 

(86) a. ·Completely George has read the book. 
b. *George completely bas read the book. 
c. George bas completely read the book. 
d. George bas read the book completely. 

These examples can be readily explained by the requirement in (81). The structure for 

(86) would be the following: 

(87) IP 
1 \ 

(a) IP 
1 \ 

George l' 
1 \ 

(b) (' 
1 \ 

1 VP 
r+ADvII \ 

bas V' 
1 \ 

(c) V' 
1 \ 

V' (d) 
1 \ 

V NP 
(+ ADV] the book 
read 

(86a,b) are ruled out as a violation of (81). The adverbs in (86a,b) are not m-commanded 

by V in the tirst place. On the other band, the adverbs in (86c,d) are feature-governed 
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by V. INFL does not intervene between V and the positions (I..} and (d). 

Now, consider the following examples of Type III adverbs developed again hased 

on Jackendoff (1972): 

(88) a. Evidently Horatio bas lost bis mind. 
b. Horatio evidently bas lost bis mind. 
c. Horatio bas evidently lost bis mind. 
d. *Horatio bas lost bis mind evidently. (without comma reading)l2 

Under Travis' analysis, Type III adverbs are licensed by INFL but not by V. Here we 

depart from Travis and bypothesize that Type III speaker-oriented adverbs are licensed 

by the feature 1 + ADV1 of the (empty) head Prop(osition) which we a~sume is sister to 

CP.33 The S-structure configuration for the examples in (88) would he as follows: 

(89) PropP 
1 \ 

Prop' 
1 \ 

Prop CP 
[+ADV) 1 \ 

C' 
1 \ 

C IP 
1 \ 

(a) IP 
1 \ 

Horatio l' 
1 \ 

(b) l' 
1 \ 

[+ADV] 1 VP 
1 \ 1 \ 

1 (c) 
(+ADV) 

bas 

V' 
1 \ 

V' (d) 
1 \ 

V NP 
r+ ADY) bis mind 
lost 

Given the above-mentioned hypothesis, the judgements in (88) can be explained by (81) 

and the ECP. Suppose that the adverb evidently remains in the S-structure positions (a)-
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(d) al LF. Then, It cannol he Iicensed by 1 +ADVI in Prop excepl in the case where it 

is in the incorporated position (c). If the adverb is in the positions (a) and (b), 1 + ADV) 

ID INFL m-command~ il and intervenes hetween il and r + ADV) in Prop. As a result, the 

adverh cannul he feature-govemed by ,+ ADV) in Prop, violating (81). If the adverb is 

in the position (d), it IS "protecled" from 1 + ADV) in Prop by (+ ADVI in V, being left 

unlicensed. The adverb in (c) is teature-governed by (+ADVI in Prop if we assume, as 

seems reasonable, that in (89) the feature ,+ ADV) dominates and thus does not m­

command the position (c); (+ADV, in INFL by definition does not intervene between 

, t- ADV) in Prop and the adverb.14 

Since the adverb evidently cannot he feature-govemed by (+ ADVl in Prop in the 

positions, (a), (b), and (d), it must raise at LF in order to satisfy (81). For the sake of 

concreteness, let us suppose that speaker-oriented adverbs can move to SPEC of PropP 

al LF. Then, the respective LF representa~\)ns for the examples in (88) wouJd be the 

following (the representation for (8Se) is provided though LF raising of the adverb is not 

obligatory in this case): 

(90) a. (PropP evidently. Pr0Pr+Aovil Icp (IP 'l [IP Horatio hast+ADVllost his mindll1l 
b. 'PropP evidently. Pr0Pr+AoVIi Icp flP Horatio li œs.+ADV11ost his mindJJl 
C. (PropP evidentlYi PrOPr+AOVIa Icp flP Horatio la hasr+ADVl 'il lost bis mind)]1 
d. *fPropp evidentlYi PrOJJt+ADVli Icp flP Horatio hast+ADv,lost bis mind IJII 

Since we are assuming that a licenser gets coindexed with its Iicensee under feature 

govemment, in (90) Prop is coindexed with the adverb and qualifies as the antecedent 

governor for the trace. In (9Oa,b, and c) Prop with ( + ADVI antecedent-govems the trace 

as required by the ECP since INFL with (+ ADV 1 does not intervene between the two 

(recall that for antecedent government. "intervention" in RM is defined in terms of c­

command). We are assuming of course that in (9Oc) [+ ADV] in INFL dominates and 

does not c-command the trace. (9Od) is ruled out by the ECP together with RM since 

INFL with 1 + ADV) intervenes between Prop with l + ADV] and the trace, disrupting 

antecedent govemment by Prop. 
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ln brief, LF raising of the adverb saves (88a,0) from violatlOg (81) (88l:). ewn 

with the adverb in its S-structure incorporated position at LF, is well-formetl. There i~ 

no well-formed LF representation for (88d); If the advero stay' an its S-litructure pO~ltlnn, 

it cannot he feature-govemed by 1 + ADVI in Prop, violating (81); itït rai~es at LF, the 

trace caonot be antecedent-govemed, vlOlatmg the ECP. Thh account explalOs why Type 

III ad'lerbs canoot appear within VP. 

The assumption that Type III adverbs undergo raising al LF al~o helps us tn 

account for the problem of sequencing exemplitied an (75). The LF representatlons for 

(75) in which the adverh probably remains where il IS generated wou Id he the 

fOllowing: 3s 

(91) a. *1 PropP Pr0PI+ADVllw probably I.p Max carefullYI h\DVI wasl HoDVI Ivp climhing the 
walls of the garden 1111 

b. IPropp PrOPr+ADVIIIP Max 1. probably wasl+ADVJ!lvp carefully clirnhing the walls 
the garden III 

c. *(PropP Pr0PI+ADVI t.P carefullYI+ADvll,p Max 1. probably wasl.ADv!llvpclimbing 
the walls of the garden 1111 

d. *( PropP ProPI + ADV! IIP Max carefullYI + ADV! 1. wast + ADVI prohably 1 1 VP climhing the 
walls of the garden III 

(91a, C, and d) are iII-tormed, whereas (9Ib) is well-tormetl. In (9Ia) pmbably is m­

commanded by 1 + ADVI in INFL, which blocks feature govemment of the adverb by 

[+ADVl in Prop. Thus, the adverb is unlicensed. ln (9Ib), where the incorporatetl 

structure of INFL is assumed, probably is not m-commandetl hy 1 +ADVIIO INFL by 

defmition and is feature-governed by ( + ADV 1 in Prop, satisfying (81). Il may seem thal 

in (91c,d) probably is feature-govemed by 1 +ADVI in Prop since, as in (9Ih), the 

adverb is incorporated into INFL and 1 +ADVI in INFL does not induce a RM effect. 

To account for (91c,d) and other examples, we present the following: 

(92) Feature Govemment Al",ritbm 
A Iicenser and its licensee come to share an index and (a) feature(s) as a result of 
feature govemment. 

We have already mentioncd that a Iicenser and illi Iicensee get coindexed under feature 
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govemmenl. Now we wiIJ alM> a~sume that there is copying of features between the 

hcenser and the Iicensee al the same time. Given (92), in (91c,d) cartfully acquires 

1 t ADVI al LF by virtue of being licensed by 1 + ADVI in INFL. As a consequence. 

fealure government of probobly by 1 + AD V 1 in Prop is blocked by 1 + ADVI in carefully. 

(9lc,d) are excluded as a violation of (81). 

Tuming Rext to raising of probably, consider the following LF representations: 

(93) a. IProp, probably. Pr0PI+ADVli 1,,'. IIP Max carefunYI+ADv, waSr+ADv,lvp climbing 
the walls of the garden Il J 1 

b. IPn!pP probably. PrOP,+ADV). 1" Max '. Was,+ADV) Ivp carefully climbing the walls 
of the garden III 

c. *I""p, probably. Prop,+ADVI' IIP carefullYI+ADvll" Max'i Was'+ADV,lvp climbing 
the walls of the garden Il 

d. *I Pnlpp probably. PrOP, +ADV(J IIP Max carefuIlYI+ADv) II W3Sr+ADV) ',1 (vp climbing 
the walls of the gardenll 

The question here is whether tbese representations observe the ECP. (93a) is well-formed 

slDce the trace is antecedent-govemed by Prop; there is no feature J + ADV) intervening 

hetween the two that will block the antecedent govemment. (93a) also satisfies (81) 

hecause probably is DOW feature-govemed by (+ ADVI in Prop. In (93b) the trace is 

antecedent-governed by Prop: wbetber or DOt probably is incorporated into INFL before 

raising, 1 + ADVI in INFL does not intervene between the adverb and its trace. (93c) 

violates the ECP regardless of the original position of probably due to the presence of 

carefully, which gets ( + ADV) from INFL and blocks antecedent govemment of the trace 

by Prop with r + ADV). (93d) is ruled out as an ECP violation in the same way as (93c). 

(75c.d) are ungrammatical since they have no legitimate LF representations. 

ln the case of licensing of adverbs, wbicb is very local, barriers are irrelevant. It 

seems that the Feature Govemment Parameter is also irrelevant. 36 

3.3. Summary 

ln this cbapter. we have examined Iicensing of tbree kinds of feature-dependent 
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operators, i.e .• wh-elements. NPls, and adverbs. We have proposed the FDI-Criterion. 

which requires that a FOI be feature-govemed by its licenser al LF. Feature govemment 

has been claimed to be defined in terms of m-command and RM. Il has heen argued that 

the FDI-Criterion is superior to the Wh-Criterion and the Neg-Criterion both empirically 

and theoretically. The FOI-Criterion can account for (i) minimality etl'ects. (ii) the 

irrelevance of barriers, (iii) the cross-Iinguistic variations (in conjunction with the Feature 

Govemment Parameter), and (iv) licensing of adverbs. The above discussion of adverbs 

has led us to revise the definitions of m-command and RM. 

ft is worth pointing out that RM via the definition of feature govemment plays an 

integral part in licensing of FDls. We have already seen in Chapter 2 that RM contributes 

to fixing scope of operators in a significant way. Thus, we conclude that RM. more 

precisely GT -compatibility, govems the interpretative and distributional behavior of 

operators to a large extent. 
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FOOT NOTES TO CHAPTER 3 

1. For recent discussions, see among others Lasnik and Saito (1984, 1992), Chomsky 
(1986b), Cinque (1990), Rizzi (1990). The issue of superiority will be deaJt with in 
Chapter 4. 

2. Rizzi (1991) proposes that the Wh-Criterion must he construed as requiring that 
the chain of the XO position in question have the feature 1 + WH). Given this extension 
and coindexation under agreement, the Wh-Criterion is satistied in (i) at S-structure, as 
deslred (Rizzi claims that the main intlection can he specified as 1 + WH)): 

(i) Icp who. CI I,p '. 1. 10ve-s,+WHI Sylviall 

3. Here we are simplifying matters. The Neg-Criterion is intended to coyer not only 
NPls but also other kinds of negative elements (see Haegeman (1991». We will restrict 
our attention to NPls. 

4. What prompted Haegeman (1991) to assume the adjunction structure in (13) is the 
tact that NPls do not have to he adjacent to nie, as sbown in (i): 

(i) da Valère an niemand dienen boek nie gegeven en-Olt 
that to no one that book not given had 
'that Valère had not given anyone that book.' 

Along the lines of Johnson (1991), Travis (1992) suggests the possibility that the double 
object in (i) forms a DP and moves as a constituent. Travis also presents an alternative 
account of West Flemish NPls whicb avoids the problems Haegeman faces (e.g. VP­
fronting facts). She analyzes nie as an adverb incorporated ioto Asp within VP (see 
Travis (1991». The relevant portion of S-structure representation for (12) would he as 
tollows: 

(ii) Asp" 
1 \ 

spec Asp' 
1 \ 1 \ 

spec niets Asp VP 
1 nie 

an niemand 

We will not choose between the two analyses. What concerns us here is tbat NPIs must 
enter into a Spec-head agreement relation with a negative head at S-structure in West 
Plemish (and presumably io Hungarian (sec Haegeman (1991». 

5. As (14) shows, NPls are licensed in the subject position of the matrix clause in 
JapèUlese. This is not the case in English (without inversion of negative elements). See 
>ction 3.2.2. below . 
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6. But see footnote 5 to Chapter 1. 

7. See Aoun and Li (to appear) tor arguments that various phenomena that used to 
he explained in terms of LF Wh-movement (e.g. scope. the ECP etlect~. Weak Crossover 
effects) can he handled even without postulating such movement. 

8. But as a result of feature government, X and Y gel coindexed (see helow). 

9. Nisbigauchi (1990:33-36) notes that in examples like (36b), some ~-peakers allow 
the matrix reading of dJJre 'who' if it is pronounced with an extra heavy stress. This 
option is not open to 1ItUI; 'what' even if it receives a heavy stress. Thus, the word order 
seems to play a role. Nishigauchi concludes correctly. in our opinion. that the wide scope 
reading of the wh-QP is attributed to extra tOcus and is pragmatic in nalure. 

10. If the assumption that wh's-in-situ do DOt have to move to SPEC of CP is correct 
(but see (51», it is not clear how the well-known argument-ad:iunct asymmetries can he 
explained syntactically. One might explore a semantic or pragmatic account. See, for 
instance, Liejiong (1990) for a semantic account of Huang's (1981, 1982) Chinese data. 
We willleave this issue open for further work. 

Il. S-structure adjunction of wh-phrases is optional (i.e., wh's-in-situ are allowed in 
a nonecho question) in Serbo-Croatian but it is obligatory in Polish and Czech (see Rudin 
(1988». 

12. (45) also explains among other things the presence of wh-island etlects in Polish­
type languages and the absence of such effects in Bulgarian-type languages (sec Rudin 
(1988». 

13. The definition of government given in Chomsky (1986:9) is the following: 

(i) Dt govems fi iff Dt m-commands 8 and there is no r, r a banier tor 8, su~h that r 
excludes Dt. 

Since Cinque's (1991) baniers system is adopted in this thesis, we translated (i) into the 
present context, as in (46). 

14. Polish sentences like (i) are problematic for the present account (Rudin (1988»: 

(i) Maria mySli, te co Janek kupil? 
thinks that what bought 

'What does Maria think tbat Janek bought'" 

But notice that Polish nonnally does not allow extraction out of finitt .fl\ses. We will 
leave this issue open. 

15. One may suggest along the lines of Kim (1989, 1991) that nonmovement of wh­
QPs directly follows from their QP status. But behind this suggestion is the assumption 
that QPs universally remain in-situ at S-structure. There are, however, languages like 
Hungarian which obligatorily move QPs at S-structure (see Kiss (1986». 
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16. The full t()rm of the question particle is sheno 'what'. The contracted form .~h­
i!l u!led when tollowed hy verbs. See Wahha (1991). 

17. From the viewpomt of acquisition, the "default" value must he to meet (50) at 
LF (cf. Chomsky (1989». Children learning languages like English can switch to the 
"nondetault" value by encountering positive evidence which involves overt wh-movement. 

18. See footnote 17 to Chapter 2. 

19. See Baker (1991) tor a proposai similar to Ernst' s (1992). 

20. Il has heen argued that polarity any is an existential quantifier (see Carlson ( 1980) 
and Linebarger (1980)). Then, it would he plausible that NPls containing any can 
undcrgo QR. In the representations to tollow in this chapter, however, we place such 
NPls ID-situ. 

21. Lineharger's (1987) Immediate Scope Constraint (lSC), which requires that no 
"Iogical element" intervene hetween a NPI and its licenser, implies that this should he the 
case if the feature 1 + NEGI is taken to he a "Iogical element", as seems reasonahle. The 
ISC will he discussed in Chapter 4. 

22. There seem to he semantic or pragmatic restrictions on NPI Iicensing. Compare 
(68) with t()lIowing example from Ross (1967): 

(i) *Waldo did not report the possihility that anyone had left. 

Discussion of such restrictions is heyond the scope of this thesis. See Linebarger (1987) 
t()r a proposai regarding a pragmatic constraint. 

23. We are not aware of any language in which the feature 1 + NEGl obeys (55). 

24. One of the prohlems with Progovac's (1988) approach is that NPIs are assumed 
tn raise into SPEC of CP when they are to he licensed by superordinate negation. Thus, 
in examples like (6Oa,b) anyone must move to SPEC of CP. Since NPls like anyone are 
arguahly existential quanti fiers (see footnote 20), this assumption runs counter to the 
general clause-boundedness of QR of QPs. 

25. There are two types of adverhs other than those Iisted in (75): 

(i) a. Type V: VP-tinal (hard, weil, more, ... ) 
b. Type VI: Aux (truly, virtually, merely, ... ) 

These types will not he discussed. We suspect that Type V adverbs may he those that 
must he sister to V at D-structure (cf. Larson (1988), Stroik (1990» and that Type VI 
adverbs may he heads that cannot he adjoined to maximal projections at D-structure. 

26. For thorough discussion of "syntactic" incorporation, see Baker (1988). 

27. The more precise generalization seems to be that only arguments (such as N and 
P) can iocorporate into lexical categories, as Lisa Travis (p.c.) suggests. 
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28. To be precise. only adverbs that must be licensed by a te~lture are su~iect to (81). 
XP adverbs such as wh-adjunct~ and pp adverbs, which we assume to he Iicensed by 
either predication or adverbial a-role assignment {see Larson (1985) and Stroik (1990) 
for the latter). do not obey (81). 

29. But we do assume that Type III adverbs raise at LF (see below). 

30. The precise formulation of (82) was suggested to us by Lisa Travis (p.c.). As 
Travis points out, (82) makes govemment the relation of mutual m-command (see (46». 

31. We will not discuss implications of (85) t'Or other types of govemment (see Rizzi 
(1990: 112, fn.4». 

32. Presumably. the comma reading permits the adverb to he adjoined to IP (cf. 
Ernst (1984». 

33. Rochette (to appear) argues that Type III adverbs select a proposition, which is 
syntacticaJJy realized as a CP. But examples like (ib) appear to he problematic tt)r this 
anaIysis (Rochette (to appear»: 

(i) a. Mary believes that John will probably win the prize. 
b. *Mary wishes that John probably win the prize. 

Il is not clear why the adverb is not allowed in (ib) since under the standard a."sumption, 
the embedded clauses in (i) are both full CPS. (ib) also shows that the presence ofCOMP 
is not a sufficient condition on licensing of speaker-oriented adverbs. Since the teature 
r + ADV] seems to be an inherent feature. it would be feasible to assume that COMP does 
not contain ( + ADV). For these reasons, we assume that Prop has 1 + ADV 1. (ia) is fine 
because btUeve subcategorizes for PropP, wbile (ib) is ungrammatical because wi.th 
subcategorizes for CP. Empirical justification for positing PropP awaits t'urther work. 

34. Note that the impossibility of the event-modifying reading of quickly in (77c,d) 
does not pose a problem since adverbs cannot incorporate into V and 1 + ADVI in V 
protects quiclcly from being feature-governed by 1 +ADVI in INFL in (77c,d). 

35. Note that the adverb cartfully cannot be incorporated into INFL. If it is, INFL 
with [+ ADV] will dominate it and, as a result, will not m-command il. This will lead 
to a violation of(81). Ifprobably is outside of the m-command domain of INFL in (91a), 
the representation is well~forrned. If it is not incorporaœd into INFL in (9Ib), the 
representation is ruled out for the same rea.~n as (9Ia). Also, (91c,d) with the 
unincorporated structure of INFL are excluded in the same way. 

36. The Condition 00 FDI Licensing Feature given in (55), however, may be al work 
in licensing of English adverbs. Jackendoff (1972:88) notes that in English, there cannot 
be more than one "subject-orieoted" adverbs. For example (Jackendoff 1972:90): 

(i) *Carefully ~ Max quickly was climbing the walls of the garden. 

It may he tbat the feature ( + ADV) in INFL in English is constrained by the condition. 
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CHAPTER 4 

RELATIVIZED MINIMALITY 

4.0. Introduction 

ln the preceding chapters, it was argued that the scope assignment of operators and 

the licensing of feature-dependent items are constrained by Relativized Minimality. But 

so far, il' proper formulation, the notion of Govemment Theory Compatibility in 

panicuJar, ha~ been kept rather vague. 

This chapter is thus devoted to the issue of how Govemment Theory Compatibility 

should he characterized. The above discussions have already :mggested a direction to take 

in order to solve this problem; the main thrust of this cbapter is the claim that 

Govemment Theory CompatibiJity is better defined in terms 'Jf a set of lexical features. 

ln Section 4.1., inner island phenomena. which prompted the proviso in Rizzi's 

(1990) Relativized Minimality that elements in an adjoined position do not induce 

Relativized Minimality effect~. are briefly considered. ft is pointed out that the proviso 

'iS iII-motivated and unnecessary. The modified version of Relativized Minimality 

proposed above can handle inner islands and thus gains further support. In Section 4.2., 

we seek an appropriate notion of Govemment Theory Compatibility. A formulation 

within our feature system is presented tentatively in the hope that it will prove useful for 

discovering the exact formulation which awaits further work. In Section 4.3., the Scope 

Principle advanced in Chapter 2 is reexamined. Il is shown that data other than those 

considered in Chapter 2 can be accounted for by the Scope Principle. 

4. 1. A Problem of Rizzi (1990) 

Let us reconsider Rizzi' s (1990) original formulation of RM introduced in Section 

2.1.3. It is repeated below for convenience: 



(1) Relatiyized Minimality: X a-govems Y only if there is no Z such that 
(i) Z is a base-generated position 

(ii) Z is a-GT compatible with Y 
(iii) Z c-commands Y and does not c-command X. 

8.\ 

Recall that GT -compatibility for (1) is detined purely in syntactic terms. For examplc. 

an element Z is GT -compatible with an element Y in an A' -chain only if It is in an A'­

specitier position. 

The consideration of the scope of a QP and a wh-QP in Japanese in Section 2.2. 1 

led us to propose to eliminate the clause (i), as in (2) where a-govemment uses R­

command in its detinition (see Section 3. 2.3. ): 1 

(2) Relativjzed Mjnimality: X a-govems Y only if there is no Z such that 
(i) Z is a-GT compatible with X 

(ii) Z 6-commands Y and does not 8-command X. 

The elimination of (1 i) has enabled us to subsume under the ECP the Minimal Binding 

Requirement of Aoun and Li (1989) which states that variables must be bound by the 

Most local potential antecedent (A'-binder) (see Section 2.2.1.). It appears that (2) has 

empirical and theoretical advantages over (1). 

The questions that we have put off until now are: What motivated Rizzi (1990) 

to include the clause (1 i) in RM'! Is there any price to pay for adopting (2) instead of ( l)'t 

8efore going into these questions, let us remind ourse Ives of the definitions of the ECP 

and antecedent govemment adopted in this thesis: 

(3) EfIIPlV CateKory Principle: A nonpronominal empty category mu~1 he 
(i) properly head-govemed 

(ii) antecedent-governed. 

(4) Antecedent Goyernment: X antecedent-govems Y iff 
(i) X and Y are coindexed 

(ii) X c-commands Y 
(iii) no barrier intervenes 
(iv) Relativized Minimality is respected 

Rizzi's (1990) argument for the clause (i) in (1) is based on so-called "inner 

island" effects (see Ross (1984». A relevant pair of examples is the tollowing: 

. 



( (5) a. It is for this reason that no one believes that Bill was fired. 
h. Jt is for this reason that everyone helieves that Bill was fired. 

84 

There is a contrast in interpretation hetween (5a) and (5h). (5b) is ambiguous, allowing 

buth the higher and the lower construals of the adverbial phrase. It can mean either "This 

I~ the rea~()n for the tact that everyone believes that Bill was tired" , or "This is tht reason 

~uch that everyone believes that Bill was fired tor it". In (5a), on the other hand, the 

lower construaJ is impossible, though the higher one is possible. 

Rizzi assumes that "affective" operators (i.e., operators that enter into negative 

polarity cf. Klima (1964» like no one move to SPEC of CP at LF, whereas 

"nonaffective" operators like everyone are subject to QR. Under this assumption, the LF 

representations t'Or (5a,h) with the lower construals are as follows: 

(6) a. *It is Ifür this reasonli Icp no oneJ that (IP xJ helieves (that Bill was frred 'Im 
h. It is Itor this reasonlï Icp that I.P everyonej hpxj believes [that Bill was flfed 'jllli 

Notice that the fOcused element is an adjunct. Therefore, its trace must satisfy the ECP 

at LF (see Lasnik and Saito (1984, 1992». According to RM in (1), antecedent 

govemment will never he blocked by an element in an adjoined position. Thus, (6b) 

observes the ECP. (6a) is ruled out by the ECP; the offending A'-specifier no one blocks 

antecedent govemment by the focused element which beads an A'-chain. Hence, the 

contrast in (6). 

We would Iike to point out, however, that RM in (1) wrongly rules out even the 

higher construal of (Sa), as is iIIustrated in (7):2 

(7) *It is (for this reasonli Icp no onej that IIP fi flP Ij believes (that BiU was firedlJ11 

ln (7) the antecedent govemment relation between the focused element and its trace is 

disrupted by the A'-specifier no one, exactly as in the case of (6a). 

The question then is: How can we rule out the lower construal, while ruling in 

the higher one in (5arl Suppose that QPs, affective or nonaflective, are subject to QR. 

Let us assume that negative elements have the feature r + NO) meaning "negative 
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operator" in addition to the licensing teature 1 + NEG 1 and that adverbial elcrnents. 

including those which are feature-dependent and those which are not (see foutnote 28 tu 

Chapter 3), have the teature 1 + ADI meaning "adverhial operator" j Let us tunher 

assume that negative element with 1 + NOl are GT-compatillie with adverhial e1ements 

with ItAOI. 4 Given these assumptions, the two LF representations for (5a) would be 

as follows: 

(8) a. *It is Ifor this reasonIr + AOli Icp that IIP no onel+NOIJ I,p xi believes Ithat Bill was 
fired Idlll 

b. It is (for this reasonh+AOI. Icp that Itp 1. I,p no onel +NOIJ I.P XI Ileheves Ithat 0111 
was fired 11111 

RM in (2) cao account for the unambiguity of (5a). (8a) vi01ates the ECP Ilecause 

antecedent govemment of the trace 1. by the adverbial focused element is disrupted by 

intervening no one. (8b) is well-formed since no one does not intervene hetween the 

focused element and its trace. s Antecedent govemment hy an adverbial element will not 

be blocked by a nonnegative operator like everyone which lacks the teature 1 + NOl. This 

is why (5b) is ambiguous. 

To sum up, there is no motivation tor restricting RM inducers to element~ in base­

generated positions, as far as inner islands are concerned. In fact, the elimination of the 

clause (i) in (1) is necessary to explain such construal contrast as the one in (5). 

Examples like those in (5) support the version of RM given in (2) alter ail. 

4.2. Feature-Based Relativized Minimality 

Having established that RM in (2) is superior to Rizzi's (1990) RM, the remaining 

task is to determine what wou Id be a better way to characterize the notion of GT­

compatibility. Without a proper notion of GT -compatibility, RM simply would not work. 

A promising way to go about this task has already suggested itself in the course of the 

preceding discussions, i.e., it seems appropriate to define GT-compatibility in terms of 

lexical features of govemors. 
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The purpose of this section is to present a feature-based formulation of GT­

compatibility. Though this formulation is highly theory-intemal and depends entirely on 

what kind of teature system is employed, our hope is that it will serve as a stepping stone 

for a still better concept of G1 -compatibility . 

4.2. 1. Minima/ity in An,ecedelll Govemment 

This subsection is concemed with minimality effects in antecedent govemment (see 

(4) for the detinition of antecedent government). First, we review the relevant 

configurations examined in the preceding discussions. Secondly, superiority effects are 

considered in the light of RM. ft is suggested that superiority violations can be explained 

by the ECP. Observing the lack of superiority at LF, we present a condition, which 

accounts for the problem posed by Baker (1970a). We incorporate this condition into the 

definition of RM. To handle Bulgarian-type languages, in which superiority effects are 

totally absent, another condition is put forth. Thirdly, given LF raising of epistemic 

modals, the restriction on them with respect to sequencing and the unsolved examples 

from the previous chapter receive a RM account. 

4.2.1.1. Rtview 

So far, we have used licensing features sucb as [+WH], [+Q], [tNEG], and 

f t ADVI and operator features such as [+ NO) and [+ AO]. Here we would like 10 

introduce two new operator features. It will he assumed that standard QPs are assigned 

the teature l tSOI meaning "standard operator" and that wh-phrases are assigned the 

teature 1 +QO) meaning "quasi-operator" (cf. Chomsky (1975) and others).6 

Consider fU'St antecedent govemment involving the four operator features, i.e., 

I+SO), I+QO), I+AO), and (+N01. The configuration we are interested in is the 

following sort: 

(9) ... X ... Z ... y ... 
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where an element c-commands the one to it~ right. Y is the trace of X. and there is no 

banier hetween them. By replacing X and Z with the four difterent features. we ohtain 

the sixteen Jogically possihle configurations. Of these contigurations. we will examine the 

four in (10) which are directly relevant to the current discussion: 

(10) a. * ... I+SOII ... I+SOI ... fi .. . 

h. (*) ... I+QOII ... 1 +QOI ... fi .. . 

c. * ... I+AOh ... I+AOI .. · fi .. . 

d. * ... I+AOli ... r+NOI ... fi .. . 

As far as we can tell, the contigurations other than those in (10) are either nonexistcnt 

or consistent with the present analysis.7 

Putting (lOb) aside for the moment (we will retum to it in the next suhsection). 

let us start with (1 Oa and c). The relevant examples we have already examined ahove are 

repeated below: 

(ll) Dareka -ga daremo -0 aisiteiru (koto) 
someone-NOM everyone-ACC love fact 
'Someone loves everyone.' 

(12) *Max carefully was probahly climbing the walls of the garden. 

Recall that the Japanese (11) is unambiguous with the wide scope reading of dareka 

• someone' . ft was suggested above that the following LF representations for ( Il ) and (12) 

are excluded by the antecedent govemment requirement of the ECp:8 

(13) *[IP darekar+SOJîga [IP daremor+soJj-o IIP XI Ivp Xj aisiteirulili 
1 1 1 1 

1 1 

(14) *[Propp probablYr+AoJi PrOPr+AOJi IIP Max carefullYr+Aol was ti climbing the walls of 
the garden Il 

The SP advanced in Section 1.4.1. is recapitulated in (15) tor convenience: 

(15) Tbe Scope Principle (SPl 
An operator A has scope over an operator B in case 
(i) A c-commands a member of the chain cootaining B (A ~ B) or 

(ii) aU members of the chain containing A c-command a member of the 
chain containing B (A fi; B). 

ft 
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where "A ç B" means that A is GT-compatible with B, whereas ItA <t Bit means that A 

is Dot GT -compatible with B. Since (J 3) invoJves QPs. it i~ su~ject to the tirsi clause of 

the SP. If it were well-formed, (11) would be expected to he ambiguous since dareka c­

commands daremo and the latter c-commands the variable of the former, contrary to the 

fact. (14), where the s,eaker-oriented adverb prohably has raised to he licensed by Prop. 

is ilI-formed. Ifprobably does not rai se at LF, It will he left unlicensed (carejùlly blocks 

the required Jicensing), causing a violation of FI. Thus, (12) is simply ungrammatical. 

[t has already been noted that the contigura!ion (lOd), exempliiied above in (8a). 

results in ungrammaticaJity. An additional piece of evidence tor the generdl iII-tormedness 

of (lOd) is provided by (16a) (from Jackendoff (1972:84»: 

(16) a. *Did Frank probably beat aU his opponents'! 
b. Did Frank easily beat aU his opponents'! 

Since (l6a,b; are questions capable of licensing NPls. the COMP contains the teature 

[ + NOl (as weil as r + NEG]). The LF representations for (l6a.b) are (17a,h) 

respectively: 9 

(17) a. *(Propp probablYr+Aoli Pr0Pr+Aoli [cp didr+Nol IlP Frank l, rvp heat ail his 
opponents Il JJ 

b. (cp didl+N01 [IP Frank easilYr tAOI beat ail his opponentsll 

Since in (16a) feature-govemment of probably by 1 +ADVI in Prop is disrupted hy 

r + NEG 1 in COMP (we will come back to this point below), the LF raising of the adverb 

is obligatory. As shown in (17a), however, such raising is impossible due to the negative 

COMP, resulting in the iJ!-formed configuration given in (lOd). (17b) is fine since 

nothing drives the V -licensed adverb ":,,.tily to move at LF. 

Notice that an account of (l6a) resorting to sorne semantic restliction on the co ... 

occurrence of the adverb and the question seem~ unsatisfactory. The well-formedness of 

the following mg-question challenges such a semantic account (Jackendoff (1972:85»;10 

(18) Frank probably beat all bis opponents, didn't he? 
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Thus, we sugge~t that the present ~yntactic analysis is preferahle over a possible semantic 

analy\l~. 

Tuming next to antecedent govemment by varjahles, we introduce two variable 

features. One is 1 +SV l "standard variable", the other 1 + QVI "quasi-variable". Let us 

supp()~e that the former feature i~ assigned to variahle!l of standard quantifiers and that 

the latter one is assigned 10 variahles of wh-phrases. The gerAeralizations regarding 

antecedent govemment in question seem to he the following: II 

(19) a. * ... xl +SVI, '" xl +SVI ... (, '" 
b. ... xl +SVl i ... xl +QVI ... " '" 
c. ... xl +QVli ... xl +SVI ... (, ... 

Consider the configuration (19a). A relevant Japanese example is repeated below from 

Chapter 2: 

(20) Dare-o, daremo -ga (, syootaisita no'l 
who-ACe everyone-NOM invited Q 
'Who" everyone invited (" 

This scrambled sentence is interpreted unambiguously, the wh-QP taking wide scope Wlt.~ 

respect to the QP. Its LF representation would be (21): 

ln (21) the link hetween the variable Xi and me trace (. is hroken by the intervening 

variablt. Xi since an antecedent govemment relation does not hold between them (recall 

that a chain is detined in lerms of antecedent govemment). The wh-QP and the QP, being 

GT-compatible with each other, are interpreted according to the first clause of the SP. 

The SP together with (21) makes a correct prediction about the interpretation of (20). If 

the broken link were present in (21) or if (19a) were well-formed, (20) would he wrongly 

expected to he ambiguous. When scrambling is reconstrucled, the resulting LF 

representations are ail illegitjmate (see Section 2. 1 . 1 . ). 

Now consider the tollowing psych constructions in connection with (l9b, c) (again 
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repeated from Chapter 2): 

(22) a. Who does everyone excite? 
b. Who excites everyone" 
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As noted above, (22a) is unambiguous with the wh-phrase having wide scope, whereas 

(22b) is ambiguous. Continuing to assume 8elletti and Rizzi's (1988) analysis of psych 

constructions, the LF representations for (22a,b) would he as follows: 

(23) a. Icp whoj does IIP everyonei IIP X~+S'/lJ Ivp excite Iv' 'ii XI+Qvl.11II 
1 1 1 1 1 
1 1 

b. [cp who. IIP xr+Qv"lvp everyonej Ivp excites Iv' Id x1+svbllli 
1 1 1 1-1 
1-1 1 

Notice that at D-structure the experiencer argument (who in (22a) and everyone in (22b» 

c-commands the theme argument (everyone in (22a) and who in (22b». Since standard 

QPs are not GT-compatible with wh-phrases, those in (23) are sub.iect to the second 

clause of the SP. In (23a) the link between the QP variable xi and the U"clce 'i is not 

disrupted by the preSl!nce of the wh-variable x •. Given (23a), the SP can account for the 

unambiguity of (22a). If there were not a link between x, and l" (22a) wou Id he 

incorrectly predicted to be ambiguous. In (23b) the wh-variablexj antecedent-governs the 

trace t. despite the intervening QP-variable Xj' With (23b), the ambiguity of (22b) is 

expected by the SP. If there were not a link between Xl and Ij, we would predict that 

(22b) should he unambiguous, contrary to the tact. In short, the configurations in (l9b,c) 

are weU-formed. 

One mlght wonder if we need to distinguish between operators from their variables 

vis-à-vis features" Simple examples like (24) repeated from Chapter 1 force us to 

distinguish a standard QP from its variable. The LF represen'(ation for (24) is provided 

in (25): 

(24) Someone loves everyone. 
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(25) IIP someonel+SOh IIP xr+svi. Ivp everyon~+soJj [Vp li loves X(+svuJIII 
1 1 1 1 1 

1 1 

If variables left by standard QPs have the feature ( +SOI. it would be incorrectly expected 

that (25) is not available. In particular, (25) would involve the ill-tormed configuration 

given in (10a), and the link between the variable x. and the trace li would he broken by 

everyone. Then (24), which is su~jp..ct to the first clause of the SP, would he wrongly 

expected to be unambiguous since there would be no overlap of the chains in its LF 

representation. 

As for the distinction between wh-phrases and their variables, consider the 

following Bulgarian sentence repeated from Chapter 3 and its S-structure and LF 

representation: 12 

(26) Koj kogo ma kogo e pokaza}? 
who whom to whom has pointed out 
'Who poïnted out whom to whom?' 

(27) [cp koj. kogoJ ma kogOJt ~ +QOJ •• j.k [IP pokazal Xj Xj Xl]] 

Suppose that a wh-variable has the feature (+ QOI. Then (27) would result in the 

configuration in (lOb); the subject variable fi wou Id block antecedent government of the 

variablesxj and x" by COMP (but sec the next subsection). It would thus violate the ECP, 

and (26) would be expected to he ungrammatical, whicb is not the case. Therefore, il 

seems necessary to differentiate wh-phrases from their varÎdbles. 

Finally, let us consider the following ilIegitimate configuration wbere the licensing 

teature r + ADV) is involved: 

(28) * ... r +ADVli ... (+ADVI ... Ii .. , 

We have already seen that examples like (29) are ungrammatical. The LF representation 

for (29) after the raising of evidenlly would !Je (30): 

(29) ·Horatio has lost his mind evidently. (w,tbout comma reading) 

(30) *[PropP evidently. PrOP(+ADVII [lP Horatio tl8Sr+ADV] [vp 10~+ADVJ bis mind li])] 
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ln (29) the LF raising of evidently is triggered hy the requirement that the advcrh mu~t 

be feature-govemed by 1 + ADVI in Prop. If the adverh remains ;n-sltu. 1 + ADVllIl V 

will count as the doser potentiallicenser for it. hlocking feature govemment hy 1 t ADV 1 

in Prop (30) mu:,( he excluded. otherwise (29) would he mcorrectly preutcted to he 

grammatical. Il was suggested above that in (30) antecedent govemment hy Prop wlth 

I+ADVI of the trace of the adverh is hlocked by I+ADVI in INFL. In short. (28) is 

ruled out hy the ECP. 

Notice that (29) does not contain the configuration ( lOc) with the operator t'eature 

1 + AOI. Since examples like (12) can be excluded as involvmg (28) (see t()()tnote 8). a 

question arises as to whether we can dispense with 1 + AOI. Examples such as the 

following show that it is necessary to have hoth 1 + ADV 1 and 1 + AOI: 

(31) When did everyone see Max'! 

(32) Icp whenr+AOli did(+AOII IIP everyonej IIP Xl Ir+ADVI Ivp 11 see Max Xi III 1 
1 1 1 -' 1 1 
1 1 1 

(32) is the LF representation for (31). Since when i~ an aqjunct. its variable must satist)t 

the ECP at LF. If 1 + AOJ can be identitied with 1 + ADV l, (32) would he expected to he 

ungrammatical, contrary to the facto In particular, the wh-variable would not he 

antecedent-govemed by COMP with 1 + AOJ due to INFL with 1 + ADVI, violating the 

ECP. In addition, the ambiguity of (31) indicates that there is a chain hetween COMP 

and the variable Xi at LF. Otherwise, the SP would wrongly predict the unamhiguity of 

(31). Since cbains are defined on the basis of antecedent government, it must he the case 

that in (32) COMP antecedent-govems Xi' This also points to the conclusion that 1 + AOJ 

is different from 1 + ADV J. 

4.2.1.2. Superiority 

Going back to the configuration (lOb) now, observe the classic paradigm of 

-
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c,upcriority in (33) (cf. Chomsky (973) and others): 

(33) a. Who admire~ what'! 
b *What does who admiw" 

C34a,b) would be the S-structure and LF representations for (33a,b)Y 

(34) a. Icp whol+QOII C1+QOh.! IlP Xi Ivp li admires wha~+QObJJJ 
h. *Icp whalt+QOII doesl+QOII.J IIP whol+QOh Ivp IJ admire x.1lI 

93 

ln (34a) the two traces are antecedent-govemed, satisfying the ECP. In (34b) Xi> the 

variable of whal, cannot he antecedent-governed by COMP with r +QO) due to the 

presence of who with 1 +QOI. Thus, in examples Iike (33b), the configuration (lOb) is 

ungrammatical. The same is true of "pure" superiority cases like (35b) (from Lasnik and 

Saito (1984:241, fn.IO»: 

(35) a. Who did you tell to read what" 
b. '!*What did you tell who to read" 

The S-structure and LF representations for these examples wou Id he the following: 

(36) a. Icp whol+QOIi didl+QOli,j [IP you Ivp tell Xi to read wha~+QOJ~JI 
b. ·'cp whalt+QOII didl+QOIi,i 'IP you [vp tell whOr+QOb to read xi JJ1 

ln (36a) the variable XI is antecedent-governed by COMP. In (36b) who with r +QO] 

blocks antecedent government of the variable Xi by COMP with [+ QO]. The 

ungrammaticality of (35b) does not follow from the Lasnik and Saito-type (1984) theory 

in which the disjunctive ECP and LF wh-movement are assumed since both of the wh-

tnlces will he "Iexically If govemed at LF. ln the present approach, superiority violations 

including (35b) can be accounted for in tenns of the conjunctive ECP. This is an 

advantage over Lasnik and Saito (1992) who conclude that the Superiority ConIo.lH .. : .'0 must 

he maintained independently of the ECP. I~ 

It has been ,10ted in the literatun: (cf. Kayne (1983), May (19H5» that the addition 

of wh-phrases considerably ameliorates superiority violations. Tbus, we have the contrast 

in (37) (Lasnik and Saito (1984:241, fn.l0»: 



(37) a. *Wt?at did who buy at the store'! 
b. '!What did who buv where'? 
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(37a) is ruled out in the same way as (33b) by the ECP. The question is: How can (37b) 

avoid an ECP violation whlch supposedly resultli in t,'tal ungrammaticality'! ln the present 

analysis under which the cOl1junctive ECP is assumed. the amelioration ln grammaticality 

in (37b) must he attributed to sorne LF operation whh.., makes antecedent govemmcnt hy 

what of its variable possible. In other words, the LF representation for (37b) like (38b) 

must be available «38a) i~ the S-structure representation): 

(38) a. CP 
/ \ 

wha~ C' 
1 \ 

did !P 
1 \ 

whoj l' 
1 \ 

1 VP 
1\ 

(. V' 
J 

1\ 
buy VP 

/ \ 
Xi V' 

1 \ 
Iv where 

b. CP 
/ \ 

whalj C' 
f+OOI 1 \ 

did IP 
I+QOJ / \ 

r+OOIVP IP 
/ \ 1 \ 

x· V' who· l' 1 J 
/ \ (+QOI / \ 

Iv where 1 VP 
I+QOI 1 \ 

1 V' J 
1 \ 

buy t 

ln (38b) the lower VP bas been adjoined to ,p.IS As a result, what antecedent-governs 

its variable in SPEC of the adjoined VP. The representation (38b) can he made available 

if we assume that the feature (+001 of where percolates up 10 VP and that maximal 

projections marked with this feature can und:.cgo QR. 

There is one more assumption we need to explain the (relative) well-f()rmedne~s 

of (38b), i.e., that antecedent government by the preposed VP of its trace is not blocked 

by who. Since we are advocating the approach under which RM is dcfined in terms of 

features, the antecedent government in question would not hold; both the preposed VP 
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and who share the feature 1 +001. To cope with th~~ problem. some condition along the 

tinc!. of (39) would he necessary: 

(9) Yisibility Condition on Rtlatiyized Minimality: 
The configuratIOn ... X ... Z ... y ... is visible for Relativized Minimality only if 
the a-governor X is in its canonicat position. 

Let us say that for operators, canomcal positions are those in wbich they acquire 

operatorhood in the unm:uked case (Section 2.2.1.). Tbus, the canDnical position for wh­

phrases is SPEC of CP. The canonical position for QPs is an adjoined position. In cases 

where the a-govemor is a feature-govemor, (39) applies vacuously. 

Given (39), the preposed VP in (38b), being in a non-canonical position. 

antecedent-govems its trace despite the intervention of who. As a result. the configuration 

(lOb) is allowed in cases like (38a). This is why the asterisk is put in parentheses in 

( lOb). 

A condition such as (39) can also be used to solve the. problem posed by Baker 

(1 970a). The relevant example is repeated below from Chapter 3: 

(40) Who remembers where John bought what" 

Recall that this sentence is ambiguous between the reading on which what is paired with 

where and the one on which it is paired with who. The unanswered question was: Why 

is the latter reading possible" Given (39), the following is a legitimate LF representation 

for (40): 16 

(41) Icp whÜj C", (IPXj (vp wha~ (vP Ij remembers (cp where John boughtxJlIn 

ln the above representation, what has been raised and adjoined to Jte matrix VP. Nothing 

prevents this movement; regardless of the presence of wheTe. whIJJ can antecedent-govem 

its variable x, by virtue of (39) since it is in a non-canonical position; there is no barrier 

between whaJ and its trace; movement of wh-phrases is not clause-bound. In (41) what 

is licensed by the matrbt COMP rather than the embedded COMP, yielding the 

interpretation on which it is paired with who. The ambiguity of examples like (40) lends 
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further support to (39). 

Note that the fact that the Japanese counterpart ot' (40) I~ unaml1lguou,. the wh-QI> 

In the emhedded c1am~e heing unahle to take the matnx scoJlC. tollow, dil~ctly trom the 

QP status of wh-QPs; raising of wh-QPs IS c1ause-holmd. 

Returning now to the prohlem posed hy multiple wh-quesuonl\ ln Po!l,h-type 

languages (SectIon 3.2.1.2.), conMuer the followmg example l'rom Scrho-Croatlan: II 

(42) Ko.ie ~to kome dao? 
who has what to whom glven 
'Who gave what to whomT 

(43) t CP kOj je tlP stoj tlP komek tlP dao XI XI Xk 1111 

The prohlem was: How can ko 'who' antecedent-govem its variahle de\pite the prc\cncc 

of intervening .{iD 'what' and kome 'to whom"! (43), in which ko IS in SPEC ut ('1>. 

conforms to (39) and thus is visible to RM. A!I a result, we wou Id expect the IP-adJumed 

wh-phrases to hlock the antecedent government hy ko. 

One might hope that IP-adjoined wh-phrases in Pohsh-type languages dn not 

acquire operatorhood at S-structure and can he reconstructed at LF If thls I!I the ca!lc. 

the variable of ko in (43) would satisfy the ECP éJ.t LF. Note. however, that Pohl\h-typc 

languages lack superiority effects entirely. In addItion to (42). the other conceivahle word 

orders are ail possible (Rudin (1988:473»: 

(44) a. Ko Je kome ~to dao'! 
b. 5to je ko kome dao'! 
c. 5to je ~ome ko dao'! 
d. Kom~ ko ~to dao'! 
e. Kon ~to ko dao'! 

(44b-e) are problematic for the reconstruction account since ev~n If the IP-adjoined wh­

phrases are put back to their D-structure p()~lti()n~, ko Mill intervene~ hctween the wh­

phrases in SPEC of CP and their variables. Therefore, another explanation must he 

sought. 

To account for the lack of superiority, wt. pre~ent the following condItion: 
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(45) Condition on Relatiyized Minimality: 
The contiguration ... X ... Z '" y .,. is invisible to Relativized Minimality if Z is 
not in itli canonical position. 

Poli~h-type languages obey (45) but languages Iike English do not. 18 Silice an IP­

adjomed position is not a canonical position for a wh-phrase, the examples in (42) and 

(44) are exempt l'rom RM. Hence their grammaticality.19 

4.2. 1.3. Epistemic Modals 

Before leaving this subsection, let us consider epistemic modals and the question 

left unanswered in Section 3.2.2. which involves epistemic modals. 

We assumed above that ~-peaker-oriented adverbs such as evidently raise at LF to 

he licensed by Prop. This assumptiQn enabled us to account for their distribution and the 

problem of sequencing of adverbs under RM. 

Epistemic modals are often semantically characterized as speaker-oriented (cf. 

Jackendoff (1972), Palmer (1990». Then it would be expected that they exhibit 

distributional properties s:milar to those of speaker-oriented adverbs, an expectation borne 

out (see Jackendoff (1972: 100(105». A simple-minded extension of the above explanation 

of sp;-.aker-oriented adverbs would he to bandle these properties by RM together with the 

assumption that Gpistemic modals undergo raising at LF. 

The iGea that epistemic modals move at LF is not novel. McDowell (1987) argues 

that episk:mic modals raise to SPEC of CP at LF to take scope over the wbole 

proposition. Let us assume iDStead that epistemic modals, like speaker-oriented adverbs, 

must he licensed or feature-govemed by (+ ADV1 of Prop, wbich drives them to raise 

to SPEC of PropP.20 Let us further make the r~nable assumption that epistemic 

modals are assigned the feature [+ AOI as speaker·oriented adverbs are. 

With these assumptions, the ordering restriction exemplified by (46) follows 

automatically from the present analysis (Travis (1988:302»: 



(46) a. Pete should carefully have crept out ,if t.tlere by now. 
h. ?*Pete carefully should have crept out of there by now. 

A..s in the case of speaker-oriented adverhs. eptstemic mudals cannot he prcceded hy 

subject-oriented adverb~. In (46a) should is dominated by 1 tADVI in INH. li10ce It ha~ 

been incorporated into INFL. Thus, hy detinition. 1 t ADYI 10 INH. doe'; nnt 10tervcne 

hetween 1 + ADY\ in Prop am' the modal. H:!nce. the modal can he feature-guvcrncd hv 

Prop without raising. This is why (~\'la) is grammaticaL ln (46b). on the other hand. the 

modal cannot be licensed in itli S-structure pOSItion hecause caretullv. whl<:h aC4ulrc~ 

r + ADV) from INFL at LF blocks feature government of the modal by 1 t ADY 1 ln Pmp. 

The LF representations for (46a,b) after the ralsing of should would he as tollows: 

(47) a. IPropp shouldr+Aoh ProPr+AOli I,p Pete 1. Ivp carefulJYr+Aol have crept out of therc 
by nowlll 

b. *IPropp shoulÙt+Aol' ProPr+AOh IIP Pete carefullYr+Aol '. Ivp have crept out ot there 
by nowllJ 

In (47a) the trace is antt',cedent-governed by Prop. In (47b) Prop with 1 + AOI cannnt 

antecedent-govern the trace due to intervening carejùlly with 1 + AOI. In othcr word~. 

(47b) is excluded in the sarne way as (14) by the ECP. 

We are now in a position to reconsider the following sentences from Chapter 3: 

(48) '!*Who must have killed Yun'! 

(49) *If John must know the answer, he is lucky. 

(48) and (49) both contain negative COMP since NPls can he licensed in them. In these 

exa'nples, the epistemic modal musl cannot he licensed in INFL hecause 1 + ~IEGI in 

COMP prevents r + ADV1 in Prop from feature-governing the modal (see helow). Alter 

the raising of the modal. (48) and (49) would have the LF representations in (50, and 

(51) respectively: 

(50) *IPropp mu5tt+AO), PrOPi Icp who Cr+Nol IIP 1. have: killed Yurilll 

(51) *IPropp mus~+AO)i PrOPi Icp iti+NOJ IIP John l, know the answerill. he i~ lucky 

The:;e representations involve the iII-formed configuration in (' .)d). They Je rule<! out 
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hy the ECP. 

4.2.2. Minimality in Fealure Govemment 

ln thlS \uhsection, we focu~ on minimality effects in feature govemment. We 

hegin hy reviewmg the relevant cases observed c;o far. Then we reconsider Iicensing of 

NPls. A wdy to derive Linebarger's (1987) Immediate Scope Constraint from RM is 

suggested. 

4.2.2.1. Rev;ew 

Let us summarize the cases where we found minimality eff~ts in feature 

government. The definition of feature government is recapitulated below: 

(52) Feature Government: X feature-governs Y iff 
(i) X m-commands Y 

(ii) Relativized Minimality is respected 

The configuration in question is the following: 

(53) ... X ... Z ... y ... 

where the element X is the licenser of the elc.'ment Y and Z intervenes between X and Y. 

Intervention in this case is defined in tenns of m-commam1. Recall that there are four 

Iicensmg features under consideration; (+Q), [+ WH], [+ NEG] , and r + ADV]. The 

relevant iII-formed configurations examined in the previous c~.,ter are schernatically 

represented be10W:21 

(54) a ....... [+QI. '" (+QI ... wh-QP • ... 
h ....... I+NEGh ... (+NEG) ... NPI, ... 
c ....... f + ADV]i ... r + ADV) ... adverbi .. , 
d ....... 1 + ADVI •... 1 + NEGI ... adverb •... 

(54a-<1) are exemplified by (55-58) respectively: 

(55) Osamu-wa Akiko-ni Icp dare-ga nani-o sita ka) banasimasita ka'! 
-TOP -DAT who-NOM what-ACC did Q told Q 

• Does Osamu tell Akiko who did what'!' 



T 

----------------------------

100 

(56) Nobody didn't see anyone. 

(57) Jack will finish the job quic~;ly. 

(58) (=(l6a» *Did Fraok probably heat ail his opp()nent~'! 

(55) cao only he interpreted as a yes-no question, the wh-QPs having scope over the 

embedded clause. (56) cao only mean "everyone saw someone"; the NPI anyone can only 

he associated with not. In (57) the adverb quickly, which IS potentially amtllguous 

between event-modifying reading and process-modifying reading, can only he IOtcrpreted 

as process-modiiying. (58) is simply ungrammatical. The LF representations for (55-58) 

wou Id be as follows (in (62) proba.fJly is placed in-situ): 

(59) [cp Osamu-wa Akiko-ni Icp I.P dare-g~ "P XI 1 VP nani-o) 1 VP x) sita ka, +QU) 1" 1 
haoasimasita ka, +Q(I 

(60) IIP nobodYr+NEGI IIP XI did Ivp nO~+NEG' see anyonelll 

(61) r IP Jack willr + ADV) 1 VP 1 V' tïnisht + AnV( the job 1 quickly Il 
(62) *IPropp Pr0Pr+ADvli Icp di.1f +NEG( (lP Frank probably Ivp beat ail his opponentllllli 

ln (59) the 1 +QI in the embedded COMP blocks feature govemment by the 1 +QIIO the 

matrix COMP, making the multiple wh question interpretation unavailable. In (60) the 

( + NEGI in nobody CalIDot feature-govem the NPI due to the intervening 1 + N EG 1 in no/. 

In (61) the I+ADV] in V blocks feature govemmentby the I+ADVI in INFL, which 

renders the event-modifying reading of quickly impossible. In (62) 1 + NFGI in COMP 

disrupts fcature govemment of probably by 1 + ADVI in Prop. (48) and (49) above also 

involve the configuration given in (54d). 

4.2.2.2. Negative Polarity Items 

Let us furtber exanune minimality effects in Iicensing of NPls. As a point of 

departure, consider the following sentence involving the VP-idiom NPI budge an inch 

(from Linebarger (1987:337»: 

(63) He didn't budge an inch because he was pushed. 
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Linebarger (1987) notes that (63) Jacks the kind of ambiguity detected in exampJes Jike 

(64) (Linebarger 0987:333»: 

(64) George doesn't starve his cal because he loves her. 

This sentence ha~ the two interpretations in (65): 

(65) a. It's not because he loves her that George starves his cat; it's because ... 
b. l1's because he loves ber that George doesn't starve bis cat. 

Thus in (65) the because-clause can be either within or outside of the scope of the 

negation. On the other hand, (63) allows the redding in (66a) but not (66b): 

(66) a. CAUSE (he was pusbed, NOT r~e budged an inchJ) 
'His not moving was caused by his being pushed.' 

b. *NOT CAUSE (he was pushed, he budged an inch) 
'His moving wasn't caused by his being pushed.' 

Observing eomples like (63), Linebarger (1987:338) proposes the following constraint 

on licensing of NPls: 

(67) The Immediate scOJ)e Constrajnt (Ise) 
A negative polarity item is acceptable in a sentence S if in the LF of S the 
subformula representing the NPI is in the immediate scope of the negation operator. 
An element is in the immediate scope of NOT only if (1) it occurs ;n a proposition 
that is the entire scope of NOT, and (2) within this proposition there are no logical 
elements intervening between it and NOT. 

According to Linebarger, "Iogical elements" correspond roughly to propositional 

operators which include QPs, quantificational advcrbs22 , the causal predicate lexically 

expressed by INcause and 50 forth. The Ise prohibits the LF in (66b) where the because-

clause intervenes between the negation and the NPI. 

As an illustration of the ISe besides the case of because-clause, Linebarger (1987) 

discusses the interaction among NPIs, QPs, and negation. Consider the following example 

(from Linebarger (1987:353»: 

(68) Sile didn't wear any earrings to every party. 

This sentence can he construed as meaning (69a) but not (69b): 



(69) a. NOT 3x Vy (she wore x to yi where x = earrings. y = a party 
'There are no earrings that she wore to every party. ' 

b. *NOT 'Vy 3 x Ishe wore x to YI where x = earrings. y = a party 
'It wasn't to every party that she wore anyearrings.' 
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The impossibility of (69b) can he explained by the ISC. (69b) is ruled out since there is 

an offending universal QP between the negation and the NPI. 

It was suggested above that Iicensing of NPIs is dictated by the genercll Iicensing 

mechanism, i.e., featur\' govemment. Assuming that this is on the right track, a natural 

question is: Can the ISe he derived from sorne principle to which feature government is 

sensitive? 

The ISe is reminiscent of the minimality principle under consideration throughout 

this thesis, i.e., RM. Note that RM is built into the detinition of feature government (see 

(52». Then it would he plausible to think that tbe Ise cao be subsumed under RM. The 

idea is simply that "Iogical elements" as RM inducers block feature govemment of a NPI 

by negation. 

But it seems tbat the situation is different from the typical case that RM is meant 

to cover. At the beart of RM is the intuitive idea that government of an element Y by an 

element X is blocked by an iDtervening element Z only if Z is a potential governor of the 

same kind as X for Y. "Logical elements" are not potential governors for NPls in this 

sense since they do not (in most cases) license NPls.23 

We thus cannot assign "Iogical elements" the feature 1 + NEGI. Instead, let us 

assign them the feature [-NEG], which represents nonnegative logical elements. Let us 

further assume that [+NEG] and (-NEG) are GT-compatible witb each other. 

Given these assomptions, NPI licensing faels in examples like (63) and (68) can 

he accounted for in tenns of RM. The LF representations for (63) would he the 

following: 
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(70) a. IP b. * IP 
1 \ 1 \ 

IP CP he. l' 
1 \ I-NEGI 1 \ 

he· J' 
• 

didj VP 
/\ 1 \ 

didj VP not V' 
1 \ I+NEGII \ 

not V' Ij VP 
I+NEGI 1 \ 1 \ 

Ij VP VP CP 
1 \ /\ I-NEGI 

fi V' t,. • V' 
1 \ 1 \ 

budge an inch budge an inch 

(703) corresponds to the interpretation (66a), and (7Ob) to the interpretation (66b). (70a) 

is well-formed since the tèature 1 + NEG) successfully featurc-governs the NPI; the 

feature I-NEGI does not intervene between the two. (7Ob) is excluded since the NPI 

cannot be feature-governed by 1 + NEG) due to the intervening [-NEG1 feature. 

The LF representations for (68) would look lite the foUowing: 

(71) a. IP 
/\ 

shei l' 
1\ 

didj VP 
1 \ 

not V' 
I+NEGI 1 \ 

Ij VP 
1 \ 

t,. V' 
1 

1 \ 
wear VP 

1 \ 
any earrings V' 

1 \ 
Iv PP 

1 \ 
every partyk PP 

[-NEGI 1 \ 

to Xk 

b. * IP 
1 \ 

shej l' 
1 \ 

didj VP 
1\ 

not V' 
[+NEG) 1 \ 

1· VP J 
1 \ 

every partyt VP 
[-NEGI 1 \ 

VP PP 
1 \ 1 \ 

li V' to Xk 
1 \ 

wear VP 
1 \ 

anyearrings V' 

Iv 

1 

1 
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(71a,b) represent the readings (69a,b) respectively. (7Ia) is tine since the NPI is feature­

govemed by (+ NEG). (71b) is rulcd out since there is an otTending teature I-NEGI 

between [+ NEG 1 and the NPI. 

One may weil wonder if elements other than advert~ials and standard QPs show 

the same minimality effects. Observe the following conb"ast noted by Williams 

(1988: 141): 

(72) 1 know that people have paired off to play tennis, but 
a. 1 den't know who anyone picked as their partner. 
b. *1 don 't know who picked anyone as their partner. 

These examples can be explained by the present account. Ali we need to assume is that 

syntactic variables, as "Iogical elements", have the feature f-NE6). Given this feasible 

assumption, the LF representations for (72a,b) wou Id be (73a,b) respectively: 

(73) a. 1 do not know (cp whoj Cr+NEG1 [IP anyone picked "t-NEG)! as their partnerll 
b. *1 do not know (cp who. Ct+NEG1 [lPxl-NEG1i picked anyone as their partnerll 

ln (73a) nothing prevents the NPI in subject position from being feature-govemed by the 

negative COMP. In (73b), on the oti't-r hand, the variable with the feature I-NEGJ in 

subject position makes Iicensing of the NPI impossible. Hence the difference in 

grammaticality in (72).24 

4.2.3. 11ae Notion of Govemment Theory Compalibility 

The two preceding subsecûons surveyed the relevant configurations in .mtecedent 

government and feature government from the viewpoint of the present feature system. We 

are now in a position to try to fonnalize the notion of GT -compatibility. The general 

lmgrammatical patterns tbat emerged are summarized below: 

(74) a ....... X( +aJ ... Z[ +a) ... y '" 
b. * ... X[ +a] ... Zr-a] ... y .. . 
c ....... X[+AO) ... Zr+NO) ... y ... 
d ....... X(+ADV1 ... Z(+NEG) ... y ... 
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Consider the relation of the features 1 + AOI and 1 + NOl in (74c). Let us assume that the 

feature 1 + NOl is a proper subset of the feature 1 + AOJ. This is a feasible assumption, 

given the daim that nOI in English is in tact an adverb (Baker (1991), Ernst (1992». Let 

us further assume that the feature 1 + NEGJ is a proper subset of the feature 1 + ADV1. 

This assumption wou Id imply that only a limited group of adverbs must be licensed by 

1 + NEGI. Since there exist adverbial NPls such as ever, anymore, and yet, the 

assumption would not he unreasonable. Then we can collapse (74a, c, and d) into a case 

where Z has a feature that is a subset of a feature of X. 

RecaIJ from Section 2.4. that if our fonnulation of the SP is correct (see (15», 

there must be discrepancy in the relations hetween a wh-phrase and a QP with regard to 

GT-compatibility, i.e., a wh-phrase is GT-compatible with a QP but not vice versa. 

Consider (75a,b) and their LF representations in (76): 

(75) a. What did everyone bring? 
b. Who brought everything? 

(76) a. Icp wha~ did rlP ev~ryonej (IP Xj Ivp Ij bring xi1)]] 

1 1 1-1 1 
1 1 

b. Icp whoi IIP Xi Ivp everythingj Ivp li brought xï1J)) 
1-1 1 1 1 

1 1 

As noted above, (75a) is ambiguous, wbi1e (75b) is not. If a wh-phrase were not GT­

compatible with a QP, we would wrongly predict that (75a) should he unambiguous, the 

QP taking wide scope. This is because in (76a) not ail the members of the chain headed 

by the wh-phrase c-command a member of the chain beaded by the QP. If a QP were 

GT -compatible with a wh-phrase. we would expect the QP in (76b), whicb c-commands 

a trace of the wh-phrase, to he able to take scope over the wh-phrase. But this is not the 

case. 

The hypothesis that Z is GT -compatible with X ooly if Z bas a feature tbat is a 

subset of a feature of X helps us to capture the GT -compatibility of a wh-phrase with a 
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QP and the GT -incompatibility of a QP with a wh-phrase. Ali we need is a natural 

assumption that the feature 1 +QOl is a proper subset of the feature 1 +SO). The intuition 

that a wh-phrase is a kind of QP has been expressed in the literalure by the term "quasi­

quantifier" (cf. Chomsky (1975) and others). Given this assumption, a wh-phrase is GT­

compatible with a QP, but the latter is not GT -compatible with the former; the feature 

[+S01 is not a subset of the feature (+QO). 

Taking the above hypothesis and (74b) into consideration, we put forth the 

following characterization of GT -compatibility: 

(77) Goyernmept Theo{)' Compatibility: 
An element Z is GT-compatible with an element X only if, for Fz, a teature of Z, 
and Fx, a feature of X, 
(i) Fz is a subset of F" or 

(ii) Fz is the opposite of Fx. 

One may weil wonder whether or not the following configuration is well-formed: 

(78) ... Xr-a1 ... Zr-a] ... Y ... 

(78) is pertinent to antecedent government but not to feature govemment; (-NEGI is not 

a licensing feature (77) implies of course that (78) should be iII-formed. Consider (75a) 

again. Wh-phrases, QPs, and variables are all supposed to have the feature I-NEGI. If 

(78) is iII-formed, the chain (what, Xi) in (76a) should he broken at LF because of the OP 

(and its variable). Then (75a) is incorrectly expected to be unambiguous. Therefore, it 

must be the case tbat (78) is well-formed. In order to rule in (78), a condition of the 

following kind could he invoked: 

(79) Condition on Goyemment TheoQr Compatibility: 
A negative-valued feature is visible only to a positive-valued feature. 

Notice tbat according to (77) and (79), the configuration in (80) should he excluded: 

(SO) * ... Xl-a] ... Z[ +a) .. , y ... 

We will see below tbat this expedation is fulfilled. 

Notice a1so tbat (77) is intended to cover both antecedent government and feature 
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govcrnment. Thu~. wc are ~uggesting thllt GT-compatihllity is tndependent of the types 

ot government Accordingly. we can get rid of Il cr" from "cr-GT compatible ft in RM. 

Con\J<.Ier the ~tatU4) of the Visdlihty Condition on Relativized Minimality given in 

(9) Note lhat the condition was motivated by examples involvmg LF rnovement. Since 

we do nol want to parameterize properties of LF for learnahdity reasons. (39) IS assumed 

to he univer'\al or part of RM. 

Now. RM can he moditied as in (81): 

(81) Relativized Minimality: X in it~ canonicat position a-govems Y only if there is no 
Z such that 
(i) Z is GT-compatibk: with X 

(Ii) Z 6-commands Y and <loes not 6-command X. 

Summarizing, we suggested that GT -compatibility is better expressed by using a 

sel of teatures. 2S This characterization of GT-compatibility differs sharply from Rizzi's 

( 1990) original characterization in that it is essentially lexical rather than syntactic. The 

tè.>lIowing is a list of the features used in the above discussion (" A c B" means "A is a 

proper subset of B"): 

(82) a. operator teatures --- 1 +SOI (e.g. everyone) :::> 1 +QO) (e.g. who), 
1 + AO) (e.g. for this reason) ::> 1 + NOl (e.g. no one) 

h. variable teatures --- 1 +SV) (e.g. variable of everyone), 1 +QV) (e.g. variable of 
who) 

c. Iicensing features --- 1 +Q) (e.g. ka in Japanese), (+ WHI (e.g. 1 + WH) COMP 
in English), 
1 + ADVI (e.g. INFL in English) :::> 1 + NEGI (e.g. not) 

d. negative feature --- r-NEG) (e.g. because-clause) 

On an empiricaJ level, teature-based RM can cover more data (on A '­

dependencies) than Rizzi's RM, as we have seen above. In addition, introduction of 

features allows us to naturally express cross-Iinguistic variations in lexicon. Recent studies 

show that languages can vary substantially in their lexical inventories (cf. Aoun and 

Homstein (1985». By using features in combination, we can capture such variations. For 

example. the QP status of wh-elements in languages like Japanese can be described by 

1 
î 

\~ , 

! 

j 
1 

1 

1 
] 
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assuming that they possess the feature 1 + SOl. It can be assumed that Japanese dure 

'who' and naze 'why', for example. have the feature specitications 1 +QO. +SOI and 

f +QO, +SO, +AOI respectively. 

On a theoretical level, feature-based RM is in accord with the idea that LF is not 

a locus for parameterization. ft is along the lines of t"e strong hypothesis that lexicon is 

the only soune of cross-linguistic differences (cf. Fukui (1986H. 

4.3. Tbe Scopc Principle Revisited 

In Chapter 2, we dealt with three instances of Move a, Le., scrclmbling, NP­

movement, and wh-movement, and presented the SP in (83): 

(83)=«15» The Scope Principle (SP) 
An operator A has scope over an operator B in case 
(i) A c-commands a member of the chain containing B (A ç B) or 

(ii) ail members of the chain containing A c-command a member of the 
'.:hain containing B (A ~ B). 

The aim of this section is to briefly reexamine the SP from the viewpoint of the feature­

based GT -compatibility presented in the preceding section. 

First, let us consider cases involving a standard QP and negation. Observe the 

following examples from Homstem (1986): 

(84) a. Everyone didn't like the party. 
b. John didn't kiss every WOD1clJl at the party. 

These sentenCts are both unambiguous, but the scope relations between the uni versai QP 

and negation are different. In (84a) the QP takes scope over negation, whereas in (84b) 

negation takes scope over the QP. These interpretations can be explained by the SP. The 

LF representations for (84a,b) would be as follows: 
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(85) a. 'IP everyonel tSOl1 IIP xr+sVI,1 NEGII did nO~+NEGI Ivp II like the party 1 Il 
1 1 

h. 'IP John did n()~+NEGI Ivp every womanr+sol,I-NEGh Ivp kiss xr+svh at the partylll 
1 1 

Notice that (85a) has the configuration (80). In (85a) the link between the variable XI and 

the trace l, I~ hrokerL ThIs is hecallse negation wlth 1 + NEGI is GT-compatihle with the 

variahle with I-NEGI, rendering antecedent govemment hy the latter impossihle. In (85h) 

the QP, being GT-compatible Wlth negation, cannot raise over not. If it does, a violation 

of the ECP will ensue. Since the standard QP and negation are Gl -compatible with each 

other, the relative scope of the two operators in (85a,b) is calculated on the hasis of the 

tirst clause of the SP. Given (85a,h), the SP accounts for the scope relations in (84a,h) 

in the famlliar fashion. If in (85a) not were not GT -compatible with x, and thus there 

were a link between x, and t" we would wrongly predict that not should he able to take 

wide scope. Hence, we conclude that the configuration in (80) is actually iH-formed. 

luming to scope interaction of a QP and a modal-like element such as likely, 

consider. the fol1owing example: 

(86) Every student is hkely to cheat on the exam. 

As noted in Section 2.1.2., this sentence is ambiguous between the reading where the QP 

takes wide scope and the one where likely takes wide scope. The LF representation for 

(86) wou Id he (87): 

(87) 'IP every studen~ 'IP XI is IikelYj 'IP ti to cheat on the examllJ 
1 1 1 

Assuming the correctness of the SP, we are forced to say that a QP is Gl -compatihle 

with likely. If this is not the case, the QP in (87~ is subject to the second ciause of the 

SP. Then it wouJd be expected that the QP cannot take scope over the modal since not 

ail the members of the chain containing the former c-command a member of the chain 

containing the latter. How about the GT-compatibility of likely to a QP'! Consider the 

following three-way ambiguous example repeated from Chapter 1: 
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(88) Sorne senator is likely to speak at every rally. 
(i) 3 > hkely > 'V 

(ii) likely > 3 > li 
(in) likely > 'V > :3 
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In (88) every rail y cannnt take IiCOpe over Iike/y. Since we llecided that a QP i, CI 1'­

compatihle wlth /!ke/y, it must he the case that every rallv cannot ral!le ovcr IIAl'/v al LI-' 

If it can, we would wrongly expect the universal QP to he ahle to take scope Hver "kr/y. 

This implies that llke/y is GT-compatihle with a QP. and hlocks antecedent-govcrnmcnl 

by the latter (see Chapter l, footnote 13). Thus, we hypothesize that buth a QP and an 

operator Iike likely have the feature 1 +SOI. The ambiguity of (86) is consIstent wlth thls 

hypothesis. 

Finally, consider the scope relation of an epistemic modal and nO/: 

(89) John must not have done such a silly thing. 

In (89) the epistemic modal must ohligatorily takes wide scope with respect to negation. 

The LF representation for (89) would look like the following: 

(90) 1 PropP mus~ + AOli ProPr + AOIi "p John 1 VP no~ + AOI.r + NOl 1. have done such a silly 
thinglll 

Recall that we are assuming with Ernst (1992) that modals in English are generated 

within VP and Taise to INFL at S-structure. Prcsumably, in (90) ~I torces the 

intermediate trace of musi in INFL to delete. The trace 1. has already satistied the ECP 

at S-structure. There is no link between Prop and 1. due to the presence of nOi dl40ilurhing 

the antecedent govemment relation between the two. Given (90), the wide scope reading 

of musi in (89) is explainable by the SP. 

In short, the SP in (83) in conjunction with RM can explain data other than those 

examined in Chapter 2. 

4.4. Summary 

In this chapter, an attempt has been made to seek better characterizatÎon of GT-
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compatihllity. We began hy undermimng the pruviso in Rizzïs RM that adlomed 

element' will nol enter lOto RM. The inner i~land phenomena have turned out lo lend 

IiUpport ln our verMon uf RM. Based on the generalizations on mimmality etl'ects in 

antecedent government and feature government, we have proposed a notion of GT­

compauhihty whlch is detined in terms of a set of leXIcal features. We have also tested 

the SP against example~ not exammed in Chapter 2. It has been shown that the SP can 

account t'()r a wide range of scope (noo-)interaction. 



FOOTNOTES TO CHAPTER 4 

1. Recall that we have replaced Y ID (Il,) Wlth X. as m (2i). 

2. Here we are assummg that reason adverbs are adjomed 10 IP (though they can he 
adjoined to VP (see Collins (1991)). RizZI (1990:50) explicitly assumes thal reason 
adverhs are aqjoined to TP dominated hy AgrP. Note that evcn If we tollow Rlzzl ID thls 
regard,lloth (6a) and (7) are ruled out hy RM ID (1). 

3. But it appears that in the case of non-feature-dependent XP adverhials. only moved 
ones have the feature 1 + ADI reabzed. Consider the followmg: 

(i) It is Ifor this reasonlr+Ao)l that Mary believes with ail her heart that Bill was tired t •. 

If the adverbial phrase with ail her hean has 1 + AOI at LF, we wou Id incorrectly predict 
that (i) should he ungrammatical (see helow). 

4. One may he tempted to say that negative 0lJCrators are GT -compatible only with 
certain adverhials. given Ross's (1984) ohservation (ln grammatical examples hke the 
following: 

(i) It was yelt1erday that 1 dido't go to work. 

We suggest that in (i) yesterday can in fact onginate from an IP-adjoined position. Tu put 
it differently, a derivation is avadable for (i) where the negation does not intervene 
hetween yesterday and Its trace. This account predicts that examples like (i) would he 
un grammatical if we ensure that the negauon disrupt~ the chain formation, a predlctaon 
home out, as shown in (ii): 

(ii) *lt is yesterdaYI that no one heheves that 1 went to work t •. 

Though there seem to he further complications (see Ross (1984», we will take a strong 
stand and hypothesize that ail adverbial expressions are labelled 1 + ADI. 

5. Notice that postulation of null Lt'>erators in cleft constructions along the line~ of 
Chomsky (1977) will not help Rizzi to account for (5a). If we assume with Authler 
(1989) that null operators adjoin to IP, they will never induce RM eftect't ID Rizzi's 
system. Thus, hoth kinds of readings should he possihle in (5a). Even if we assume that 
null operators move to SPEC of CP, (5a) would he expected to he ambiguous, sance no 
one, by defmition, would not intervene hetween the null operator and it't variahle. 

6. We suspect that r +QO) and 1 + NOl can he identitied with 1 + WH 1 and 1 + NEG 1 
respectively, hut for the sake of exposition, we dlsregard this potentiaJ redundancy in our 
feature ilystem. 

7. For instance, (ia) seems nonexistent, and (ib), which is well-formed, as 
exemplified in (ii), is amenable to the present analysis (see helow): 

-- ----~- ----------------
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(i) a .... 1 tNOI .... 1 +QOI ... t • ... 
b .... ,+QO, .... 1 + NOl ... t • ... 

(ii) What didn't he tix'! 

8. (13) and (14) also involve the iII-tormed patterns (ia) and (ib) re~-pectively: 

(i) a. * ... 1 +Q, .... 1 +QJ ... t • ... 

b. * ... 1 tADVI .... I+ADVI ... t .... 

This is hecause in (13) the QPs contain the morphemes ka and mo, and in (14) Prop and 
carefully have 1 +ADVI at LF. Above, we ruled out (14) with the use of (ib). 

9. (17a) can also he excluded a~ having ill-formed (i): 

(i) * ... 1 +ADVI .... 1 +NEGI ... ' .... 

10. Jackendoff (1972:85) writes "rexamples like (18») are hest with the falIing 
intonation of a rhetorical question, which does not solieit information". But he adds that 
"with rising intonation, 'theYI seem at least marginal, and certainly hetter than the 
corresponding yes-no questions". Apart from examples such as (16a), a semantic account 
faces a problem posed by the following pair (thejudgements are Jackendoffs (1972:85); 
Travis (1988) marks (ib) with "*"): 

(i) a. Bill apparently has never seen anything to compare wim that. 
b. '!'!Never bas Bill apparently seen anything to compare with that. 

The only difference lies in preposing of the negative adverb never. which triggers the 
subject-aux inversion. The contrast in (i) suggests that the restriction in question is 
syntactic rather than semantic. Under the present account, (ib) is roled out in the same 
way as (16a). 

II. The tollowing configuration appears to be nonexistent: 

(i) ... xl +QVli .. , xr +QVJ ... Ii ... 

12. The exact clause-internai structure of Bulgariall is not clear to us. 

13. Notice that the MBR of Aoun and Li (1989) cannot role out superiority 
violations. In (34b), for instance, who does not qualify as a potential govemor for the 
variable of what since the co indexation of the latter wh-operator with the former one 
results in a violation of Condition C. 

14. Rizzi (1990) would explain the ungrammaticaJ (33b) by stipulating that SPEC of 
IP can optionally count as At-specifier (Rizzi (1990:21». Note that this analysis does not 
ex tend to the pure superiority in (35b) because the wh-in-situ is within VP. 

15. The same effect would be obtained by adjoining the higber VP to IP. 

16. Assuming with Huang (1982) among others that Subjacency does not constrain 
LF movement (but see Pesetsky (1987), Nishigauchi (1990) etc.). 
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17. The precise clal':~t'-intemal structure of Serho-('roatlan I~ not ohvlllus (0 U~ 

18. (45) can he learned on the hasil< of positive eVldcnce and thu~ doe~ not Jll\se a 
leamahtlity prohlem. Note that it does nol aftcct a RM acclluni of \\'''-I~land ctfc('t!> JO 

Polish-type languages. 

19. In Bulganan-type languages, the order of wh-phrases ln SPEC ot CP is tixed h)r 
m~tance, orders of wh-phrases other than that ln (1) are not allowed: 

(i) KOJ kogo ma kogo e pokazal? 
who whom to whom has pointcd out 
. V/ho pointed out whom to whom'!' 

Obviously, the impossibility of the other orders cannot he cxptamed hy RM. lt may he 
explained by assuming that (1) a<f.junction of wh-phrases is to the nght in Bulganan-type 
languages (Rudin (1988), and (ii) shorter chains must he created hefore longer one .. 
(Chomsky's suggestIOn mentioned in Mahajan (1990)). 

20. This movement of epistemic moda:s, whlch are heads, to a SPEC posItIOn goc~ 
against the standard X-har-theoretic assumption. One could aS!i.ume that epistemic m()dal~ 
adjoin to PropP (see Baltin (1991) for the claim that heads can a<i.ioin tn maxImal 
projections at LF). Still, we will tentatively stick to the assumptlOn in the text. 

21. The configuration in (i) is assumed to he ilI-formed on conceptual grounds, 

(i) * ... 1 + WH 1. ... 1 + WH 1 ... wh-phrasei ... 

But the wh-phrase can raise over the lower 1 + WH 1 and be licensed by the hlgher 1 • WH 1 
(see (40) ahove), 

22. We are not sure exactly what is meant by "quantitïcational" adverbs. 

23. See Linebarger (1987) for a list of NPI licensers ln Enghsh. 

24. Notice that examples Iike (i) are correctly ruled in hy our account (Linehargcr 
(1987:337»: 

(i) He didn't move because anyone pushed hlm. 

ln (i) the because-clause must be adjoined to VP; if It is adjomed to (P, the NP( in~J(.Jc 

it will not be m-commanded by 1 + NEGI in not. The feature I-NEGI of the hecausf­
clause, which we assumt. to percolate up to the CP node, does not intervene between 
[+ NEGI and the NPI. This is because I-NEGI dominates and, by definition, ~oes not m­
command the NPl (see (2». Sinee barriers do not block t'eature government (~ee Chapter 
3), [+ NEGI successfully feature-governs the NPI in Ci). 

25. Il is interesting to note that feature-based minimality has becn propŒcd 
independently by Fanselow (1991) on completely different grounds. FanM!low' \ 
(1991:232) minimality condition is provided below: 
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(i) Relativized feature-based minimality condition: 
a cannot enter a relation of govemmenl for the feature f with 8 al the level L in 
Il-f ... a ... (E ... ô ... 8 ... 11 
if E is a pf(~jection of ô that excludes a~ and if ô govems 8 for fat L (and if ô 
c-commands 8). 

How RM advocated in this thesis and (i) can be unified is an intriguing question but must 
he left open for future work. 
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CONCLUSION 

ln this thesis, we have been concemed particularly with the following questions 

and have tried to give them answers: 

( 1) a. What is the principle goveming scope relations among operators'! 
b. What is the locality principle goveming LF movement of operators'! 
c. What is the mechanism goveming Iicensing of (certain) operators'! 

ln Chapter 2 and later in Section 4.3., we attempted to answer (la,b) by examining the 

relation of Move Of to the scope of operators. In Chapter 3, we discussed the Iicensing 

of wh-elements, negative polarity items, and adverbs in order to answer (le). The daims 

that have been made above in response to (la-c) are summarized in (2a-c) respectively: 

(2) a. The Scope Principle determines the relative scope of given two operators. This 
principle is sensitive to Government Theory Compatibility, which is built into 
Relativized Minimality. ft also utilizes chains defmed in terms of antecedent 
govemment, whicb is constrained by Relativized Minimality (and barriers). 

b. The Empty Category Principle restricts LF movement of operators (as weil as other 
kinds of movement in general). This principle is (partly) defined in terms of 
antecedent government, which is constrained by Relativized Minimality (and 
barriers). 

c. The Feature-Dependent Item Criterion dictates licensing of (certain) operators (and 
supposedly other feature-dependent items). This criterion is formulated on the basis 
of feature govemment, wbicb is constrained by Relativized Minimality. 

What is remarkable in (2a-c) is the importance of Retativized Minimality in the syntax 

and semantics of operators. As we saw above, Relativized Minimality makes crucial use 

of the notion of Government Theory Compatibility. The proposais in (2a-c) naturally led 

us to ast the question in (3): 

(3) How sbould Govemment Tbeory Compatibility he cbaracterized'! 

In Chapter 4, we considered minimality effects in antecedent govemment and feature 

govemment in order to answer (3). In reply to (3), we suggested the following: 
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(4) Government Theory Compatibility should be defmed in terms of lexical features. 

Notice that the results in (2) and (4) are in accord with the working hYJX'thesis 

that LF is not a locus for parameterization (cf. Higginbotham (1983». From the 

viewpoint of acquisition, this is of course a welcome outcome because it is commonly 

he Id that no positive evidence pertaillling to LF properties is available to children. The 

Scope Principle, the Empty Category Principle, and the Feature-Dependent Criterion are 

assumed to be universal and thus part of Universal Grammar (the latter two may be 

derived from an overriding principle such as the Principle of Full Interpretation). Since 

ReJativized Mini.naJity, Govemment Tbeory Compatibility in particular, and barriers are 

incorporated into these princip les and criterion, they are also assumed to be part of 

Universal Grammar. Cross-linguistic variations in scopal and distributional behavior of 

operators can be ascribed to the differences in lexical inventories among languages and 

the S-structure parameters and conditions. The lexicon of a pm1icular language determines 

Govemment Theory Compatibility in that language. For instance, a standard QP is GT­

compatible with a wh-element in languages like Japanese but not in languages like 

English. Also, morphological requirements such as the [+ WH) COMP Identification 

manifest themselves as cross-linguistic differences. Furthermore, parameters such as the 

Feature Govemment Pararneter and conditions such as the Condition on Relativized 

Minimality, which constrain S-structure representations, are responsible for certain cross­

linguistic variations. Our overall approacb does not face a leamability problem since a 

child bas to learn the lexicon of his/her native language anyway and S-structure properties 

are directly observable. 

The results in (2), ifthey are correct, suggest that semantic interpretation (at least 

in core C'Jse5 like those we dealt with above) is heavily dependent on (overt and covert) 

syntaxe As shown in (2), the Empty Category Principle, antecedent government, and 

feature govemment, which are ail essentially syntactic in nature, are crucial in fixing the 

scope of operators. This conclusion is far from DOvel. The direct relevance of syntax to 
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semantics has often been argued for and emphasized in the G B literature (cf. May (1977. 

1985), Homstein (1984) among others). But what has not been emphasized enough. wc 

believe, is the importance oflexicon (Aoun and Homstein (1985) is a notable exception). 

If the claim in (4) is on the right track, lexical properties of operators play an integral 

part in scope assignmcnt via Government Theory Compatibility and Relativized 

Minimality. This conclusion makes intuitive sense. which might be the reason why the 

significance of lexicon to semantics has often been overlooked or taken for granted. In 

this thesis, we made concrete proposais as to how lexical properties of operators are used 

in assigning their scope. The general conclusion we can draw from (2) and (4) is that 

scope interpretation is determined to a great extent by the intricate interaction of lexicon 

and syntax. 

Let us close our discussion by mentioning a few residual questions which are left 

open for further study. One important problem in the present context is: What are 

possible lexical features for the purpose of Govemment Theory Compatibility" There 

must be some sort of criterion that specifies the possible range of features. Otherwise, the 

theory would allow undesirable expansion of features. Il is quite reasonable to think that 

the possible features are limited in number so that theyare learnable. 

In the above discussion, we did not examine three types of govemment that 

Rizzi' s (1990) Relativized Minimality is intended to cover, i. e., antecedent government 

in A-movement, antecedent govemment in head movement, and head government. What 

does (4) say about these types of government? Let us first take up antecedent government 

in head movement. Baker and Hale (1990), discussing head movernent, argue that 

Relativized Minimality must be made sensitive to the distinction between lexical and 

functional categories. Note that their claim, if correct, supports the idea in (4) since the 

lexical-functional distinction is in the lexicon. In order to account for the data examined 

in Baker and Hale (1990), ail we need to do is to assume tbat there are features, say, 

[ + LEX1 and 1 + FUN], and that lexical heads and functional heads possess r + LEXI and 

... 
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1 + FUN 1 respectively. 

If antecedent govemment in A-rnovement, so-called super raising in particular, 

is to he explained by Relativized Minirnality, (4) may need modification. Perhaps it 

would he necessary to introduce sorne Case feature to rule out super rai.;mg. If, on the 

other hand, antecedent governrnent in A-movement is to he accounted for in another 

way,' we can of course maintain (4) as it stands. 

It is not clear if (4), as it is, can he extended to head govemment. According to 

Rizzi (1990), Relativized Minimality can capture the fact that ExceptionaJ Case Marking 

cannot take place across CP; COMP, null or overt, will block govemment of the 

embedded subject by the higher verb and thus Case assignment. But we suggested above 

that Govemment Theory Compatibility is independent of the types of government. Then 

it would be expected that head government, as in the case of antecedent govemment, 

distinguishes lexical categories from functional categories and that COMP, being a 

functional head, does not block government by a verb, a lexical head. Again, if the facts 

surrounding Exceptional Case Marking can be handled without Relativized Minimality, 

we would he able to keep (4) intact. 

One major conceptual question concems the redundancies of Relativized 

Minimality with the other competing Iocality principles proposed in the literature. The 

redundancies between Relativized Minimality and Generalized Binding of Aoun (1985), 

which we will not go into, especially seem overwhelming.2 It appears highly unlikely 

that grammar contains both of these principles. 

Despite these and other remaining questions, we bope to bave sbown tbat 

Relativized Minimality in combination witb Government Theory Compatibility plays a 

key role in various scope phenomena and is worth pursuing in future research. 



FOOTNOTES TO CHAPTBR S 

1. See Lasnik and Saito (1992) for such a proposai. 

2. See Fanselow (1991) for much relevant discussion. 

i ... 
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