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## Abstract

Traffic estimation and detection methods have been used for decades to study the roads in urban environments. These road networks and the traffic patterns present on them have traditionally been studied with point-sensor systems such as inductive loops, which record the number of vehicles on a road segment. However in recent time, advances in automatic vehicle identification (AVI) sensors have allowed for a more advanced sensor deployement on these urban roads. These sensors record a unique identifier for a vehicle at each sensor location allowing the vehicles to be tracked over time.

This thesis presents three topics utilizing data from AVI data to perform a series of tasks ranging from convoy detection to estimation of the traffic flow on an urban road network to estimation of the origin-destination (OD) patterns of travellers on a road network. In the first article, we present a method for identifying vehicles which appear to be traveling in dependent patterns through a sensor network deployed in an urban road environment. The next article looks at expanding the model for nominal traffic to allow for time-varying changes in the traffic as the day progresses. Finally we present a method in the last article which recreates an OD matrix from a stream of AVI data into a time-varying mixture model of the OD matrices present in the road network.

The presented methods have applications ranging from law enforcement (for convoy detection), to emergency evacuation management (time-varying traffic pattern estimation), to city planning (estimation of time-varying OD matrices). The collection of methods which are presented in this thesis enrich the field of traffic engineering by allowing models which are only dependent on the data instead of prior biasing information as well as having applications in real-time environments. In the three manuscripts presented, we lay out the analytical methods for detection as well as estimation. We then analyze the algorithms' performance on real and simulated data throughout this work.

## Sommaire

Les méthodes d'estimation et de détection du trafic ont été utilisées pendant des décennies pour étudier les routes en milieu urbain. Ces réseaux routiers et les modes de circulation qui y sont présents ont été traditionnellement étudiés avec des systèmes de capteurs ponctuels tels que des boucles inductives qui enregistrent le nombre de véhicules sur un segment de route. Toutefois, ces derniers temps, les progrès réalisés dans les capteurs d'identification automatique des véhicules (AVI) ont permis un déploiement de capteurs plus avancé sur ces routes urbaines. Ces capteurs enregistrent un identifiant unique pour un véhicule chaque emplacement de capteur permettant aux véhicules d'être suivis au fil du temps.

Cette thèse présente trois thèmes utilisant des données de données AVI pour effectuer une série de tâches allant de la détection de convoi l'estimation du flux de trafic sur un réseau routier urbain l'estimation des profils origine-destination des voyageurs sur un réseau routier. Dans le premier article, nous présentons une méthode pour identifier des véhicules qui semblent se déplacer en motifs dépendants travers un réseau de capteurs dployé dans un environnement routier urbain. L'article suivant se penche sur l'expansion du modèle pour le trafic nominal afin de permettre des changements dans le temps du trafic mesure que le jour progresse. Enfin, nous prsentons une méthode dans le dernier article qui recrée et la matrice OD d'un flux de données AVI dans un modèle de mélange variant dans le temps des matrices OD présentes dans le réseau routier.

Les méthodes présentées ont des applications allant de l'application de la loi (pour la détection de convoi), la gestion d'évacuation d'urgence (estimation de la tendance du trafic variable dans le temps), l'urbanisme (estimation des matrices OD variables dans le temps). La collection de méthodes présentées dans cette thèse enrichit le domaine de l'ingénierie du trafic en permettant des modèles qui dépendent uniquement des données au lieu des informations de polarisation préalable ainsi que des applications en temps réel. Dans les trois manuscrits présentés, nous présentons les mthodes analytiques de dtection et
d'estimation. Nous analysons ensuite la performance des algorithmes sur des donnes relles et simules tout au long de ce travail.
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## Chapter 1

## Introduction

### 1.1 Framework

The overlaying theme of this thesis is the estimation of models using automatic vehicle identification (AVI) sensors, and more specifically in much of this work, license plate recognition (LPR) sensors. The following chapter contains examples of other classes of AVI sensors. Automatic vehicle identification sensors capture a unique identifier and metadata about vehicles when they pass within the sensor's detection region. The emergence of lower cost and higher accuracy sensors has allowed for many more urban road networks to be equipped with these sensors. They provide a per-sensor stream of point-measurements of a vehicle which passes by. Traditional sensors deployed in traffic estimation are inductive loops which are buried under the road and only provide a count of the number of vehicles which pass above them. Utilizing AVI data allows for types of signal processing techniques to be applied which were could not be used with only traffic count data from inductive loops. In addition to simply modeling the flow of traffic, a multitude of other estimation and detection tasks can be performed such as identifying patterns or anomalies within the road networks.

This thesis makes use of the information-rich data coming from AVI sensors to perform various statistical analysis on the data. We utilize AVI data to estimate the time-varying traffic flow through a road network as well as detect vehicles which are traveling as convoys through the road network. All of the detection and estimation techniques presented are in a centralized fusion-center style system. The methods presented can be quite complex and utilizing a fusion center style system allows a simpler notation to present these initial
methods. We demonstrate that utilization of AVI data can propel the methods traditionally used for convoy detection and traffic estimation to new heights, as well as doing so in an efficient manner.

### 1.2 Motivation

Automatic vehicle identification data is commonly used today for a wide range of applications. Traffic law enforcement forces around the world use LPR sensors to automate the processes of running checks on unpaid registrations. Parking enforcement offices also use LPR to enforce parking restrictions in cities world-wide. Other types of AVI sensors are also used for travel-time estimation at many country border crossings to give travellers an estimate of their wait time before coming to customs and immigration services. However the use of AVI data to estimate traffic flow models has received limited study.

Traffic flow and estimation models are commonly used by a multitude of city service departments. For example, city planners will consider traffic models to determine where new roads need to be added or existing ones expanded. Also police will use these types of models to determine optimal placement of traffic enforcement officers to detect anomolous or target patterns in the traffic flow. In this work we propose techniques to transform AVI data into actionable models which can be used by these various sources.

### 1.3 Thesis Outline and Contributions

This manuscript-based thesis is comprised of three articles and six chapters of supplementary material, including this introduction chapter. Chapter 2 provides background on the field of time-varying mixture models, traffic estimation, and convoy detection. The background includes a brief history of each field addressed in this thesis, as well as the terminology and methodologies used in each field.

Chapters 4, 6, and 8 constitute three manuscripts which are either accepted or currently under review of peer-reviewed journals. They are presented in chronological order to most accurately represent the progression of the research presented in this thesis. Chapter 3 begins with an explanation of our interest in the problem of convoy detection and then presents the first manuscript in Chapter 4, titled Convoy Detection Using License Plate Recognition Data. The contribution of this chapter is the introduction of the problem of
detecting groups of vehicles traveling through an urban road network as a convoy (i.e. in a dependent fashion) as well as the proposition of a statistical detection method and assesing its performance empirically using simulated and real data sources. We formulate a mathematical notion of what it means to be a convoy and then present a method based on a sequential hypothesis test to detect convoys traveling in a streaming-data environment. Chapter 4 ends with a discussion on the transition of research direction to time-varying models for traffic behavior, addressed in Chapter 6 .

Chapter 5 introduces the second manuscript in Chapter 6 titled Time-Varying Mixtures of Markov Chains: An Application to Traffic Estimation. It is the estimation of timevarying mixture models of Markov chains utilizing a new algorithm, titled the "Automatic Hard EM algorithm". In this contribution, the complex notion of a time-varying mixturemodel of Markov chains is presented. This model can be used to model networks which change their structure periodically and need to be remodeled in near real-time. This model allows for the addition, deletion, and movement of components in the mixture model as time progresses which allows much greater power and flexibility in complex network modeling. Traditionally these types of dynamic models require complex estimation techniques, such as Dirichlet process mixture models or complex Expectation-Maximization techniques, which cannot guarantee convergence in a time-frame which might be applicable in real-time applications. The second contribution of this work is then the introduction of the Automatic Hard EM algorithm which provides a method of model order and parameter estimation of time-varying model of mixtures of probabilistic models.

Chapter 7 introduces the final manuscript in this thesis, which is presented in Chapter 8 and titled Origin Destination Matrix Estimation Utilizing the Automatic Hard EM Algorithm. This work extends the work presented in Chapter 6 to the field of traffic engineering. In this contribution, an extension of the model presented in Chapter 6 that captures the destination of a vehicle, is provided. This new model then represents both the origin state as well as the destination state of vehicles along with the routes followed between origins and destinations. From this we propose using the Automatic Hard EM algorithm to fit this model, which can be further transformed into an Origin-Destination (OD) matrix commonly used in city planning and traffic research. However the main contribution of the OD matrix estimated using this technique is the automatic association of specific origindestination pairs and their associated routing information. This gives a wealth of additional information not traditionally encoded in OD matrix estimation techniques.

We conclude this thesis in Chapter 9 with a proposal of possible extensions to the work presented herein. We focus on four proposed extensions. The first is the application of the Automatic Hard EM algorithm to mixtures of other probabilistic distributions, such as Normal distributions. The second extension is a deeper investigation to the implications of using the Kullback-Leibler divergence which is a key component in the presented Automatic Hard EM Algorithm. The third extension is related to the addition of traffic count data to augment poor deployment coverage of AVI sensors in OD matrix estimation. Traffic count sensors, such as inductive loops, are already heavily deployed in traffic networks and are an economical option to augment the data retrieved from AVI sensors. We propose using this type of data to correct errors in OD estimates using only AVI data. Finally we propose an extension which would extend the models to account for errors in the AVI data.

## Chapter 2

## Background

### 2.1 Chapter Introduction

The following sections outline the background in the order of how the research progressed as well as the state of-the-art for each of the topics discussed, beginning with the more detailed introduction of AVI data in Section 2.2. Next in Section 2.3, the problem of convoy detection is introduced, which is detecting groups of vehicles travelling dependently through a network of AVI sensors. I then move to the problem of how does one more accurately estimate background traffic using time-varying mixture models. We conclude with the introduction of the problem of origin-destination (OD) matrix estimation using these newly introduced models for traffic movement. This chapter serves to outline the problems addressed in the main sections of the thesis as well as to provide brief background on these topics.

### 2.2 Automatic Vehicle Identification

Traditionally traffic engineers have deployed sensors of the form of inductive loops, which are deployed below a road segment and capture the number of vehicles passing above them. In this thesis we utilize a new emerging technology which is gaining popularity in traffic research called AVI sensors. Automatic vehicle identification (AVI) sensors are a class of sensor which provide information in the form of vehicle $V$ was observed at location $(X, Y)$ at time $T$. In this work we only address the sub-class of AVI sensors where their location is static, i.e. the location of the sensor is roughly the location where a vehicle is observed
at. Each type of AVI sensor captures a unique identifier for a vehicle which is dependent on the sensor being utilized. Examples of AVI sensors are

1. Bluetooth sensors: These sensors capture the MAC address of the in-vehicle entertainment system or cell phones which are inside the vehicle at the time. When a MAC address is read, the time and location of the capture are associated and recorded.
2. Licence plate recognition: These sensors are cameras which run a specialized objectcharacter recognition algorithm which identifies and records the license place of vehicles which pass in front of them.
3. EZPass readers: EZPass is a technology deployed in regions of the United States, with comparable systems deployed elsewhere around the world, which is a specialized device which allows people to pass through tollbooths without stopping and charges an account instead of paying cash at the booth. EZPass readers can also be deployed in a read-only fashion where the EZPass ID is recorded and the account is not charged. Every time an ID is captured, it constitutes a unique identification of the vehicle with the EZPass ID and collections of these reads are a form of AVI data.

Given a collection of AVI data, one can organize the AVI observations into observation sequences by ordering by the unique vehicle identifier. A sequence of observations of a vehicle is an irregularly-sampled time-series of locations where the vehicle was observed. From collections of AVI data in this form, this thesis attempts to solve the problems of traffic estimation and convoy detection as outlined in the following.

### 2.3 Convoy Detection

A convoy of vehicles is two or more vehicles travelling through a network of roads in a dependent fashion. This means that the group of vehicles travelling as a convoy follow similar paths within a small timeframe from the others in the group. Early works studying convoy detection methods utilize the ground moving target indicator (GMTI) data PPR09, Koc02. This class of sensor, as previously stated, have a very wide field-of-view and longrange which allows them to provide more continuous information about the vehicles being tracked. They can provide samples of the vehicles within their range continuously until their leave their detection area. These sensors also can provide observation samples of the
vehicles with a regular frequency opening the class of convoy detection methods to alternate approaches. Lastly in scenarios utilizing GMTI data, typically only one or a few sensors are deployed to perform the tracking and convoy detection.

In more recent research for convoy detection, trajectory databases have been proposed. These utilize information captured from GPS devices, such as a cell phone or GPS navigation system, for a collection of vehicles. Together a database of vehicle trajectories over time is built. Inside this database, as a post-processing step, convoy detection has been performed using a variety of methods [JLO07, JYZ ${ }^{+} 08$, KMB05, WBH12]. In addition, a decentralized method for these types of trajectory databases has been proposed in YD12.

Lastly more recent work in convoy detection using a class of AVI sensors, license plate recognition, has been proposed in $\mathrm{HHZ}^{+} 11$. This method utilizes a database of recorded LPR observations and it thresholds the number of co-occurrences to try and identify convoys of vehicles following exactly the same path. The method proposed in Chapter 4 utilizes the same type of data however utilizes alternate statistical methods to identify vehicles travelling as a convoy inside nominal traffic.

### 2.3.1 Formal Definition of a Convoy

In order to address the problem of a convoy detection, first an understanding of what it means to be a convoy is necessary. In the work presented here, we propose considering a convoy as a group of two or more vehicles which follow a highly dependent route through the road network. In order to determine if vehicles are travelling as a convoy versus simply travelling normally through the network of roads we propose utilizing two models in a hypothesis testing framework. The first model is the null hypothesis which is the model that states vehicle trajectories are governed by a mixture model of discrete-time, firstorder Markov chains. Secondly the alternate hypothesis utilizes the distance covered by vehicles travelling similar routes as well as the co-dependent times in which they make the transitions between sensors.

### 2.3.2 Hypothesis Testing in Real-Time Applications

In addition to detecting convoys using AVI data, we would also like to do so in realtime applications. In order to do this, we utilize sequential hypothesis testing Wal66 techniques for each pair of vehicles being tracked. I only address the problem of detecting
pairs of vehicles travelling together because the construction of a larger group from pairwise detections is a trivial problem (as shown in Chapter 4) whereas deriving a method which tracks a varying size convoy group is significantly more complex. As observations are received, the likelihood that the observation comes from the null or alternate hypothesis is updated and a likelihood ratio between the two computed. When this ratio exceeds a high or low boundary a decision for the alternate or null hypothesis can be made. The choice of these boundaries will heavily impact the detection rate as well as the rate of false positive detections. In order to choose the upper and lower boundaries, Wald in Wal66 demonstrates that these limits can be chosen to guarantee certain false-positive and detection rates. When the likelihood ratio is between these two boundaries then the statistical hypothesis test waits for more data to arrive in order to update its estimate further.

### 2.4 Time-Varying Mixture Models

Time-varying mixtures of probability models are useful tools to estimate complex, timevarying datasets. Use of these complex models is traditionally limited by the ability to estimate the parameters of the distributions using algorithms which take a long time to converge to accurate parameter estimates. In Sections 2.4.1 and 2.4 .2 we outline the state of the art estimation methods for these class of models as well as their limitations.

### 2.4.1 History of Time-Varying Mixture Models

Historically time-varying mixture models are viewed in the context of Dirichlet process mixture models [CDD07 which adopt a Bayesian non-parametric approach to the estimation of these mixture models. They state that there are a infinite number of components in the mixture model where only a countable number have a measurable mixture weight. This means that at any point in time only a set number of mixture components are governing the behaviour of the observed data up to that point in time. For example, Stephens [Ste00] proposed a Bayesian representation of a mixture model using a marked point-process.

These models traditionally perform inference utilizing Markov Chain Monte Carlo (MCMC) methods where computational performance guarantees are difficult to achieve due the random sampling nature of MCMC inference methods. In addition the term curse of dimensionality is typically attached to MCMC estimation of high dimensional mixture models.

This is because MCMC methods, which sample candidate models such as reversible jump MCMC, sample candidates from the space of possible models and then either accept or reject the candidate. If the parameter space is quite high, for example as with Markov chains in the context studied in this thesis, then it is very difficult to sample good candidate points.

The problem of parameter estimation in high dimensional mixture models also typically uses high-dimensional mixtures of Gaussian distributions where additional properties of the Gaussian distribution can be leveraged to simplify the models and estimation techniques. In the general setting, these types of simplifications are not typically available.

If one views a time-varying mixture model at a single point in time, then the model at that time-point can be estimated as a mixture model with an unknown number of components. Therefore I also provide a review of the literature of mixture model estimation in the non time-varying setting but with an unknown number of components in the mixture model. The problem of automatic model-order selection was initially addressed utilizing model selection criteria such as the Akaike information criterion (AIC) Aka74, Bayesian information criterion (BIC) [Sch78], and minimum description length (MDL) Ris78] criterion. To utilize these criterions, multiple candidate models with varying parameters and number of components are estimated and these are used to score the fit of the model. The computation of the class of candidate models can be very time-consuming and computationally expensive when the model order or dimension are high. Therefore these methods are best suited for small models or models with a low dimension.

Moving forward, Corduneanu and Bishop [CB01] utilize another Bayesian representation of a mixture model and utilize variational methods to anneal the number of components starting at a pre-specified maximum value. Taking a similar approach is the CEM ${ }^{2}$ algorithm introduced in [FJ02]. This work has had high interest and continued on with Chen et al. [K08] and Huang et al. [HPZ13] which remove the variational estimation schemes of [CB01] for a more traditional EM approach. However in all of these works, it is necessary to specify some maximum number of possible components which are then annealed to the proper number.

The most closely related work to the method presented in this thesis in Chapter 6 is that of Verbeek et al. [VVK03] which attempts to solve the problem of mixture model order selection without specifying a maximum number of mixture model components and instead add components in a greedy nature as necessary. At each iteration, the algorithm
in VVK03 will compute the fit of $k$ specified components and then perform a search over a set of possible candidates to determine if a new candidate model is necessary and if so, add it and refit the model utilizing the EM algorithm. However as is traditionally presented in the Dirichlet process mixture model frameworks, Verbeek et al. utilize Gaussian models for their mixture model components and exploit features of the Gaussian distribution to limit their search over the field of possible candidate models.

### 2.4.2 Estimation of Time-Varying Mixture Models

As Sec. 2.4.1 demonstrates, the problem of time-varying mixture models has received a relatively high degree of study. The work I present in this thesis however assumes a different class of model which to the best of my knowledge has yet to be studied. In order to not consider infinite parameter spaces as is typically done in Dirichlet process mixture models which are applicable to time-varying applications, a fully generative specification of the model dynamics is necessary. I leave the definition of the dynamics to the relevant chapter later, Chapter 6, however a brief overview of time-varying discrete mixture models is helpful.

Consider a mixture model at time $t$ which contains $M(t)$ components. As time progresses from $t$ to $t+1$, the model specified by $M(t)$ components should be updated to contain $M(t+1)$ components given newly observed data. However we still wish to propagate information contained in the model at time $t$. This model is useful for data which arrives in batches or sequentially and can be batched into time-windows and where the assumption that time-windows are independent of each other is not possible. We wish to estimate the parameters of this mixture model as data arrives and update it accordingly. Between time-windows, components in the mixture model can change, die, or new ones can be created. This means that $M(t+1)$ is not necessarily the same as $M(t)$.

### 2.5 Origin-Destination Matrix Estimation

The ultimate goal of the mixture model presented in Chapter 6 and the modified version of this model presented in Chapter 8 is to estimate traffic patterns. These patterns are the observed paths through the network of AVI sensors deployed in an urban environment. Traditionally in traffic engineering, the estimation of traffic flow in a city is done via
estimation of the origin-destination (OD) matrix. The OD matrix, also called the triptable matrix, is a matrix where each cell $(i, j)$ of the matrix denotes the number of vehicles which travelled from a regional zone $i$ to zone $j$.

### 2.5.1 History of Origin Destination Matrices

Estimation of origin destination matrices has been well studied in traffic engineering research. Work in this field has ranged from simple Fratar or growth models Eva70, which do not differentiate trips by purpose and assign a simple growth factor to account for population growth to an existing OD matrix, to more complex methods which include the gravity-type model and the intervening opportunities model O'N87. The gravity model is still the most widely used model for OD matrices and OD matrix estimation techniques. Origin-destination matrix estimation techniques traditionally start with a target OD matrix and then one of several estimation methods is applied to update this target to current demands given traffic count data. A large class of work has been applied to this problem and multiple solutions for the matrix estimation problem have been proposed. Sherali et al. SNS03 and Peterson Pet07a together provide a good overview of this class of OD matrix estimation techniques.

Methods of OD matrix estimation which are seeded with a prior OD matrix typically suffer in that they cannot rapidly adapt to mass changes in traffic patterns. Being based on an informative prior such as a previous OD matrix heavily biases future estimates to appear to be of the form of the provided OD matrix [CMJ08]. In real-world scenarios, short-term traffic pattern estimates are highly volatile. However long-term trends typically demonstrate that patterns hold for long periods, making these classes of estimation techniques appealing. A downside to these techniques is that the monetary as well as physical cost of gathering a prior OD matrix can be exorbitant. They are typically generated from manual surveys which asses where people live and work, their typical mode of transport, as well as a multitude of other factors over an extended period of time. These survey results are then gathered by experts to create a target OD matrix. However this OD matrix is only truly valid for a short period, but the cost of recreating it is very expensive, and therefore they tend to be utilized long after their true validity period. Utilizing only traffic count data it is difficult to see how a better estimate than that proposed using a prior OD matrix would be possible.

In today's road network environments, access to sensors which provide more rich information than simply just traffic counts is available. In many instances, highly accurate forms of AVI sensors are already deployed for city surveillance uses ${ }^{1}$. The use of these class of sensors have been applied to OD matrix estimation in [Zij97, DR05]. Both of these works utilize AVI data in conjunction with traffic counts to improve the performance and reliability of OD matrix estimates given missing information in the prior OD matrix or errors in the arriving traffic count data.

Traditional OD matrix estimation methods do not account for the paths which vehicles take to get from an origin to a destination. This is because of limitations in the information contained in traffic count data. This is because it is often impossible to say which traffic counts influence other traffic counts when there are multiple paths available through the road network. Utilizing AVI type data, we then gain the ability to track a vehicle from one point to another by matching the AVI identifications. This is a core property of AVI data which is exploited in the paper in Chapter 8 .
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## Chapter 3

## Convoy Detection

This thesis begins with a manuscript examining the problem of detecting convoys of vehicles travelling in an urban road network. License plate recognition sensors, which are a type of AVI sensor, are manufactured by the company which sponsored this research, Genetec. Genetec has frequently been asked by their law enforcement and city planning customers if use of their city-wide LPR surveillance systems could be used to detect groups of vehicles travelling together as a convoy. Therefore this type of data is what was utilized to try and solve this problem.

Data from this type of sensor required a unique perspective in order to address issues which became present through initial analysis. Organizing observations of a specific vehicle into the order which they were observed results in an irregularly-sampled time-series of observations of the vehicle. Many methods initially investigated in my Master's thesis, Law13, were proven infeasible due to the issues with the irregularly sampled nature of the data. An initial version of the convoy detection method was proposed in Law13 which described the sensors to be considered the states of a Markov chain.

By considering the sensors to be the states of a Markov chain we were able to handle many of the issues which arose from the irregularly sampled data. However Law13 only considered traffic to be distributed according to a single discrete-time Markov chain and ignored the time it took for a transition from one state to another. The manuscript in Chapter 4 takes the model initially proposed in Law13 and extends it to a mixture of Markov chains which allows for a more expressive model. In addition to utilizing a mixture of Markov chains, the model presented in the following manuscript includes the time it
takes a vehicle to transition from one state to another as well as modelling how transition time affects vehicles travelling as a convoy. It also proposes a novel sequential definition of how a convoy of two or more vehicles transitions through a network of sensors.

## Chapter 4

## Paper: Convoy Detection Using License Plate Recognition Data

${ }^{1}$ License plate recognition (LPR) sensors are embedded camera systems that monitor road traffic. When a vehicle passes by a sensor, the vehicle's license plate, the location, and the time of observation are recorded. Given a stream of such observations from a collection of sensors spread around the road network, our goal is to detect convoys: groups of two or more vehicles traveling with highly correlated trajectories. Some of the main challenges with modeling and processing data from LPR sensors include that the data-gathering process is event-driven, thus data are not regularly sampled in time or space. Also, an appropriate definition of convoy should be relative to background traffic patterns which are temporally and spatially varying. This paper proposes novel models for LPR observations of traffic which are well-suited for online convoy detection. Baseline traffic is modeled as following a mixture of semi-Markov processes, and specific models for temporal and spatial correlation of observations of vehicles traveling in a convoy are introduced. These models are used within a sequential hypothesis testing framework to obtain a system for real-time convoy detection. The model of baseline traffic may be of independent interest for forecasting road traffic patterns. Experiments with an extensive simulated dataset illustrate the performance of the scheme and offer insights into the tradeoffs between detection rate, false alarm rate, and the expected number of observations required to detect a convoy.
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### 4.1 Introduction

We consider the problem of detecting convoys of vehicles in an urban environment using a collection of license plate recognition (LPR) sensors. Each sensor records data of the form "vehicle $X$ was observed at location $Y$ at time $t$ ". Given streams of such observations arriving from a collection of sensors, a centralized decision maker must identify which, if any, vehicles are traveling as convoys.

Convoy detection has applications in both law enforcement and the commercial sector. Law enforcement agents may be interested in detecting and tracking convoys for a variety of reasons [1]. In the commercial sector, the approach developed in this paper could be used to identify groups of shipping vehicles traveling along highly correlated routes which may benefit from forming platoons. Recently there has been interest in designing control laws to allow heavy-duty shipping vehicles to maintain platoons over long distances in order to reduce drag on the non-leader vehicles, thereby saving on fuel costs [2,3]. In order to exploit this approach one must first identify potential pairs of vehicles that could form platoons, and the convoy detection approach we propose could be used to automate this process.

Defining a concrete notion of what it means to be a convoy is not as straightforward as it may seem. Intuitively a convoy comprises two or more vehicles traveling together. While it may be tempting to particularize this definition to say that a convoy is two or more vehicles traveling along the same route over a given distance (e.g., for more than 500 consecutive meters) or for a minimum amount of time (e.g., at least 5 minutes), without separating by more than a particular distance (e.g., 50 meters), such a threshold-based approach has a number of limitations and drawbacks. Setting the thresholds too tight does not allow for situations where the convoy vehicles take slightly different routes (e.g., deviating for a few city blocks before rejoining). Similarly, in dense urban environments or along stretches of highway during rush hour it may be expected that arbitrary vehicles will be seen near each other for a relatively long distance and/or time even if they are not traveling as a convoy, simply because of the dense traffic.

Similar to problems of unsupervised novelty/anomaly detection [4-6], defining what it means to be a convoy is not straightforward. One may expect convoys to be relatively rare events. Still it is not straightforward to obtain a sample of traffic that is guaranteed to contain no convoys, and it is also not straightforward to obtain labeled examples of convoys for training. Intuitively, two vehicles may be called a convoy if their trajectories are more
correlated in space and time than two typical vehicles in normal traffic. The challenge is in making precise what is "more correlated" and what are "typical vehicles in normal traffic".

Another challenge is due to the fact that measurements arrive at irregular times. Existing LPR sensors use cameras in conjunction with computer vision algorithms to identify and extract vehicle license plates. Consequently, LPR sensors have a short range, and measurements are obtained in an event-driven manner, when a vehicle passes within the field of view of the camera. Thus, measurement times are arbitrary, and measurements of any particular vehicle are not obtained at regular sampling intervals, either in time or space.

The aim of this work is to develop algorithms that detect convoys in real-time. Our approach is based on sequential hypothesis testing [7], and the main contribution of this work is the modeling of observations from such a network of LPR sensors. Under the independent (non-convoy) hypothesis, vehicle movement is modeled as following a mixture of Markov chains, and under the convoy hypothesis a novel leader/follower observation model is developed.

### 4.1.1 Previous Work

The majority of previous work on convoy detection and tracking in the information fusion literature [8-10] focuses on sensors with a wide field of view, such as ground moving target indicator radar. Data is collected from one or a few sensors and provides a tracking indicator based on the physical characteristics of a vehicle. Each sensor regularly scans and gathers measurements about the vehicles in its field of view over an extended period of time and over a large geographic region. In contrast, the setting considered in this paper is such that any individual sensor only measures a vehicle when it is nearby the sensor, and individual vehicles are thus only measured intermittently (and irregularly) over time when they pass by a sensor.

Threshold-based approaches have been studied for off-line identification of convoys in trajectory databases [11-14]. Such methods are applicable when entire vehicle trajectories are available (e.g., all vehicles carry GPS units and regularly report their location to a central office, as is commonly the case with taxis and shipping trucks). In such a setting, when a vehicle is also aware of which other vehicles are nearby, convoys can be detected using decentralized methods [15]. In contrast to this previous work, the present paper deals with partially-observed trajectories, sampled when the vehicle passes by an LPR sensor.

In addition, the previous work mentioned above does not take into account the underlying traffic patterns and structure of the road network.

Convoy detection based on LPR sensors (a.k.a., automatic number plate recognition systems) is considered in [1], where a heuristic approach to detecting vehicle convoys in a database of LPR records is proposed. The approach, similar to [12], is based on counting and thresholding co-occurrences of vehicles observed nearby each other. The convoy model considered in [1] requires that the vehicles in a convoy follow precisely the same path, and the method is designed for post-processing of database records rather than realtime/sequential detection.

### 4.1.2 Contributions and Organization

We address the problem of convoy detection using tools from the statistical signal processing toolbox. Specifically, the contributions of this work are: 1) posing the problem of convoy detection using short-range LPR sensors in the framework of sequential hypothesis testing, and 2) developing models for LPR observations under convoy and non-convoy hypotheses. In the non-convoy setting we model vehicle movement using a mixture of Markov models. In the convoy setting, a novel leader/follower measurement model is developed. The convoy model is flexible and does not require all vehicles in the convoy to travel along precisely the same route; rather they should travel in the same general direction (following the leader), and the leader may change over time. The extent to which their routes deviate can be specified in the model, so that the scenario where all convoy vehicles follow precisely the same route is a special case. We evaluate the performance of the proposed approach using simulated data based on a detailed model of road traffic in Montréal, Canada.

The rest of the paper is organized as follows. Section 4.2 provides the problem formulation. Generative models for observations of convoys and independent vehicles are described in Section 4.3. The proposed sequential hypothesis testing framework, including implementation details, is described in Section 4.4. The results of the experimental performance evaluation are reported in Section 4.5. Additional issues are discussed in Section 4.6 , and we conclude in Section 4.7.

### 4.2 Problem Description

This section takes steps towards formalizing the problem of convoy detection. We describe characteristics of the measurement system that make the problem challenging. Then we discuss assumptions made and describe performance metrics that will be used to evaluate convoy detection methods.

### 4.2.1 License Plate Recognition Data

Consider a system of urban roads instrumented with license plate recognition sensors. When a vehicle passes by the sensor it records the license plate as well as the time and location of the event. The sensors have a very short range of detection (e.g., 10 meters). The measurements from many of these sensors, at different locations in the road network, report their measurements to a fusion center whose goal is to detect groups of vehicles that are driving together as a convoy.

Formally, we consider a collection of $C$ sensors, indexed using the first $C$ natural numbers, $1, \ldots, C$, and let the set of sensor indices be $\Omega=\{1, \ldots, C\}$. In this paper we focus on detecting convoys composed of two vehicles; the extension to convoys of more than two vehicles is discussed in Section 4.6. Let $\left(x_{1}, r_{1}\right),\left(x_{2}, r_{2}\right), \ldots$, denote a sequence of observations of one vehicle, where $x_{i} \in \Omega$ is the index of the sensor making the $i$ th observation and $r_{i} \in \mathbb{R}_{+}$is the time of the $i$ th observation. ${ }^{2}$ Similarly, let $\left(y_{1}, s_{1}\right),\left(y_{2}, s_{2}\right), \ldots$, denote the sequence of observations of a second vehicle.

### 4.2.2 Measurement System Characteristics and Assumptions

Fig. 4.1 shows a sample path of the measurement process as a function of time. The horizontal axis corresponds to time; the labels along the bottom of the figure show observation times for each vehicle ( $r_{i}$ and $s_{i}$ ), and the labels along the top of the figure show global observation times. The vertical axis gives the index of the camera making the measurement; this index should be treated as a categorical variable since the ordering is arbitrary and does not necessarily reflect, e.g., the geography of the sensors.

Note that the observation times are not necessarily equally spaced, and the number of observations is not necessarily the same for each vehicle. This is because vehicles can
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Fig. 4.1 Example measurements of two vehicles over time.
leave the observation area, people drive at different speeds, and traffic patterns and road conditions vary over time.

Traffic patterns in a large urban environment may also be quite complex. For example, during rush hour there may be a significant flow of vehicles heading from the suburbs into the city and, at the same time, from the city out to the suburbs. This motivates the need for models that can capture these subtle aspects of traffic flows and not just the average or majority flow over the network.

We make the following assumptions about the measurements. First, the sensors are synchronized so that the timestamps from different sensors are directly comparable. This is justified since existing LPR cameras are typically equipped with GPS receivers that can provide reliable and accurate synchronization.

Second, we assume that no two vehicle observations are recorded at precisely the same time instant; this ensures that the two time sequences $\left\{r_{i}\right\}_{i \geq 1}$ and $\left\{s_{i}\right\}_{i \geq 1}$ can be uniquely ordered. This is justified when timestamps at each sensor use a sufficiently high resolution.

Third, we assume that a sensor always records vehicles that pass by the road segment it is monitoring and that the sensor does not produce any spurious measurements. Thus, there is no "noise" in the measurement sequences (missed observations or erroneously injected observations), and the main source of uncertainty is in the vehicle trajectories. While it is certainly of interest to allow for such additional noise sources, we leave this as an extension for future work.

Fourth, we assume that the sensors are static and that their locations are known to the fusion center. Thus, the fusion center can make use of related information, such as the distance between sensors, when making a decision.

Finally, we assume that the sensors transmit their measurements to the fusion center
over a reliable, delay-free channel; i.e., we consider a traditional centralized decision making setup. This is reasonable since each individual measurement can be encoded in a small number of bits (e.g., much smaller than the size of a typical Ethernet packet) and the inter-observation time for a given vehicle (i.e., the time between when it is observed at one sensor and next observed at a different sensor) is large relative to the time it takes to transmit such a measurement using contemporary communication technologies.

### 4.2.3 Sequential Testing and Performance Metrics

In this work we consider a typical sequential hypothesis testing setting [7] where the observations $\left(x_{i}, r_{i}\right)$ and $\left(y_{i}, s_{i}\right)$ arrive successively at the fusion center. Under the null hypothesis, $H_{0}$, the vehicles are independent (not a convoy), and under the alternative hypothesis, $H_{1}$, the vehicles are moving as a convoy. After receiving an observation the decision maker must choose from one of three options: 1) declare that the pair of vehicles is a convoy (i.e., reject the null), 2) declare that the pair is not a convoy (i.e., fail to reject the null), or 3 ) wait to receive additional observations. As discussed in Section 4.1, defining what it means to be a convoy is difficult. Ultimately, the precise definition of convoy adopted in this work is implicit in the models described in Section 4.3.

The objective is to make accurate decisions without deferring for too long. Accuracy is measured using the standard metrics for hypothesis testing: the probability of detection and probability of false alarm. We also study the average number of observations required to make a decision. Ideally a system should have high probability of detection, low probability of false alarm, and a low average number of observations required to make a decision.

### 4.3 Modeling

Our aim is to formulate the problem of convoy detection in the sequential hypothesis testing framework. The main task is one of modeling; i.e., to define appropriate distributions for the observations under the hypotheses that $\left(H_{1}\right)$ the two observed vehicles are a convoy, or $\left(H_{0}\right)$ the vehicles are not a convoy. First we describe a simple Markov model for the observations of individual vehicles. Then we build on this to develop models for observations of pairs of vehicles under each hypothesis.

### 4.3.1 Single-Vehicle Markov Model

To begin, we define a model for the observations of a single vehicle, $\left\{\left(x_{i}, r_{i}\right)\right\}_{i=1}^{n}$. Our model can be viewed as a semi-Markov process [16], where the sequence of sensors where the vehicle is observed, $x_{1}, x_{2}, \ldots$, follows a discrete-time Markov chain, and the interobservation times $r_{i}-r_{i-1}, i=2, \ldots, n$, are mutually independent and are conditionally independent of the other variables given the states $x_{i-1}$ and $x_{i} \cdot{ }^{3}$

Let $\left(\pi_{x}\right)_{x \in \Omega}$ denote the initial state distribution, with

$$
\sum_{x \in \Omega} \pi_{x}=1
$$

and let $P_{x_{i-1}, x_{i}}=\operatorname{Pr}\left(x_{i} \mid x_{i-1}\right)$ denote the transition distribution of a Markov chain, satisfying

$$
\sum_{x_{i} \in \Omega} P_{x_{i-1}, x_{i}}=1, \quad \forall x_{i-1} \in \Omega
$$

Furthermore, let $f\left(r_{i}-r_{i-1} \mid x_{i-1}, x_{i}\right)$ denote the density of the $i$ th inter-observation time given that a vehicle was observed at sensor $x_{i-1}$ and then at $x_{i}$. We require that $f\left(\cdot \mid x_{i-1}, x_{i}\right)$ has support on $\mathbb{R}_{+}$for all $x_{i-1}, x_{i} \in \Omega$.

Under a semi-Markov model, the likelihood of the observations $\left\{\left(x_{i}, r_{i}\right)\right\}_{i=1}^{n}$ is

$$
\mathrm{p}\left(\left\{\left(x_{i}, r_{i}\right)\right\}_{i=1}^{n}\right)=\pi_{x_{1}} \prod_{i=2}^{n} P_{x_{i-1}, x_{i}} f\left(r_{i}-r_{i-1} \mid x_{i-1}, x_{i}\right)
$$

To capture richer, more complicated traffic patterns, we modify the model on the sequence of sensors $x_{1}, \ldots, x_{n}$ which observe the vehicle to be a mixture of Markov chains. Let $M$ be a positive integer. For $m=1, \ldots, M$, let $\pi_{x}^{(m)}$ denote the initial state distribution of the $m$ th mixture component and let $P_{x_{i-1}, x_{i}}^{(m)}$ denote the transition probabilities of the $m$ th component. Also let $\theta^{(1)}, \ldots, \theta^{(M)}$ be the mixture parameters, satisfying $\theta_{m} \geq 0$ for all $m=1, \ldots, M$ and $\sum_{m=1}^{M} \theta^{(m)}=1$.

We associate a latent variable $m$ with each vehicle, taking values in the set $\{1, \ldots, M\}$, indicating which mixture component governs the vehicle's path. The trajectory of any

[^4]particular vehicle is governed by only one component of the mixture model; i.e., each vehicle is a realization of this process and the particular component governing its trajectory is a multinomial random variable with parameters $\theta^{(1)}, \ldots, \theta^{(M)}$. Then the likelihood of the observations $\left\{\left(x_{i}, r_{i}\right)\right\}_{i=1}^{n}$ in the mixture model is given by
\[

$$
\begin{align*}
& \mathrm{p}\left(\left\{\left(x_{i}, r_{i}\right)\right\}_{i=1}^{n}\right) \\
& \quad=\left(\sum_{m=1}^{M} \theta^{(m)} \pi_{x_{1}}^{(m)} \prod_{i=2}^{n} P_{x_{i-1}, x_{i}}^{(m)}\right) \prod_{i=2}^{n} f\left(r_{i}-r_{i-1} \mid x_{i-1}, x_{i}\right) . \tag{4.1}
\end{align*}
$$
\]

Note that the mixture model only applies to the sequence of states, and the conditional distribution of the inter-observation times $r_{i}-r_{i-1}$ given the states $x_{i-1}$ and $x_{i}$ are independent of the mixture component $m$. In a transportation network this implies that the time to travel from $x_{i-1}$ to $x_{i}$ is independent of the process determining the route the vehicle is following.

In order to evaluate the likelihood (4.1) given observations $\left\{\left(x_{i}, r_{i}\right)\right\}_{i \geq 1}$ we need to specify the form of the inter-observation time density and we need to provide values for the parameters $\left\{\theta^{(m)}, \pi_{x}^{(m)}, P_{x, x^{\prime}}^{(m)}: x, x^{\prime} \in \Omega, m=1, \ldots, M\right\}$ of the Markov chain mixture model. As mentioned above, the inter-observation time density $f\left(r_{i}-r_{i-1} \mid x_{i-1}, x_{i}\right)$ can be any density with support on the positive real numbers. Examples of potential choices include the truncated Gaussian, inverse-Gaussian, and gamma distributions. Each of these distributions has additional parameters which would need to be fit from data. In practice, we fit these parameters and the parameters of the Markov chain mixture model using data from a training period taken before the sequential hypothesis test for convoys goes online. We describe this training procedure in more detail in Section 4.4.

### 4.3.2 Notation for Observations of Two Vehicles

Recall that, in the convoy detection problem, we have two observation sequences $\left\{\left(x_{i}, r_{i}\right)\right\}_{i \geq 1}$ and $\left\{\left(y_{i}, s_{i}\right)\right\}_{i \geq 1}$ of the two vehicles, which we will refer to as $X$ and $Y$, where $x_{i} \in \Omega$ is the identifier of the sensor that observes vehicle $X$ at time $r_{i}$, and where $\Omega=\{1, \ldots, C\}$ denotes the collection of sensor indices. Also recall that the times $r_{i}$ and $s_{i}$ do not coincide; i.e., the observation times are not regularly sampled. Towards developing models and a sequential hypothesis test involving this data, we introduce notation to allow for simultaneously indexing the observations of both vehicles.

For a given time $t \in \mathbb{R}_{+}$, let

$$
n_{x}(t)=\max \left\{i: r_{i} \leq t\right\}
$$

denote the number of observations of vehicle $X$ that have been collected at time $t$, let

$$
n_{y}(t)=\max \left\{i: s_{i} \leq t\right\}
$$

denote the number of observations of vehicle $Y$ that have been collected at time $t$, and let

$$
n(t)=n_{x}(t)+n_{y}(t)
$$

denote the total number of observations of either vehicle that have been collected at time $t$. Let

$$
T(t)=\left\{r_{i}\right\}_{i=1}^{n_{x}(t)} \cup\left\{s_{i}\right\}_{i=1}^{n_{y}(t)}
$$

denote the set of all times when either vehicle is observed. Based on the assumption that no two observation events occur simultaneously, the cardinality of $T(t)$ is $n(t)$ and we can write

$$
T(t)=\left\{t_{0}, t_{1}, \ldots, t_{n(t)-1}\right\}
$$

where $t_{k}<t_{k+1}, k=1, \ldots, n(t)-1$; i.e., $T(t)$ can be viewed as the sequence of observation event times.

We assume that one of the two cases,

$$
\left\{t_{0}=r_{1} \text { and } t_{1}=s_{1}\right\} \text { or }\left\{t_{0}=s_{1} \text { and } t_{1}=r_{1}\right\}
$$

holds; i.e., the test begins with one observation of each vehicle.
At each observation time $t_{k}$, exactly one vehicle is observed. It will be useful to define the extended observation sequences,

$$
\begin{aligned}
& \mathbf{x}_{k}=\left(\widetilde{x}_{k}, \widetilde{r}_{k}\right) \in \Omega \times \mathbb{R}_{+} \\
& \mathbf{y}_{k}=\left(\widetilde{y}_{k}, \widetilde{s}_{k}\right) \in \Omega \times \mathbb{R}_{+},
\end{aligned}
$$

for $k=1, \ldots, n(t)-1$, where

$$
\widetilde{x}_{k}=x_{n_{x}\left(t_{k}\right)} \quad \text { and } \quad \widetilde{r}_{k}=r_{n_{x}\left(t_{k}\right)}
$$

are the sensor and time where vehicle $X$ was last seen as of observation time $t_{k}$, and

$$
\widetilde{y}_{k}=y_{n_{y}\left(t_{k}\right)} \quad \text { and } \quad \widetilde{s}_{k}=s_{n_{y}\left(t_{k}\right)}
$$

are the sensor and time where vehicle $Y$ was last seen as of observation time $t_{k}$. For example, $t_{k}$ is a time when vehicle $X$ is observed then $\widetilde{r}_{k}=t_{k}$, and $\widetilde{s}_{k}\left(<\widetilde{r}_{k}\right)$ is the most recent time prior to $t_{k}$ when vehicle $Y$ is observed. We define the extended observation starting only from time $t_{1}$ (not $t_{0}$ ) so that both vehicles have been observed. Finally, let $\mathbf{x}_{1: n}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$ denote the $X$-observation sequence at the first $n$ joint observation times, and let $\mathbf{y}_{1: n}$ be defined in a similar manner.

Note that there is an equivalence between the extended observation sequence $\left(\mathbf{x}_{1: n(t)-1}, \mathbf{y}_{1: n(t)-1}\right)$ and the per-vehicle observation sequences, $\left\{\left(x_{i}, r_{i}\right)\right\}_{i=1}^{n_{x}(t)}$ and $\left\{\left(y_{i}, s_{i}\right)\right\}_{i=1}^{n_{y}(t)}$, in the sense that one can always construct the extended observation sequence given the per-vehicle observation sequences, and the per-vehicle sequences can be uniquely extracted from the extended observation sequence. Hence, the two representations convey precisely the same information.

### 4.3.3 Two-Vehicle Likelihood Factorization

We assume that under both of the hypotheses, $H_{j}$ with $j \in\{0,1\}$, the joint likelihood of the extended observation sequences $\mathbf{x}_{1: k}$ and $\mathbf{y}_{1: k}$ is first-order Markov; i.e.,

$$
\begin{align*}
& \mathrm{p}\left(\mathbf{x}_{1: n(t)-1}, \mathbf{y}_{1: n(t)-1} \mid H_{j}\right) \\
& \quad=\pi\left(\mathbf{x}_{1}, \mathbf{y}_{1}\right) \prod_{k=2}^{n(t)-1} \mathrm{p}\left(\mathbf{x}_{k}, \mathbf{y}_{k} \mid \mathbf{x}_{k-1}, \mathbf{y}_{k-1}, H_{j}\right) \tag{4.2}
\end{align*}
$$

This makes it possible to recursively calculate the log-likelihood ratio, simplifying the implementation of the sequential hypothesis test which is discussed further in Section 4.4. We also assume that the initial distribution $\pi\left(\mathbf{x}_{1}, \mathbf{y}_{1}\right)$ is independent of the hypothesis. In the following subsections we describe the proposed transition distribution $\mathrm{p}\left(\mathbf{x}_{k}, \mathbf{y}_{k} \mid \mathbf{x}_{k-1}, \mathbf{y}_{k-1}, H_{j}\right)$
under each hypothesis $j \in\{0,1\}$.
To simplify the notation, in the sequel we write $\mathrm{p}_{j}\left(\mathbf{x}_{k}, \mathbf{y}_{k} \mid \mathbf{x}_{k-1}, \mathbf{y}_{k-1}\right)$ for the transition dynamics under hypothesis $j \in\{0,1\}$.

### 4.3.4 Model for Vehicles Traveling Independently $\left(H_{0}\right)$

The null hypothesis $\left(H_{0}\right)$ states that the two vehicles are traveling through the network independent of each other. The likelihood of the observed paths of the two vehicles under this null hypothesis is simply the product of the two individual likelihoods from the previous section,

$$
\begin{aligned}
& \mathrm{p}_{0}\left(\mathbf{x}_{1: n(t)-1}, \mathbf{y}_{1: n(t)-1}\right) \\
& \quad=\mathrm{p}_{0}\left(\left\{\left(x_{i}, r_{i}\right)\right\}_{i=1}^{n_{x}(t)},\left\{\left(y_{i}, s_{i}\right)\right\}_{i=1}^{n_{y}(t)}\right) \\
& \quad=\mathrm{p}\left(\left\{\left(x_{i}, r_{i}\right)\right\}_{i=1}^{n_{x}(t)}\right) \mathrm{p}\left(\left\{\left(y_{i}, s_{i}\right)\right\}_{i=1}^{n_{y}(t)}\right),
\end{aligned}
$$

where the individual likelihood of each vehicle is given by 4.1.

### 4.3.5 Markov Model for Convoys $\left(H_{1}\right)$

As discussed in the introduction, giving a precise definition of a convoy is not straightforward. We seek a method where the notion of a convoy encompasses the following elements:

1. At any point in time, one vehicle is following the other, and which vehicle is leading a convoy may change at any point in time.
2. The vehicles in a convoy need not take precisely the same route, but they should remain near each other (e.g., within a prescribed distance threshold).
3. The distance between the vehicles in a convoy is roughly proportional to the speed at which they are traveling, so if the vehicles were to follow exactly the same route then the time between consecutive observations of each vehicle at the same sensor would be roughly constant.

Initially a pair of vehicles is observed close together (possibly by the same camera or a nearby camera, and near in time) in order to trigger the initialization of a hypothesis test.

Then the subsequent observations of the pair can be used to update the likelihood of the convoy.

Consider two vehicles, $X$ and $Y$, moving through the network as a convoy. Initial observations for both vehicles will be set to the same likelihood under $H_{1}$ as under $H_{0}$. Specifically, we take the initial state distribution to be equal under both hypotheses. This is

$$
\mathrm{p}_{j}\left(\mathbf{x}_{1}, \mathbf{y}_{1}\right)=\max _{m}\left\{\pi_{x_{1}}^{(m)} \pi_{y_{1}}^{(m)}\right\}, j \in\{0,1\}
$$

which selects the maximum likelihood mixture component for the initial distribution for the vehicles.

Under the convoy hypothesis, $H_{1}$, we model the sequence of states where the two vehicles are observed as being generated by the same mixture component in the mixture of Markov chain model. Given that this is mixture component $m$, the likelihood is given by

$$
\begin{aligned}
& \mathrm{p}_{1}\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k} \mid m\right) \\
& \quad=\pi_{m}\left(x_{1}\right) \pi_{m}\left(y_{1}\right) \times \prod_{i=2}^{n\left(t_{k}\right)-1} \mathrm{p}_{1}\left(\mathbf{x}_{i}, \mathbf{y}_{i} \mid \mathbf{x}_{i-1}, \mathbf{y}_{i-1}, m\right)
\end{aligned}
$$

Due to the assumption that exactly one observation is made at any time instant, at any observation time $t_{k}$ either the observation is of $X$, in which case $\widetilde{r}_{k}>\widetilde{s}_{k}$, or the observation is of $Y$, in which case $\widetilde{s}_{k}>\widetilde{r}_{k}$. Note that if the observation at time $t_{k}$ was of $X$ (respectively, of $Y$ ), then $\mathbf{y}_{k}=\mathbf{y}_{k-1}\left(\right.$ respectively, $\left.\mathbf{x}_{k}=\mathbf{x}_{k-1}\right)$, and thus

$$
\begin{align*}
& \mathrm{p}_{1}\left(\mathbf{x}_{k}, \mathbf{y}_{k} \mid \mathbf{x}_{k-1}, \mathbf{y}_{k-1}, m\right) \\
& \quad= \begin{cases}\mathrm{p}_{1}\left(\mathbf{x}_{k} \mid \mathbf{x}_{k-1}, \mathbf{y}_{k-1}, m\right) & \text { if } \widetilde{r}_{k}>\widetilde{s}_{k} \\
\mathrm{p}_{1}\left(\mathbf{y}_{k} \mid \mathbf{x}_{k-1}, \mathbf{y}_{k-1}, m\right) & \text { if } \widetilde{s}_{k}>\widetilde{r}_{k},\end{cases} \tag{4.3}
\end{align*}
$$

and so we must define the likelihood function for the two cases in 4.3).
Based on the description of a convoy given in Section 4.2, we desire a model where, under $H_{1}$, one vehicle will be leading and the other will be following at any point in time. If, for example, $X$ is leading, then $X$ transitions first and $Y$ transitions to a state afterwards which depends on $X$ 's new location. We do not require that the same vehicle lead the entire
time. The leader can switch shortly after $X$ and $Y$ have been observed near each other; the idea is that to switch between leading and following roles the follower must pass the leader.

Let dist $\left(x, x^{\prime}\right)$ denote the geographic distance between two sensors $x, x^{\prime} \in \Omega$, and let $L>$ 0 be a given proximity threshold. To capture the different possible observation scenarios under this model, we split the description of the transition distribution (4.3) into six cases:

1. $X$ and $Y$ are close at time $t_{k-1}$ (no clear leader) and $X$ is observed next;
2. $X$ and $Y$ are close at time $t_{k-1}$ (no clear leader) and $Y$ is observed next;
3. $X$ is leading and $X$ is observed next;
4. $Y$ is leading and $Y$ is observed next;
5. $X$ is leading and $Y$ is observed next;
6. $Y$ is leading and $X$ is observed next.

Which case applies at a given point in time can be determined by examining the following three quantities:
i) The distance between the last observations of $X$ and $Y$, $\operatorname{dist}\left(\widetilde{x}_{k-1}, \widetilde{y}_{k-1}\right)$, relative to the threshold $L$;
ii) Which vehicle was observed at time $t_{k-1}$,

$$
\begin{cases}X & \text { if } \widetilde{r}_{k-1}>\widetilde{s}_{k-1} \\ Y & \text { if } \widetilde{s}_{k-1}>\widetilde{r}_{k-1}\end{cases}
$$

iii) Which vehicle was observed at time $t_{k}$,

$$
\begin{cases}X & \text { if } \widetilde{r}_{k}>\widetilde{s}_{k} \\ Y & \text { if } \widetilde{s}_{k}>\widetilde{r}_{k}\end{cases}
$$

If $X$ and $Y$ were last observed close together (i.e., $\operatorname{dist}\left(\widetilde{x}_{k-1}, \widetilde{y}_{k-1}\right)<L$ ) then there is no clear leader, so the next vehicle to be observed may do so independently of the last observed location of $Y$. For example, if the vehicles were seen near each other at time $t_{k-1}$ (i.e., the
distance between the two observing cameras is less than the proximity threshold $L$ ), then if the observation at time $t_{k}$ is of $X$ and the vehicles are following mixture component $m$ we take

$$
\mathrm{p}_{1}\left(\mathbf{x}_{k} \mid \mathbf{x}_{k-1}, \mathbf{y}_{k-1}, m\right)=P_{\widetilde{x}_{k-1}, \widetilde{x}_{k}}^{(m)} f\left(\widetilde{r}_{k}-\widetilde{r}_{k-1} \mid \widetilde{x}_{k-1}, \widetilde{x}_{k}\right)
$$

where $P_{x, x^{\prime}}^{(m)}$ and $f\left(\cdot \mid x, x^{\prime}\right)$ denote the same transition and inter-observation time distributions used in the model under $H_{0}$.

If $\operatorname{dist}\left(\widetilde{x}_{k-1}, \widetilde{y}_{k-1}\right) \geq L$, then $X$ and $Y$ were not last seen close together, and one of the two vehicles is leading. If the previous observation was of $X$ (i.e., $\widetilde{r}_{k-1}>\widetilde{s}_{k-1}$ ) then $X$ is leading, and if the previous observation was of $Y$ then $Y$ is leading. In this case we further check whether the most recent observation, at time $t_{k}$, was of the leader or of the follower.

It can happen that the leader vehicle is observed multiple times between consecutive observations of the follower. For example, if $X$ is leading, $X$ and $Y$ are already separated by a distance larger than $L$, and $X$ is observed again, then $X$ is moving further away from $Y$. This is the case if $\operatorname{dist}\left(\widetilde{x}_{k-1}, \widetilde{y}_{k-1}\right) \geq L$ and $\widetilde{r}_{k-1}>\widetilde{s}_{k}$ (i.e., $X$ is observed again before $Y$, so we have at least two observations of $X$ since the last observation of $Y$ ). In this scenario we again model $X$ 's transition as being independent of the last observation of $Y$,

$$
\mathrm{p}_{1}\left(\mathbf{x}_{k} \mid \mathbf{x}_{k-1}, \mathbf{y}_{k-1}, m\right)=P_{\widetilde{x}_{k-1}, \widetilde{x}_{k}}^{(m)} f\left(\widetilde{r}_{k}-\widetilde{r}_{k-1} \mid \widetilde{x}_{k-1}, \widetilde{x}_{k}\right) .
$$

The model is similar if $Y$ is leading and it is observed multiple times between consecutive observations of $X$.

If $\operatorname{dist}\left(\widetilde{x}_{k-1}, \widetilde{y}_{k-1}\right) \geq L$ and the observation is of the follower, then we expect the location and time of the observation to depend on the last observation of the leader. Towards modeling dependence of the observed locations, we define

$$
\begin{equation*}
\delta_{k}=\frac{\operatorname{dist}\left(\widetilde{x}_{k-1}, \widetilde{y}_{k-1}\right)-\operatorname{dist}\left(\widetilde{x}_{k}, \widetilde{y}_{k}\right)}{\operatorname{dist}\left(\widetilde{x}_{k-1}, \widetilde{y}_{k-1}\right)} . \tag{4.4}
\end{equation*}
$$

Observe that $\delta_{k}$, which takes values in the interval $(-\infty, 1]$, measures the relative change in distance between the leader and follower at time $t_{k}$. If $\delta_{k}>0$ then the follower was observed closer to the leader. We model the distribution over where the follower is observed using $\delta_{k}$ in the following manner. Suppose that, at time $t_{k}, X$ is leading and an observation is
made of $Y$. Then

$$
\mathrm{p}_{1}\left(\widetilde{y}_{k} \mid \widetilde{x}_{k-1}, \widetilde{y}_{k-1}, m\right) \propto \begin{cases}1+\delta_{k} & \text { if } \delta_{k}>-1  \tag{4.5}\\ 0 & \text { otherwise }\end{cases}
$$

wher $4^{4}$ the constant of proportionality is chosen to ensure we have a valid distribution. Note that the transition distribution does not depend on the mixture component $m$ in this case. If $\delta_{k} \leq-1$ then the distance between the leader and follower has more than doubled since the last observation of the follower. This means that the leader and follower are travelling further apart from each other. In this case, the model above will set the likelihood of a convoy (hypothesis $H_{1}$ ) to zero, and the hypothesis test will declare that the pair of vehicles is not a convoy.

When there is a clear follower (i.e., the distance at time $t_{k-1}$ is greater than $L$ ) and the follower is observed, we also expect the inter-observation times of the leader and follower to be dependent. Suppose that $X$ is leading and, at time $t_{k}$, we observe $Y$. Consider the quantity $\widetilde{s}_{k}-\widetilde{r}_{k}$ which is strictly positive and gives the time between this observation of $Y$, the follower, and the last observation of $X$, the leader. We postulate that this distribution should be such that values of $\widetilde{s}_{k}-\widetilde{r}_{k}$ closer to zero are more indicative of the pair being a convoy. A simple way to capture this idea is to model the leader-follower inter-observation time as following the half-normal distribution with parameter $\sigma^{2}>0$,

$$
\begin{equation*}
f_{H N}\left(\widetilde{s}_{k}-\widetilde{r}_{k}\right)=\frac{\sqrt{2}}{\sqrt{\pi \sigma^{2}}} \exp \left(\frac{-\left(\widetilde{s}_{k}-\widetilde{r}_{k}\right)^{2}}{2 \sigma^{2}}\right) \tag{4.6}
\end{equation*}
$$

where $\widetilde{s}_{k}-\widetilde{r}_{k}>0$.
To summarize, the forms of the transition distribution 4.3) for each of the six cases mentioned at the beginning of this subsection are shown in Table 4.1.

In the convoy model there are still $M$ mixture components in the terms involving the Markov transition matrices $P_{x, x^{\prime}}^{(m)}$. Therefore the likelihood that a pair of vehicles are traveling as a convoy becomes

$$
\mathrm{p}_{1}\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k}\right)=\max _{m}\left\{\mathrm{p}_{1}\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k} \mid m\right)\right\} .
$$

[^5]Table 4.1 Value of the transition distribution $\mathrm{p}_{1}\left(\mathrm{x}_{k}, \mathbf{y}_{k} \mid \mathbf{x}_{k-1}, \mathbf{y}_{k-1}, m\right)$ for the different cases considered under $H_{1}$. Here $\mathbf{1}\{\cdot\}$ denotes the $0 / 1$-valued indicator function, and the $\propto$ refers to the constant of proportionality from (4.5).

| Vehicle observed at $t_{k}$ |  | Clear Leader $\left(\operatorname{dist}\left(\widetilde{x}_{k-1}, \widetilde{y}_{k-1}\right) \geq L\right)$ |  |
| :---: | :---: | :---: | :---: |
|  | No Clear Leader $\left(\operatorname{dist}\left(\tilde{x}_{k-1}, \tilde{y}_{k-1}\right)<L\right)$ | $X$ leading $\left(\widetilde{r}_{k-1}>\widetilde{s}_{k-1}\right)$ | $Y$ leading $\left(\widetilde{s}_{k-1}>\widetilde{r}_{k-1}\right)$ |
| $X\left(\widetilde{r}_{k}>\widetilde{s}_{k}\right)$ | $P_{\widetilde{x}_{k-1}, \widetilde{x}_{k}}^{(m)} f\left(\widetilde{r}_{k}-\widetilde{r}_{k-1} \mid \widetilde{x}_{k-1}, \widetilde{x}_{k}\right)$ | $P_{\widetilde{x}_{k-1}, \widetilde{x}_{k}}^{(m)} f\left(\widetilde{r}_{k}-\widetilde{r}_{k-1} \mid \widetilde{x}_{k-1}, \widetilde{x}_{k}\right)$ | $\propto\left(1+\delta_{k}\right) f_{H N}\left(\widetilde{s}_{k}-\widetilde{r}_{k}\right) \mathbf{1}\left\{\delta_{k}>-1\right\}$ |
| $Y\left(\widetilde{s}_{k}>\widetilde{r}_{k}\right)$ | $P_{\widetilde{y}_{k-1}, \widetilde{y}_{k}}^{(m)} f\left(\widetilde{s}_{k}-\widetilde{s}_{k-1} \mid \widetilde{y}_{k-1}, \widetilde{y}_{k}\right)$ | $\propto\left(1+\delta_{k}\right) f_{H N}\left(\widetilde{s}_{k}-\widetilde{r}_{k}\right) \mathbf{1}\left\{\delta_{k}>-1\right\}$ | $P_{\widetilde{y}_{k-1}, \tilde{y}_{k}}^{(m)} f\left(\widetilde{s}_{k}-\widetilde{s}_{k-1} \mid \widetilde{y}_{k-1}, \widetilde{y}_{k}\right)$ |

This, as in the independent model, denotes the likelihood of a convoy as the highest likelihood of a convoy for any individual chain.

### 4.3.6 Convoy Example

Fig. 4.2 shows an example convoy scenario where two vehicles, $X$ and $Y$, transition through a network. The observations of each vehicle are shown in the table. In this example $X$ is leading from times 0 to 4 , then $Y$ leads from times 7 to 10 , and $X$ leads again from time 14 until the end of the example. The routes taken by the two vehicles are highly correlated but not identical. In addition, the vehicles are not always observed by exactly the same sensors. Thus the example illustrates some of the subtleties we aim to capture in our definition of a convoy.

### 4.4 Convoy Detection via Sequential Hypothesis Testing

Next we discuss our approach to detecting convoys in streams of license plate reads. We consider a typical sequential hypothesis testing setting [7] where the observations arrive successively at the fusion center, ordered by the times $r_{i}$ and $s_{i}$, and after receiving an observation the decision maker must choose from one of three options: 1) declare that the pair of vehicles is a convoy, 2) declare that the pair of vehicles is not a convoy, or 3) wait to receive additional observations. The aim is to make accurate decisions without deferring too long.

For the models described in the previous section, which involve mixtures of Markov chains, to perform testing in a sequential manner we use the sequential generalized likeli-
hood ratio test [17]. The test statistic after $k+1$ total observations is

$$
\begin{equation*}
\Lambda\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k}\right)=\frac{\max _{m}\left\{\mathrm{p}_{1}\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k} \mid m\right)\right\}}{\max _{m}\left\{\mathrm{p}_{0}\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k} \mid m\right)\right\}} \tag{4.7}
\end{equation*}
$$

The test statistic can be updated in a recursive manner since the individual likelihoods $\mathrm{p}_{0}\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k} \mid m\right)$ and $\mathrm{p}_{1}\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k} \mid m\right)$ factorize according to 4.2). Thus, $M$ likelihood statistics need to be stored and updated for each hypothesis, $H_{0}$ and $H_{1}$.

Two decision thresholds, $\eta_{0}$ and $\eta_{1}$, are applied so that the decision after each update is given by the well-known rules:

$$
\begin{aligned}
& \Lambda\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k}\right)<\eta_{0} \\
& \text { decide } H_{0} \\
& \eta_{0} \leq \Lambda\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k}\right)<\eta_{1} \text { decide "need more data" } \\
& \eta_{1} \leq \Lambda\left(\mathbf{x}_{1: k}, \mathbf{y}_{1: k}\right) \\
& \text { decide } H_{1} .
\end{aligned}
$$

According to Wald [7], approximate decision regions for the sequential likelihood ratio test can be derived given specific performance criteria: the desired probability of false detection, $P_{F} \leq \alpha$, and the desired probability of detection, $P_{D} \geq \beta$, by taking

$$
\begin{equation*}
\eta_{0} \geq \frac{1-\beta}{1-\alpha} \quad \text { and } \quad \eta_{1} \leq \frac{\beta}{\alpha} \tag{4.8}
\end{equation*}
$$

Using these expressions, with equality, for $\eta_{0}$ and $\eta_{1}$ results in upper and lower bounds on $P_{D}$ and $P_{F}$. This can be used to set the desired performance limitations on the system. Normally in sequential hypothesis testing these bounds will be computed for i.i.d. samples of the two probability densities however the only requirement to achieve these bounds on the sequential test's performance are that the likelihood ratio be able to be decomposed into components which are only dependent on the current sample and the previous likelihood. In a Markov setting the "current" sample is a joint sample of the actual current sample and the previous sample. Therefore since this test can still be decomposed into individual components this analysis still holds.

To evaluate the likelihood models described in this section, parameters of the Markov chain mixture model need to be estimated or configured. These issues are discussed next.

### 4.4.1 Estimation of Markov Chain Mixture Model Parameters

In order to use a mixture of discrete Markov chains to more accurately describe the network, the model parameters must be estimated from training data. We use the Expectation Maximization (EM) algorithm [18] for this purpose. Previous work for estimation of a mixture of Markov chains using EM addressed the problem in the setting where each observation is an individual transition that may come from a different mixture component [19]. For the observations considered here, we assume that each vehicle's entire trajectory is associated with a single (latent) mixture component (rather than each observed transition of each vehicle potentially coming from a different mixture component). The number of mixture components can be determined using standard measures for goodness of fit in model order selection, such as the Bayes Information Criterion (BIC) [20].

### 4.4.2 Comments on the Leader-Follower Inter-Observation Time Distribution Under $H_{1}$

The parameter $\sigma^{2}$ of the half-normal distribution appearing in 4.6), used in the likelihood model under $H_{1}$, also needs to be specified. To consider a pair of vehicles to be driving as a convoy, one would like that the vehicles do not drift too far away from each other. We take $\sigma^{2}=30$ in the experiments, roughly corresponding to a maximum allowable time separation of 100 seconds between observations the leader and follower under $H_{1}$. To see this correspondence, note that integrating the half-normal pdf from 0 to 100 is close to 1 when $\sigma^{2}=30$.

### 4.4.3 Other System Parameters

For practical reasons, tracks of pairs of vehicles are only started when two vehicles are first seen close together in distance $(<L)$ and in time. This threshold, which is also used in the statistical test, controls how far apart vehicles can drive in parallel routes while still being considered a convoy. It also controls how close together vehicles need to get in order to start the statistical test. We introduce two additional time threshold parameters, $T_{s}$ and $T_{d}$. The parameter $T_{s}$ is used to determine when to begin tracking a given pair of convoy vehicles (i.e., running the sequential hypothesis test for the given pair). A test is started if the vehicles are observed at locations at most a distance of $L$ apart within $T_{s}$ time units. The choice of $T_{s}$ will only control when tests start. A logical choice for this
parameter might be related to the choice of the $95 \%$ confidence interval of the half-normal distribution. For example, $\sigma^{2}=30$ results in approximately 100 as the maximum value for the pdf of the half-normal in the $95 \%$ area. Therefore a logical choice to mimic the convoy sequential test might be 100 seconds. Setting this value very large would trigger the start of a lot of unnecessary tests, tracking pairs of vehicles, which would likely terminate after a few observations are made. The parameter $T_{d}$ is introduced for practical reasons, to also limit the number of consecutive sequential likelihood ratio tests being evaluated; if $T_{d}$ time units have elapsed and no new observation of either of the vehicles considered in a test has been received, then that track is terminated. This is the same as the track of the vehicles getting lost since they likely have travelled outside the field of view of the sensor network or at least one vehicle has parked and therefore will not be observed by the network.

### 4.5 Experimental Evaluation

### 4.5.1 Data Description

Next we study the performance of the proposed sequential hypothesis test using the models described in Section 4.4 against simulated data. A regional traffic assignment model for the Montreal metropolitan area is described in Sider et al. [21]. The model takes as an input the 2008 Origin-Destination (OD) trip data for the Montreal region provided by Montreal's Agence Métropolitaine de Transport and assigns it on the network using a stochastic assignment in the VISUM platform [22]. The regional network consists of 127,217 road links and 90,467 nodes associated with over 1500 traffic analysis zones. It also contains various road characteristics such as the type, length, speed limit, capacity, and number of lanes [21]. Note that this model has been validated using both traffic counts [23] and speed data collected using GPS [24].

Output from the traffic assignment simulations consists of an array that contains a detailed description of all paths connecting pairs of origin-destination zones for every hour of the day. Using this load information, we simulate a population of 2 million vehicles (roughly the number of registered vehicles in the greater Montreal region). These vehicles are sent randomly from zone to zone at random times during each hour along the paths from the Sider et al. [21] dataset, with the number of vehicles per path chosen to match the prescribed loads.

Sensors are placed at the 75 locations shown in Fig. 4.3(a). Each sensor records the identification number (license plate) of the vehicles as they pass by the sensors' locations. The data recorded by these sensors constitutes the baseline, normal traffic used in our experiments.

Two datasets were then simulated on this sensor network. Each simulation results in 24 hours of data and contains approximately 500,000 observed vehicles. The first of these two simulations was used for training, to fit the parameters of the mixture of Markov chains as well as the parameters to the distribution describing the time transitions. The training resulted in a two-component estimated mixture model. The second dataset was then used as a test dataset in which convoys of varying types were injected along with vehicles traveling independently. Performing a cursory analysis on each dataset we note that each vehicle is observed nine times, on average. This means that any detections which will occur only have access to a limited amount of data from each vehicle in the timespan the vehicle is present in the data. This dataset is the basis for the performance analysis reported later this section.

### 4.5.2 Estimated Transition Matrices

To fit the transition model parameters used in the simulations, multiple iterations of the EM algorithm were run while varying the number of mixture components in order to estimate the Markov transition matrices and initial distributions. The Bayesian Information Criteria (BIC) [20] was used for model order selection. More specifically, for each possible number of mixture components in the range $\{1,2, \ldots, 5\}$, the EM algorithm was executed from fifty different random initializations. We did not try more than 5 mixture components since we noted after multiple trials that the BIC for mixtures with more components got worse, rapidly. For this network, the model with the best BIC across all $50 \times 5$ random initializations is a mixture with 2 components. The two estimated transition matrices are visualized in Figs. 4.3(b) and 4.3(c). Each of the estimated components exhibits essentially the same behavior on the highway between exits. This is reasonable, since a vehicle traveling down the highway without a possible exit will continue traveling in the same direction. The differences in the transition matrices can be more aptly visualized on the side-roads off the highway. We can see that different traffic patterns are captured in these small offshoots from the highway.

### 4.5.3 Inter-Observation Time Distribution Under $H_{0}$

In addition to the Markov chain mixture model, the distribution governing the interobservation times needs to be specified. As mentioned in Section 4.3.1, a valid distribution for inter-observation times should have support on $\mathbb{R}_{+}$. For this work we estimate a time transition based on the starting state using various exponential family models. Using the dataset described above, the normal distribution, inverse-Gaussian, and gamma distributions were fit to the data. Using the BIC as a measure of goodness, the heavy-tailed nature of the inverse-Gaussian distribution provided the best fit to the training data. Thus, we take $f\left(\tau \mid x, x^{\prime}\right)$, the likelihood that the time between two consecutive observations of a vehicle is $\tau$ time units given it was observed at sensor $x$ and then at sensor $x^{\prime}$ (after $\tau$ time units), to be the inverse-Gaussian distribution,

$$
\begin{aligned}
& f_{I G}\left(\tau ; \mu_{x, x^{\prime}}, \lambda_{x}\right) \\
&=\left[\frac{\lambda_{x}}{2 \pi \tau^{3}}\right]^{1 / 2} \exp \left[\frac{-\lambda_{x}\left(\tau-\mu_{x, x^{\prime}}\right)^{2}}{2 \mu_{x, x^{\prime}}^{2} \tau}\right] \mathbf{1}\{\tau \geq 0\},
\end{aligned}
$$

where $1\{\cdot\}$ is the $0 / 1$-valued indicator function, $\mu_{x, x^{\prime}}$ is the mean time to transition from state $x$ to state $x^{\prime}$, and $\lambda_{x}$ is the shape parameter associated with trajectories departing state $x$. When viewed as a generalized linear model [25], the inverse-Gaussian distribution has link function

$$
\begin{aligned}
\frac{1}{\mu_{x, x^{\prime}}^{2}} & =\alpha_{x}+\operatorname{dist}\left(x, x^{\prime}\right) \beta_{x} \\
\mu_{x, x^{\prime}} & =\frac{1}{\sqrt{\alpha_{x}+\operatorname{dist}\left(x, x^{\prime}\right) \beta_{x}}}
\end{aligned}
$$

where, now, $\alpha_{x}, \beta_{x}$, and $\lambda_{x}$ are the parameters to be estimated, and $\operatorname{dist}\left(x, x^{\prime}\right)$ is the distance between states $x$ and $x^{\prime}$. These parameters are estimated from the training data using Fisher scoring [25].

### 4.5.4 Simulating Convoys

The simulated dataset described in Section 4.5.1 is intended to represent normal background traffic. While we cannot guarantee there are no instances of convoys in this dataset, the
appearance of any is unintentional. In order to evaluate the performance of the proposed sequential hypothesis testing approach, we inject convoys into the background data. Simulation of convoys involves determining two main factors: 1) the trajectories that will be taken by the vehicles, and 2) how the spacing between them will evolve over time. We consider two possibilities for each of these factors.

For the trajectories, in one case we simulate a convoy where the leader remains fixed for the entire trajectory and the follower takes exactly the same trajectory as the leader, where the leader's trajectory is sampled from one of the Markov chain mixture components. Alternatively, to allow for the leader and follower to take slightly different paths, we also simulate convoys where the follower's trajectory is sampled using the model described in Section 4.3.5, e.g., using 4.5).

To determine the timing between when the leader and follower are observed, we also consider two possibilities. In one case, the follower is always observed exactly one second after the leader. At a typical highway speed of $100 \mathrm{~km} / \mathrm{h}$, separation of 1 second corresponds to a distance of 27.8 meters between the vehicles, or 5-6 car lengths. Alternatively, we also simulate convoys where the follower's observation times are sampled from the half-normal distribution with parameter $\sigma^{2}=30$, following the model proposed in Section 4.3.5. The value $\sigma^{2}=30$ was chosen to allow an approximate maximum of 100 seconds of separation between vehicles in a convoy. If one solves the equation

$$
\begin{equation*}
1=\int_{0}^{100} f_{H N}\left(y \mid \sigma^{2}\right) d y \tag{4.9}
\end{equation*}
$$

for $\sigma^{2}$, one gets a value of approximately $\sigma^{2} \approx 30$. This is a parameter to be chosen which allows for a target allowed maximum separation time between vehicles which the detection method will be sensitive to.

Taking all possible combinations of the two trajectory models and timing models described above leads to four ways in which convoys may be simulated. These four scenarios are summarized in Table 4.2, and all four are considered in the simulation results discussed below. Convoys of the varying types are simulated for approximately 18 observations ( 9 of each vehicle) and last anywhere from a few seconds to about 30 minutes, depending on the road segment they were randomly started on. Although we simulate such longer-lasting convoys, in Section 4.5.8 we study the average number of observations required by the
sequential hypothesis testing procedure to make a decision to better understand how many observations are required and how this number depends on the performance criteria $P_{F}$ and $P_{D}$.

Table 4.2 Simulated Convoy Configurations

|  | Time separation between $X$ and $Y$ | Discrete Transition Model |
| :---: | :---: | :---: |
| Scenario 1 | Constant separation of 1 second | $X$ strictly followed by $Y$ |
| Scenario 2 | Constant separation of 1 second | $X$ and $Y$ following model in Section 4.3.5 |
| Scenario 3 | $\sim \operatorname{HalfNormal}\left(\sigma^{2}=30 s\right)$ | $X$ strictly followed by $Y$ |
| Scenario 4 | $\sim \operatorname{HalfNormal}\left(\sigma^{2}=30 s\right)$ | $X$ and $Y$ following model in Section 4.3.5 |

To simplify the presentation, for the rest of this section we only present and discuss results for convoys simulated according to Scenario 4. Results for the other three scenarios, which are included in the appendix, are qualitatively very similar.

### 4.5.5 Probability of Detection

To assess the probability of detection of the proposed sequential test, we simulate 1000 convoys for each of the four scenarios described in Table 4.2, and we evaluate empirical probability of detection as a function of the decision thresholds $\eta_{0}$ and $\eta_{1}$. Fig. 4.4 shows the probability of detection at the time of the first decision for Scenario 4. Varying the threshold $\eta_{0}$ has relatively little effect, especially for $\ln \left(\eta_{0}\right)<-5$. Setting the thresholds according to (4.8) with design criteria $\alpha=0.0111$ and $\beta=0.9999$ gives $\ln \left(\eta_{0}\right) \approx-9.20$ and $\ln \left(\eta_{1}\right) \approx 4.50$, for which the resulting probability of detection is $P_{D}=0.9332$.

### 4.5.6 Probability of False Detection

We next simulate 1000 pairs of vehicles traveling through the road network independently. Each pair is simulated according to the same mixture component in the mixture of Markov chains and are sampled, as with the convoy case, for 18 observations ( 9 of each vehicle). The spacing of these observations in time depends on the random starting location and the network links traveled. We use these to study the probability of false detection for different values of $\ln \eta_{0}$ and $\ln \eta_{1}$. Fig. 4.5 shows the empirical probability of false detection as $\ln \left(\eta_{0}\right)$ and $\ln \left(\eta_{1}\right)$ are varied. As can be seen, the probability of false detection quickly drops to an almost negligible amount with a small increase in $\ln \eta_{1}$. Using the same decision bounds
mentioned above, $\ln \left(\eta_{0}\right)=-9.20$ and $\ln \left(\eta_{1}\right)=4.50$, the probability of false detection is $P_{F}=0.0031$.

Fig. 4.6 shows a scatter plot of $P_{D}$ versus $P_{F}$, where each filled point corresponds to a particular choice of $\eta_{0}$ and $\eta_{1}$. The color of each point corresponds to the value of $\eta_{0}$. As is evident from the plot, as $\eta_{0}$ tends to $-\infty$, the probability of detection increases. One can also see subsets of points falling in roughly vertical groups. These correspond to the performance of the test when $\eta_{1}$ is held fixed and $\eta_{0}$ is varied, giving similar values of $P_{F}$ while varying $P_{D}$.

### 4.5.7 Comparison to a Simple Thresholding Approach

We compare the proposed method with a simple thresholding approach. A threshold is directly applied to the total number $n(t)$ of observations of a pair of vehicles, based on the intuition that the more often a pair of vehicles are observed near each other, the more likely they are to be a convoy. For a fair comparison, we apply the same system parameters as described in Section 4.4. to first consider a pair of vehicles as a potential convoy they need to be observed within a distance of $L$ from each other within $T_{s}$ time units, and to continue being considered as a potential convoy the pair must be observed for a subsequent $T_{d}$ time units afterwards.

The empirical detection probability and false alarm probability of the thresholding approach are also shown in Fig. 4.6 as red hollow circles. The threshold on $n(t)$ is varied from 2 to 40 . (Note that $n(t)$ only takes values in the positive integers, so we only apply integer thresholds.) When a small threshold is used, the simple thresholding approach achieves a $P_{D}$ comparable to what can be achieved using the proposed approach, but with a very high probability of false detection (nearly 0.2 ). Increasing the threshold reduces both the probability of false detection and the probability of detection. In general, for very low probability of false detection, which is clearly desirable in applications, the proposed approach has a significantly higher $P_{D}$. Moreover, it is evident from Fig. 4.6 that the performance of the proposed approach is much less sensitive to the choice of threshold parameters $\eta_{0}$ and $\eta_{1}$.

### 4.5.8 Expected Number of Observations to Make a Decision

In addition to making accurate decisions (low $P_{F}$ and high $P_{D}$ ), it is important to understand how varying the decision thresholds of the sequential hypothesis test affects the number of observations required to make a decision. Figs. 4.7 and 4.8 show the expected number of observations $(n(t)$, the total number of observations of either vehicle) to make a decision under $H_{1}$ and $H_{0}$, respectively, as a function of the decision thresholds. A smaller value in this metric is better since it corresponds to a faster time to detect convoys under $H_{1}$, and a faster time to stop tracking non-convoy pairs under $H_{0}$. In a practical implementation, discarding non-convoy pairs quickly (without sacrificing accuracy in terms of $P_{D}$ and $P_{F}$ ) is desirable since the computational resources used by the sequential hypothesis test (both memory and CPU cycles) are proportional to the number of pairs of vehicles being tracked.

As $\ln \left(\eta_{0}\right) \rightarrow-\infty$ and $\ln \left(\eta_{1}\right) \rightarrow \infty$, the number of observations required to make a decision for $H_{1}$ increases. Focusing on the specific decision threshold values $\ln \left(\eta_{0}\right)=-9.20$ and $\ln \left(\eta_{1}\right)=4.50$ mentioned before, Figs. 4.9 and 4.10 show histograms of the number of observations required to make a decision under $H_{1}$ and $H_{0}$, respectively. In both cases, decisions are made, on average, when roughly 10-12 total observations of the pair of vehicles are available (i.e., 5-6 observations of each vehicle).

### 4.6 Discussion

### 4.6.1 Regarding the Explicit Use of Road Network Data

The sequential detection approach adopted in this paper does not explicitly make use of knowledge of the road network topology. Instead, it is implicitly encoded in the transition matrices of the Markov chain mixture model. Such information could be used in the models, e.g., when calculating the distance $\operatorname{dist}\left(x, x^{\prime}\right)$, if it is available. Tracking vehicles explicitly over a state space consisting of the entire road network would be computationally cumbersome in a large system (which may observe on the order of tens of thousands of vehicles per hour), and a system making use of detailed road maps would also require updating of the maps when segments are closed (e.g., for construction) or changed (e.g., re-zoning). On the other hand, the proposed approach implicitly models traffic patterns using the Markov chain mixture model. The parameters of this model can be estimated
directly from the data, and so no additional input or tuning is required.

### 4.6.2 Detecting Convoys of More Than Two Vehicles

In order to detect if a group of vehicles larger than two are traveling as a convoy a simple post-analysis can be performed. In order to understand this post-analysis for groups of convoys, consider a target vehicle $X$ and suppose that we detect $N$ other vehicles as traveling in a convoy with $X$ at a specific time. We then simply look at these $N$ vehicles which were detected as in a convoy with $X$ and look if they were also detected as being in a convoy with each other. This creates a set of vehicles where all the pairwise combinations are detected to be in a convoy in a set timeframe. This is a detected convoy "group". We note that the approach just described can be related to the notion of density-connected sets used in [12].

One may be tempted to view the problem of detecting convoys of more than two vehicles as a sort-of graph partitioning or community detection problem, with vertices in the graph corresponding to vehicles and edges placed between two nodes that belong to a convoy. The pairwise test presented in this paper identifies where there are likely edges, and one would hope that a convoy of two or more vehicles would give rise to dense connections between the vehicles in the convoy. However this is not necessarily the case since convoys may be formed by long lines of vehicles (e.g., along a single-lane road). For example, if three vehicles, $X-Y-Z$, form a convoy our test may not detect the correlation between $X$ and $Z$ directly if they are too far apart. This presents one of the main challenges we anticipate with detecting convoys of more than two vehicles. We leave a more detailed study and in-depth analysis of detecting larger convoy groups to future work.

### 4.6.3 Using Different Estimated Network Properties for Different Times of the Day

Some other issues which might arise in practice are such things as accidents or road closures as well as how traffic patterns behave differently throughout the day (e.g. rush hour). All of these real-world issues will cause traffic to behave differently from the network which was originally trained on. The problem of random events such as accidents and road closures is difficult to handle due to the unpredictable nature of it. This will likely cause more anomalies (such as convoys) to be flagged in the algorithm due to more vehicles taking a
lower-likelihood route.
However the case of a varying traffic pattern throughout the day is one which is much more simple to mitigate. By simply swapping out the transition matrices as well as the properties for the inverse-Gaussian distributions and the initial distributions, one can in real-time update the detector for more realistic traffic patterns. This could be done, say, every hour to mimic changing traffic patterns throughout the day. This would not change the algorithm's design since it would say simply for a specific tracked pair of vehicles "the first $n$ samples came from the 1 a.m. to 2 a.m. mixture while the next $m$ samples came from the $2 \mathrm{a} . \mathrm{m}$. to $3 \mathrm{a} . \mathrm{m}$. mixture". This allows the algorithm to handle even a continuous-time distribution for the underlying mixture of Markov chains. An analytic solution will become much more difficult due to the addition of many additional chains to estimate (possibly infinite in the continuous-time mixture case), however it might be able to drastically improve the detection and false detection performance by more accurately measuring the nominal traffic distribution.

### 4.7 Conclusion

This paper proposes a novel approach to detecting convoys in urban environments. Typically long-range sensors are not applicable in urban environments. This means that only by using short-range sensors such as LPR can one do many types of road network analysis including convoy detection. The algorithm presented only uses a small amount of information about the detected vehicles to perform convoy detection which is an added benefit for minimizing the computational complexity. It is also capable of detecting convoys in real time as data arrives.

In the problem formulation of this work we assumed that measurements are exact; there are no mis-read license plates and no missed license plate reads. Our future work will address the case of missing and noisy data using a hierarchical Bayesian approach by adding one layer, so that the vehicle trajectory model becomes a hidden mixture of Markov chains.

This paper focused on detecting convoys of vehicles in a road network. Individual vehicles were modeled as moving along paths in the network according to a first-order Markov model, and convoys are two or more vehicles whose paths are correlated in space and time. An interesting extension of this approach would be to detect when two or more
epidemics spreading over a network are correlated. First-order Markov models are also commonly used to model epidemics spreading over networks, but the resulting patterns are trees rather than paths. In future work it would be interesting to explore extensions of the sequential hypothesis testing framework considered in this paper for detecting correlated epidemics.

## Appendix

Fig. 4.11(a) shows $P_{D}$ as a function of the decision thresholds when convoys are simulated using Scenario 1. This situation is where a vehicle $X$ moves independently through the network while vehicle $Y$ follows exactly the same path as $X$ with a 1 -second lag. It can be seen here that the detection accuracy degrades quickly with the increase of the $\ln \eta_{1}$. This appears to no longer be the case in the next scenario, Scenario 2, as shown in Fig. 4.11(b) where there is still a constant 1-second time separation but the transitions of $Y$ are following the convoy model from Section 4.3.5. This is because in scenario following the model from Section 4.3.5 one vehicle can, in many circumstances, take an alternate, lower likelihood, path which is close to the leader so the likelihood of $H_{0}$ drops faster than the likelihood of $H_{1}$. For example, consider two vehicles traveling on parallel paths where one vehicle is on a high-likelihood path (such as a highway) and another is on a lower-likelihood path (such as a service road parallel to the highway). In this case the vehicle on the lower likelihood path will make the likelihood of $H_{0}$ lower faster than the likelihood of $H_{1}$ decreases.

One can also see that the mitigation of the fast drop in the shape of the surface in Fig. 4.11(a) can be likely attributed to the constant time separation of 1 second as in Figs. 4.11(c) and 4.4. Here the exponential drop in the probability of detection with the increase of $\ln \left(\eta_{1}\right)$ appears to become at worst a linear relationship. This means that allowing a floating leader along with a variable distance between vehicles increases our detection ability. This is very good news since a constant separation between vehicles of 1 second throughout an entire observation sequence is very unlikely.

Figs. $4.12(\mathrm{a}), 4.12(\mathrm{~b})$, and $4.12(\mathrm{c})$ show the average number of observations required to make a decision under $H_{1}$ when convoys are simulated according to Scenario 1, 2, and 3, respectively. These figures exhibit a similar trend to that presented in Fig. 4.7. The main difference is in terms of the rate at which the average number of decisions plateaus with changes of $\ln \eta_{1}$.


Fig. 4.2 Example of a convoy of two vehicles ( $X$ and $Y$ ) on a simple grid network. The figure shows the trajectories of each vehicle along the locations of 12 sensors. The table shows the observations (sensor index and observation time) made of both vehicles, spaced so as to help illustrate the sequence of observations over time.


Fig. 4.3 (a) Locations of the 75 simulated sensors along a stretch of Highway 40 in Montreal, Canada. Along this stretch there are two exits, one near the top-right corner (where sensors are shown perpendicular to the highway) and the other near the bottom-left corner of the figure. Sensors are also located on the feeder roads that run along side of the highway. The image appears to have less than 75 sensors since many of the points represent 2 sensors (one pointed in each direction). This is necessary since LPR sensors require that they be monitoring a specified direction so to cover a bi-directional road two sensors are necessary. A Markov chain mixture model is fit to simulated traffic from a 24 -hour training period, and it is determined that a two-component mixture model provides the best fit as measured using the BIC. The transition matrices of these two mixture components are shown in panels (b) and (c). It can be seen that, while mixture components capture the flow of traffic along the highway, they capture distinctly different trends in terms of traffic entering/exiting the highway, and off of the highway.


Fig. 4.4 Probability of detection for varying decision boundaries $\eta_{0}$ and $\eta_{1}$ with convoys simulated by Scenario 4.


Fig. 4.5 Probability of false detection for varying decision boundaries $\eta_{0}$ and $\eta_{1}$ for vehicles simulated following the independent model


Fig. 4.6 Scatter plot of the resulting probability of false detection values versus the probability of detection values for all combinations of $\ln \left(\eta_{0}\right)$ and $\ln \left(\eta_{1}\right)$ where convoys are simulated using the convoy model described in Section 4.3.5. The vertical coloring denotes changes in $\eta_{0}$. Note that the horizontal axis ( $P_{F}$ ) ranges from 0 to 0.2 . Overlayed in red are the probability of detection and false detection rates from the thresholding approach.


Fig. 4.7 Expected number of observations to make a decision under $H_{1}$ for varying decision boundaries $\eta_{0}$ and $\eta_{1}$ with convoys simulated by Scenario 4 .


Fig. 4.8 Expected number of observations to make a decision under $H_{0}$ for varying decision boundaries $\eta_{0}$ and $\eta_{1}$ where vehicles are simulated independent of each other.


Fig. 4.9 Histogram of the number of samples to make a decision under the alternate hypothesis $\left(H_{1}\right)$ where convoys were simulated with half-normally distributed time separation and following the discrete convoy model in Section 4.3.5.


Fig. 4.10 Histogram of the number of samples to make a decision under the independent hypothesis $\left(H_{0}\right)$ where vehicles are traveling independently.


Fig. 4.11 Probability of detection for varying decision boundaries $\eta_{0}$ and $\eta_{1}$ with convoys simulated by (a) Scenario 1, (b) Scenario 2, and (c) Scenario 3.


Fig. 4.12 Expected number of observations to make a decision under $H_{1}$ for varying decision boundaries $\eta_{0}$ and $\eta_{1}$ with convoys simulated by (a) Scenario 1, (b) Scenario 2, and (c) Scenario 3.
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## Chapter 5

## Time-Varying Mixtures of Markov Chains

The paper presented in Chapter 4 proposes a novel way of modelling vehicles travelling as a convoy through a network of AVI (specifically LPR) sensors. This raises the question of how does one improve the accuracy of the detection of convoys in a mixture of Markov chains. With little investigation, traffic patterns can be noted to be very volatile in nature, meaning they vary very rapidly. Therefore the model utilized in Chapter 4 , which assumes a static mixture of Markov chains governs traffic for all time, is likely not expressive enough.

The following paper proposed extending the model for nominal traffic to vary the parameters and model order of the mixture with time. We then organize observations into time-windows and assume the model is stationary within a time-window. This allows us to specify mixture models within a time-window and therefore they only need to be valid for the duration of the window. In addition, we impose a Markov dependence between time-windows which allows us to exploit this in the definition and estimation of our model and its parameters.

Chapter 6 proposes a generative model for the evolution of the mixture model between time-windows. This proves to be a flexible and expressive model for data which can be received in a streaming fashion and can be organized into time-windows. However the proposition of such a complex, high-dimensional model for streaming data requires a method to estimate the parameters of this model. Normally MCMC methods would be applied to a generative model, however we propose an alternative, deterministic, approxi-
mate estimation method which proves to yield reasonable estimates of the true underlying model in simulated data as well as being applicable to predicting future vehicle transitions in real-data.

In Chapter 4, the model for nominal traffic included estimates for the distribution of the transition times between states. The model in the following manuscript, only extends the mixture of discrete-time Markov chains which governs the transition path vehicles follow. In Chapter 4, we proposed the assumption that the transition times between states in the Markov chain are independent of the overall path being followed by a vehicle. This assumption is carried forward in the following work and therefore we do not address the estimation of transition times in the following manuscript.

## Chapter 6

## Paper: Time-Varying Mixtures of Markov Chains: An Application to Traffic Modeling

${ }^{1}$ Time-varying mixture models are useful for representing complex, dynamic distributions. Components in the mixture model can appear and disappear, and persisting components can evolve. This allows great flexibility in streaming data applications where the model can be adjusted as new data arrives. Fitting a mixture model with computational guarantees which can meet real-time requirements is challenging with existing algorithms, especially when the model order can vary with time. Existing approximate inference methods may require multiple restarts to search for a good local solution. Monte-Carlo methods can be used to jointly estimate the model order and model parameters, but when the distribution of each mixand has a high-dimensional parameter space, they suffer from the curse of dimensionality and from slow convergence. This paper proposes a generative model for time-varying mixture models, tailored for mixtures of discrete-time Markov chains. A novel, deterministic inference procedure is introduced and is shown to be suitable for applications requiring real-time estimation, and the method is guaranteed to converge at each time step. As a motivating application, we model and predict traffic patterns in a transportation network. Experiments illustrate the performance of the scheme and offer insights regarding

[^6]
## 6 Paper: Time-Varying Mixtures of Markov Chains: An Application to Traffic Modeling

tuning of the algorithm parameters. The experiments also investigate the predictive power of the proposed model compared to less complex models and demonstrate the superiority of the mixture model approach for prediction of traffic routes in real data.

### 6.1 Introduction

Mixture models are a useful tool for modelling complex distributions. Allowing a mixture model to be dynamic, with a varying number of components as well as time-varying mixand parameters, allows for a very flexible model which can be applied to many forms of streaming data. In this paper we develop a procedure for fitting time-varying mixtures of discrete-time finite-state Markov chains.

We are motivated by the application of traffic modelling using streams of automatic vehicle identification data [1]. A model of traffic patterns can be used for a variety of traffic analysis applications [2]. Potential applications include vehicle path prediction, visualization of the difference in traffic flows between varying time-spans, and other forms of statistical detection and estimation such as convoy detection [3]. Models for traffic routes, and traffic flow, are commonly used in law enforcement, city planning, private for-profit parking industry, and other applications [4].

### 6.1.1 Automatic Vehicle Identification Data

Traditionally, road traffic is measured and monitored using sensors such as inductive loops embedded in the roadway that provide counts of the number of vehicles passing by a particular location. Increasingly, traffic can also be measured and estimated using data from automatic vehicle identification (AVI) sensors, such as bluetooth sensors or cameras performing license plate recognition. Bluetooth sensors record the MAC address of the invehicle entertainment/communications system. License plate recognition cameras recognize and record the license plate of vehicles which pass in their field of view. Sensors that read the highway toll-pass ID of an equipped vehicle when it passes nearby (such as E-ZPass in northeastern U.S.A. [5]) provide similar information. While each of these three types of sensors has different strengths and weaknesses (e.g., reliability, detection rate), in all cases the resulting data can be leveraged in the same fashion for traffic modelling. Each AVI observation includes the ID of the vehicle observed, the time, and the location of the observation.
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In typical monitoring systems, AVI sensors report their data in a streaming manner to a fusion center. Since observations are made in an event-driven manner (with events corresponding to a vehicle passing near a sensor), the sequence of observations of a particular vehicle at different sensors can be viewed as an irregularly sampled time series. Since vehicles may come and go freely within the coverage area of the sensor network, the observation sequence of a vehicle can start or stop at any point and the number of observations (the length of the observation sequence) of a vehicle is variable.

This paper considers the case where a region has been instrumented with a collection of static AVI sensors. The sensors are treated as the states of a Markov process, and the trajectories of individual vehicles are modeled as realizations of this process. The observation times are only used to order the sequence of locations where a vehicle is observed, leading to a discrete-time model for the sequence of AVI sensors.

### 6.1.2 Previous Work

## Time-Varying Mixture Models

In this paper we propose to model a network of AVI sensors as a time-varying mixture of discrete-time Markov chains. Previous work on parameter estimation in time-varying mixture models typically adopts a Bayesian non-parametric perspective and focuses on mixtures of Dirichlet processes [6]. However these works perform inference using MonteCarlo based methods, where computational performance guarantees are difficult to achieve. Stephens [7] proposes a Bayesian representation of a mixture model using a marked pointprocess. However MCMC-based inference methods have challenges in high-dimensional parameter spaces (e.g, the entries of a transition matrix), especially in the streaming setting. Work on deterministic inference methods of these types of models, where computational timing guarantees are more feasible, is limited. Also much of the previous work on timevarying mixture models focuses on mixtures of Gaussian distributions [8] which do not directly apply to AVI data because of the discrete nature of the observations.

The algorithm proposed in this work includes a novel automatic selection of the mixture model order. The early literature on model order selection includes approaches using model selection criteria such as the Akaike information criterion (AIC) [9], Bayes information criterion (BIC) [10], and model description length (MDL) criterion [11] 2. These criteria
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are used to score potential candidate models and require computing all of the candidate models before selecting one, which can be computationally intensive. Models which require only computing a single or small set of candidate models are better suited to this class of problems, in which we would like to track traffic patterns as they evolve.

More recent work on automatic model order selection is performed by Corduneanu and Bishop [12] where a Bayesian specification of the mixture model is made. Variational methods are used to anneal the number of components from some maximum number down to a number which specifies the model most accurately. Another important work in annealing a maximum number of components is the $\mathrm{CEM}^{2}$ algorithm [13]. This class of work continues with Chen et al. [14] which removes the variational estimation schemes of [12] for a more traditional EM approach using unique penalty terms in the likelihood specification of the mixture model. These penalty terms allow for components to disappear if they were deemed unnecessary.

We opt for an alternate approach which does not require pre-specification of the maximum number of components. Verbeek et al. [15] explore this by taking a greedy approach of adding clusters as deemed necessary. At each iteration their algorithm fits a model with $k$ components using the EM algorithm and then searches over a set of possible candidate models for a suitable new component to insert (if necessary), then fitting the new model with $k+1$ components using the EM algorithm. This repeats until no new components are inserted.

## Traffic Modelling

Previous approaches to modelling road network traffic typically use other sensors such as road counters, induction loops, cell phone data, and manual counting to estimate traffic patterns $[16,17]$.

Typically in traffic estimation research, estimation of traffic flow is done through the estimation of an origin-destination (OD) matrix. Peterson [18] provides an overview of many methods and estimation techniques typically applied to the OD-matrix estimation problem. Most of the methods are initialized using manually-collected traffic survey data, which is time-consuming and labor-intensive to gather, and then they use data from count sensors such as inductive loops to update or refine the OD matrix. An OD matrix is a helpful tool in city planning, but it only quantifies the volume of vehicles traveling between
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each origin and destination. Estimation of the OD matrix using AVI data is also addressed in [19]. The path which traffic takes, however, is not estimated in traditional OD matrix estimation schemes. The model proposed in this paper takes traditional traffic estimation one step further and estimates the paths that vehicles take to move from one location to another.

A preliminary version of this work appears in [20]. There we introduced the idea of modelling traffic using a mixture of Markov chains. This paper expands on that work in a number of ways: 1) the inference algorithm described here differs from the one in [20] and admits a simpler analysis of convergence and computational complexity; 2) the performance evaluation is greatly expanded; 3) the issue of tuning algorithm parameters is investigated and a procedure for determining suitable choices is described.

### 6.1.3 Contribution

This work proposes a new method for the estimation of a time-varying mixture of Markov chains. The proposed algorithm extends the Classification EM algorithm [21] so components of the mixture can be greedily added as necessary. It also proposes novel penalization methods on model complexity to automatically choose a more appropriate model. A discussion of how the choice of the threshold on the proposed penalization method based on the Kullback-Leibler (KL) divergence influences is also provided. The accuracy of the parameter estimates and estimated model order generated by this algorithm are analysed and it is shown that the selection of the correct model order and estimation of the component parameters is well solved by this method. Experiments illustrate that the proposed time-varying mixture model representation of traffic is more accurate than an approach using a single Markov chain (i.e., a model of order one) for predicting vehicle routes when predictions must be made from a small number of initial observations.

### 6.1.4 Paper Organization

The rest of the paper is organized as follows. Section 6.2 gives a detailed description of the problem setup and assumptions. Section 6.3 proposes a generative time-varying mixture model. Section 6.4 discusses maximum a posteriori (MAP) inference for the proposed model and motivates the need to use approximate inference schemes for this class of models. Section 6.5 describes a novel approximate algorithm for parameter inference of time-varying
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mixture models. The proposed method involves two tuning parameters, and Section 6.6 investigates the proper choice of these parameters. Section 6.7 presents experimental results, including a comparison to an alternative MCMC-based approach, and we conclude in Section 6.8.

### 6.2 Problem Description

This section gives a more detailed description of the problem of modelling traffic using AVI data. We describe characteristics of the measurement system that make the problem challenging. Then we discuss the assumptions made and describe performance metrics which will be used to evaluate the proposed model and estimation algorithm.

### 6.2.1 Vehicle Identification Data

Consider a system of urban roads instrumented with AVI sensors. When a vehicle passes within range of a sensor, the sensor records the vehicle's unique identifier as well as the time and location. AVI sensors typically have a short range of detection (e.g., 10 meters). The measurements from many of these sensors, at different locations in the road network, are transmitted to a fusion center whose goal is to estimate the traffic patterns, or flows, through the network of sensors.

More formally we consider a collection of $C$ sensors. Let the set of sensor indices be $\Omega=\{1, \ldots, C\}$. The sequence of observations of vehicle $i$ produced by the network is $x^{i}=\left\{x_{0}^{i}, x_{1}^{i}, x_{2}^{i}, \ldots, x_{n_{i}}^{i}\right\}$ where $x_{j}^{i} \in \Omega$ is the sensor that captured the $j^{\text {th }}$ observation of vehicle $i$. In this paper we focus on modelling the routes present in the transition sequences between sensors and therefore ignore the transition times it takes to move from one sensor to another.

### 6.2.2 Measurement System Characteristics and Assumptions

We make the following assumptions about the measurements made by the system. First the sensors are synchronized so that the timestamps from different sensors are directly comparable. This is justified since existing AVI sensors are typically equipped with GPS receivers that provide reliable and accurate synchronization. This allows us to properly
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time-order observation sequences of vehicles so there are no errors in the order of vehicle observations.

Second, we assume that a vehicle cannot be observed by two sensors at exactly the same time. This ensures that the sequence of observations of a vehicle is well-defined. This is justified when the timestamps at each sensor are of a sufficiently high resolution and sensors have non-overlapping fields of view.

Third, we assume that the vehicle identifiers (e.g. license plate of the vehicle) recorded by the sensors do not contain errors and that there are no missed detections (i.e., a vehicle is always detected when it passes within range of a sensor). This is reasonable for license plate recognition cameras, which have a very low error rate and high detection probability, but it is less reasonable for other AVI sensors (e.g., Bluetooth-based). Extending the model and inference method to accommodate errors and missed detections is a subject of future work.

Fourth, we assume that the sensors are static and their locations are known to the fusion center. Thus, the structure of the network of AVI sensors does not change over time.

Finally, we assume that the sensors transmit their observations to the fusion center over a transmission channel with negligible delays and errors so that ordering errors due to delayed data is impossible. This assumption can be justified since the number of bits required to encode an individual measurement is very small, so transmission delay should be significantly smaller than the time between successive observations of a vehicle.

### 6.2.3 Sequential Modeling

In this work we consider a sequential setting where the observations arrive in time windows $t \in\{1,2, \ldots\}$. To simplify the presentation, we take all time windows to be the same length. For example, in a typical urban deployment, a time window may be one hour long. A typical vehicle trip may last 20-30 minutes, and the number of observations of the vehicle (which depends on the number and density of cameras deployed) may be between five and ten. We assume that the distribution governing vehicle routes is stationary within a time window, and it may vary from one time window to the next. The number of vehicles observed in time window $t$ is $N(t)$. The collection of all AVI observations in time window $t$ are organized into the set of per-vehicle observation sequences, $X(t)=\left\{x^{1}, \ldots, x^{N(t)}\right\}$. In each time window a model is created to describe the data observed within that time
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window. This model uses the model estimated in the previous time window as a prior on the current model. This enforces the notion of the model evolving. The details of the model used to estimate traffic patterns are described in Section 6.3.

Our goal is to model vehicle routes, as given by the sequence of locations where the vehicle is observed. One possible application is to predict vehicle trajectories through the network. In Section 6.7 we report the results of experiments where, after fitting the model with training data, we test the accuracy of predicting the next location where a vehicle will be observed, $x_{n}^{i}$, given the history $x_{0}^{i}, \ldots, x_{n-1}^{i}$.

Note that we do not model the observation times (or inter-observation times) in this work, since the focus is on modelling vehicle routes. Such information could be incorporated, if it is of interest in a given application, following the approach described in [3]. There a probability density function $f\left(t \mid x, x^{\prime}\right)$ is associated with each pair of sensors $\left(x, x^{\prime}\right) \in \Omega \times \Omega$, and it is used to express the probability that a vehicle is observed by sensor $x^{\prime}$ no more than $t$ seconds after having been observed at sensor $x$. These densities can be estimated while also fitting other route-related model parameters; see [3] for a detailed example.

### 6.3 The Model

Observations from automatic vehicle identification (AVI) sensors result in timestamped and location-tagged observations of vehicles identified by their unique identifier. If one groups the observations by vehicle, then each vehicle has a location (state) where it was initially observed at and then a sequence of following observations. Each following observation can be viewed as a transition from the previously observed state. We can then model these observations as transitions between the states of a Markov chain where the states of the chain are the AVI sensors. In order to capture more complex traffic patterns we propose to use a mixture of Markov chains, since a single Markov chain may be unable to properly summarize the multiple traffic patterns present.

We model the sequence of sensors observing a particular vehicle $i$ as following a firstorder discrete-time Markov chain. Under the first-order Markov assumption, sufficient statistics for the sequence $x^{i}=\left(x_{0}^{i}, x_{1}^{i}, \ldots, x_{n_{i}}^{i}\right)$ of observations of vehicle $i$ are the initial state $x_{0}^{i}$ and a matrix $]^{3} X^{i} \in \mathbb{Z}_{\geq 0}^{|\Omega| \times|\Omega|}$ of transition counts, where $X_{j, k}^{i}$ is the number of times
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the vehicle $i$ was observed at sensor $k$ immediately after having been observed at sensor $j$.
If one considers a single Markov chain at time window $t$ with initial state distribution $\pi(t)$ and transition matrix $P(t)$, which we group together and write as $\phi(t)=(\pi(t), P(t))$ for convenience, the likelihood of the observations of vehicle $i$ is

$$
\begin{equation*}
p\left(x^{i} \mid \phi(t)\right)=\pi_{x_{0}^{i}}(t) \prod_{j=1}^{|\Omega|} \prod_{k=1}^{|\Omega|}\left(P_{j, k}(t)\right)^{X_{j, k}^{i}} . \tag{6.1}
\end{equation*}
$$

Using only one Markov chain to describe all of the traffic observations in time-window $t$ provides limited predictive capacity. For example, envision a large volume of traffic moving from the suburbs into the downtown core of a city during the morning rush-hour. At the same time, traffic may be moving from the downtown core into the suburbs at a much smaller volume. If this behavior was modelled using a single Markov chain, the small traffic volume moving from downtown to the suburbs may get lost. Modelling this as a mixture model may allow us to identify these inter-twined traffic flows occurring within the same time-window (e.g., with one component capturing each "direction" or "flow"). Therefore, in order to capture more traffic patterns present in the data, we propose to use a mixture of Markov chains. This mixture model contains $M(t)$ mixture components at timewindow $t$, and the $m$ th mixture component has parameters $\phi^{(m)}(t)=\left\{\pi^{(m)}(t), P^{(m)}(t)\right\}$, $m=1, \ldots, M(t)$. The likelihood for a vehicle $x^{i}$ under each individual component is then $p\left(x^{i} \mid \phi^{(m)}(t)\right)$ as in 6.1.

Each vehicle's path is assumed to be generated by one of the components in the mixture model. In order to model this, we follow the standard approach of using the binary random variables $z_{i}^{(m)}$ for each vehicle $i$ and mixture component $m$, with $z_{i}^{(m)}$ equal to one if and only if the movement of vehicle $i$ is governed by mixture component $m$, and $\sum_{m=1}^{M(t)} z_{i}^{(m)}=1$. Further let $\boldsymbol{\alpha}(t)=\left(\alpha^{(1)}(t), \ldots, \alpha^{(M(t))}\right)$ denote the distribution of $z_{i}^{(m)}$ with $\mathrm{p}\left(z_{i}^{(m)}=1\right)=$ $\alpha^{(m)}(t)$ for a vehicle $i$ observed during time-window $t$.

Since the assignment variable $\boldsymbol{z}_{i}$ is not observed, one typically works with the marginalized complete-data likelihood,

$$
\begin{equation*}
p\left(x^{i} \mid \boldsymbol{\alpha}(t), \boldsymbol{\phi}(t)\right)=\sum_{m=1}^{M(t)} \alpha^{(m)}(t) p\left(x^{i} \mid \phi^{(m)}(t)\right) \tag{6.2}
\end{equation*}
$$

where $\boldsymbol{\phi}(t)$ is the collection of all mixture component parameters $\phi^{(m)}(t)$ in time-window
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$t$. Finally, assuming that the paths of different vehicles are i.i.d., the likelihood of $N(t)$ vehicles generating the observations $X(t)$ in time-window $t$ is

$$
\begin{equation*}
p(X(t) \mid \boldsymbol{\alpha}(t), \boldsymbol{\phi}(t))=\prod_{i=1}^{N(t)} \sum_{m=1}^{M(t)} \alpha^{(m)}(t) p\left(x^{i} \mid \phi^{(m)}(t)\right) \tag{6.3}
\end{equation*}
$$

In our previous work [3] we considered the problem of detecting when two or more vehicles were traveling along correlated routes (i.e., detecting convoys), and non-convoy traffic was modelled as independent samples from a (static) mixture of Markov chains.

The remainder of this section defines the model dynamics.

### 6.3.1 Mixture Component Death

Consider the mixture model in time-window $t-1$ with $M(t-1)$ components. This mixture model can be described by the vector of mixture weights $\boldsymbol{\alpha}(t-1)$ and parameters for each component $\phi^{(m)}(t-1), m=1, \ldots, M(t-1)$. Let $\boldsymbol{\Theta}(t)=(\boldsymbol{\alpha}(t), \boldsymbol{\phi}(t))$ denote the complete set of model parameters at time $t$.

Existing components either persist or die between time-windows, and they die with probability

$$
\begin{equation*}
p_{d}\left(\phi^{(m)}(t), \alpha^{(m)}(t)\right) . \tag{6.4}
\end{equation*}
$$

This probability can be constant or could be related to the rate at which $\alpha^{(m)}(t)$ is decreasing signifying that the component is "dying". It could also be related to a rate of decrease in the Kullback-Leibler (KL) divergence between a pair of components signifying they may be "merging". The notions of a component dying on its own or merging with another are handled by the algorithm in a following section.

For each component death, the mixture weight assigned to that component is distributed proportionally among the remaining components which is similar to the generative model of Stephens [7].

### 6.3.2 Persisting Component Evolution

If a component persists from time-window $t-1$ to $t$ its parameters evolve according to the dynamics

$$
\begin{equation*}
\phi^{(m)}(t) \sim H\left(\phi^{(m)}(t-1)\right) \tag{6.5}
\end{equation*}
$$
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where $H(\cdot)$ is a distribution parametrized by the previous iteration's component's parameters with pdf $h\left(\phi^{(m)}(t) \mid \phi^{(m)}(t-1)\right)$. In order to easily compute the MAP estimate, this distribution would ideally be conjugate to the distribution parametrized by $\phi^{(m)}(t)$. In the traffic model considered here, with a time-varying mixture model (TVMM) of discrete-time Markov chains (DTMC), we adopt the model that

$$
P^{(m)}(t) \sim\left[\begin{array}{l}
\operatorname{Dir}\left(P_{(1,::}^{(m)}(t-1)\right)  \tag{6.6}\\
\operatorname{Dir}\left(P_{(2,:)}^{(m)}(t-1)\right) \\
\vdots \\
\operatorname{Dir}\left(P_{(|\Omega| ;:)}^{(m)}(t-1)\right)
\end{array}\right]:=\operatorname{Dir}\left(\boldsymbol{P}^{(m)}(t-1)\right)
$$

and

$$
\begin{equation*}
\pi^{(m)}(t) \sim \operatorname{Dir}\left(\pi^{(m)}(t-1)\right) \tag{6.7}
\end{equation*}
$$

where $\operatorname{Dir}(\cdot)$ is the Dirichlet distribution.

### 6.3.3 Mixture Component Birth

The number of mixture components born at each time-window follows a Poisson distribution with parameter $\lambda(t)$ as $n_{b} \sim \operatorname{Pois}(\lambda(t))$. This allows for a countably infinite number of components to be born in each time-window. Each new component which is born in timewindow $t$ has parameters distributed according to some distribution, $\phi^{(m)}(t) \sim H(\mathbb{G})$, which has a density $h\left(\phi^{(m)}(t) \mid \mathbb{G}\right)$. Here $\mathbb{G}$ are the parameters, or set of parameters, of the base distribution of the model. In our TVMM DTMC these distributions are

$$
\begin{equation*}
P^{(m)}(t) \sim \operatorname{Dir}\left(G_{p}\right) \text { and } \pi^{(m)}(t) \sim \operatorname{Dir}\left(G_{\pi}\right) \tag{6.8}
\end{equation*}
$$

where $\mathbb{G}=\left\{G_{p}, G_{\pi}\right\}$ are the set of base distribution parameters.
Each new component which is born has a mixture weight distributed according to a Beta distribution so that

$$
\begin{equation*}
\alpha^{(M(t)+1)}(t) \sim \operatorname{Beta}(1, M(t)) \tag{6.9}
\end{equation*}
$$

Following [7], for each new component added, the weights of previously existing components are scaled down by $\left(1-\alpha^{(M(t)+1)}\right)$. This model for component birth can be related to the notion that components are "born from the prior" so they have some shared knowledge
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between all components but are independent from all other existing components. In this model new components also receive progressively smaller weights which helps in that no new component can appear and take the majority of the weight in one iteration. It will be born small and, if necessary, will grow through its dynamics. This notion of a curbed mixture weight with additional births is also adopted from [7] and differs from the typical nonparametric Dirichlet process mixture models in that the parameter of the Beta distribution varies, depending on the number of existing components, over time.

### 6.3.4 Mixture Weight Dynamics

The fully dynamic model is now defined, save for the evolution of the vector of mixture weights, $\boldsymbol{\alpha}$, between time windows $t-1$ and $t$. The dimension of this vector can change between time-windows and it is modelled as following a multinomial distribution. Consequently, it is natural to model these weights as evolving according to a Dirichlet distribution because the Dirichlet distribution is conjugate to the multinomial distribution [22]. However the parameter to the Dirichlet must have the same dimension as the variable output from the distribution. Therefore we propose that one considers that the model first determines the component births and deaths, where the mixture weights are adjusted for each birth and death, and then the dimension of the mixture weight vector is known. After the births and deaths are established, we have a resized and rescaled weight vector for time $t-1$ called $\boldsymbol{\alpha}^{\prime}(t-1)$. With this rescaled mixture weight vector the next mixture weight vector is distributed according to

$$
\begin{equation*}
\boldsymbol{\alpha}(t) \sim \operatorname{Dir}\left(\boldsymbol{\alpha}^{\prime}(t-1)\right) . \tag{6.10}
\end{equation*}
$$

### 6.4 MAP Inference for a Mixture of Markov chains

In the ideal case we would estimate the parameters of a time-varying mixture model at time $t$ via Bayes' Rule and get a maximum a posteriori (MAP) estimate of the parameters. Given the data from time-windows $1, \ldots, t$, denoted $\mathbf{X}(1: t)=\{X(1), \ldots, X(t)\}$, we want to estimate the parameters that maximize the posterior $p(\boldsymbol{\Theta}(t) \mid \mathbf{X}(1: t))$ which can be

# 6 Paper: Time-Varying Mixtures of Markov Chains: An Application to Traffic Modeling 

rewritten as

$$
\begin{align*}
& p(\boldsymbol{\Theta}(t) \mid \mathbf{X}(1: t))=\frac{p(X(t), \boldsymbol{\Theta}(t) \mid \mathbf{X}(1: t-1))}{p(X(t) \mid \mathbf{X}(1: t-1)} \\
& \quad \propto p(X(t) \mid \boldsymbol{\Theta}(t)) p(\boldsymbol{\Theta}(t) \mid \mathbf{X}(1: t-1))  \tag{6.11}\\
& =p(X(t) \mid \boldsymbol{\Theta}(t)) \int p(\boldsymbol{\Theta}(t) \mid \boldsymbol{\Theta}(t-1)) \\
& \quad \quad \times p(\boldsymbol{\Theta}(t-1) \mid \mathbf{X}(1: t-1)) d \boldsymbol{\Theta}(t-1)
\end{align*}
$$

by application of Bayes' theorem where the denominator in the first equation is simply a scaling factor so it does not affect the maximization. The MAP estimate is then given by

$$
\begin{align*}
& \hat{\boldsymbol{\Theta}}_{M A P}(t)=\underset{\boldsymbol{\Theta}(t)}{\arg \max } p(X(t) \mid \boldsymbol{\Theta}(t))  \tag{6.12}\\
& \times \int p(\boldsymbol{\Theta}(t) \mid \boldsymbol{\Theta}(t-1)) p(\boldsymbol{\Theta}(t-1) \mid \mathbf{X}(1: t-1)) d \boldsymbol{\Theta}(t-1) .
\end{align*}
$$

As the dimensionality of the model grows, computing the integral over the entire parameter space $\boldsymbol{\Theta}(t-1)$ quickly becomes intractable. We can however further develop the terms appearing in the MAP objective.

In order to solve this maximization, we need expressions for $p(X(t) \mid \boldsymbol{\Theta}(t))$ and $p(\boldsymbol{\Theta}(t) \mid \mathbf{\Theta}(t-$ 1)) in 6.12). The likelihood $p(X(t) \mid \boldsymbol{\Theta}(t))$ is given by 6.3). The transition density $p(\mathbf{\Theta}(t) \mid \boldsymbol{\Theta}(t-1))$ is governed by the model dynamics described in Sec. 6.3. The term $p(\boldsymbol{\Theta}(t-1) \mid \mathbf{X}(1: t-1))$ is the recursive posterior from time window $t-1$, acting as the current time-window's prior.

In order to express the parameter transition density we need to match the persisting mixture components in time window $t-1$ with those in time window $t$. If $n_{d}$ components die from $t-1$ to $t$ then $M(t-1)-n_{d}$ components persist.

Consider the set of choices of size $M(t-1)-n_{d}$ from the set $\{1, \ldots, M(t-1)\}$. Furthermore consider all permutations of each resulting choice in this set of choices. The concatenation of all permutations of all possible choices from this set is denoted by $\mathcal{A}(t)$. This is the set of all possible mappings of the components at time-window $t-1$ to those which persisted to time-window $t$. In the definition of $p(\boldsymbol{\Theta}(t) \mid \boldsymbol{\Theta}(t-1))$ we need to marginalize over all the possible mappings in $\mathcal{A}(t)$. We can note that incorrect mappings will likely have very small probability, and there will likely only be one mapping which results in a
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reasonably large probability. Now if one further assumes that the probability of death for any component is $p_{d}$ for all $t$, then we can define $p(\boldsymbol{\Theta}(t) \mid \boldsymbol{\Theta}(t-1))$ to be ${ }_{4}^{4}$

$$
\begin{align*}
& p(\boldsymbol{\Theta}(t) \mid \boldsymbol{\Theta}(t-1))  \tag{6.13}\\
= & \sum_{n_{d}(t)=\max (0, M(t-1)-M(t))}^{M(t-1)}\left\{f_{d}\left(n_{d}(t) \mid p_{d}, M(t-1)\right) \times\right. \\
& f_{b}\left(M(t)-M(t-1)+n_{d}(t) \mid \lambda(t)\right) \times \\
& \left(\sum_{A \in \mathcal{A}(t)} \prod_{m=1}^{M(t-1)-n_{d}(t)} g\left(\phi^{(m)}(t) \mid \phi^{\left(A_{m}\right)}(t-1)\right)\right) \times \\
& \left(\prod_{n_{b}(t)=M(t-1)-n_{d}(t)+1}^{M(t)} g\left(\phi^{(m)}(t) \mid \mathbb{G}\right) f_{\alpha}\left(\alpha^{(m)}(t) \mid M(t-1)\right)\right) \\
& \left.\times f_{\boldsymbol{\alpha}}\left(\boldsymbol{\alpha}(t) \mid \boldsymbol{\alpha}^{\prime}(t-1)\right)\right\}
\end{align*}
$$

where

$$
\begin{align*}
f_{d}\left(x \mid p_{d}, M(t-1)\right) & =p_{d}^{x}\left(1-p_{d}\right)^{M(t-1)-x}  \tag{6.14}\\
f_{b}(k \mid \lambda(t)) & =\frac{\lambda(t)^{k} e^{-\lambda(t)}}{k!}  \tag{6.15}\\
f_{\alpha}(x \mid M(t)) & =\frac{(1-x)^{M(t)-1}}{\mathrm{~B}(1, M(t))}  \tag{6.16}\\
f_{\boldsymbol{\alpha}}\left(\mathbf{x} \mid \boldsymbol{\alpha}^{\prime}(t-1)\right) & =\frac{1}{\mathrm{~B}\left(\boldsymbol{\alpha}^{\prime}(t-1)\right)} \prod_{m=1}^{|\mathbf{x}|} x_{m}^{\alpha_{m}^{\prime}(t-1)} \tag{6.17}
\end{align*}
$$

and where $\mathrm{B}(\cdot)$ is the Beta function and $f_{\boldsymbol{\alpha}}()$ controls the evolution of the rescaled mixture component weights ( $\boldsymbol{\alpha}^{\prime}$ ) defined in 6.10).

In order to do inference on this model, one could resort to a Monte-Carlo based method, such as Gibbs Sampling. However, due to the high-dimension of the model parameter space the number of burn-in and sampling iterations of the MCMC method quickly goes to infinity in order to sample reasonable candidates models from such a large search space. As

[^9]
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a simple example, consider the TVMM DTMC model again with a state space of $|\Omega|=25$ representing a network of 25 nodes. If the current model in time-window $t$ is comprised of 3 DTMCs, one needs to estimate the mixture weights $(\boldsymbol{\alpha}(t))$, the initial state distributions $(\pi(t))$, and transition matrices $(P(t))$ for each component resulting in

$$
\begin{gathered}
(|\alpha|-1)+|\alpha| \times[(|\Omega|-1)+|\Omega|(|\Omega|-1)] \\
=2+3(24+25 \times 24)=1874
\end{gathered}
$$

free parameters which need to be estimated. In addition to the number of free parameters which need to be estimated, there is the issue that random samples from the posterior distribution in a MCMC method will be candidate mixture models which have a varying number of components. Therefore determining a method of averaging the posterior samples or choosing the best candidate model in order to obtain the best parameter estimate is not a straightforward task as well.

Now since MCMC-based methods result in unreasonable sampling times, the question becomes how does one estimate the parameters of this type of model? An alternate might be to try and derive an exact Maximum a Posteriori (MAP) estimate based on the probability definitions in 6.12, 6.13, 6.14, 6.15, 6.16, and 6.17. If one excludes the definition of $p(\boldsymbol{\Theta}(t) \mid \boldsymbol{\Theta}(t-1))$ for a moment and only focuses on $p(X(t) \mid \boldsymbol{\Theta}(t))$ this would result in a maximum likelihood (ML) estimate of the mixture model which we can show is still intractable to compute.

To demonstrate the infeasibility of a ML solution in the mixture model, consider the hidden assignment variable $z_{i}^{(m)}$ for vehicle $i$ outlined in Section 6.3 again. This variable $z_{i}^{(m)}=1$ when vehicle $i$ 's path is distributed according to mixture component $m$ and 0 otherwise. Now the updated likelihood function using this hidden variable definition is

$$
\begin{align*}
& f(X(t) \mid \boldsymbol{\Theta}(t))=\prod_{i=1}^{N(t)} \sum_{z_{i} \in \mathcal{Z}} \prod_{m=1}^{M(t)} f\left(x^{i}, z_{i}^{(m)} \mid \phi^{(m)}(t)\right)  \tag{6.18}\\
& =\prod_{i=1}^{N(t)} \sum_{z_{i} \in \mathcal{Z}} \prod_{m=1}^{M(t)}\left(\pi_{x_{0}^{i}}^{(m)}(t) \prod_{j=1}^{|\Omega|} \prod_{k=1}^{|\Omega|}\left(P_{j, k}^{(m)}(t)\right)^{X_{j, k}^{i}}\right)^{z_{i}^{(m)}} \tag{6.19}
\end{align*}
$$

where the marginalization over all possible $z_{i}$ 's make computing the ML estimate quickly go
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to infinity. The actual number of iterations to marginalize over $\mathcal{Z}$ is $M(t)^{|X(t)|}$ which one can see is dependent on the mixture-model order in time-window $t$ and the number of vehicles observed in time-window $t$. This marginalization requirement is true of all types of mixture models, not only a TVMM of DTMCs. These types of models are traditionally estimated using the Expectation-Maximization algorithm [23] which replaces the hidden assignments $z_{i}$ from binary random variables with weighted probabilities by stating that vehicle $i$ has probability $\alpha_{i}^{(m)}$ of being distributed according to component $m$. This greatly simplifies the computation of the marginal likelihood and it then becomes possible to maximize the expected complete log-likelihood via a simple recursive algorithm. It proceeds by choosing the component mixture probabilities based on the ratio of the likelihood of the data being distributed according to each individual component. This is performing a form of clustering, which can motivate the need to first cluster the data into groups and then updating the individual component parameters based on the data membership to each component. We propose the automatic hard EM algorithm defined in the following section to address the clustering and estimation problem in a time-varying mixture model.

### 6.5 Automatic Hard EM Estimation for Time-Varying Mixture Models

When the true number of underlying components in a mixture model is unknown a priori, then a mixture model estimation scheme needs to estimate the number of mixture components as well as the parameters of the individual mixture model components and the mixing weights for each component. Traditional Expectation-Maximization (EM), Classification $E M$ (CEM), and $k$-Means algorithms require that the number of mixture components be known beforehand $[21,23,24]$. This means that a modification to these types of estimation schemes is necessary.

We propose an approach to model order estimation similar to that described in [15], which progressively adds components. However, the proposed approach eliminates the search over candidate models by simply adding the same base candidate model $\mathbb{G}$ at each iteration. This reflects the generative model where new components born at each iteration are generated according to this global prior.
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### 6.5.1 Modified Hard EM Clustering

The EM algorithm [23] can be viewed as performing a form of clustering where the cluster assignments are soft: for each datapoint we get a likelihood that the datapoint came from each of the possible clusters. Then the cluster parameter estimates are updated to the weighted average of the data assigned to the cluster. Once the weighted cluster assignments and component parameters stop changing, to within some tolerance, the algorithm is considered to have converged. By modifying the EM algorithm to make hard assignments instead of weighted assignments, one obtains an alternate method commonly referred to as Hard EM. This is a reasonable approximation when the mixture components are well-separated, and it is generally much faster to compute. Hard EM algorithms can be considered to have converged once the component assignments stop changing since, once this occurs, the component parameter estimates will be exactly the same in subsequent iterations.

Since we assume that vehicles follow a single DTMC in the mixture model, we use Hard EM to estimate the DTMC that generated the observed vehicle path. We then use the paths of the group of vehicles assigned to a component to compute a simple MAP estimate of the component's parameters.

### 6.5.2 The Proposed Algorithm

For each time-window $t$, the proposed inference algorithm is divided into three phases. The first phase is a modification of the Hard EM algorithm to jointly estimate model parameters and the model order. The phase is initialized with the mixture model parameters estimated in the previous time-window, and it allows for an arbitrary number of new components to be created. In the second phase, components that have fewer than $L_{\alpha}$ data points assigned to them are trimmed from the model. In the last phase, pairs of the remaining components are merged if the KL divergence between them falls below a threshold $L_{K L}$. These last two phases simplify the resulting model, reducing the storage requirements and simplifying future evaluations of the model, while also acting as a sort-of regularizer to avoid overfitting. Pseudocode is shown in Alg. 1 and each phase is described in more detail next.

```
Algorithm 1 Automatic Hard EM algorithm for \(T\) time-windows
    1: \(\boldsymbol{\Theta}(0)=\{ \}\)
Require: Data \(\mathbf{X}(1: T)=\{\mathbf{X}(1), \ldots, \mathbf{X}(T)\}\)
    for \(t \in 1 . . T\) do
        \(\hat{\phi}_{0}=\left\{\phi^{(m)}(t-1)\right\}^{\forall m} \bigcup\{\mathbb{G}\}\)
        while \(\left|S_{M(t)}\right|>0\) do
            \(i=1\)
            repeat
                for \(m \in\{1, \ldots, M(t)\}\) do
                    \(S_{m}=\left\{x^{j}: p\left(x^{j} \mid \hat{\phi}_{i-1}^{(m)}\right)>p\left(x^{j} \mid \hat{\phi}_{i-1}^{\left(m^{\prime}\right)}\right) \forall m^{\prime} \neq m\right\}\)
                    \(\hat{\phi}_{i}^{(m)}=\arg \max f\left(S_{m} \mid \hat{\phi}_{i}^{(m)}\right) h\left(\hat{\phi}_{i}^{(m)} \mid \hat{\phi}_{0}^{(m)}\right)\)
                    end for
            \(i=i+1\)
        until \(\left|\hat{\phi}_{i}^{(m)}-\hat{\phi}_{i-1}^{(m)}\right|=0, \forall m\)
        \(\alpha^{(m)}(t) \leftarrow \frac{\left|S_{m}\right|}{|\mathbf{X}(t)|}, \forall m\)
        if \(\left|S_{M(t)}\right|>0\) then
                \(\hat{\phi}_{i}(t)=\left\{\hat{\phi}_{i}^{(m)}(t)\right\}^{\forall m} \bigcup\{\mathbb{G}\}\)
                \(\hat{\phi}_{0}(t)=\left\{\hat{\phi}_{0}^{(m)}(t)\right\}^{\forall m} \bigcup\{\mathbb{G}\}\)
        end if
        end while
        \(\boldsymbol{\Theta}(t) \leftarrow\left\{\left(\alpha^{(1)}(t), \hat{\phi}_{i}^{(1)}(t)\right), \ldots,\left(\alpha^{(M(t))}, \hat{\phi}_{i}^{(M(t))}(t)\right)\right\}\)
        Trim components in \(\boldsymbol{\Theta}(t)\) with \(\alpha^{(m)}<L_{\alpha}\)
        Merge components in \(\boldsymbol{\Theta}(t)\) with
            \(D_{K L}\left(\phi^{(m)}(t) \| \phi^{\left(m^{\prime}\right)}(t)\right)<L_{K L}\)
    end for
```
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## Modified Hard EM

The modification that we propose to the standard hard EM algorithm allows the algorithm to greedily add new components as necessary, so the number of components does not need to be specified in advance. The first phase begins by adding a new component with parameters $\mathbb{G}$ (line 3). It then finds the component which achieves the maximum likelihood for each observed path (line 8). From the vehicle paths assigned to each component, the MAP estimate of the parameters is computed (line 9). In the MAP estimate computation, $f\left(S_{m} \mid \hat{\phi}_{i}^{(m)}\right)$, is the likelihood of the data assigned to component $m$, and $h\left(\hat{\phi}_{i}^{(m)} \mid \hat{\phi}_{0}^{(m)}\right)$ is the same as in (6.5). By adding components with initial parameters of $\mathbb{G}$, this is equivalent to setting the parameters of the prior over the component parameter distribution to the same values. This means that the distribution over the components, $h(\cdot \mid \cdot)$, is the same for all newly added components. These steps are repeated until the assignments no longer change from one iteration to then next (line 12). Then (line 13), the algorithm updates the mixture weights $\alpha^{(m)}(t)$ based on the number of observations assigned to each component.

Next (line 14), the algorithm checks if any data has been assigned to the most-recently appended component. Since this component was initialized as the base distribution $\mathbb{G}$, it is more vague (i.e. it has higher variance or spread) than the components propagated from the previous time-window. If paths are assigned to this component, then at least one new cluster is deemed to have formed, and another component is added (lines 14-17). Then the Hard EM algorithm is executed again with this new, larger, model order. This process repeats until another instance of the base component $\mathbb{G}$ is added and no data points are assigned to it. In the worst case scenario where all observed paths in a time-window are well-separated, one could end up with a number of components equal to the number of observed paths. However in the empirical studies discussed in Section 6.7, we did not observe this extreme, and typically $M(t) \ll|\mathbf{X}(t)|$. This estimation technique allows new component creation and existing component movement.

If this were the only phase of the algorithm, the number of components would continuously grow without limit since we only add new components in this phase of each time-window. Therefore we next need a method of annealing the number of components to those which are necessary, both for computational considerations and to avoid over-fitting.

## 6 Paper: Time-Varying Mixtures of Markov Chains: An Application to Traffic Modeling

## Trimming Weak Components

The most basic way of trimming components that do not describe the data is to remove components that are associated with a small proportion of data; these are precisely the components with small weights $\alpha^{(m)}(t)$. This is implemented in line 20 . The threshold, $L_{\alpha}$, could be constant, a time-window dependent value, or a data size-dependent value. One might wish to keep all components which are sufficiently well-separated from the rest, in which case $L_{\alpha}$ would be set to zero.

## Merging Similar Components

A more complex notion is examining when two components become very close to each other (meaning they are essentially the same distribution). After the clustering has converged and weak components are deleted, we compute the KL divergence between all pairs of components and merge pairs if the KL divergence from one to the other is below a threshold, $L_{K L}$, starting from the smallest difference and proceeding sequentially. When computing the KL divergence between all pairs of components, we need to compute both combinations $D_{K L}\left(m \| m^{\prime}\right)$ and $D_{K L}\left(m^{\prime} \| m\right)$ and take the minimum component and test if it is below $L_{K L}$. To merge components $m$ and $m^{\prime}$ we take the weighted average of their parameters,

$$
\begin{aligned}
\alpha^{\text {merged }}(t) & =\alpha^{(m)}(t)+\alpha^{\left(m^{\prime}\right)}(t) \\
\phi^{\text {merged }}(t) & =\frac{\alpha^{(m)}(t) \phi^{(m)}(t)}{\alpha^{(m)}(t)+\alpha^{\left(m^{\prime}\right)}(t)}+\frac{\alpha^{\left(m^{\prime}\right)}(t) \phi^{\left(m^{\prime}\right)}(t)}{\alpha^{(m)}(t)+\alpha^{\left(m^{\prime}\right)}(t)} .
\end{aligned}
$$

We then compute all KL divergences with the new component structure and repeat the test and merge if necessary until no KL divergence is below the threshold. This is implemented in line 21 of Alg. 1. The choice of an appropriate threshold $L_{K L}$ is discussed in Section 6.6.

### 6.5.3 Intuitive Explanation of the Automatic Hard EM Algorithm

Next we provide an intuitive explanation to help understand the function of the Automatic Hard EM algorithm. Suppose that the mixture model estimated at time-window $t-1$ has two components, and 500 data points are observed in time-window $t$. In the first through the CEM algorithm (lines $6-12$ ), each data point will be assigned to one of three components: the two from the previous time-window, and the additional one added in
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line 3.
After this first pass of the CEM has converged, if no data points were assigned to the third mixture component then the algorithm determines that the original two components were sufficient to model the data, and the while loop exists. Otherwise, if at least one data point was assigned to the third mixture component, then the algorithm allows for the possibility of increasing the model order further. Another generic component is added in lines $15-16$, and another pass of the CEM algorithm is performed. This repeats until no data points are assigned to the most recently added component, at which point it is determined there is no need to further increase the model order. Thus this first phase involves greedily increasing the model order as long as the CEM continues to associate data points to new mixture components.

To be concrete, suppose that this phase finishes with a model of order $M(t)=4$, and the number of data points associated to each component are as follows:

- Component 1 has 200 data points;
- Component 2 has 0 data points;
- Component 3 has 300 data points;
- Component 4 has 0 data points.

Recall that the first two components were propagated forward from the previous time step, and components 3 and 4 were added in this time-window.

At this stage the last two algorithm steps (trimming and merging) are executed. The trimming phase deletes components to which no (or only a few) data points have been assigned; in our example, component 2 from the previous time-window has died, since it no longer explains any of the observations, and component 4 is eliminated because it was added unnecessarily.

The last step is the merging step. Following our example, if the KL divergence between the remaining two components, 1 and 3 , is smaller than the threshold $L_{K L}$, then the initial state distributions and transition matrices of these two components are deemed too similar, and so they will be merged, resulting in a final model with a single component. If the KL divergence between the two components is larger than $L_{K L}$ then the two components are deemed to be sufficiently different that they both remain and propagate forward to the next time-window.
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### 6.5.4 On the Convergence of the Algorithm per Time-Window

For a fixed model order, Wu [25] shows that convergence of the EM algorithm to a local maximum is guaranteed by demonstrating that the EM iterations monotonically increase the likelihood. Convergence of the CEM algorithm to a local maximum, in the case of a fixed model order, is shown by Celeux and Goavert [21]. They accomplish this by introducing the classification maximum likelihood (CML) criterion,

$$
\begin{equation*}
C_{2}(Z(t), \boldsymbol{\Theta}(t))=\sum_{m=1}^{M(t)} \sum_{x_{i} \in Z^{(m)}(t)} \log \left(\alpha^{(m)}(t) p\left(x_{i} \mid \phi^{(m)}(t)\right)\right) \tag{6.20}
\end{equation*}
$$

where $Z^{(m)}(t) \subset \mathbf{X}(t)$ is the subset of data in $\mathbf{X}(t)$ which is associated with component $m$. Then they show that each CEM iteration increases this criterion. Since it is bounded above, it follows that the algorithm converges to a local maximum.

Now we discuss why the Automatic Hard EM algorithm is guaranteed to converge within each time window. Specifically, we explain why the while loop spanning lines $4-18$ in Algorithm 1 is guaranteed to converge. First, observe that the inner loop spanning lines 6-12 correspond precisely to the CEM algorithm with fixed model order $M(t)$. Convergence of this inner loop is guaranteed by the results of [21], and the value to which it converges is a local maximum of the CML criterion.

It remains to be shown that the outer loop terminates - specifically, that the conditional in line 4 eventually evaluates to false. Recall that $M(t)$ is the number of components in the mixture model. Within the loop spanning lines $4-18, M(t)$ is strictly increasing. Specifically, if the condition in line 14 is true then $M(t)$ is incremented in lines 15 and 16, and the condition in line 14 is true if the most recently added component has at least one observation sequence assigned to it. Under the assumption that there are a finite number of observations in each time window, the maximum number of components is also finite; it is at most equal to the number of observations $N(t)$, in which case every component has exactly one datapoint assigned to it. Since $M(t)$ is monotonic increasing and bounded above during the execution of lines $4-18$, this portion of the algorithm is guaranteed to converge. The last two steps evaluated in each time window (lines 20 and 21) both strictly decrease the number of components in the mixture model, and so they also are guaranteed to converge. Hence, the Automatic Hard EM algorithm is guaranteed to converge at each
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time step.
Although the algorithm is deterministic and is guaranteed to converge, we note that there are no guarantees about the quality of the estimate to which the algorithm converges. Recall that the CEM iterations monotonically increase the CML criterion given in 6.20). The loop spanning lines 4 -18 involves repeatedly executing CEM iterations while progressively increasing the model order each time CEM converges. Consequently, lines 4-18 indeed monotonically increase the CML criterion, and so when this loop converges the algorithm is at a local maximum of the CML criterion. However, the trimming and merging steps in lines 20 and 21 will generally result in a decrease of the CML.

### 6.6 Threshold for Merging Similar Components

Before proceeding to numerical experiments, we discuss how to choose $L_{K L}$, the limit at which two estimated components are merged. Since the parameters of the DTMCs in the mixture model are random variables, the KL divergence between pairs of estimated DTMCs can also be considered a random variable parametrized by the hyper-parameters $\phi^{(m)}(t)$ and $\phi^{\left(m^{\prime}\right)}(t)$. The KL divergence in time-window $t$ between two DTMCs is non-symmetric and is defined as

$$
D_{K L}\left(m \| m^{\prime} ; \boldsymbol{\Theta}(t)\right)=\sum_{i=1}^{|\Omega|} \pi_{i}^{(m)}(t) \sum_{j=1}^{|\Omega|} P_{i, j}^{(m)}(t) \log \frac{P_{i, j}^{(m)}(t)}{P_{i, j}^{\left(m^{\prime}\right)}(t)}
$$

The KL divergence test in Alg. 1 aims to identify when two estimated component distributions are sufficiently close to be merged into one. This means that the hyperparameters which govern $\phi^{(m)}(t)$ and $\phi^{\left(m^{\prime}\right)}(t)$ should be the same hyper-parameters. In this TVMM setting, this set of shared hyper-parameters is either $\left\{G_{\pi}, G_{P}\right\}$ or $\left\{\pi^{(m)}(t-\right.$ 1), $\left.P^{(m)}(t-1)\right\}$ for some $m$.

Due to the complexity of this expression, a closed-form expression for the distribution of the KL divergence function between two random DTMCs is not available. Therefore we propose an experimental evaluation which investigates the distribution of sampled KL divergences from mixture models with a mis-specified model order [26].
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### 6.6.1 Simulated dataset 1

In order to perform an experimental evaluation of the distribution of the KL divergence, we first introduce a simulated dataset which will be used in the evaluation. The simulated dataset is created using a random network of 25 nodes generated as a random Delaunay graph: nodes are placed uniformly and independently in the unit square, and edges are obtained from the Delaunay triangulation of these points. The resulting graph is planar, similar to many road networks. An example random Delaunay graph is shown in Fig. 6.1. This dataset contains 100 time-windows where in each time-window a mixture model (as defined in the generative model of Sec. 6.3) governs the sampled data. We refer to this as Simulated Dataset 1 (SDS1), and it is generated from a mixture-model with a model order that varies between one and three components during the 100 time-windows. The probability of component death in the model is $p_{d}=0.1$ and the parameter of the Poisson distribution controlling component birth is $\lambda(t)=1$ for all $t$. The mixture model order over the 100 time-windows is shown in Fig. 6.3(a). Vehicle observations in SDS1 have a path length that is sampled uniformly between 13 and 23 .


Fig. 6.1 An example random Delaunay graph with 25 nodes
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### 6.6.2 Fitting a Mis-Specified Model

Using the TVMM in SDS1, we sample 50 datasets, each containing observations of 5000 vehicles per time-window. For each of these datasets, we fit a model with exactly $M(t)+1$ components at every time-window by running the EM algorithm [23] with 10 random restarts. We keep the model with the largest likelihood which, for the same model-complexity in each fit, is equivalent to using BIC or AIC as a model selection criterion.


Fig. 6.2 (a) A histogram density estimate over the sampled KL divergence values for the mis-specified $M(t)+1$ model. (b) A histogram density estimate over the sampled KL divergence values for the mis-specified $M(t)+2$ model.(c) The CDF of the fitted functions in (a) and (b) with the proposed KL divergence threshold $L_{K L}=0.678$ superimposed at the vertical black line.

Then, for each best fit model, we compute the KL divergence between all distinct pairs of components in each time-window. The distribution of the KL divergence values is shown in Fig. 6.2(a), where it can be clearly seen that there are two peaks present. We postulate that the first peak, near zero, corresponds to the over-fit models which should be merged. In other words, one would like to see the peak near zero disappear and only the remaining peak be present, corresponding to estimated components that are well-separated.

We continue to investigate this hypothesis by examining when there is a mis-specified model of order $M(t)+2$ in each time-window. Using the same method as for when $M(t)+1$, the distribution of the KL divergence values is shown in Fig. 6.2(b). Here we can see the mass of the distribution near zero has indeed grown. In order to further see this consider Fig. 6.2(c) which shows the CDF of the distributions in Fig. 6.2(a) and Fig. 6.2(b), obtained using kernel density estimates. Here we can clearly see that the mass in the near zero models has indeed grown under the more mis-specified model $(M(t)+2)$, which confirms that we
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would like to set $L_{K L}$ to trim this lower peak.
We propose to set the threshold $L_{K L}$ by computing the numerical derivative of the CDF and searching for the first value after the left-most peak where the slope approaches zero (e.g., a slope less than 0.05). This assures that one only removes the peak close to zero, while leaving the majority of the KL space available for models to exist. If one were to choose the threshold from the right, computing the slope less than 0.05 , then we would only allow components to exist which are very well separated when in actuality components may naturally have exist close to each other. For the simulated network this results in a value of $L_{K L}=0.678$, shown as the vertical, black line in Fig. 6.2(c). The reason for choosing the threshold as close to 0 as possible is we want to be as sensitive as possible to components which will naturally appear close together and will randomly have a small divergence while removing components which are over-fit and have an unnaturally small KL divergence.

### 6.7 Numerical Experiments

We now continue with a performance evaluation of the automatic hard EM algorithm using both simulated and real data. The first simulated dataset is SDS1 which was described in Sec. 6.6.1. Two other simulated datasets were also created with a random network of 25 nodes simulated as another realization of a random Delaunay graph. These simulated datasets each also contain 100 time windows, and in each time window observations are sampled from a mixture model. The plot of this second dataset's mixture model order over time is shown in Fig. 6.3(b). For this network and mixture model, two datasets (SDS2-a and SDS2-b) were generated. The first dataset, SDS2-a, contains sets of vehicle observations with path length distributed uniformly between 5 and 15 , and SDS2-b contains sets of vehicle observations with path length distributed uniformly between 15 and 25 . The intention is to investigate how the number of observations per-vehicle affects the accuracy. The probability of death and birth are set to the same as SDS1, described in Sec.6.6.1. A summary of the simulated dataset parameters is given in Table 6.1.

Comparing the time-varying model orders in Fig. 6.3, note that SDS1 corresponds to a simpler test case and SDS2, with overall larger model orders, is more challenging. For SDS2-a and SDS2-b we generate 10 independent realizations for each of the eight possible values of $N(t)$ outlined in Table 6.1 in order to report average results.

We set $L_{\alpha}=\frac{2}{N(t)}$ so that we only delete components where two or less vehicles gets
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Table 6.1 Summary of the parameters of the three simulated datasets SDS1, SDS2-a, and SDS2-b. The set $\mathcal{N}=$ $\{100,200,500,1000,2000,5000,10000,20000\}$.

| Dataset | SDS1 | SDS2-a | SDS2-b |
| :---: | :---: | :---: | :---: |
| Model Complexity | Fig. $6.3(\mathrm{a})$ | Fig. $6.3(\mathrm{~b})$ | Fig. $6.3(\mathrm{~b})$ |
| Network Size $(\|\Omega\|)$ | 25 | $\overline{25}$ | $\overline{25}$ |
| $(N(t))$ | $N(t) \in \mathcal{N}$ | $N(t) \in \mathcal{N}$ | $N(t) \in \mathcal{N}$ |
| Number of Realizations | 1 | 10 | 10 |
| Observation Path Length | $\sim$ Uniform(13,23) | $\sim$ Uniform(5,15) | $\sim$ Uniform(15,25) |
| $L_{K L}$ | 0.678 | 0.4 | 0.4 |
| $L_{\alpha}$ | $2 / N(t)$ | $2 / N(t)$ | $2 / N(t)$ |



Fig. 6.3 (a) The mixture model order (number of mixture components) for the first dataset (SDS1) over the 100 time-windows. (b) The mixture model order for the second and third datasets (SDS2-a and SDS2-b) over the 100 time-windows.
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assigned after the hard EM phase. For these simulations we want to see all possibly relevant components which have been estimated. For SDS2-a and SDS2-b, the same analysis as SDS1 was performed in order to choose the $L_{K L}$ threshold (see Sec. 6.6), and we conclude that a threshold of $L_{K L}=0.4$ is appropriate for this network.

### 6.7.1 Evaluation of the Algorithm Performance

Evaluation of Alg. 1 was performed by examining both the estimated number of components and the $\ell_{1}$ error of the model component parameters.


Fig. 6.4 An example estimated number of components versus the true number of components over 100 time windows for the dataset in SDS2-a with 1000 vehicles per time-window.

Dataset SDS1 had a perfect model-order fit for all trials, so we focus on SDS2 where we have non-perfect fits. The estimate for the model order of SDS2-a is shown in Fig. 6.4 for 1000 vehicles per time-window in one of the 10 random trials. The other fitted models of SDS2-a and SDS2-b also showed that the number of estimated components is not a perfect fit and varies from what is shown in Fig. 6.4 (i.e. the error in the estimated number
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of components is not the same through all the different dataset sizes). We attribute this increase in the error of the number of mixture components to two sources. First, the model order complexity can be quite large (up to 8 mixture components). Also, since the average vehicle observation length is smaller than in the first dataset, mis-classification of vehicles to the wrong component (or creation of false components) is more likely.

We also investigate how the algorithm performs when selecting the number of mixture model components for varying lengths of the vehicle observation sequences. In Fig. 6.5 we see that, after an initial transient period, the algorithm maintains the estimate of the mixture model order more easily when there are longer observation sequences (as in SDS2b). Selecting the correct number of components is an important step in the estimation of the overall mixture model however we want to further investigate the error in the model's parameter estimates as well.


Fig. 6.5 The average absolute error in the number of estimated components for SDS2-a and SDS2-b using 5000 vehicles per time-window and averaged over 10 trials

Next we examine the fidelity of the estimated model parameters. We quantify the accuracy using two approaches discussed below: the marginal $\ell_{1}$ error, and the component-
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wise $\ell_{1}$ error.

## Marginal $\ell_{1}$ error

The first approach to error quantification is based on the true and estimated marginal models, computed from the mixture model as

$$
\begin{align*}
P^{(\mathrm{marg})}(t) & =\sum_{m=1}^{M(t)} \alpha^{(m)}(t) P^{(m)}(t)  \tag{6.21}\\
\text { and } \pi^{(\operatorname{marg})}(t) & =\sum_{m=1}^{M(t)} \alpha^{(m)}(t) \pi^{(m)}(t) . \tag{6.22}
\end{align*}
$$

As a benchmark, we estimate a one-component model using the maximum a posteriori (1-MAP) estimate of the marginal distribution which is

$$
\begin{align*}
\hat{p}_{j, k}^{(1-\mathrm{MAP})}(t) & =\frac{n_{j, k}+\hat{p}_{j, k}^{(1-\mathrm{MAP})}(t-1)}{1+\sum_{k=1}^{|\Omega|} n_{j, k}}  \tag{6.23}\\
\text { and } \hat{\pi}_{j}^{(1-\mathrm{MAP})}(t) & =\frac{n_{j}+\hat{\pi}_{j}^{(1-\mathrm{MAP})}(t-1)}{1+\sum_{j=1}^{|\Omega|} n_{j}}, \tag{6.24}
\end{align*}
$$

where $n_{j, k}$ is the total number of observed transitions from $j$ to $k$ and $n_{j}$ is the number of observations of starting state $j$. For the first time-window $(t=1)$, we use the same global prior as with our proposed model.

We measure accuracy in terms of the $\ell_{1}$ error,

$$
\begin{equation*}
\ell_{1}(\hat{p}, \hat{\pi}, p, \pi)=\sum_{j=1}^{|\Omega|} \sum_{j=1}^{|\Omega|}\left|\hat{p}_{j, k}-p_{j, k}\right|+\sum_{j=1}^{|\Omega|}\left|\hat{\pi}_{j}-\pi_{j}\right|, \tag{6.25}
\end{equation*}
$$

where $\hat{p}$ and $\hat{\pi}$ are the estimated marginal transition matrix and initial state distribution, and $p$ and $\pi$ are the true marginal transition matrix and initial state distribution. This reduces the error to a single scalar value and has the benefit that it is straightforward to calculate even when the model order is not estimated correctly.

Recall that the total variation distance between two probability densities is at most two. The metric defined in equation 6.25 is the sum of $|\Omega|+1$ total variation distances
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(one for the initial state distribution, and one for each row of the transition matrix). In all of the simulated datasets there are $|\Omega|=25$ states (i.e., sensors), so $\ell_{1}(\hat{p}, \hat{\pi}, p, \pi) \leq 52$.

Fig. 6.6 shows the $\ell_{1}$ errors among the marginal distributions on all three simulated data sets, for estimates generated using the proposed mixture model as well as using a single-component Markov chain estimated using the MAP approach described above. In general, the mixture model gives a significantly lower error than using a simple 1-component Markov model. Note that the time windows where the errors of the two models coincide in SDS1 occur when the true model order is $N(t)=1$. The $\ell_{1}$ marginal error of the mixture estimate also appears to be correlated with the model order. In these simulations, the total number of observations (vehicles) per time-window is constant, so when the model order is higher there are fewer observations per component, resulting in a higher error. Also observe that the steady-state marginal error of the mixture model is slightly higher for SDS2-a than it is for SDS2-b. This is expected, since there are fewer observations per vehicle, on average, in SDS2-a.


Fig. 6.6 (a) The $\ell_{1}$ error of the estimated marginal Markov chain distribution versus the true underlying distribution for SDS1 with 5000 vehicles per time-window. Also shown is a MAP estimated marginal distribution and the mixture model superimposed. (b) The $\ell_{1}$ error of the estimated marginal Markov chain versus the truth with SDS2-a and 5000 vehicles per time-window.
(c) The same plot as (b) for dataset SDS2-b.

We next examine how the error in the marginal distribution changes as a function of the number of observed vehicles, $N(t)$. Fig. 6.7 shows that the error of the mixture model goes to zero significantly faster than that of the 1-MAP as $N(t)$ increases on the SDS2-b dataset. Datasets SDS1 and SDS2-a exhibit the same behaviour, only differing in the scale of the plots, and they are therefore not shown here.


Fig. 6.7 The average $\ell_{1}$ error in the estimate of the marginal distribution estimated using the proposed method and a MAP estimate for SDS2-b with a varying number of vehicles in each time-window. The number of vehicles is on a log-scale.
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## Component-wise $\ell_{1}$ errors

When the model order is estimated correctly, we also examine the average component-wise errors. In this case, the labels (indices) of components in the true and estimated models may not coincide, so to assess the component-wise error we first perform a matching as follows. Let $\left(\pi^{(m)}, P^{(m)}\right)$ denote the model parameters associated with component $m$ of the true mixture model, and let $\left(\hat{\pi}^{\left(m^{\prime}\right)}, \hat{P}^{\left(m^{\prime}\right)}\right)$ denote the parameters of component $m^{\prime}$ of the estimated mixture model. Note that we have dropped the time index $t$ to simplify the notation. Suppose that there are $M$ mixture components overall, and let $\mathbb{S}_{M}$ denote the set of permutations of $M$ elements. We first find the permutation $\sigma^{\star}$ that minimizes the total $\ell_{1}$ error,

$$
\sigma^{\star}=\underset{\sigma \in \mathbb{S}_{M}}{\arg \min } \sum_{m=1}^{M} \ell_{1}\left(\hat{P}^{(\sigma(m))}, \hat{\pi}^{(\sigma(m))}, P^{(m)}, \pi^{(m)}\right) .
$$

The solution $\sigma^{\star}$ is computed using the Hungarian algorithm. Then we compute the average component-wise $\ell_{1}$ errors for the initial state distributions, $\pi^{(m)}$, the transition matrices, $P^{(m)}$, and mixture weights, $\alpha^{(m)}$, separately. For example, for the initial state distribution, the average component-wise $\ell_{1}$ error is

$$
\frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{|\Omega|}\left|\pi_{i}^{(m)}-\hat{\pi}_{i}^{\left(\sigma^{\star}(m)\right)}\right| .
$$

Note that it is not straight-forward to assess component-wise errors when the model order has not been accurately estimated. For example, if the estimated model has more components than the true model, it may be that two or more components in the estimate should be associated with a single component in the true model, or alternatively, it may be that one component in the estimated model should be partially associated with two or more components in the true model. Hence, we only report component-wise errors for time-windows where the model order has been correctly estimated.

Fig. 6.8 shows the average component-wise errors for the SDS2-a dataset with $N(t)=$ 5000 observations. The same trends were observed for the other two datasets so they are not shown here. In general, we observe that the average component-wise errors also correlate well with the model order. As the model becomes large (e.g., time-windows 80-100), the average component-wise $\ell_{1}$ also becomes large, suggesting that the estimated components do not precisely match those of the true model. This may again be attributed to the fact
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that, in the simulation, when the model order is higher there are fewer observations per component. However, as we will see in the experiments on real data reported below, this error does not necessarily imply that predictions made using the estimated mixture are inaccurate.

In addition to computing the average component-wise errors, we also computed the standard deviation of the component-wise errors. These were all many orders of magnitude smaller than the mean errors, so they are not shown in the figure.


Fig. 6.8 Average component-wise $\ell_{1}$ errors of the mixture weights $\alpha^{(m)}$, initial state distributions $\pi^{(m)}$, and transition matrices $P^{(m)}$, on SDS2-a for $N(t)=5000$ observations per time-window.

### 6.7.2 Computation Time

The real benefit of Algorithm 1 compared to some of the non-deterministic approaches, such as Gibbs sampling in [7], is the computation time and complexity. Even with 20,000 observations in each time-window, the computation time never exceeds 30 seconds per iteration on a laptop with a quad-core 2 GHz Intel Core i7 processor and 8 GB of RAM. This makes this algorithm practical for real-time applications where estimation of a complex mixture model is necessary without having unlimited time or computational resources available. In addition to computation time, the algorithm is deterministic and requires no random restarts or bootstrapping.

### 6.7.3 Comparison to Gibbs Sampling

The MCMC method described in Stephens [7] was also applied to the generative model in Section 6.3. This algorithm was run on a single time-window $(t=35)$ of SDS1 where the true mixture has 3 components and 10,000 vehicles are observed. The method was run for
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5,000 burnin iterations and 50,000 sampling iterations. The best candidate model, with the correct number of components, chosen in the sampling had a $\ell_{1}$ marginal error of 20.68, which is significantly larger than the $\ell_{1}$ error of 0.8444 obtained using Alg. 1 . Upon further inspection, we observe that the Gibbs sampler appears to sample poor candidate models due to the high-dimension of the parameter space (we conclude this because most sampled models are immediately rejected using the approach described in [7]). Consequently the estimated model order alternates between two and three specific mixture components and does not explore the space of possible candidate components well. Based on these observations we conclude that the class of MCMC models will fail to estimate traffic models with such a high-dimensional and time-varying parameter space. Therefore we do not consider this approach further.

### 6.7.4 Real Data Analysis

Next we run Alg. 1 on a real LPR dataset provided by a corporate partner. The dataset is a collection of LPR reads from a network of 20 LPR cameras over a period of 31 days and 2 hours. We take each time-window to be an hour long so there are a total of 746 time-windows; the effect of time-window length is discussed further in Section 6.7.6. In every time-window we create observation sequences for the vehicles which appear in that window. From the data in each time-window, we estimate the mixture model using Alg. 1 . The threshold parameters $L_{\alpha}$ and $L_{K L}$ are set to

$$
\begin{equation*}
L_{\alpha}=\frac{2}{|X(t)|} \text { and } L_{K L}=0.12 \tag{6.26}
\end{equation*}
$$

so that the trimming of weak components deletes any component with less than two vehicles assigned to it. We estimate the KL divergence threshold, $L_{K L}=0.12$, by running Alg. 1 once with $L_{K L}=0$ so that we essentially over-fit as much as possible. We then compute the KL divergence between all pairs of components and show the density of the KL divergences in Fig. 6.9(a). Here we can clearly see another peak near 0, which we hypothesize is appearing due to the same reason as in the simulated case. Those components with very small divergence are being over-fit and should be merged into other existing components. In Fig. 6.9(a) we draw the red line to demonstrate where we place the $L_{K L}$ threshold to trim off that lower peak, which is at 0.12 . We then plot the CDF of the resulting KL divergences when Alg. 1 is run with $L_{K L}=0.12$ which demonstrates that the lower peak
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is no longer present. There is no ground-truth distribution for this dataset, so validating the KL divergence threshold beyond this is not feasible.


Fig. 6.9 (a) A histogram of the distribution of the KL divergence values when setting the KL divergence threshold to $0\left(L_{K L}=0\right)$. The red line ( $y=0.12$ ) denotes the proposed threshold value, $L_{K L}$, to remove the lowercomponent, over-fit estimated DTMCs. (b) The CDF of the distribution of the distribution of the KL divergences in Fig. 6.9(a) once we impose our threshold of $L_{K L}=0.12$. Note that there is no "hump" near zero meaning we have removed unnecessary, over-fit components.

The estimated number of components is shown in Fig. 6.10(a) where we see that the estimated mixture model is quite complex, having up to 18 components. However upon closer inspection, we observe a cyclic behavior, as shown in Fig. 6.10(b), where the model is most complex at rush-hour in the morning and afternoon and least-complex during the late evening and early morning. This agrees with one's intuition about traffic simply due to the fact that at rush-hours, the volume of traffic traversing the roads will be greatest therefore the largest number of paths are likely to be observed.

### 6.7.5 Mixture Model Predictive Ability

There is no ground-truth model available for the real dataset. To assess the quality of the estimated mixture model, we consider the following prediction task. In each time-window, we split the observations (i.e., per-vehicle sequences) into a training set and a test set. Specifically, $20 \%$ of the observations are randomly (uniformly) sampled to form a test set
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Fig. 6.10 (a) The estimated number of components for the real LPR dataset for the 746 time-windows. (b) A portion of the estimated number of components on the real dataset in Fig. 6.10(a) zoomed in to view the cyclic behavior.
for the time-window, and the remaining $80 \%$ of the samples form the training set. For each time-window, we use the training data to update the estimated model parameters. Then, for each test point (the sequence of observations of a single vehicle), the task is to predict the last state where the vehicle will be observed given all observations but the last one; i.e., for a test sequence $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, we must predict the value of $x_{n}$ given $x_{1}, \ldots, x_{n-1}$. We allow the prediction to be in the form of a probability density over the set $\Omega$, which can also be viewed as the parameters of a multinomial distribution.

We again compare the performance of the proposed mixture model, fit using the automatic hard EM algorithm, with that of a single-component (1-MAP) model. For the 1-MAP model, the prediction is simply given by row $x_{n-1}$ of the estimated transition matrix. For the mixture model, we use the first $n-1$ observations of each test vehicle to determine which of the estimated mixture components best explains the observations, and then the prediction is given by row $x_{n-1}$ of the transition matrix of that specific component. As a baseline, we also compare with a naive, uniform prediction that places mass $1 /|\Omega|$ on every sensor (i.e., every state in $\Omega$ ).

The ideal predicted distribution would have unit mass on position $x_{n}$, and zero everywhere else. To measure the quality of the predictions given by the mixture model and
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1-MAP, we compute the multinomial log-loss

$$
L L_{M N}\left(p^{(\text {pred })}\right)=-\frac{1}{N_{\text {test }}(t)} \sum_{i=1}^{N_{\text {test }}(t)} \sum_{j=1}^{|\Omega|} y_{i, j} \log \left(p_{i, j}^{(\text {pred })}\right),
$$

where $N_{\text {test }}(t)$ is the number of testing samples in time-window $t, y_{i, j}$ is the indicator that the final observation of the $i$ th test vehicle was made at sensor $j$, and $p^{(p r e d)}$ is the predicted probability that the $i$ th test vehicle was last observed at sensor $j$, given the initial observations of that vehicle. The multinomial log-loss of a particular training instance is equal to zero if the prediction puts all of its mass on the correct sensor, and it increases as the predicted probability of the correct state decreases.

Fig. 6.11 shows the multinomial log-losses for each time window. The boxplots show that the proposed model ("Mixture fit") has a lower median and much lower spread of $L L_{M N}$, and thus its predictions are closer to the truth for a larger volume of the datapoints than predictions made by the single-component MAP Markov model ("1-component fit"). This is likely due to the proposed model providing more accurate estimates for vehicles on less-frequently observed routes; these can be represented as low-weight mixture components in the mixture model, while the corresponding data gets washed out in the 1-component model. The vast majority of predictions made by the mixture model have lower loss than the naive prediction, whereas the upper whisker of the 1-component fit lies above the naive loss line.

Fig. 6.12 shows performance as a function of the number of vehicle observations $(n-1$ in the discussion above) available before making a prediction. The mixture model clearly shows a benefit when making predictions from a few initial observations. When the number of observations of a vehicle gets large, both the mixture and 1-component fits offer comparable performance.

### 6.7.6 Time-Window Length Selection

The selection of an appropriate time-window length when estimating the time-varying mixture model is critical to the algorithm's performance. If the time-window length is set too large, then the true underlying distribution of traffic may change significantly within one time-window. On the other hand, if the time-window is too short than there may not be a sufficient number of observations available to estimate model parameters within each


Fig. 6.11 The Multinomial log-loss using three different estimates: (1) A standard 1-component MAP estimate, (2) Our proposed mixture model and Automatic Hard EM algorithm, and (3) Simply assigning $\frac{1}{n}$ to all transition matrix weights (i.e. naive prediction). This plot includes a zoomed-in region in the top right to better see the boxes comparison.
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Fig. 6.12 The individual Multinomial log-losses per-vehicle versus the number of observations available to compute the predictive multinomial density. In each group, the left box plot (cyan) is the prediction of the 1-component model and the right (blue) is our proposed mixture model. The upper corner shows a zoomed-in portion of the boxplots focusing on the range of multinomial log-loss between 0 and 25 .
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window.
Towards selecting a reasonable time-window length for the real data experiments, we explore some related characteristics of this dataset. We begin by organizing the dataset by vehicle, and segment the per-vehicle observations into individual trips. Recall that the entire dataset spans a period of one month, and many of the vehicles appearing in the dataset are observed multiple times during that period. The maximum distance between two sensors is roughly 40 km . Assuming a minimum speed of $10 \mathrm{~km} / \mathrm{hr}$, the maximum time it would take observe a vehicle at one of these sensors after it was observed at the other is four hours. Hence, whenever the consecutive observations of a vehicle are more than four hours apart we consider it the beginning of a new trip.

The number of observations per trip and the duration of each trip are shown in Fig. 6.13. In total there are 27,7798 observed vehicle trips. The median number of observations per trip is 3.5183 , and the median trip duration is 36.0585 minutes. The red line in Fig. 6.13(b) indicates a duration of 60 minutes, which is the value we use for the trip-window duration. In this case, $86.08 \%$ of the observed trips have a duration of 60 minutes or less.


Fig. 6.13 (a) Histogram of the distribution of number of vehicle observations per trip in the real dataset. Note that vehicles that are only observed once are excluded from the histogram for clarity. (b) Histogram of trip durations (the time from the initial observation of a vehicle to the final observation in a single trip). The superimposed red line denotes the 60 -minute ( 1 hour) mark which we have used as the window-size for the results reported in the paper.

We also repeat the prediction experiment described in Section 6.7.5 with models trained
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using both 30 minute and 2-hour time windows. For each scenario, we estimate a timevarying mixture of Markov chains using the proposed approach, as well as a time-varying single-component Markov chain estimated as the MAP with the model from the previous time window as the prior. The results of these trials are shown in Fig. 6.14. Observe that there is a slight increase in the variability of the performance (multinomial log-loss) of the proposed mixture model as the time-window length decreases. However there is a much greater increase in the variability (as evidenced by the increase in the whisker locations) in the single-component estimated model. This suggests that the mixture model is less sensitive to the choice of time-window length than a single-component model.


Fig. 6.14 Boxplots of the multinomial log-loss for three different timewindows ( 30 minutes, 1 hour, 2 hours). The first, third, and fifth plots are using the single-component MAP estimated DTMC models while the second, fourth, and sixth plots are using the time-varying mixture of DTMCs proposed in this paper. The last plot is a "naive" fit using a single DTMC with $1 /|\Omega|$ in all cells of the transition matrix. For clarity, a zoomed-in portion of the boxplots is provided.

### 6.8 Conclusion

This article proposes a novel approach to fitting time-varying mixture models, with an specific application to discrete-time Markov chains for the problem of traffic estimation. The Markov model specified in this paper enables complex, time-varying, network models to be modelled using AVI data. We then go on to define an algorithm to estimate the parameters of this time-varying mixture model and specifically apply it to AVI data. The
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performance of the algorithm is assessed using simulated data and data from a real deployment. The results indicate that the proposed model provides more accurate predictions of vehicle trajectories than the single component Markov model or naive estimates, especially when the prediction is made using fewer initial observations.

### 6.8.1 Future Work

## Errors in Data Source

A future avenue of research stemming from this work is the modelling of errors in the incoming data stream. We currently assume that the observed vehicle IDs are error free. For license plates, the errors which can occur are insertions, deletions, and replacements of characters in the license plate. A probability distribution over the possible errors could be postulated and then transition count matrices for each vehicle could be updated based on the likelihood of the recorded license plate. This would allow for a natural extension to model the input errors in the recording of license plates.

## Adapting the Time-Window Length

Another extension would be to dynamically adapt the time window length. To motivate why, consider normal traffic in an urban environment. Traffic patterns typically have two very high volume periods, during the morning and afternoon rush-hours. At these times, the largest variation in traffic patterns are observed (see, e.g., the real-data example in Section 6.7.4. On the other hand, traffic patterns observed in the middle of the night are likely remain unchanged for many hours since few vehicles are travelling at that time.

Therefore the mixture models which are estimated to be governing the current traffic patterns may be valid for longer or shorter times based on the observed traffic patterns and volumes at different times of the day. One approach could be to run a sequential hypothesis test in parallel to the estimation scheme, to detect when the current model no longer adequately fits or explains incoming observations. When the fit to current data becomes sufficiently poor then an adaptive model update would be triggered.
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## Chapter 7

## Origin Destination Matrix Estimation

Chapter 6 proposed a generative, time-varying model for mixtures of Markov chains which can be used to estimate traffic routes in an urban environment using AVI sensors. This model proposed a unique way of estimating multiple different routes between AVI sensors in an urban environment. After discussing the model and proposed outputs with collaborators from the transportation engineering field (Drs. N. Eluru and M. Hatatzopoulou) the question arose of how to relate this model to traditional models from the transportation research field.

A good candidate model which arose are the estimation origin-destination (OD) matrices, also referred to trip-tables, which denote the number of vehicles traversing from defined origins and terminating at defined destinations. However in a traditional Markov model, as is utilized in Chapter 6, the vehicle's terminating state is not considered, so determining the destination of a vehicle is impossible, since it appears as though once entering the Markov chain they continue to transition through the chain forever.

In order to estimate an OD matrix (or matrices), we needed to model the terminating state in the model so we propose adding a Bernoulli distribution depending on the origin state. Therefore at every transition in the vehicle's path, the vehicle flips a biased coin which states if the vehicle terminates at the specified state given its starting state. This modifies the traditional discrete-time Markov chain to account for the terminating state of a vehicle.

Now with this adjusted statistical model, once the estimation algorithm is run, the resulting estimated Markov chains with terminating probabilities can be transformed into

OD estimates. However by computing the OD estimates for each component, the model will naturally separate OD estimates based on the routes being followed. Normally an OD matrix estimation technique only estimates a single, summary OD matrix and contains no information about the routes being followed through the road network. The new model presented in Chapter 8 can get accurate OD estimates and also contains information about the specific routes being followed for specific OD pairs. This results in a natural decomposition into a mixture of OD matrices which are separated based on which OD pairs follow similar routes.

In addition to the natural separation of OD matrices into decomposed matrices, the method has the added benefit of not requiring a prior OD matrix which is needed in classical methods [Pet07b]. This prior matrix is typically estimated using expensive, timeconsuming methods and may only remain valid for a short time. The method presented in the following manuscript addresses this issues with a new model independent of a prior OD matrix.

## Chapter 8

## Paper: A Mixture Model Approach to Origin-Destination Matrix Estimation with Routing Information

${ }^{1}$ We propose a new approach to estimating the origin-destination (OD) matrix using a time-varying mixture of discrete-time Markov chains with an additional term to describe the termination state of a vehicle. We then propose a variation of the expectation-maximization algorithm, with model-order selection, to fit such a mixture model to observations including data from automatic vehicle identification sensors, transforming it into a mixture of OD matrices. We demonstrate that the mixture of OD matrices can recover the full OD matrix by simply computing the marginal OD matrix of the mixture model, and we also show that the mixture of OD matrices contains additional information about the routes being travelled for specific OD pairs. We demonstrate the accuracy of the algorithm on a simulated smallscale network as well as on a larger-scale network representing downtown Montréal, Canada.
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### 8.1 Introduction

### 8.1.1 The Origin-Destination Matrix

The origin-destination (OD) trip table is a matrix of counts of the number of vehicle trips made between different pairs of origins and destinations. OD matrices summarizing travel demand for a particular time window are commonly used in urban planning and traffic management. For example, transportation planners and traffic engineers consider the OD matrix when making decisions related to issues such as infrastructure upgrades and parking management [1].

Estimation of the OD matrix has been widely studied, with various models applied. Work in this field traditionally starts with an out-dated OD matrix of historical value, typically generated through a user survey. Then sensor inputs (e.g., traffic counts from various locations) are used to update the out-of-date OD matrix to an applicable value for the current time-frame.

This paper proposes a method for OD matrix estimation that does not require that an out-dated OD matrix be provided to compute the estimated OD matrices. In addition to the estimated OD matrix, the method proposed in this paper automatically clusters OD pairs into distinct components which behave similarly based on the observed traffic. We validate the proposed model and inference algorithm on small-scale simulated networks as well as on a regional road network with traffic volumes derived from a stochastic user equilibrium traffic assignment model.

### 8.1.2 Previous Work

## OD Matrix Estimation Using Traffic Counts

OD matrix estimation has been widely studied. The most prevalent formulation in the literature uses traffic count data. In this context, one of two types of estimation schemes are typically applied to the problem: parameter calibration techniques or matrix estimation methods [2]. Parameter calibration techniques use linear or non-linear models, often assuming a gravity-type flow pattern, to estimate the OD matrix entries. The gravity model is a derivative of Newton's law of gravity which is used to predict how two regions influence each other via migration [3]. However, these methods require prior information about the OD pairs being estimated which is updated given the observed trip counts [4]. This prior
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information is typically encoded as another OD matrix based on survey data, which has the drawback that it is typically only valid for a short period of time. Moreover, survey data is expensive and time-consuming to gather [2]. The survey data may contain information about the socio-demographic information at the zonal level, their work location, and mode of transportation to their job.

The alternate class of methods use matrix estimation techniques, also starting with a prior OD matrix, and compute an updated estimate based on the prior OD matrix and traffic counts. These methods attempt to minimize the distance between the prior OD matrix and a target OD matrix in order to reproduce observed traffic counts [5]. A large body of work has been applied to this problem and multiple solutions for the matrix estimation problem have been proposed. A review of the main contributions to this field and an examination of the matrix estimation problem given only a partial starting OD matrix are provided in [6]. For a recent overview of the literature on OD matrix estimation methods that use traffic count data see [7].

## OD Matrix Estimation Using Automatic Vehicle Identification Data

The class of problems and solutions discussed thus far only consider the OD matrix estimation problem using traffic count data. Traffic counts can be gathered from a variety of sensors, ranging from inductive loops laid in the road network to traffic counting techniques using video recordings [8]. Recent advances in traffic sensing technology include sensors that provide more detailed information than simple vehicular counts. Automatic vehicle identification (AVI) sensors record a unique identifier of a vehicle when it passes by the sensor. Examples of AVI sensors include Bluetooth sensors and cameras with license plate recognition ability. Bluetooth sensors record the Bluetooth address of the in-vehicle entertainment system and/or the operator's telephone. License plate recognition (LPR) cameras recognize and record the license plate of vehicles that pass in their field of view. Both of these types of AVI sensors record a unique identifier for the vehicle, the location of the vehicle when the capture occurred, and the time of the capture.

Using only AVI data, and assuming a perfect detection rate at all nodes in the network, hypothetically one would be able to exactly reconstruct the OD matrix since observations of the origin and destination of every vehicle passing through the sensor network would be available. A deployment level of $100 \%$ is impractical due to the cost of deploying
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and maintaining that level of infrastructure. Previous work has addressed the imperfect collection rates of AVI sensors or incomplete network coverage.

Using AVI data for OD matrix estimation has been considered by [9] and [10]. Both of these approaches treat AVI data in a similar way, using it in conjunction with traffic counts to improve the performance and reliability of OD matrix estimates. [9] combines a traditional model for traffic counts with a separate model for AVI based OD pair estimates and tries to compute the solution of both as "trajectory count contributions" where the AVI based input is of a different form than the traffic counts based method. The model they propose involves a sort of correlation expression between data from AVI sensors and the traffic count sensors deployed on a network. It has the benefit of not modelling the OD pairs as the locations of the AVI sensors and allowing arbitrary origin and destination points/zones to be estimated. [10] use the AVI data to compute the OD estimate on an incorrect scale and the estimated OD pairs only occur at the locations of the AVI sensors. Then [10] use traffic count data to estimate a sampling rate variable that can be used to boost the AVI-only estimated OD matrix to the correct scale.
[11] use AVI data in conjunction with link counts to estimate the trip matrix and path flow reconstruction. They suggest that the use of AVI data, with sufficient coverage, can lead to perfect or near-perfect estimates of the OD matrix. They propose a method that requires the enumeration of all feasible paths through the network, and they use plate scanning in conjunction with a prior OD matrix and link counts to estimate the paths that are being followed by vehicles through the network. From the estimated paths, they are able to reconstruct a trip-table (OD matrix) estimate. They also propose a method for determining where to place AVI sensors. However, the method requires enumerating all possible paths in the network and scales super-linearly with the size of the network. This is computationally intractable for most urban settings of interest. We propose an alternate approach where a subset of the most relevant feasible paths are learned from historical data, without prior path information except for the number of sensors and their identifiers.

Similar to [11], [12] present a method for using a small sample of traffic trajectories from Bluetooth sensors in addition to complete coverage with traffic count sensors on every road segment to estimate a link-dependent OD matrix (LODM). The LODM model extends the traditional OD matrix estimation problem in that the flow distribution on links is estimated in addition to the OD counts. Consequently, the problem of link assignment in OD matrix estimation is integrated into the model to reduce computational complexity.
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Using properties of a transportation system, they formulate LODM estimation as a convex optimization problem and then propose a primal-dual algorithm to solve it. This method fits most aptly to a system where traffic count sensors are readily available and newer AVI technology is being deployed to complement the existing sensor network. However, by their own argument, their method is only applicable to large artery road segments which are typically the only road links equipped with traffic count sensors. Rural or neighbourhood roads are not able to be modelled unless they are also equipped with traffic count sensors.
[13] present a particle filtering method using only AVI data which reconstructs complete vehicle trajectories using only partial trajectory observations. Once the complete trajectory distribution is estimated, calculating the OD matrix is trivial by simply looking at the starting and terminating locations of the trajectories. They also demonstrate how the coverage level of AVI sensors in the network affects OD matrix reconstruction performance. However knowledge of all possible routes between OD pairs is necessary in order to estimate the contribution of partially observed trajectories.

### 8.1.3 Contribution

We propose a Bayesian approach to estimate OD matrices from AVI data based on a Markov model. The proposed approach does not require an initial OD matrix. We propose an inference method for this model which is deterministic (i.e., it does not use random sampling techniques such as Markov chain Monte Carlo or Gibbs sampling), and consequently it is practical for applications requiring real-time OD matrix estimation. The proposed method also processes data in an online fashion, as it becomes available. The method does not require the specification or computation of possible routes; rather, this information is learned from the data. Finally, the proposed method has the ability of separating route flows and OD pairs via a unique mixture model representation. This allows for some routes and OD pairs to be separated from others, helping the user to identify which routes contribute to which OD pairs.

### 8.1.4 Paper Organization

The rest of the paper is organized as follows. Section 8.2 gives a detailed description of the problem setup and assumptions. Section 8.3 outlines the generative time-varying mixture model applied to AVI data. Section 8.4 describes how the generative model can
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be used to estimate a mixture model of OD matrices as well as compute a traditional OD matrix estimate for the observed traffic. Section 8.5 investigates the proposed model and estimation method performance on multiple datasets and compares it to traditional results, and we conclude in Section 8.6.

### 8.2 Problem Description

This section describes the problem of estimating an OD matrix using AVI data. We describe characteristics of the measurements that make the problem challenging. We further discuss assumptions made under the proposed statistical model. Finally, we describe performance metrics which will be used to evaluate the proposed model.

### 8.2.1 AVI Data

Consider a network of urban roads instrumented with AVI sensors. When a vehicle passes within the sensor's detection range, the sensor records the unique identifier of the vehicle, the time of the vehicle observation, the location (latitude and longitude) of the observation, and the ID of the sensor that collected the observation. AVI sensors typically have a short range of detection (e.g., 10 meters). Each collected vehicle observation is then reported to a fusion center whose goal is to estimate the OD matrix as it changes over time.

Formally, we consider a collection of $C$ sensors which form the state space $\Omega=\{1, \ldots, C\}$. The sequence of observations, $x^{i}$, of a vehicle $i$ through this network are $x^{i}=\left(x_{0}^{i}, \ldots, x_{n_{i}}^{i}\right)$ where $x_{j}^{i} \in \Omega$ is the $j^{\text {th }}$ state where vehicle $i$ is observed, and $n_{i}$ is the number of observations of vehicle $i$. In this paper we focus on the observation sequence of states; the observations times are only used to determine the order of states that observe a vehicle, and otherwise they are ignored.

### 8.2.2 Measurement System Characteristics and Assumptions

We make the following assumptions about the AVI sensors and the deployed network structure. First the sensors are time-synchronized so that the timestamps between sensors are comparable. This is necessary to time-order observations of a vehicle between different sensors without errors. It is justifiable since the AVI sensors are typically equipped with a GPS receiver that provide reliable and accurate synchronization.
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Second, we assume that no vehicle can be observed by different sensors at exactly the same time. This is necessary so that all the observations can be uniquely ordered. This is justified since sensors have a sufficiently high time resolution and non-overlapping fields of view. A realistic deployment may involve sensors with overlapping regions of detection, so that two sensors may detect a vehicle at the same time. However, one could take the sensor locations into account to determine which of the detections was earlier. We leave this extension for future work.

Third, we assume that no matter what unique identifier is used for a vehicle (license plate, Bluetooth MAC address, EZpass ID) there is no error when the identifier is recorded. This is reasonable for LPR sensors, which have a very low error rate, but less reasonable for other AVI sensors (e.g., Bluetooth-based). Extending the model to account for errors in the measurements is left for future work.

Fourth, we assume that the sensors are static and that their positions are known to the fusion center. This means that the structure of the sensor network does not change over time.

Finally, we assume that the sensors send their observations to the fusion center over a sufficiently delay-minimal channel that errors in the orderings of the observation sequences is impossible due to transmission delay. This is reasonable because the amount of data being transmitted by each AVI sensor (e.g., 64-bit identifier, 64-bit latitude, 64-bit longitude, 64bit camera identifier, 64-bit timestamp) are sufficiently small that subsequent observations of a vehicle are further apart than the time to transmit the observation to the fusion center.

### 8.2.3 Sequential Modelling of OD Matrices

In this work we consider data to be organized into sequential time-windows $t \in\{1,2, \ldots\}$. This means that the vehicle observation sequences are collected into a time-window and a model is computed for that specific window. The model for the observations in time-window $t$ is stationary within the time-window, but may vary from one time-window to the next. The number of vehicles observed in a time-window $t$ is denoted $N(t)$. Observations in timewindow $t$ are further organized into sequences of time-ordered observations for each vehicle $X(t)=\left\{x^{1}, \ldots, x^{N(t)}\right\}$. In each time-window, the model described in Section 8.3 is used to describe the data that arrived in that time-window. The model from the previous timewindow is used as a prior for the current time-window's model. This enforces dependence
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between time-windows and the notion of the model "evolving" from one time-window to the next.

Using the model in Section 8.3 we can compute component-wise and marginal OD matrices. The marginal OD matrix is typically what is estimated utilizing traditional methods with traffic count data. We can compare the root mean-squared error (RMSE) of our estimated OD matrix against the RMSE which results from other traditional methods [14]. The RMSE is defined as

$$
\begin{equation*}
\operatorname{RMSE}(\widehat{O D}, O D)=\sqrt{\frac{\sum_{i=1}^{Z} \sum_{j=1}^{Z}\left(\widehat{O D}_{i j}-O D_{i j}\right)^{2}}{Z^{2}}} \tag{8.1}
\end{equation*}
$$

where $\widehat{O D}$ is the estimated OD matrix, $O D$ is the true OD matrix, and $Z$ is the number of zones in the network. This is demonstrated on a simulated dataset based on a random network of sensors and another dataset based on a real road-network in Section 8.5,

### 8.3 The Model

Given a collection of AVI observations, if one groups the observations by the vehicle observed and then orders the observations by the time received, then the observations for a single vehicle constitute an irregularly-sampled time-series through the network of AVI sensors. This is the same style of approach as taken in [15]. This type of data can be modelled as a random walk through the network. However a traditional Markov random walk would only model the initial state a vehicle was observed at and the route they follow, and it would not explicitly model the last state where the vehicle is observed (the destination). Therefore, we propose a random walk where, at each step in the walk, the walker flips a biased coin to determine whether they stop at the current state or continue. We believe this type of model can accurately model the origin and destination states, as well as the corresponding routes vehicles take through the network. In order to more accurately estimate non-dominant routes and OD pairs, we further propose using a mixture of these types of random walk models.

The model presented in the following section is an extension of an earlier model proposed for estimating road traffic [15]. This previous work used a similar sequential approach
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to incorporating AVI observations, but it only modelled the states where a vehicle is first observed, and subsequent transitions. Since the previous approach does not model the destination, it is not directly applicable for OD matrix estimation. The model technique described below expands on this previous work to include three different terms: 1) the vehicle origin; 2) the path of the vehicle through the network of sensors; and 3) the destination of the vehicle.

After describing the model, we describe how the Automatic Hard Expectation-Maximimization (EM) algorithm, introduced in [15], can be modified to perform inference of this new model. In particular, with appropriate modification of the algorithm, we infer a mixture model, where each mixture component describes a subset of the observations, yielding finer resolution OD/route estimation than is captured using traditional OD matrix estimation approaches.

### 8.3.1 First-Order Markov Model for Vehicle Trajectories

Formally, we begin with an observation sequence of vehicle $i, x^{i}=\left(x_{1}^{i}, \ldots, x_{n_{i}}^{i}\right)$, as previously defined. Under a first-order Markov model, it is equivalent to have three sufficient statistics, $x^{i}=\left\{x_{0}^{i}, x_{n_{i}}^{i}, X^{i}\right\}$, where $x_{0}^{i}, x_{n_{i}}^{i} \in \Omega$ are the first and last sensors where the vehicle was observed, and $X^{i} \in \mathbb{Z}_{\geq 0}^{|\Omega| \times|\Omega|}$ is the state transition count matrix, with the entry $X_{j, k}^{i}$ denoting the number of times vehicle $i$ was observed at sensor $k$ immediately after it was observed at sensor $j .{ }^{2}$

We begin by examining the model for a single-vehicle random walk with a termination term. Consider a discrete-time Markov chain with initial-state distribution $\pi \in \mathbb{R}^{|\Omega|}$ and transition matrix $P \in \mathbb{R}_{\geq 0}^{|\Omega| \times|\Omega|}$. These parameters are constrained to satisfy

$$
\begin{align*}
& \sum_{j=1}^{|\Omega|} \pi_{j}=1  \tag{8.2}\\
& \sum_{k=1}^{|\Omega|} P_{j, k}=1, \quad \forall j \in 1, . .,|\Omega| . \tag{8.3}
\end{align*}
$$

We further propose a matrix $B \in(0,1)^{|\Omega| \times|\Omega|}$ where each element $B_{j, k}$ represents the probability that vehicle $i$ terminates its path at $k$ given it started at initial state $j$. The likelihood

[^11]
## 8 Paper: A Mixture Model Approach to Origin-Destination Matrix Estimation with Routing Information

of this random walk with termination of a observation sequence $x^{i}$ is

$$
\begin{equation*}
p\left(x^{i} \mid \pi, P, B\right)=\pi_{x_{0}^{i}}\left[\prod_{j=1}^{|\Omega|} \prod_{k=1}^{|\Omega|}\left(P_{j, k}\right)^{X_{j, k}^{i}}\right]\left[B_{x_{0}^{i}, x_{n_{i}}^{i}} \prod_{j=1}^{|\Omega|}\left(1-B_{x_{0}^{i}, j}\right)^{\mid \sum_{k=1}^{|\Omega|} X_{j, k}^{i}}\right] . \tag{8.4}
\end{equation*}
$$

The variable $B$ can be thought of as the parameters of $|\Omega|^{2}$ Bernoulli random variables, one for each pair of starting and terminating states. At each step of the observation sequence, we consider vehicle $i$ to be at state $k$ and an independent Bernoulli is drawn with parameter $B_{x_{0}^{i}, k}$ to determine whether or not vehicle $i$ terminates at state $k$ (i.e. state $k$ is vehicle $i$ 's destination). The last term in this expression is similar to a Geometric distribution stating that of $n_{i}$ trials, there was only one success; however, here each trial has a different probability. This proposed likelihood is governed by three parameters $(\pi, P, B)$ which for brevity we denote by $\phi=\{\pi, P, B\}$. The traffic model proposed in [15] does not model a terminating state and only estimates the initial state distribution $\pi$ and transition matrix $P$, modelling only how vehicles move through the network.

Now we extend this to the time-varying mixture model of $M(t)$ mixands, similar to [15], which becomes

$$
\begin{equation*}
p\left(x^{i} \mid \boldsymbol{\Theta}(t)\right)=\sum_{m=1}^{M(t)} \alpha^{(m)}(t) p\left(x^{i} \mid \phi^{(m)}(t)\right) \tag{8.5}
\end{equation*}
$$

where $\boldsymbol{\Theta}(t)=\left\{\left(\alpha^{(1)}(t), \phi^{(1)}(t)\right), \ldots,\left(\alpha^{(M(t))}(t), \phi^{(M(t))}(t)\right)\right\}$, and $\alpha(t)=\left(\alpha^{(1)}(t), \ldots, \alpha^{(M(t))}\right)$ is the vector of $M(t)$ mixture weights, one for each of the components in the mixture model in time-window $t$, satisfying

$$
\sum_{i=1}^{M(t)} \alpha^{(i)}=1
$$

In the following sections we describe the model for the component and parameter dynamics. It is a modified version of the model described in [15] which governs the birth of new components, death of existing components, and evolution of persisting components as time continues. The dynamics also relate a model via a Markovian dependence from the previous time-window.

### 8.3.2 Mixture Component Death

Consider the mixture model in time-window $t-1$ which contains $M(t-1)$ components. This mixture model is parametrized by the collection of parameters $\boldsymbol{\Theta}(t-1)=\{\boldsymbol{\alpha}(t-1), \boldsymbol{\phi}(t-1)\}$ where $\boldsymbol{\alpha}(t-1)$ is the vector of mixture component weights of length $M(t-1)$ and $\boldsymbol{\phi}(t-1)$ is the vector of parameters of each component of length $M(t-1)$.

Components can either persist or die from time-window $t-1$ to $t$. They die with probability

$$
p_{d}\left(\phi^{(m)}(t), \alpha^{(m)}(t)\right) .
$$

When a component dies, the mixture weight of that component is distributed proportionally among the remaining components as in [15].

### 8.3.3 Persisting Component Evolution

Components which survive from time-window $t-1$ to $t$ have their parameters evolve according to [15]

$$
\begin{equation*}
\phi^{(m)}(t) \sim H\left(\phi^{(m)}(t-1)\right) \tag{8.6}
\end{equation*}
$$

where $H$ is a distribution that is parametrized by the previous time-window's component parameters. It has a probability density function $h\left(\phi^{(m)}(t) \mid \phi^{(m)}(t-1)\right)$. In this adjusted model for traffic, this evolution is specifically the following. The starting state and transition matrices evolve according to [15]

$$
\begin{align*}
P^{(m)}(t) \sim & {\left[\begin{array}{l}
\operatorname{Dir}\left(P_{(1,:)}^{(m)}(t-1)\right) \\
\operatorname{Dir}\left(P_{(2,:)}^{(m)}(t-1)\right) \\
\vdots \\
\operatorname{Dir}\left(P_{(|\Omega|::)}^{(m)}(t-1)\right)
\end{array}\right]:=\operatorname{Dir}\left(P^{(m)}(t-1)\right) }  \tag{8.7}\\
& \pi^{(m)}(t) \sim \operatorname{Dir}\left(\pi^{(m)}(t-1)\right) \tag{8.8}
\end{align*}
$$

where $\operatorname{Dir}(\cdot)$ denotes the Dirichlet distribution. The terminating distribution similarly evolves according to

$$
\begin{equation*}
B_{j, k}^{(m)}(t) \sim \operatorname{Beta}\left(B_{j, k}^{(m)}(t-1), 1-B_{j, k}^{(m)}(t-1)\right) \tag{8.9}
\end{equation*}
$$
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which we write as

$$
\begin{equation*}
B^{(m)}(t) \sim \operatorname{Beta}\left(B^{(m)}(t-1)\right) \tag{8.10}
\end{equation*}
$$

to represent the evolution of all of the values in the matrix $B$. This term expresses the probability that vehicle $i$ terminates at state $j$ given is started at state $x_{0}^{i}$. Given the component which a vehicle is distributed according to $(m)$.

### 8.3.4 Mixture Component Birth

The number of mixture components which are born in the $t$ th time-window, $n_{b}(t)$, is distributed according to a Poisson random variable with parameter $\lambda(t), n_{b}(t) \sim \operatorname{Pois}(\lambda(t))$. Each new component born in time-window $t$ is distributed according to a set of basedistributions with parameter $\mathbb{G}=\left\{G_{p}, G_{\pi}, G_{B}\right\}$ so $\phi^{(m)}(t) \sim H(\mathbb{G})$. In this model for traffic routing with termination, the disribution $H()$ is defined via

$$
\begin{align*}
P^{(m)}(t) & \sim \operatorname{Dir}\left(G_{p}\right)  \tag{8.11}\\
\pi^{(m)}(t) & \sim \operatorname{Dir}\left(G_{\pi}\right)  \tag{8.12}\\
b^{(m)}(t) & \sim \operatorname{Beta}\left(G_{B}\right) . \tag{8.13}
\end{align*}
$$

Each new component also has an initial mixture weight distributed according to the model in [15] which is

$$
\begin{equation*}
\alpha^{(M(t)+1)} \sim \operatorname{Beta}(1, M(t)) \tag{8.14}
\end{equation*}
$$

The other remaining weights are then scaled down by $\left(1-\alpha^{(M(t)+1)}\right)$ as in [16].

### 8.3.5 Mixture Weight Dynamics

All the dynamics except for the mixture weight evolution from $t-1$ to $t$ are now defined. In order to handle this evolution, we note that the dimension of this vector will change between time-windows as components are born or die. Therefore we assume that after the births and deaths have occurred we have a rescaled weight vector for time-window $t-1$ to $t$, denoted $\boldsymbol{\alpha}^{\prime}(t)$, which governs the dynamics of the weights vector for time $t$ via

$$
\begin{equation*}
\alpha(t) \sim \operatorname{Dir}\left(\alpha^{\prime}(t)\right) \tag{8.15}
\end{equation*}
$$

## 8 Paper: A Mixture Model Approach to Origin-Destination Matrix Estimation with Routing Information

### 8.4 OD Matrix Estimation Method

Given a collection of AVI data from a network with state space $\Omega$, a fitting procedure based on the Automatic Hard EM algorithm [15] can be applied to the model described in Section 8.3. As mentioned above, the algorithm of [15] does not account for the destination, and hence it must be modified to perform inference on the parameters $B^{(m)}$, in addition to the initial state distributions $\pi^{(m)}$ and transition matrices $P^{(m)}$.

### 8.4.1 The Automatic Hard EM Algorithm

The Automatic Hard EM Algorithm performs a similar clustering function to that of the traditional Hard EM algorithm [17] where it clusters datapoints based on the maximum likelihood estimate of which cluster the datapoint was generated by. However the Automatic Hard EM Algorithm provides a series of modifications to traditional Hard EM in order to automatically select the correct number of mixture components as well as perform estimates on time-varying data.

It begins, in each time-window $t$, by first initializing the number and parameters of the mixands being estimated to the previous iteration's estimated mixands plus one new component with parameters equal to the global prior distribution $\mathbb{G}$. It then performs a traditional Hard EM estimation of this new mixture model until the EM assignments stop changing (i.e. the Hard EM algorithm has converged). The expectation (E) and maximization (M) steps for this phase are

1. E-Step: $S_{m}=\left\{x^{j}: p\left(x^{j} \mid \hat{\phi}^{(m)}\right)>p\left(x^{j} \mid \hat{\phi}^{\left(m^{\prime}\right)}\right) \forall m^{\prime} \neq m\right\}$
2. M-Step: $\hat{\phi}^{(m)}=\underset{\hat{\phi}^{(m)}}{\arg \max } f\left(S_{m} \mid \hat{\phi}^{(m)}\right) h\left(\hat{\phi}^{(m)} \mid \hat{\phi}_{0}^{(m)}\right)$
where $S_{m}$ is the assignment matrix, assigning datapoints to mixands, and $\hat{\phi}_{0}^{(m)}$ are the initial values of the parameters for mixand $m$ for time-window $t$. If any data was assigned to the last mixand, this indicates that a new component has been estimated (since this mixand has the parameters of the global prior distribution). In this case, the Automatic Hard EM Algorithm will add an additional mixand with parameters equal to $\mathbb{G}$, increasing the mixture model order by 1 . The Hard EM and cluster creation portions of the algorithm are repeated until no datapoints are assigned to the last mixand meaning that a maximum mixture model order has been estimated [15].

The main difference between the Automatic Hard EM algorithm of [15] and the version required for the model proposed here lies in the M-step. For the proposed model, updated estimates for the model parameters $\phi^{(m)}=\left(\pi^{(m)}, P^{(m)}, B^{(m)}\right)$ are calculated via

- $\hat{\pi}^{(m)}(j)=\hat{\pi}_{0}^{(m)}(j)+\sum_{k=1}^{N(t)} \mathbb{1}\left\{\left[x_{0}^{k}=j\right]\right\} \mathbb{1}\left\{\left[S_{m}^{k}=m\right]\right\}, \forall j \in \Omega \wedge \forall m \in 1 . . M(t)$
- $\hat{P}^{(m)}=\hat{P}_{0}^{(m)}+\sum_{k=1}^{N(t)} X^{k} \mathbb{1}\left\{\left[S_{m}^{k}=m\right]\right\}, \forall m \in 1 . . M(t)$
- $\hat{B}^{(m)}(i, j)=\hat{B}_{0}^{(m)}(i, j)+\sum_{k=1}^{N(t)} \mathbb{1}\left\{S_{m}^{k}=m\right\} \mathbb{1}\left\{x_{0}^{k}=i\right\} \mathbb{1}\left\{x_{n_{i}}^{k}=j\right\}, \forall i, j \in \Omega \wedge \forall m \in$ 1.. $M(t)$
and then normalizing the expressions to satisfy the constraints
- $\sum_{j} \hat{\pi}_{j}^{(m)}=1$
- $\sum_{j} \hat{P}_{i, j}^{(m)}=1, \forall i \in \Omega$
- $\sum_{j} \hat{B}_{i, j}^{(m)}=1, \forall i \in \Omega$.

The Automatic Hard EM Algorithm has a final two steps in order to anneal the model order, which is likely to have been over-estimated by the previous phase since it only involves the addition of new components. It first removes any components which have a mixture weight $\alpha^{(m)}$ below a threshold $L_{\alpha}$ since they describe no, or possibly very few datapoints, and therefore do not warrant the added model complexity. Additionally the algorithm merges mixands by a weighted summation of their parameters when the KL divergence between mixands falls below a threshold $L_{K L}$. This means that if two mixands were estimated for very similar data (the traditional overfitting problem), then only one mixand is needed to describe the portion of data [15].

### 8.4.2 Estimating an OD Matrix from the Output of the Automatic Hard EM Algorithm

The algorithm will output a single mixture model with $M(t)$ components, and we can compute an estimated OD matrix for each component by

$$
\begin{equation*}
\widehat{O D}_{j, k}^{(m)}(t)=N(t) \pi_{j}^{(m)}(t) \alpha^{(m)}(t) B_{j, k}^{(m)}(t), \forall j, k \in 1, \ldots,|\Omega|, m \in 1, \ldots, M(t) \tag{8.16}
\end{equation*}
$$
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This expression gives the OD matrix entries associated with individual components. Each component also includes the routing information, encoded in the transition matrix $P^{(m)}$, and so each component naturally only describes a subset of all traffic observed over the network. To compute the marginal OD matrix, for all traffic over the network, we take the sum of the component-wise OD matrices (since they are already scaled by $\alpha^{(m)}$ ),

$$
\begin{equation*}
\widehat{O D}=\sum_{m=1}^{M} \widehat{O D}^{(m)} \tag{8.17}
\end{equation*}
$$

The estimated marginal OD matrix will be used when making comparisons with traditional OD matrix estimation methods.

### 8.4.3 Bootstrapping the Automatic Hard EM Algorithm

The Automatic Hard EM Algorithm [15] is designed to work with time-varying data that is organized into time-windows. However the algorithm can also be applied to a single time-window of data with an unknown number of components in the mixture model via bootstrapping the algorithm. The algorithm is Bayesian and outputs the maximum a posteriori estimate at each time-window, using the previous time-window as a prior. The first time the algorithm is executed, there is no previous time-window to use. As an alternative, one could use a very uninformative prior distribution (e.g., setting each entry of the initial state distribution and and transition matrix to $1 /|\Omega|$ ), however such a prior is likely to lead to poor-quality estimates since it uses no knowledge of the road network structure.

An alternative approach is to form a prior by fitting a 1-component MAP estimate to a preliminary set of data, using the uninformative prior for this estimate. Then the 1component MAP can be used as a prior when fitting the mixture model. In the generative model this restricts the space at which new components can be born to a smaller, lowervariance region. It is a way of providing domain knowledge of the problem in advance to make the convergence speed of the algorithm greater. This will make the prior distribution have just a high enough variance to cover all of the observed data. The 1-component MAP estimate in a discrete-time Markov chain model is simply the proportion of times a transition was observed and therefore computed with minimal computational overhead.

It is appropriate to utilize the 1-component MAP estimate when only dealing with a
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single time-window of data since the need to be flexible for new, unobserved components to occur is not present. In the time-varying case, as time progresses, components that have not ever been observed before can appear. Therefore the prior distribution needs to have as high a variance as possible to have non-zero support on the regions where these unobserved components may appear. Utilizing a single component MAP estimate is therefore not appropriate in the time-varying case but is acceptable in the single time-window case.

### 8.5 Numerical Experiments

In the following section we asses the proposed model and estimation algorithm's performance on a series of simulated datasets. We begin with a simple road network, commonly used in work on OD estimation, to demonstrate that the proposed inference method and model perform as expected, as well as to investigate the model's ability to separate OD pairs into a mixture. We then extend this to simulated data based on the road network of Montréal, Canada.

### 8.5.1 The Yang Network

In order to evaluate the proposed model and algorithm, we use a sample network from [14]. The network in shown in Fig. 8.1 and consists of nine nodes. There are two possible origins, nodes 1 and 2, and two destinations, nodes 3 and 4. Each of the links shown in Fig. 8.1 has a specified capacity $C_{a}$ and free-flow travel-time $c_{a}(0)$, where $a$ is the link index. The values for each link are reproduced in Table 8.1. The link capacity determines the number of vehicles the link can hold before having congestion and the free-flow travel-time denotes the time it takes for a vehicle to traverse the link (in time-units).

In order to gather samples from this network to evaluate our proposed method, we need to assign traffic to the routes present on the network. In order to do this, we use the method described in [18]. This method uses the Bureau of Public Roads (BPR) function,

$$
\begin{equation*}
S_{a}(x)=c_{a}(0) \times\left(1+0.15\left(\frac{x}{C_{a}}\right)^{4}\right) \tag{8.18}
\end{equation*}
$$

where $S_{a}(x)$ is the average travel time of a vehicle on link $a$. The BPR function relates the link capacity to the free-flow travel time. This method solves the Wardrop equilibrium
conditions [19] using the Frank-Wolfe algorithm [18]. The problem can be formulated as a non-linear programming problem,

$$
\begin{equation*}
f(\mathbf{v})=\min \sum_{a} \int_{0}^{v_{a}} S_{a}(x) d x \tag{8.19}
\end{equation*}
$$

subject to

$$
\begin{align*}
v_{a} & =\sum_{i} \sum_{j} \sum_{r} \alpha_{i j}^{a r} x_{i j}^{r}  \tag{8.20}\\
T_{i j} & =\sum_{r} x_{i j}^{r}, v_{a} \geq 0, x_{i j}^{r} \geq 0 \tag{8.21}
\end{align*}
$$

where $v_{a}$ is the volume of traffic on link $a, \alpha_{i j}^{a r}=1$ if link $a$ is on path $r$ from origin $i$ to destination $j$ and zero otherwise, and $x_{i j}^{r}$ is the number of vehicles on path $r$ from origin $i$ to destination $j$.


Fig. 8.1 Example network used in the transportation research field, proposed in [15].

## Extending the Yang network

Due to the small size of this network, any reasonable deployment of AVI sensors will observe all of the vehicles leaving a source node and ending at a terminating node. Therefore we treat the nine nodes of the Yang network as zones in the extended network shown in Fig. 8.2. Here each zone contains four nodes and the four nodes are inter-connected as a ring. All intra-zone links have capacity $C_{a}=300$ and free-flow travel-time $c_{a}(0)=4$.
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| Link Number | Link Start Node | Link End Node | $C_{a}$ | $c_{a}(0)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 7 | 150 | 4 |
| 2 | 2 | 7 | 150 | 4 |
| 3 | 1 | 5 | 250 | 12 |
| 4 | 7 | 8 | 250 | 10 |
| 5 | 2 | 6 | 250 | 11 |
| 6 | 5 | 8 | 150 | 3 |
| 7 | 8 | 5 | 150 | 4 |
| 8 | 8 | 6 | 150 | 4 |
| 9 | 6 | 8 | 150 | 5 |
| 10 | 5 | 3 | 250 | 12 |
| 11 | 8 | 9 | 250 | 12 |
| 12 | 6 | 4 | 250 | 11 |
| 13 | 9 | 3 | 150 | 4 |
| 14 | 9 | 4 | 150 | 3 |

Table 8.1 The capacities and free-flow travel times for each link in the network shown in Fig. 8.1 as introduced in [15].

Consequently, traffic flows smoothly within each zone and then follows the model of Yang for inter-zonal travel. In the extended model we also put two links between each zone, so that we can investigate the effect of observing a subset of the traffic flowing between zones. The capacity of these intra-zone links is set to one-half the capacity defined in the [14] model, so that the total capacity between zones remains the same as in the original model. For example, in Fig. 8.1, the link between zones 1 and 5 has capacity $C_{a}=250$, and in Fig. 8.2 the links $1 b \rightarrow 5 a$ and $1 d \rightarrow 5 c$ both have a capacity of $C_{a}=125$.

## Traffic Assignment

[14] proposes to use the true OD matrix, shown in Table 8.2, as a prior. In the extended network of Fig. 8.2, the origins and destinations are zones, not specific nodes. Therefore we try two alternate mappings between the origin/destination zones and nodes. The first mapping sets the origin and destination to be one specific node in the zone. Specifically, all traffic going to/from zone 1 starts or ends at node $1 a$, and the respective nodes in zones $2-4$ are $2 c, 3 b$, and $4 d$. We call this Scenario 1. Alternately, the second mapping distributes the load associated with a given OD pair uniformly over the four nodes of that zone, and we refer to this as Scenario 2. For either scenario, after mapping the zone-level OD values to


Fig. 8.2 Example network with zones used in this work. Extended from Fig. 8.1
node-level values, we solve the equilibrium problem and assign traffic to follow the resulting routes.

| Origin | Destination | Vehicle Count |
| :---: | :---: | :---: |
| 1 | 3 | 200 |
| 1 | 4 | 150 |
| 2 | 3 | 140 |
| 2 | 4 | 185 |

Table 8.2 True OD pairs for example network in Fig 8.1. All other OD pairs are 0 .

## Fitting the Model

Once traffic is assigned to routes on the network according to the user equilibrium, we simulate the observations of AVI sensors deployed in the network shown in Fig. 8.2. We do this by selecting a subset of the nodes and record when vehicles pass by one of the monitored nodes. For example, in Fig. 8.2, if a vehicle $i$ moves from $1 a$ to $1 b$ to $5 a$ and there are
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sensors at nodes $1 a$ and $5 a$, the observation sequence for the vehicle is $x^{i}=(1 a, 5 a)$ where there is a missing observation of when vehicle $i$ passed through $1 b$.

We note that the state space used in the model (8.4) is not the total number of nodes in the network. Rather, there is one state (an element of $\Omega$ ) for each deployed sensor. Interpolating traffic patterns from this subset of observations points to all edges of the road-network is an interesting problem we leave for future work.

We can now fit the Markov chain-based time-varying mixture model (8.4) for the single time-window of data. For the fitting procedure we set $L_{\alpha}=\frac{2}{N(t)}$, where $N(t)$ is the number of vehicles observed in time-window $t$, and $L_{K L}=0.05$. This means that $L_{\alpha}$ 's value will change with each time-window but components created with only 1 or 2 observation sequences assigned to them will be deleted regardless of the total number of observations. Also if the KL divergence between two components gets very small, below 0.05 , we merge them.

### 8.5.2 Resluts

## Monitoring All Nodes

We begin by monitoring all of the nodes in the network. This is equivalent to having a sensor at every intersection in the road network. We estimate the model described in Section 8.3 and the result is a mixture model with three components. We visualize the resulting transition matrices by coloring the edges of the network as shown in Fig. 8.3. There are visibly distinct differences in the routing between nodes for different OD pairs. The first component, Fig. 8.3(a), represents the estimated OD pairs 1-3 with a load of 200 vehicles and 2-4 with a load of 185 vehicles. Further Figs. 8.3(b) and 8.3(c) represent the OD pairs 1-4 and 2-3 at estimated vehicle counts for each pair of (116 for pair 1-4, 51 for pair 2-3) and (33 for pair 1-4, 88 for pair 2-3) respectively. These latter two figures represent the separation of the many alternate routes for an OD pair. The unique aspect to note here is that the model and estimation technique naturally separates OD pairs based on the routes that are involved in those pairs. For the marginal estimated OD matrix computed using 8.17), the resulting RMSE is 0.3338 vehicles.

We also examine the relative error in the distribution of the path-lengths of vehicles' observed paths. If $N$ vehicles are travelling from zone 1 to node 2 , we compute the distance between the centers of nodes 1 and 2 and state $N$ vehicles are travelling that distance.


Fig. 8.3 "Hot" route plots when monitoring all of the nodes in the network. These plots show the routing matrices for each of the three estimated components for the following scenarios. The color of each link corresponds to a probability, via the colorbar on the right. Links with estimated probabilities below 0.05 are not shown removed for clarity. (a) Estimated routing matrix for estimated OD pairs 1-3 (200 vehicles) and 2-4 (185 vehicles). (b) Estimated routing matrix for estimated OD pairs 1-4 (116 vehicles) and 2-3 (51 vehicles). (c) Alternate estimated routing matrix for estimated OD pairs 1-4 (33 vehicles) and 2-3 (88 vehicles).

We perform this mapping for all the estimated OD pairs and true OD pairs, giving us collections of distances covered. Then we categorize these vehicle path lengths into bins of $0-1,1-2, \ldots$, etc km traveled. The vector of bin counts in time-window we call $h(t)$. Finally, we calculate a histogram density estimate for the true and estimated vehicle path length distributions, and we compute the following relative $\ell_{2}$ norm error

$$
\begin{equation*}
\frac{\|\hat{h}(t)-h(t)\|_{2}^{2}}{\|h(t)\|_{2}^{2}} \tag{8.22}
\end{equation*}
$$

where $\hat{h}(t)$ is the estimated vector of bin-counts in time-window $t$. This gives a relative $\ell_{2}$ norm error for a density estimate on the estimated trip-length distribution of the estimated OD matrix $(\hat{O D})$ versus the true OD matrix $(O D)$.

In order to asses relative error on this small, simulated network, we need to assign locations to each node. We do so on a grid structure so node 1 a is at location $(1,1), 1 \mathrm{~b}$ is at $(1,2)$, and so on, up to 9 d at $(9,9)$. For this first scenario, where all nodes are observed, we get a relative $\ell_{2}$ error in the path-length distribution of only $2.39 \times 10^{-7}$ which is very

## 8 Paper: A Mixture Model Approach to Origin-Destination Matrix Estimation with Routing Information

small and again is indicative that observing all of the nodes in the network results provides a very high-accuracy estimate of the OD matrix.


Fig. 8.4 Routes estimated using the subset of monitored nodes discussed in Section 8.5.2. Here we see again that three components are estimated in the mixture model with the demonstrated transition matrices. Links with probability less than 0.05 are not shown for clarity. The link probability weight is denoted in the colorbar on the right. (a) Estimated routing matrix for estimated OD pair 1-4 (149 vehicles). (b) Estimated routing matrix for estimated OD pair 2-3 (139 vehicles). (c) Estimated routing matrix for estimated OD pairs 1-3 (200 vehicles) and 2-4 (18 vehicles).

## Monitoring a Subset of Nodes

Next we consider the case where sensors are only located at 21 of the nodes (1b, 1c, 1d, $2 \mathrm{a}, 2 \mathrm{~b}, 2 \mathrm{~d}, 3 \mathrm{a}, 3 \mathrm{c}, 3 \mathrm{~d}, 4 \mathrm{a}, 4 \mathrm{~b}, 4 \mathrm{c}, 5 \mathrm{c}, 6 \mathrm{c}, 7 \mathrm{a}, 7 \mathrm{~d}, 8 \mathrm{a}, 8 \mathrm{~d}, 9 \mathrm{~d}, 9 \mathrm{a})$. Then the state space $\Omega$ is half of the original state space reported above. We run the fitting routine and get a resulting mixture model again with three mixture components. The resulting mixture components are shown in Fig. 8.4. The RMSE on the estimated marginal OD matrix using only these 18 nodes is 0.3334 . Also the relative $\ell_{2}$ error in the path-length distribution is 0.5665 which has grown from the previous scenario due to us not monitoring as many nodes. We can see in these plots that the estimated transitions are not necessarily the actual links of the network. This is because without knowing all the nodes of the network, the model estimates transitions between nodes it can observe. Therefore it can appear as though there are nodes which do not technically exist. This is not the problem in Fig. 8.3 because we monitor all nodes. In that case we can see the entire network structure.


Fig. 8.5 Routes estimated using a even smaller subset of nodes than the previous example. Specifically the set of nodes $1 \mathrm{a}, 1 \mathrm{c}, 1 \mathrm{~d}, 2 \mathrm{a}, 2 \mathrm{c}, 2 \mathrm{~d}, 3 \mathrm{~b}$ and $3 \mathrm{~d}-$ 9 d are observed. The four components estimated are demonstrating similar trends as before however we are now seeing duplicate route estimate matrices depending on which node inside a zone is estimated. The relevant OD pairs are excluded from the four figures for simplicity.

When monitoring an even smaller subset (1a, 1c, $1 \mathrm{~d}, 2 \mathrm{a}, 2 \mathrm{c}, 2 \mathrm{~d}, 3 \mathrm{~b}$ and all nodes $3 \mathrm{~d}-9 \mathrm{~d}$ ), the result is an estimate with the four mixture components shown in Fig. 8.5. The estimated marginal OD matrix has an RMSE of over 58. We attribute this to the fact that many of the origin and destination nodes are not observed when subsampling. The OD estimates show issues like zone 5 being a starting zone (where the ground truth is that only 1 and 2 are starting zones). However 5 is the first zone observed for some vehicles which started in zone 1. Therefore we see the same path behavior, but we are missing the correct origin leading to a high RMSE in the OD matrix estimate. We also can look at the relative $\ell_{2}$ error in the path-length distribution which is 0.7668 for this scenario. This demonstrates that even though we are missing some observed starting and terminating states we can still garner an accurate estimate according to the path-length distribution (as is also visible in the routing trends of Figs. 8.5(a), 8.5(b), 8.5(c), and 8.5(d)). As future work we will investigate methods to correct the OD estimate errors for this case by using additional traffic count data from sensors such as inductive loops to better estimate the in-flow and out-flow of a zone.

### 8.5.3 Application to the Montreal Regional Network

Next we study the performance of the proposed model and OD matrix estimation method using data simulated with a real road network based in downtown Montréal, Canada. A
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regional traffic assignment model for the Montreal metropolitan area is described in [20]. The model takes as input the 2008 Origin-Destination (OD) trip data for the Montréal region provided by Montréal's Agence Métropolitaine de Transport and assigns it on the network using a stochastic assignment in the PTV Visum platform [21]. The regional network consists of 127,217 road links and 90,467 nodes associated with over 1,500 traffic analysis zones. It also contains various road characteristics such as the type, length, speed limit, capacity, and number of lanes [20]. Note that this model has been validated using both traffic counts [22] and speed data collected using GPS [23].

The output from the traffic assignment procedure results in an array that contains a detailed account of all the paths connecting pairs of OD zones and the load on each path for every hour of the day. For this simulated analysis, we use only a portion of the network from [20] which represents the downtown core of Montréal. The subset of zones and links are shown in Figs. 8.6(a) and 8.6(b), respectively. We then use the path loads reported in [20] and simulate a population of 2 million vehicles (roughly the number of registered vehicles in the greater Montréal region). These vehicles are assigned randomly to zones and sent driving along the prescribed paths following the loads outlined in the simulations.

Artificial sensors are placed at links within the network at randomly sampled locations. In order to select a meaningful subset of the available links, we rank the 8146 links in this network according to how many paths each link appears in. For example a section of highway will appear in many more paths than a rural, dead-end road segment. This results in a vector of counts, $C$, where each element, $C_{i}$, is the path frequency count. We then normalize this vector so that it sums to one, making it a proportion of how frequently each link is utilized. We then sample $1 \%$ ( 81 sensors), $2.5 \%$ ( 204 sensors), and $5 \%$ ( 408 sensors) following these proportions. We call these collections of sensors $S_{1}, S_{2.5}$, and $S_{5}$ respectively. In the sampling procedure, we further enforce that $S_{1} \subset S_{2.5} \subset S_{5}$. We then simulate populations of traffic traversing the road network, and for each subset of monitored links, when a vehicle traverses that link, we record the ID of the vehicle and the ID of the link traversed. These monitored links constitute the state space of the sensor network of our model.

A common problem with OD matrix estimation without prior information is that not having sensors in a specific zone or not having a sensor on a specific artery will result is a high error in the OD matrix estimate. To illustrate this, consider two zones, 1 and 2 , which are adjacent to each other. If zone 2 is the true destination of 20,000 vehicles originating


Fig. 8.6 (a) The zones which are considered in the PTV Visum simulations. Each zone is denoted by a red boundary line. There are 157 distinct zones in this downtown portion of Montreal, Quebec, Canada.(b) The links (road segments) which are bounded by the zones denoted in (a) for the downtown core of Montreal. In this case the yellow lines denote the links themselves where in (a) the lines denote zone boundaries. There are 8146 distinct links in this downtown Montreal network segment.


Fig. 8.7 (a) Plot of the relative decrease in the $\ell_{2}$ norm of the error on the path-length distributions. (b) The average RMSE between the true and estimated marginal OD matrices for the three scenarios of selected link proportions.
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from zone 1, but there are no sensors in zone 2 , then without prior information (a prior OD matrix) one would only estimate that the vehicles get as far as the last sensor available, so it would appear that the 20,000 vehicles end up in zone 1 . Then when calculating a traditional OD error metric (such as RMSE) we would have an incredibly large error for a relatively small mis-estimation.

To address this, we examine the path-length distribution metric to asses the model fit. We first estimate the OD matrix between the monitored links in our simulation. Then we map the links to zones in order to get an OD matrix estimate between the zones of the network. With the zonal OD matrix estimate, we then compute the estimated distance between pairs of zones using the same histogram density estimate for the path-lengths as described above. We bin the path lengths in units of $0-1 \mathrm{~km}, 1-2 \mathrm{~km}, \ldots$, etc. Then we compute the relative $\ell_{2}$ norm error which gives us a relative $\ell_{2}$ norm error for a density estimate on the estimated zonal OD matrix $\hat{x}(t)$ versus the true zonal OD matrix $x(t)$ for hour $t$. We plot the resulting $\ell_{2}$ norm errors averaged over 5 randomly generated datasets for each set of monitored links. The resulting plot of the error for the three different scenarios is shown in Fig. 8.7(a). Here we can see that the relative $\ell_{2}$ norm error for the $1 \%$ of the links is the worst error. We can also see that the error decreases as the number of monitored links increases which also agrees with what one would expect. We can see that these errors are quite reasonable, even with only using $1 \%$ of links in the estimation scheme. This method again requires no prior OD matrix, as opposed to more traditional OD matrix estimation methods.

In order to visualize how a reasonable path-length error may still have a very large RMSE error, we show the RMSE errors in Fig. 8.7(b) for the three sensor subsets. The scale of the average RMSE estimate error will reach nearly 300, which is quite high. Both Fig. 8.7(a) and Fig. 8.7(b) again are demonstrating the average error for 5 random trials of each scenario of selected link proportions. Therefore we can see the hour-by-hour the comparison between the path-length error estimate and the RMSE. We can see that though the RMSE error will spike with the morning and afternoon rush-hours, the path-length distribution will remain much more stable showing that the estimated model is still accurate when estimating origin to destination areas even though the exact origin and destination zones may be mis-estimated yielding a high RMSE value.

The proposed method provides a way of estimating routing information for vehicle mediums which are not traditionally available or difficult to gather, for exampling trucking
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routes since this requires coordination from the carrier company. The proposed method allows a way of estimating the routes associated with OD pairs beyond just traditional truck counts without coordinating with the carrier company. Even in the estimation scheme used with this more accurate simulation of Montréal downtown traffic, there is a wealth of additional information encoded in the model. At each hour, a mixture model, as previously defined, has been fit. This model allows a transportation planner to investigate specific OD pairs which naturally separate from the others in the algorithm and can further view the routes of specific OD pairs providing a greater wealth of information to traffic engineers than available with traditional OD estimation techniques.

### 8.6 Conclusion

This article proposes a new approach to model and infer static and time-varying OD matrices using AVI data. In addition to demonstrating that with sufficient sensor coverage we can estimate an OD matrix accurately, or at least one that is highly correlated with the true OD matrix, we can also perform the estimation without the need to provide a prior OD matrix. As a by-product of the proposed model and estimation technique, we decompose the OD matrix into elements which categorize different groups in the data. These groups are formed according to vehicles which follow similar routes. By utilizing this decomposition we can correlate OD matrix elements with the routes that are estimated by each component. Automatic vehicle identification data proves to contain a wealth of additional information from which future traffic estimation techniques can leverage.

### 8.6.1 Future Work

A future avenue of research is to incorporate traffic count based sensors to try and correct errors in the OD estimates by this AVI-only method. One approach may be to have traffic count sensors at the in-flow and out-flow links of zones which are not monitored by AVI sensors. Therefore the volume in and out of the zone can be readily calculated. If the volume shows that vehicles do not originate at the specified zone (because the in-flow matches the out-flow) and the estimation technique states that the zone is an origin or destination then we know we are incorrect. Therefore the errors in the proposed, AVI-only based method, could be corrected or adjusted to provide more accurate OD matrices still without the need to provide a prior OD matrix.

### 8.7 Glossary

## Term - Definition

OD Matrix - Origin-Destination Trip Table or Origin-Destination Matrix
AVI - Automatic Vehicle Identification
LPR - License Plate Recognition
$\Omega$ - The state space of the Markov model (sensors in the network)
$C$ - The number of sensors in the network
$n^{i}$ - The number of observations of vehicle $i$
$x_{j}^{i}$ - The state where vehicle $i$ was observed in its $j^{\text {th }}$ observation
$X^{i}$ - The transition-count matrix for vehicle $i$
$x^{i}$ - The observation sequence of vehicle $i$
$t$ - Time-window
$N(t)$ - The number of vehicles observed (equiv. the number of distinct observation sequences) in time-window $t$
$X(t)$ - The collection of observation sequences $x^{i}, i \in\{1, \ldots, N(t)\}$ in time-window $t$

RMSE - Root mean squared error
$\pi$ - The initial state distribution for a discrete-time Markov chain
$P$ - The transition matrix for a discrete-time Markov chain
$b$ - Matrix of parameters to Bernoulli distributions which govern the terminating/destination state for a vehicle given its starting state
$\phi$ - The collection of parameters describing a component in the mixture model $(\phi=\{\pi, P, b\})$
$M(t)$ - The number of components in the mixture model in time-window $t$
$m$ - Denotes the $m^{t h}$ mixture component $(m \in\{1, \ldots, M(t)\})$
$\alpha(t)$ - The vector of mixture weights for the mixture model in time-window $t$
$\boldsymbol{\Theta}(t)$ - The collection of all model parameters in time-window $t$
$\operatorname{Dir}()$ - The Dirichlet distribution
$\operatorname{Dir}()$ - A vector of Dirichlet distributions
Beta() - The Beta distribution
Beta() - A matrix of Beta distributions

## Term - Definition

Pois() - The Poisson distribution
$\lambda(t)$ - The parameter to the Poisson distribution governing component birth in time-window $t$
$n_{b}(t)$ - The number of components born in time-window $t$
$\alpha^{\prime}(t)$ - The rescaled $\alpha$ vector after births and deaths have occurred
$\widehat{O D}^{(m)}(t)$ - The estimated OD matrix for mixture component $m$ in time-window $t$
$\widehat{O D}(t)$ - The estimated marginal OD matrix in time-window $t$
$C_{a}$ - The link capacity
$c_{a}(0)$ - The link free-flow rate
$S_{a}(x)$ - The average travel time of a vehicle on link $a$
$f(\mathbf{v})$ - The objective function for the user equilibrium optimization problem
$v_{a}$ - The volume of traffic on link $a$
$\alpha_{i j}^{a r}$ - The link-path identifying variable
$x_{i j}^{r}$ - The number of vehicles on path $r$ from origin $i$ to destination $j$
$L_{K L}$ - The KL divergence limit for the Automatic Hard EM algorithm $L_{\alpha}$ - The mixture weight trimming limit for the Automatic Hard EM algorithm
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## Chapter 9

## Summary and Future Work

The overwhelming theme of this thesis is the utilization of AVI data, initially for the identification of convoys in traffic and then further to improve estimation of traffic flows. The growing use of this class of sensors provides an opportunity to gain more in-depth information into traffic than is currently available. The work in this thesis is only an initial foray into the wealth of information this data can provide.

The first work in this thesis, presented in Chapter 4, proposes a novel organization of the AVI data for use with sequential detection and estimation. It further proposed a mathematical model for what it means to be a convoy of vehicles, i.e. two or more vehicles which follow dependent routes through a network of sensors with dependent transition times between the states of the network. It also proposes a model which fits nicely into the Markov chain framework allowing for sequential detection to be performed under the Markov assumptions of the model.

The proposal of a mixture of first-order Markov models was then extended by allowing the mixture model to vary with time. This proposed time-varying mixture model (TVMM) of discrete-time Markov chains (DTMC) allows for a dynamic model for estimating the highly variant traffic patterns which emerge in real networks. In addition to the model presented in Chapter 6, I propose a novel approximate inference algorithm which is a modified hard-EM algorithm for choosing the correct mixture model order as well as estimating the parameters of the mixture components. In addition the utilization the KL divergence as a penalization on the model order complexity, I believe, possibly may open new avenues of research into model order estimation with algorithms that generatively select the model
order instead of annealing-type algorithms.
Lastly this research concludes in Chapter 8 with a modification of the TVMM DTMC model of Chapter 6 to account for the state a vehicle is last seem at or terminates at within the sensor network. This further allows the computation of a mixture of OD matrices which includes information on the routes vehicles are following between OD pairs. Breaking an OD matrix into a more flexible mixture of sub OD matrices has not been performed to the best of my knowledge and allows for a wealth of additional information which can be utilized to more accurately visualize traffic information for city planners and law enforcement. In addition these mixture models still include the time-varying aspect of the TVMM DTMC model and therefore allow city planners and engineers to visualize the changes in their traffic structures over time. In addition to the extensions mentioned in the three manuscripts in Chapters 4, 6, and 8 I present in the following sections a selection of possible avenues for future research which can be extended from the work of this thesis.

### 9.1 Convoy Detection Algorithm of More Than Two Vehicles

Adjusting the tracking algorithm presented in Chapter 4 to track groups of vehicles larger than 2 is not a trivial task. This is because for each possible convoy vehicle pair, a tracking state is created. If we track groups of varying size, the number of vehicle combinations required to be tracked will grow exponentially. Therefore we present a post-analysis step to detect if a group of vehicles larger than two are traveling as a convoy.

However a future task of deriving a tracking algorithm where each tracked group has a variable and dynamic number of vehicles in the convoy may help improve the algorithm's performance detecting larger groups. It would require starting a tracking state for a large group of vehicles seen together and as time continues annealing the vehicles in the group to only those which continue travelling as the group. I do not believe this to be a trivial task since a major problem which would need to be solved is the problem of not starting tracking states for all combinations of possible convoy groups.

### 9.2 Mixture of Gaussian Distributions

Future work on the inference algorithm presented in Chapter 6 includes extending this algorithm to mixtures of distributions other than Markov chains. The Automatic Hard

EM algorithm could be used to estimate a time-varying mixture of Gaussian distributions. In this scenario, the prior distribution for a mixture of Guassian distributions can still be fully specified. Specifically the covariance matrix of a component from time-window $t-1$ becomes the inverse-scale matrix of a Gaussian-inverse-Wishart distribution in time-window $t$ and the mean of the component from $t-1$ becomes the mean of a Gaussian-inverse-Wishart distribution. This evolution would look like

$$
\begin{equation*}
\left(\mu^{(m)}(t), \Sigma^{(m)}(t)\right) \sim N I W\left(\mu^{(m)}(t-1), 1, \Sigma^{(m)}(t-1), D-1\right) \tag{9.1}
\end{equation*}
$$

where $D$ is the dimensionality of the Gaussian distributions. This would yield MAP parameter estimates at each hard EM step of [Mur07]

$$
\begin{align*}
& \hat{\mu}^{(m)}(t)=\frac{\mu^{(m)}(t-1)+n \bar{x}}{1+n}  \tag{9.2}\\
& \hat{\Sigma}^{(m)}(t)=\Sigma^{(m)}(t-1)+C  \tag{9.3}\\
& \quad+\frac{n}{1+n}\left(\bar{x}-\mu^{(m)}(t-1)\right)\left(\bar{x}-\mu^{(m)}(t-1)\right)^{T}
\end{align*}
$$

where $\bar{x}$ is the sample mean, $n$ is the number of datapoints, and [Mur07]

$$
\begin{equation*}
C=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(x_{i}-\bar{x}\right)^{T} \tag{9.4}
\end{equation*}
$$

By extending this algorithm to a mixture of single or multivariate Gaussian distributions, we could compare this algorithm with existing work in the literature on estimating a time-varying, finite model-order, mixture model. The application presented in this thesis, of a mixture of Markov chains, appears to have had limited focus making an assessment of the algorithm's performance compared to alternative algorithms difficult. With a wider field of previous study, comparison to other algorithms becomes much more available. Ideally we would like to demonstrate that this algorithm is useful for any time-varying mixture model of distributions where a conjugate prior distribution is available so a MAP estimate based on the previous time-window can be defined.

### 9.3 Deeper Investigation Into the KL Divergence Between Mixture Model Components

Chapter 6 presented a novel approach using the KL divergence as a measure of when a mixture model estimate is overfitting. In the Automatic Hard EM algorithm, the KL divergence is computed between all mixture components after the algorithm converges in each time-window. These KL divergences are then investigated to make sure that none of the components have a KL divergence which is too small as this would indicate that those two components are describing the same group of data. This is a common scenario in overfitting mixture models, where one collection of data which is present is explained by more components than are necessary. The KL divergence is unique in that it allows us to evaluate the distance between probability distributions and therefore is suitable for the task at hand.

The KL divergence between two random Markov chains is a random variable parametrized by the transition matrix $(P)$ and initial state distribution $(\pi)$ of two different Markov chains. The closer the two Markov chains are the smaller the resulting KL divergence between the two components will be. The shape of this distribution however has not yet been studied. A future avenue of research is to examine if this distribution can be described in a closed-form. If a closed-form distribution can be derived, then a statistical anomaly detection approach to choosing the limit $L_{K L}$ could be utilized to determine a $p$-value for if the estimated KL divergence is a valid value or is anomalous (too close to 0 , and therefore the components should be merged).

### 9.4 Addition of Traffic Count Data in Origin-Destination Estimation

Another avenue of research which can be derived from this thesis is the consideration of additional forms of data into the origin-destination matrix estimation schemes proposed in Chapter 8. One proposed form of data which would be helpful to include is traffic count data gleamed from inductive loops. As stated in Chapter 8, inductive loops are deployed below roads and return the number of vehicles which pass on that road segment, or in other words the traffic count on a road. This class of traffic sensor is already widely deployed and even today is a popular form of traffic sensor being deployed. By extending the TVMM

DTMC model to include this type of data, we believe that we can improve the OD matrix estimates in accuracy and correct scale estimate errors present when utilizing only AVI data as our method does. In addition, due to the more readily available nature of data gathered from inductive loop sensors, we can additionally extend the coverage area with additional routing information therefore increasing the information contained in the estimated model.

### 9.5 Handling Errors in Recorded LPR Data

All of the models for traffic estimation presented in this thesis assume a perfect read-rate of LPR data, or any AVI-type of data. This is likely infeasible in real scenarios due to realworld conditions. For example, in LPR data the possibility of having the OCR algorithm mistake a $B$ for an 8 is frequent. Even with an advertised rate in some regions exceeding $95 \%$ accuracy, there is still room for a lot of read errors. Therefore we propose handing this by forming a distribution over the expected errors. Again looking at the B-8 example, if during training the OCR algorithm the percentage of B's recorded as 8 's is $10 \%$ with $90 \%$ of the time a B is read accurately, that yields a small multinomial distribution. Now when computing the path of a vehicle, we assign weighted probabilities based on these multinomial distributions.

As a small example, consider the identifier $A B C$. Now given an estimated multinomial on the error of reading a B from before, we assign any observation of ABC to $10 \%$ as A 8 C and $90 \%$ as ABC . This would further mean that the transition count matrix used in many of the proposed estimation schemes would contain non-integer values based on these multinomial distributions. By creating a distribution over the error space of an LPR read, the input to the algorithm would no longer be an integer count-matrix but a weighted distribution over count matricies. However due to the form of the generative model, we can simply sum these partial, weighted count matrices as if they were whole count matrices to garner the same estimation technique. The difficulty would simply being deriving the distribution over the state-space of possible LPR read errors.

### 9.6 Optimal Selection of AVI Sensor Locations

Another interesting future research field is to compute the optimal (or sub-optimal) placement of AVI sensors on a road network to maximize the convoy detection or traffic estima-
tion probabilities. Intuitively the optimal placements are likely large road-crossing in an urban environment, however computing additional sensor placements which allow for the largest gain in estimation and detection information would allow the entity installing the sensors to minimize their costs for the largest gains.

### 9.7 Extending the First-Order Markov Model

The works presented in Chapters 4, 6, and 8 all utilize first-order Markov model estimates for how a vehicle's path through the sensor network is governed. In a future work, I would like to investigate how extending this model to a $n$-th order Markov model impacts the estimates for traffic flow throughout the day. I suspect that having higher-order model orders will increase the average model-order complexity however it may be worth the added complexity for the gains in the estimation accuracy of the TVMM model.
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[^1]:    ${ }^{1}$ An example of a city utilizing city-wide surveillance with license plate recognition is the town of Palm Beach, FL, USA which uses Genetec's AutoVu LPR system deployed across it's cityhttps://www.genetec. com/solutions/resources/town-of-palm-beach
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[^3]:    ${ }^{2}$ Without loss of generality we take all times to be non-negative and denote by $\mathbb{R}_{+}$the set of non-negative real numbers.

[^4]:    ${ }^{3}$ If the inter-observation times were assumed to follow an exponential distribution then the semi-Markov process is equivalent to a continuous-time Markov chain. In general, the inter-observation times of a semiMarkov process may follow an arbitrary distribution with support on the positive real numbers.

[^5]:    ${ }^{4}$ Note that the above equation is valid even though $\delta_{k}$ in the right-hand side depends on $\widetilde{x}_{k}$, which appears to be missing from the arguments on the left-hand side. This is because, for the situation considered where the observation at time $t_{k}$ is of $Y$, we have $\widetilde{x}_{k}=\widetilde{x}_{k-1}$, so $\delta_{k}$ is still computable.

[^6]:    ${ }^{1}$ The contents of this chapter are based on the article: S. Lawlor and M. Rabbat, "Time-varying mixtures of Markov chains: An application to traffic modeling," submitted, August 2016

[^7]:    ${ }^{2}$ The MDL is the same model order selection rule as the BIC derived using different approaches.

[^8]:    ${ }^{3}$ We denote the set of non-negative integers by $\mathbb{Z}_{\geq 0}$.

[^9]:    ${ }^{4}$ We adopt the convention that $\prod_{i=1}^{0} x=1$.

[^10]:    ${ }^{1}$ The contents of this chapter are drawn from the manuscript: S. Lawlor, N. Eluru, M. Hatzopoulou, and M. Rabbat, "A mixture model approach to origin-destination matrix estimation with routing information," submitted.

[^11]:    ${ }^{2}$ Here $\mathbb{Z}_{\geq 0}$ denotes the non-negative integers $\{0,1, \ldots\}$.

