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Abstract

Wireless mobile technologies have experienced a rapid growth during the last decades. To-

day, mobile communications provide access and connectivity to billions of people around

the world. With a steadily increasing demand for high-bandwidth multimedia applications,

such as live and on-demand video streaming, virtual reality and yet-to-be-imagined appli-

cations, the need for the development of new wireless technologies becomes imperative.

Although not standardized yet the Fifth Generation (5G) wireless technology promises

to offer reliable, low-latency and high-density networks capable of supporting High-Definition

(HD) video. Some of the supporting technologies that could enable dynamic management

of network resources and could be the key components in the design of 5G wireless networks

are network virtualization and Software-Defined Networking (SDN).

Video and in general multimedia traffic management over SDN networks is an important

emerging research area where innovative solutions will be required to meet the challenging

5G performance requirements. An important paradigm shift that has to be considered is

that 5G will be based on the user-centric concept instead of operator-centric or service-

centric concept as in previous wireless generations. Hence, it would be possible for multiple

incoming flows from different radio access technologies to be combined at the mobile device.

In this thesis, we first develop a flow management framework, called Joint Slice Manager

(JSM), over wireless networks. While the problem of video traffic management has received

significant attention in recent years, to the best of our knowledge, this is the first work that

designs an SDN-based solution over wireless networks considering that mobile devices can

be connected simultaneously to multiple radio nodes of the same technology. One of the

benefits of building JSM over the SDN framework is that it enables us to extend JSM

over other wireless technologies like 5G. JSM does not require any modifications to the

mobile device (client) or the server, facilitating a quicker implementation. Our simulation

results show significant improvements not only in video quality, but also in the radio nodes’

utilization.

In order to deal with the network capacity constraints derived from the expected demand

of video traffic mentioned above, we propose new load balancing and Device-to-Device

(D2D) relaying strategies that make better use of the network resources and increases the

throughput respectively.

We develop three multipath load balancing algorithms that deal with the problem of
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how to split traffic such that the traffic load remains at the desired level. The performance

evaluation focuses on uplink wireless networks transmitting User Data Protocol (UDP)

video traffic. Our simulation results show significant improvements over state-of-the-art al-

gorithms not only in performance indicators like the splitting error and power consumption,

but also in Peak Signal-to-Noise Ratio (PSNR).

We also develop a method to improve mobile device throughput by devising the use of

mobile devices with multiple network interfaces that act as full duplex D2D relays. We

model the problem as an optimization problem and propose a family of heuristic methods

for selecting the relays. Our simulation results indicate that using mobile devices as relay

not only helps to improve the total throughput, but also to improve fairness (throughput

at the cell edge) while significantly reducing the transmission power consumption.
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Résumé

Les technologies mobiles sans fil ont connu une croissance rapide au cours des dernières

décennies. Aujourd’hui, les communications mobiles permettent l’accès et la connectivité

entre des milliards de personnes à travers le monde. Avec une demande sans cesse croissante

pour les applications multimédia à haut débit, telles que le streaming vidéo (en direct et

à la demande), la réalité virtuelle et les applications futures, il devient alors impératif de

développer des nouvelles technologies sans fil.

Même si elle n’est pas encore standardisée, la cinquième génération (5G) des technologies

sans fil promet d’offrir des réseaux fiables, à faible latence et à haute densité, qui sont

capables de supporter de la vidéo à haute définition (HD). Parmi les technologies qui

pourraient permettre une gestion dynamique des ressources du réseau et qui pourraient être

l’élments clés dans la conception des réseaux sans fil 5G entrent en scène la virtualisation

et le réseautage logiciel (software-defined networking (SDN)).

La vidéo et la gestion du trafic multimédia sur les réseaux SDN en général, est un do-

maine de recherche émergeant où des solutions innovantes seront nécessaires pour répondre

aux exigences strictes de performance des réseaux 5G. La 5G devrait prendre en con-

sidération un changement de paradigme important basé sur l’utilisateur à la place de

l’opérateur ou des services tel qu’il est le cas des générations sans fil précédentes. Par

conséquent, il serait possible pour les multiples flux entrants provenant de différentes tech-

nologies d’accès radio d’être combinés au niveau de l’appareil mobile.

Dans cette thèse, nous développons d’abord une plateforme de gestion de flux appelée

Joint Slice Manager (JSM) dans les réseaux sans fil. Bien que le problème de la gestion du

trafic vidéo ait connu beaucoup d’attention ces dernières années, au mieux de notre connais-

sance, ce travail est le premier qui conçoive une solution de type SDN pour les réseaux sans

fil étant donné que les appareils mobiles peuvent être connectés simultanément à plusieurs

stations de base avec la même technologie. L’un des avantages de l’implémentation de JSM

en utilisant SDN est qu’elle permet d’étendre JSM á d’autres technologies sans fil comme

la 5G. JSM ne nécessite aucune modification de l’appareil mobile (client) ou du serveur,

ce qui rend son implémentation plus facile et plus rapide. Nos résultats de simulations

montrent d’importantes améliorations au niveau de la qualité de la vidéo, mais aussi au

niveau de l’utilisation de la station de base.

Afin de faire face aux contraintes de la capacité du réseau provenant de la forte demande
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du trafic vidéo mentionnée ci-dessus, nous proposons de nouvelles stratégies d’équilibrage

de charge et de relais appareil-à-appareil (Device-to-device (D2D)), ce qui permet une

meilleure utilisation des ressources du réseau et une l’augmentation du débit respective-

ment.

Nous développons trois algorithmes d’équilibrage de charge multi-trajects qui traitent

du probléme de la répartition du trafic, de telle sorte que la charge du trafic reste au

niveau désiré. L’évaluation du rendement se concentre sur la liaison en amont des réseaux

sans fil transmettant un trafic vidéo de type UDP (User Data Protocol). Nos résultats

de simulations montrent des améliorations significatives par rapport aux algorithmes dits

classiques, non seulement au niveau des indicateurs de performance, comme l’erreur de

fractionnement et la consommation d’énergie, mais aussi au niveau du rapport signal-sur-

bruit du pic (Peak Signal-to-Noise Ratio (PSNR)).

Nous développons également une méthode pour améliorer le débit de l’appareil mobile

en utilisant plusieurs interfaces réseau qui agissent comme relais D2D bidirectionnels simul-

tanés (full duplex). Nous modélisons le problème comme étant un problème d’optimisation

et nous proposons plusieurs méthodes heuristiques pour sélectionner les relais. Nos résultats

de simulations indiquent que l’utilisation d’appareils mobiles comme relais permet non

seulement d’améliorer le débit total, mais permet également d’améliorer l’équité (débit au

bord de la cellule), tout en réduisant de manière significative la consommation d’énergie de

la transmission.
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Chapter 1

Introduction

1.1 Motivation

Wireless mobile networks have changed the way we communicate over the last few decades.

From analog to digital communications, wireless technologies continue to evolve leading to

increased interconnectivity between mobile devices and by extension individuals. Recently,

the concept of the Fifth Generation cellular network (5G) has promised to satisfy the grow-

ing needs of mobile wireless communication. The most common features associated with 5G

are increased data rate, larger number of users, improved quality of service and extended

coverage of mobile networks. Not to mention the need for low latency and high reliability

that are important for many services such as self-driving cars or telemedicine. Although,

the 5G network has not been standardized yet, the International Telecommunication Union

(ITU) plans that the final specifications of the 5G network will be issued in 2020 [1].

The exponential growth of mobile applications and rapid adoption of mobile connec-

tivity by end users combined with the new services offered by service providers has fueled

the need for faster connectivity, optimized bandwidth management and higher security.

Considering mobile data projections, we can see that, while, the global mobile data traffic

will grow at a compound annual grow rate of 53% from 2015 to 2020, three-fourths of the

world’s mobile data traffic will be video by 2020 [2]. Moreover, users always require the

emergence of new services and applications.

To satisfy the above mentioned needs many new technologies are emerging. One of such

new technologies is Software-defined Networking (SDN). The main characteristic of SDN is

its ability to decouple the control plane from the data plane. Moving the control plane to
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a centralized SDN controller has the advantage that the controller has global knowledge of

the network, making it easier to reconfigure the network, which results in enhanced network

flexibility [3].

Given that most of the traffic will be video traffic, we have to consider how to pre-

provision resources such that video flows do not over or underutilize network resources, as

well as how to deal with channel capacity fluctuations, mainly due to interference, user

mobility, etc. Similarly, since video rates and lengths are variable, the question of how the

network can be more tolerant to such fluctuations is still open. In this thesis, we specifically

use SDN as an enabling technology that can be utilized to transport and deliver video traffic.

Some of the most important differences between 5G and previous wireless mobile net-

works are heterogeneous network architecture and device-to-device (D2D) communication.

The heterogeneous network architecture, aims to integrate into one network several wireless

networks with possibly different radio access technologies (RATs). Opening the opportu-

nity for mobile devices to be connected to multiple RATs simultaneously, has the potential

to offer better coverage and greater flexibility in satisfying different quality of service (QoS)

requirements which leads to seamless handover between RATs [4].

Integration of multiple RATs into one network is probably the hardest challenge for 5G,

as today’s technologies are incompatible. As a first step to understanding the challenges of

mobile devices connected to multiple RATs we have limited this thesis to the case in which

mobile devices are connected to multiple radio nodes of the same technology.

The advantages of multiple paths are no longer restricted to avoiding single points of

failure, but also aim to increase network capacity and guarantee high quality of service.

Right now, as any smart-phone owner might know, a phone or tablet can be connected to

multiple wireless networks, but it is not possible to use those multiple connections at the

same time for the same service. For example, in the case of video streaming, the video

may cut out because the network being used drops, even though there is another network

available.

In this example and countless other real world applications, an efficient use of network

resources is needed. Consequently the ability to distribute traffic across multiple network

resources (load balancing) is one of the solutions that can be applied to maximize network

capacity. Load balancing can bring benefits in the form of high throughput, increased

reliability, and fair use of resources. However, there are some challenges that need to be

addressed in order to efficiently reap all of the theoretical benefits of load balancing in
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practical applications. The primary challenge is to find an optimal way to switch packets

between multiple paths [5], e.g., to minimize packet reordering or to make a smart wireless

interface selection such that energy is not wasted (the battery life of a mobile device is

related to how much energy is required to transmit a packet).

An important metric to measure the load balancing is the splitting error. Splitting

error measures the deviation of the desired load from the actual load in each path. The

lower the splitting error is, the better load balancing we have. One of the major problems

when switching packets between multiple paths is the occurrence of packet reordering.

Packet reordering is caused by differences in transmission delays among multiple paths.

If a packet is delivered along a faster path, it may arrive at the destination before the

previously transmitted packet, which is delivered along a slower path [6].

As mentioned earlier, D2D communication is one the new features of 5G. D2D commu-

nication allows mobile devices to communicate directly between each other without passing

data through the radio node (except possibly control signals). Consequently relaying using

D2D could be enabled, which could result in offloading traffic from the radio nodes and

saving power consumption [7].

1.2 Contributions

The first contribution of this thesis is the design of a Joint Slice Manager (JSM) framework

for video traffic management in wireless mobile networks. This is presented in Chapter 3.

The second contribution, as described in Chapter 4, is the development of a series of low

complexity algorithms that addresses the issue of how to split traffic such that the traffic

load remain balanced, while trying to improve the basic QoS requirements. The third

contribution of this thesis work is the analysis of the possible benefits of relaying when

using D2D communications, which is presented in Chapter 5. We summarize below the

major contributions of the work described in this thesis:

1.2.1 Joint Slice Manager Framework

• In the control plane, the flow manager is configured to classify the packet flow, serviced

by more than one radio node, to a specific slice according to its nature (short or long),

the available capacity of each slice, and the feedback information provided by the radio
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nodes. It also has the ability to reclassify the packet flow according to the traffic load,

and the feedback information provided by the radio nodes.

• The data plane is operatively coupled to the control plane, the data plane is configured

to store the packets from the flows according to the classification information provided

by the control plane.

• Our network contribution includes the design of the first traffic management frame-

work for wireless networks with the capability to give service to mobile devices con-

nected simultaneously to more than one radio node of the same technology.

1.2.2 Uplink Load Balancing Algorithms

• Our first load balancing algorithm QBALAN shows that highly accurate load bal-

ancing can be achieved by subdividing the load balancing task into long-term and

short-term load balancing algorithms without adding complexity. This strategy ef-

fectively reduces the splitting error by reducing the average number of times a flow

switch paths, while not significantly affecting the packet reordering.

• The second load balancing algorithm DALBA accurately splits traffic while reducing

the average packet loss and the average end-to-end delay. It is robust to different

traffic loads and it exhibits superior PSNR performance in high traffic load conditions.

Additionally, DALBA outperforms previous algorithms by reducing the total end-to-

end delay and packet reordering.

• The third load balancing algorithm GEL manages to reduce the mobile devices’ power

consumption while maintaining acceptable QoS levels. It also demonstrates that there

is a trade-off between power consumption and splitting error that should be considered

when evaluating a load balancing strategy.

1.2.3 Relaying Using Device-to-device Communications

• We propose an infrastructure based solution (controlled by the network operator)

that enables relaying capabilities on mobile devices with multiple network interfaces,

due to this characteristic we propose that mobile devices act as full duplex relays
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(in the context of this thesis full duplex refers to the ability to use one interface to

transmit and one interface to receive data at the same time).

• We define an objective optimization problem that maximizes the total network ca-

pacity, considering that connections can have at most one relay (two hops).

• We propose a sub-optimal family of greedy algorithms, that exhibit good performance

in terms of total capacity, average transmission power, and user throughput fairness

(increased throughput at the cell edges).

1.2.4 List of Related Publications

This thesis has led to the following publications

• Marwen Bouanen, Oscar Delgado, Fabrice Labeau, Alex Stephenne and Ngoc Dung

Dao, “System and Method for Transmission Management in Software Defined Net-

works”, A United States Patent application has been submitted, PCT international

application number 14/516,394 filed on 10/16/2014.

• Oscar Delgado, and Fabrice Labeau, “Uplink load balancing over multipath het-

erogeneous wireless networks”, IEEE Vehicular Technology Conference (VTC), pp.

686-691, May 2015.

• Oscar Delgado and Fabrice Labeau, “Delay aware load balancing over multipath

wireless networks”, submitted to IEEE Transactions on Vehicular Technology (TVT),

2015.

• Oscar Delgado and Fabrice Labeau, “Uplink energy-efficient load balancing over mul-

tipath wireless networks”, IEEE Wireless Communication Letters (WCL), pp. 424-

427, August 2016.

• Oscar Delgado and Fabrice Labeau, “D2D relay selection and fairness on 5G wireless

networks”, accepted for publication in IEEE Globecom workshops, December 2016.

1.3 Organization of the Thesis

This chapter has presented a brief introduction to this thesis work. The remainder of

this thesis is organized as follows. Chapter 2 provides the necessary background for the
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remainder of the thesis. The purpose is to provide a review on existing software defined

network solutions that can be used to handle video traffic in wireless cellular networks,

and to highlight the fact that video content is one of the key players when developing the

next generation of wireless communication systems. The background emphasizes the use

of mobile devices with multiple interfaces that are simultaneously connected to multiple

radio nodes, as an alternative to improve capacity and quality of service. We also review

the problem of how to split traffic such that the load remains balanced, and study new

solutions that can help us increase channel capacity.

A novel video traffic management framework (Joint Slice Manager) developed under the

software defined network paradigm is presented in Chapter 3. The purpose of our proposed

solution is to improve video quality in wireless cellular networks.

Chapter 4 presents the work done in investigating uplink load balancing for addressing

the problem of how to split traffic without reducing the quality of service.

Chapter 5 presents device-to-device communication as an approach to increase channel

capacity and to save power consumption. Finally, Chapter 6 concludes the thesis and

presents possible topics of future work.
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Chapter 2

Background: SDN and Wireless

Communications

2.1 Introduction

The constant development of new technologies has created a wireless environment in which

multiple standards are coexisting. In such heterogeneous environment, the interoperability

and the resource allocation among different technologies are some of the potential issues to

solve. To address both current and future needs in a wireless environment, the abstraction

provided through wireless virtualization is one possible solution to both simplify and unify

wireless networks [8]. Combined with SDN [9], virtualization allows to enhance resource

utilization, and to provide value-added service differentiation.

SDN is an approach that allows network operators to manage network services through

abstraction of lower level functionality. This is done by decoupling the control plane from

the data plane, i.e., the system that makes decisions about where traffic is sent from the

underlying systems that forwards traffic to the selected destination [10].

For example, having multiple network interfaces offers the possibility to have parallel

connections through multiple paths to the destination. In this context, an efficient use of

network resources is needed; load balancing and mobile relaying models are some of the

solutions that can be applied to maximize network capacity.

In this chapter, we present the existing wireless technologies that can be used to trans-

port and deliver video traffic, we describe the wireless SDN solutions that can be applied,
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and we explain their main advantages and disadvantages. We also study load balancing

strategies that help to maximize the overall network capacity. Finally, we present existing

mobile relaying models and their characteristics.

2.2 LTE Architecture

LTE stands for Long Term Evolution and is a wireless communication standard for mobile

phones and data terminals maintained by the 3rd Generation Partnership Project (3GPP).

Currently LTE is marketed as the fourth generation (4G) wireless service (sometimes called

4G LTE), the 3GPP consortium has adopted the latest version of the standard (LTE

Advanced standard).

The LTE cellular network architecture can be described as: User Equipments (UEs)

served by radio nodes (eNodeB), which are typically connected to a local anchor (Serving

Gateway S-GW) that routes and forwards user data packets; another gateway (Packet

Gateway P-GW) connects the S-GW to the Internet, and typically also performs policy

enforcement, and packet screening; the Mobility Management Entity (MME) controls the

high-level operation of the mobile device and it is linked to the Home Subscriber Server

(HSS), which is the database containing all the subscriber’s information. It also has a

Policy Control and Charging Rules Function (PCRF) that is responsible for policy decision

and flow-based charging functionalities, see Fig. 2.1.

S-GW

HSS

P-GW

Packet CorePacket CoreExternal networks:
Internet, Operator services, 

e.g., Multimedia services 

MME

eNodeBUE

PCRF

Fig. 2.1 LTE architecture: basic network elements.
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A comprehensive survey on LTE can be found in [11]. In general, one of the known

concerns of the LTE architecture is the scalability related to the centralization of multiple

functionalities in the serving or packet gateways. Furthermore, the centralization of all the

data plane functionalities at the interface between LTE and internet domains can also be

a limitation for in-cellular-network traffic [12,13].

2.3 Software-defined Networking

SDN is an architecture that centralizes the intelligence of the network, allowing network

operators to manage applications and network services through abstraction. This abstrac-

tion is done by decoupling the control plane (where decisions are taken) from the data

plane (where the actual traffic is forwarded) [3].

The SDN architecture can support virtualization, allowing to isolate resources across

user groups, and/or services (see Fig. 2.2); enabling several network operators to coexist

on the same hardware (virtual network operators). In that sense SDN can be a potential

technology to enable actual and future services.

Social netowrks webvideo

Services

Network
resources

Mobile
devices

Fig. 2.2 Virtualization scenario: resources isolated across services

It is important to remark here that network virtualization is not the same as SDN.

Although by definition SDN provides a level of abstraction and decouples functionalities
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from the hardware, that can enable virtualization, SDN by itself does not necessarily imply

sharing or isolating resources.

2.3.1 Wireless SDN

A brief overview on the current development of wireless software-defined networks can be

found in [14]. Most of the prototype implementations on cellular-type Wireless SDN has

been conducted in WiMAX [15–20], mainly because of its rapid implementation due to the

availability of affordable PicoChip femtocell WiMAX base stations that can be used for

experimental testing.

Some other related work in wireless SDN can be found on WLAN [21–24] and WPAN

[25–27], but they have slightly different issues. Compared to cellular networks, WLAN

networks are easier to deploy. However the control functions are relatively less sophisticated,

having only support for priority-based QoS, but not for scheduling, making a resource

reservation difficult to achieve. WPAN networks use some form of traffic aggregation in the

nodes, and treat their traffic differently, which does not directly relate to a cellular scenario.

We can also find some research work on wireless SDN that does not focus on mobile core

networks, but instead targets heterogeneous mobile networks, i.e., to coordinate multiple

radio access technologies [28].

2.3.1.1 Initial Wireless SDN Efforts

Some of the first proposals in wireless SDN were motivated by the need to run several

experiments simultaneously in the same test bed, each within its own network slice [29,30],

thus the need to enable network virtualization. Due to the shared nature of the wireless

access medium, one of the main challenges was the difficulty to isolate network resources. To

address this problem several basic virtualization schemes were proposed. The main idea was

to share access to the wireless medium in the time domain (TDM), the frequency domain

(FDM), the spatial domain (SDM, different slices occupying disjoint physical regions of the

wireless network, apart enough so that they do not introduce interference to one another),

or even through frequency hopping.

Among the practical difficulties that have prevented the deployment of these techniques

within wireless network test beds, the switching capabilities of the deployed equipment is

one of the most important. This is because it sets the limit to the speed at which the slices
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can be scheduled, e.g., from the wireless hardware point of view, it limits the switching

speed for frequency hopping, or in the CPUs operating the network, the operating system’s

kernel imposes a speed limitation. From an experimental perspective, another challenge is

the difficulty of controlling and reproducing propagation characteristics inherent to wireless

channels, so that repeating exactly the same experiments is also a concern.

The first efforts describe what can be viewed as an idealized perspective of wireless SDN,

which targets a perfect isolation of resources in an uncontrolled wireless environment. More

recent wireless SDN proposals described below do not aspire for a perfect network isolation,

but for a less strict setting, thus defining slicing as a constrained resource reservation

and allocation problem. It is important to mention that, due to the motivation of their

development, these early proposals described above are not well suited for practical wireless

scenarios which are naturally affected by interference; mainly because all traffic slices should

coexist to some extent to efficiently use all the available wireless resources, contrary to the

experimental wireless network test beds, where interference between traffics from different

slices must be avoided to guarantee isolation.

2.3.1.2 Wireless Network Virtualization

In general, wireless network virtualization refers to the ability to share and abstract wireless

access resources among multiple mobile devices or groups of mobile devices with a certain

degree of isolation. In this context virtualization of LTE [13, 31, 32], WiMAX [16, 33] and

Wireless Local Area Network (Wi-Fi) [21, 23] has been studied to some degree. Although

few researchers have proposed a unified framework for virtualization of these three tech-

nologies [28], almost all of them take OpenFlow [34] as the main starting point.

Since the SDN concept was first developed, the idea of decoupling the data plane and

the control plane has been studied in LTE. Two of the works that provide LTE network

level solutions are found in [13] and [35]. In [35], the eNodeB has been sliced into virtual

eNodeBs by using the FlowVisor policy described in [36], where the strategy is to create

the same number of controllers as virtual eNodeBs, In the same way, [13] extends the work

of [36] to CellVisor, which provides a wider range of resource slicing, including topology,

bandwidth, forwarding tables, etc.

One of the few examples, that explicitly attempts to use the SDN concept and ab-

stracts from the technology used by the radio access nodes, is the OpenRoads test bed at
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Stanford [19, 20]. The OpenRoads test bed is an open platform for innovation under the

proposed multi-radio access architecture; thus no specific set of algorithms are directly pro-

posed. Nevertheless, it must be mentioned that some experimental results are available for

handover scenarios with time overlap, as well as for the so-called n-casting (packet transfer

through multiple redundant routes of different technologies) [37].

2.3.2 SDN Challenges

In a production network, the SDN goal is not only to enhance resource utilization but

also to provide value-added service differentiation. Thus SDN can be defined as a resource

reservation and allocation problem, constrained on some performance metrics, such as QoS

or quality of experience (QoE). The objective of using these metrics is to reflect either the

network management goals or the Service Level Agreements (SLA) fixed by the network

operator and the customers.

Given the LTE architecture depicted in Fig. 2.1, we can argue that the first challenge

is to determine which portion of the network have to be virtualized in order to efficiently

provide SDN services. Intuitively, in the cellular architecture, the radio node is the place

where to operate slicing, since typically the radio node is in charge of allocating radio

resources to flows and mobile devices, and handles uplink scheduling. It is then logical to

consider that the radio node itself could handle virtualization and assign physical resources

to each slice so as to meet the performance constraints [16, 18].

There are, however solid arguments for not fully adopting radio nodes as the main place

where to deploy SDN [12, 13, 33]. Having too many functions situated at the edge of the

wireless network could lead to scalability issues. Also the high level information, such as

handovers, traffic load of other radio nodes, billing, etc, is not readily available at the radio

node. Additionally, we should mention that due to the numerous radio node suppliers, it

will be much easier to enter into the market if it is done independently of the radio node

(integration issues).

Numerous researchers are currently proposing to deploy SDN virtualization one step

away from the radio node, within the first or the second gateway (serving or packet gateway

in LTE) [13,33,35,38]. This strategy allows scheduling and admission control to be handled

by the gateway, while interfacing with the radio node. However, two important challenges

emerge in these types of implementations:
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1. The radio node MAC scheduling must be controlled by the gateway, such that, if

there is wireless channel congestion, it does not interfere with the gateway’s own

scheduling mechanism. Given the fact that usually the radio node and the gateway

are two separate network elements, it is complicated to achieve this without modifying

the radio node.

2. Additional information exchange between the radio node and the gateway is required

to ensure that the gateway can reliably control the radio node. The required infor-

mation can be described as: (i) information from the radio node to the gateway in

relation to the actual wireless conditions and radio resource utilization, and (ii) infor-

mation from the gateway to the radio node regarding uplink mobile device scheduling

decisions. Note that the specific details, like the frequency of update and level of pre-

cision of these exchanged information is to be tailored for a given implementation;

in some special cases, already existing features could be used, but it is still highly

probable that such features would have to be tailored, e.g., in WiMAX the maximum

sustainable rate request from the gateway to the radio node determines the maximum

rate that should be allocated to a given service class; if fine-granularity virtualization

is used, this feature would have to be applied on a per-flow instead of a per-class

basis.

An important aspect to consider when applying virtualization at the gateway level, and

which can be difficult to address, is how to handle uplink scheduling, primarily because

it implies to remove completely the ability of the radio node to take uplink scheduling

decisions.

Finally, it should be mentioned that new challenges arise when multiple radio nodes

serve multiple mobile devices, especially in the case when several radio technologies are

used. Evidently in this case arbitration between radio technologies for the uplink and the

downlink has to be made. Although multi-queue multi-server systems have been studied,

and weighted fair queuing-type strategies have been developed [33,39], the addition of other

practical constraints, like for example preferred technologies used for the transmission of

certain flows, challenge existing proposed solutions [40].

One additional issue that appears when having multiple radio nodes of multiple radio

technologies is how to handle connection-oriented flows, in the case when several interfaces

are used to transmit portions of the same flow (such as TCP flow). In this scenario a wireless
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SDN architecture appears as a promising way to deal with this issue. Since SDN keeps

track of the control plane information, it will be easier to gather flow state information,

independently of the actual path or radio technology.

2.3.3 Wireless SDN for Video

As mentioned in the introduction the emerging trend of adopting high definition video

streams is growing rapidly, requiring higher bandwidth. Additionally, wireless mobile net-

works are the preferred costumer choice. To deal with the bandwidth growth, and the shift

to wireless, we explore the proposed solutions in the SDN context.

Although the amount of available literature on wireless SDN for video is not huge,

there are a few important examples of video traffic enhancement applications that have

been reported. At the basic level, the proposed algorithms [24, 41] subdivide traffic into

real-time and non-real-time, and each type of traffic is then associated with a slice, but

this kind of slice isolation could be directly achieved in the LTE or WiMAX frameworks

by using the existing traffic classes.

If the goal is to achieve finer traffic shaping for video, it would be necessary to be able

to (i) separate video traffic from other real-time traffic, e.g., voice over IP (VoIP), (ii) have

a much finer granularity when determining flow properties, such as the relative importance

of packets of the flow, or the video properties (duration, size, etc.).

An example of this approach is adopted by the Network Virtualization Substrate (NVS)

[16], a proposal for WiMAX virtualization, which essentially consists of a scheduler based

on resource or bandwidth provisioning for different slices in the network. The authors

of [16] demonstrate that, tagging video packets adequately (e.g., belonging to I, P or B

frames when using H.264 video codec), it will be possible to drop some packets within a

video slice so as to reduce congestion and improve the average video performance. The

video tagging is assumed to be done by the content provider by writing a priority number

in the Type of Service field of the IP header. Depending on the network, this may or may

not be a good implementation idea, i.e., it depends on whether the network makes use of

the Type of Service field for other purposes or not, but another alternative is to do the

tagging by using the TCP options field of the TCP header.

As mentioned above, the video packet tagging is completely necessary if one wants

to avoid deep packet inspection. Despite the fact that this tagging task might not be
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so easy to implement in practice for many applications, the scenario considered in this

thesis could assume such cooperation between network operators and content providers.

In a value-added service scenario offered by a wireless network operator through SDN and

virtualization, it is reasonable to assume that some sort of SLA would be set with specific

content providers, e.g., over-the-top content (OTT), so that their video traffic could benefit

from the prioritization schemes being offered by the network operator.

Another interesting work found in [17] focuses on UDP video traffic, and provides a

deeper study of a potential admission control and scheduling system for video flows in

a virtualized WiMAX access network. Their proposed solution (MESA) uses the video

tagging discussed above to selectively drop packets; however its most important contribu-

tion consists in separating video flows into slices, depending on the length of the video,

the creation of a special slice that contains flows during congestion, and flow management

techniques to manage the migration of flows between slices. We will describe in more detail

this proposal in the next section.

2.3.4 Some Specific Systems

2.3.4.1 NVS

The Network Virtualization Substrate (NVS) [16], investigates a more general resource

scheduling policy, specifically defined to virtualize cellular networks. NVS defines at the

slice level a set of network resource provisioning algorithms, i.e., inter-slice resource provi-

sioning, and it can allocate resources to slices based on bandwidth or network resources.

The authors of [16] take a dynamic programming approach to solve a constrained op-

timization scheduling problem for the downlink, and derive a set of inter-slice scheduling

policies. An important architectural choice, made by the authors of [16], is not to define

a specific intra-slice scheduling system, allowing in this way the managers of each slice to

implement any particular scheduling policy that they decide.

In order to demonstrate the high degree of isolation that can be obtained by NVS, in

one of their simulation examples, the authors of [16] use a video slice with a simplified

version of MESA that coexist with other slices.
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2.3.4.2 MESA

As mentioned earlier, MESA [17] is a video delivery framework for WiMAX networks, that

is based on the concept of clustering video traffic into slices, assigning membership to the

slices so that the scheduling of the different slices can be made based (among other metrics)

on long-term user QoE metrics.

The main idea of MESA is to differentiate the long-running and the short-running video

flows; the argument in favor of this subdivision is that, when long-running video flows are

present in the network, they might consume all the available network resources, and when

short-running video flows try to be admitted into the system they are most likely to be

rejected, creating a fairness issue between long-running and short-running videos. The long

and short slicing enables MESA to actively adapt admission control and scheduling so as

to increase fairness across each type of video traffic.

Additionally to the short and long slices, a third slice called the victim slice is created

to better handle video flows in case of congestion. In the victim slice the system may decide

to drop or not some of the packets to avoid congestion (based on packet priority). This

requires that video packets are tagged with an importance indicator. Another important

characteristic of MESA is that the scheduling across slices uses a simple proportional fair

scheduler, and the ratio of transmission slots assigned to each slice are kept constant over

time.

Simple metrics are used to approximate the user QoE at the downlink scheduler (dis-

satisfaction metric). The QoE metric represents not only network congestion, but also

hypothesized user dissatisfaction, based on the video packet loss. Nevertheless, no specific

information from the user is needed to calculate the QoE metric. The purpose of the QoE

metric is to help in the flow migration process between the short, the long and the victim

slices. For example, if a congestion condition is detected, flows with the best value of the

QoE metric are migrated to the victim slice; it is also possible to migrate flows from the

short slice to the long slice. MESA has been evaluated in [17] using a mobile WiMAX

network test bed showing good video quality performance.

2.3.4.3 CellSlice

Another important work was presented in [33]. Motivated by the idea to modify the radio

nodes as little as possible, the authors of [33] proposed CellSlice, a generalization of NVS
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that moves the solution out of the radio node and into the Access Service Network Gateway

(ASN-GW) of WiMAX. One of the most important contributions of CellSlice is the design

of a complete uplink and downlink slicing mechanism that does not reside in the radio

nodes. It is important to notice here that, because all the uplink and downlink scheduling

decisions are taken in the ASN-GW, some exchange of information between the radio node

and the ASN-GW is mandatory.

CellSlice assumes not only that the radio node gives periodic feedback to the ASN-GW

about its resource utilization and Modulation and Coding Scheme (MCS), but also that

the radio node guarantees a maximum sustained rate for each flow, as instructed by the

ASN-GW. These interactions would of course be rendered easier in the SDN framework, as

it could be assumed that the control plane has knowledge about all of this information. On

the downlink, CellSlice bypasses the radio node’s scheduler by matching the outgoing traffic

to the radio node traffic consumption rate (starving the radio node’s buffers to prevent the

radio node’s scheduling algorithms to kick in); on the uplink side, the ASN-GW control is

indirectly enforced through the per-flow mandated maximum sustained rate messages to

the radio node.

2.3.4.4 OpenRoads

Another important work was done at Stanford [40] related to the development of the

OpenRoads project. OpenRoads [20] aims to use virtualization of wireless networks to allow

connections of any device with multiple radio interfaces to multiple networks; OpenRoads

is a test bed development, but some of the examples developed are relevant to our work.

The research described in [40] focuses on the scheduling problem at the client side, as a

multi-flow, multi-interface scheduling problem: each mobile device in this work has multiple

network interfaces (e.g., Wi-Fi, WiMAX and 3G), over which it can transmit information

either simultaneously or in sequence. An interesting assumption is the ability to define the

preferred interface to be used by some flows. This will mean for example that video flows

might prefer the Wi-Fi connection as its transmission rate is generally better.

An important consideration comes from the fact that some synchronization is necessary

between network interfaces for each flow, i.e., when a scheduling decision needs to be taken

in a given network interface, the average rate, for a given flow, served in each interface needs

to be available. The key finding in [40] is that this synchronization can be achieved by acti-
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vating a one-bit state information for each flow kept at each network interface. The authors

in [40] proposed a generalization of Weighted Fair Queuing and showed that it is practically

implementable through a modified deficit round robin technique called multiple-interface

deficit round robin. The above considerations for multi-flow, multi-interface scheduling

apply directly to the client-side, without control from a radio node.

Note that, in case of a reservation-based uplink system, additional coordination between

mobile devices and radio nodes is needed, and in the case of mixed architectures, where

some interfaces and RATs would be reservation-based and some others would be contention-

based, even more complex situations arise.

It is important to mention that one of the major obstacles to using the same architecture

for downlink multi-interface scheduling is the availability of global information (network

interface status and in which interfaces flows will be scheduled). Nevertheless, if we consider

the SDN architecture, the control plane will concentrate all the information, allowing us to

abstract from this problem, at least theoretically. In [40], an HTTP proxy-based solution

was proposed to partially solve this problem, where the author proposes to use virtual

Ethernet interfaces connected to a special gateway that handles multiple interfaces, this

approach helps to decouple the packets in a given flow from the IP addresses on each

interface, allowing in this way the set of interfaces to change dynamically as connectivity

changes.

2.4 Traffic Load Balancing

This section presents a review on the traffic load balancing strategies using multiple network

interfaces for simultaneous data transmission. In general, if there exist different wireless

networks, multiple paths can be established by using the same or a totally different wireless

technology. We focus on load balancing over multiple paths, thus we do not directly address

routing to establish multiple paths, i.e., paths are assumed to be established by routing

techniques.

Having multiple network interfaces, that enable us to have multiple parallel connections

simultaneously, makes it necessary to efficiently use all the available network resources. In

that sense load balancing helps us not only to avoid single points of failure, but also to

guarantee QoS at high data rates and to facilitate network provisioning.

Fig. 2.3 illustrates the basic load balancing principle. The load balancing component
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splits the traffic into smaller traffic units, each of which independently takes a path. Because

of the difference in which each proposed solution splits traffic, each of them exhibits different

advantages and shortcomings.

Load
Balancing

Path 1

Path 2

Path n

aggregated traffic

Fig. 2.3 Basic load balancing principle

2.4.1 Load Balancing Challenges

Load balancing performance might affect Quality of Service perceived by network users.

Some of the challenges can be summarized as follows.

2.4.1.1 Packet Reordering

Packet reordering occurs when the order of packets at the destination is different from

the order of the same packets at the source. Fig. 2.4 shows an example of a situation

with packet reordering; the reordered packets are highlighted. Packet reordering has a

negative impact on both TCP and UDP-based applications. For TCP-based applications,

duplicate acknowledgements are generated when reordered packets are received, causing to

retransmit packets and to decrease the transmission rate. If packet reordering is persistent,

TCP performance quickly degrades. For UDP-based applications, reordered packets that

arrive after the play out deadline are considered lost.

Packet reordering is not a rare anomaly. According to the study conducted in [42]

packet reordering is on par with, if not a larger issue than, packet loss. For UDP traffic

over the internet, packet reordering occurs less than 3% of the time [43]. In addition,
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Fig. 2.4 Packet reordering example, packets 2, 3 and 4 arrive to the desti-
nation out of order

packets of smaller sizes are reordered more frequently than larger packets. This has negative

implications on UDP-based applications such as VoIP which has small packet sizes. If

packet reordering is persistent during a VoIP session, the quality of the voice significantly

degrades.

It is worth noticing that the impact of packet reordering is directly related to the

application in use. Some applications might be more tolerant to packet reordering than

others, e.g., UDP video streaming when no packets are late for play out, packet reordering

is still acceptable.

Most of the current research discussing packet reordering is focused on single-path flows

through wired, high speed networks. Nevertheless, one of the few papers that considers

an heterogeneous multipath scenario shows that packet reordering can approach 50% [6].

It is interesting to note that packet reordering is not consistent across the paths that

exhibited it. Instead, there is a close relationship between packet reordering and traffic

load [42], which also exhibits a similar behavior [44]. As a consequence, the advent of high

bandwidth applications, such as high quality video, will increase packet reordering.

We should also mention that in wireless networks, the amount of packet reordering

is heavily dependent on many parameters that are beyond the user’s control [6] such as

unpredictable interference, varying signal quality, other users contending on the same chan-

nel, overloaded radio nodes, etc. The tolerance to packet reordering depends on various

factors [45], including packet size, transmission rate, capacity of receive buffers, application

purpose, etc. The most vulnerable applications are those that generate small packets fol-

lowed by large packets in a single stream. This is because even though the average transfer
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rate is low, packet reordering may occur within packet bursts, where the packets are closer

to each other.

Even though the existence of packet reordering in IP networks is established, its extent is

still not completely understood. An early effort to quantify the effects of packet reordering

on IPTV using a MPEG-2 video codec revealed that the video quality becomes unacceptable

for more than 0.12% of reordered packets [46]. It is also noted that the viewer’s sensitivity

to packet reordering depends on the video genre, with sport being the most vulnerable.

The packet reordering problem may be mitigated by using buffers. However, for battery-

operated devices, such as cell phones and tablets, large buffers are very resource-intensive.

Keeping in mind the goal of not to increase the workload of such devices, this thesis studies

the problem of how to split traffic over multiple links in heterogeneous wireless networks.

2.4.1.2 Energy Consumption

It is well known that one of the challenges of mobile devices is their limited battery power.

A mobile device consumes a significant amount of power not only during operation, but

also during idle periods (until its battery gets depleted). Additionally, if we consider the

case when the mobile device is equipped with multiple network interfaces, its battery power

consumption can increase even more.

Consuming more energy leads to reduce the mobile device operational lifetime, risking

to prematurely terminate transmission. Therefore, an efficient load balancing technique

should include the appropriate mechanisms to minimize the power consumption, such that

the battery life is prolonged and the transmissions do not get interrupted.

2.4.1.3 Other Challenges in Load Balancing

Other challenges in load balancing include extra communication overhead and increasing

implementation complexity. Ideally the extra communication overhead needed to achieve

load balancing (network probing, exchange of network information messages, etc.) should

be minimized. The communication overhead decreases the available bandwidth and in-

creases the network load, e.g., some solutions require that the path state information must

be updated often enough to minimize errors in the path selection, creating in this way a

trade-off between minimizing the communication overhead and improving the load balanc-

ing accuracy.
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Implementation complexity must also be considered when implementing a given solu-

tion. To be of practical use in real networks, installations of new components or modifi-

cations of existing ones should be minimized. For example, path delay, traffic rate mea-

surements as well as packet counter information are typical components for performance

improvement, but they may cause extra computational complexities and overheads.

2.4.2 Existing Solutions

Traffic load balancing over multipath networks has been an active research area in recent

years [5, 47–49]. The existing models can be loosely categorized into packet-based and

flow-based load balancing models.

2.4.2.1 Flow-based Load Balancing

The flow-based load balancing models address the problem by assigning packets of the same

flow to the same path. Although the risk of packet reordering decreases, queuing packets

over the same path usually causes the end-to-end delay to increase.

Flowlet Aware Routing Engine (FLARE) [50] allows a flow of packets to be split into a

subset of packets of an original flow referred to as a flowlet; FLARE uses these flowlets as the

balancing unit. All packets in a flowlet are destined for the same path, but packets heading

for the same destination may be carried in different flowlets. Various flow characteristics

can be taken into account in a splitting condition, e.g., packet inter-arrival time and packet

arrival rate, depending on the load balancing objective.

The most important parameter of FLARE is the inter-arrival time threshold. The

flowlet can be interpreted as a group of packets having their inter-arrival time smaller than

the threshold. A packet arrived within the threshold is part of an existing flowlet and will

be sent via the same path as the previous packet. Otherwise, the packet arrived beyond

the threshold corresponds to the head of a new flowlet, and will be assigned to the path

with the lowest load.

The performance of FLARE depends on the delay estimation accuracy. In a bursty

traffic environment, a sudden increase in the packet arrival rate can cause underestimation

errors. These estimation errors can be attenuated by more frequent measurements, but

they incur in communication overhead, thus consuming additional bandwidth resources.

Additionally FLARE does not consider the packet loss during the scheduling. As TCP
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guarantees delivery, it retransmits the packet when packet loss occurs. The retransmission

cost is high in FLARE because it may keep sending flowlets in congested paths. Neverthe-

less, FLARE provides a general approach that can be easily extended to wireless uplink

systems and UDP traffic.

Another approach was presented in [51], where the authors investigate the challenge

of splitting a traffic flow over WiMAX and Wi-Fi links and proposed an airtime-balance

method. This method maps the traffic load to an airtime cost function and uses it to split

traffic. The idea is to send packets to radio nodes so that the airtime cost is balanced.

However, this solution does not deal with packet reordering.

Adaptive Load Balancing Algorithm (ALBAM) [52] focuses on the TCP drawbacks

found in FLARE and proposes an algorithm that schedules traffic only when the packet

inter-arrival time enables it to compensate for the path delay difference.

ALBAM can be divided into three parts. First, ALBAM performs delay measurement

for each path. The path delay is used to split traffic across multiple paths. When ALBAM

decides to switch traffic from one path to another, it calculates the delay difference between

two paths and buffers the traffic until the interval is larger than the difference. This

operation minimizes packet reordering. The second part is the traffic division. ALBAM

switches the flow to different paths at the granularity of flowlets. ALBAM divides the

flow into several virtual flowlets (VF). The third part is the Packet Number Estimation

Algorithm (PNEA). ALBAM employs PNEA to monitor the buffer usage of each path and

prevent buffer overflow during transmission. If buffer overflow is predicted ALBAM switches

the traffic to another path. Although ALBAM has a more accurate way of evaluating

the delay the main disadvantage is that it strongly relies on accurate delay estimations.

Additionally, in the case of packet reordering, it is not trying to eliminate the main problem,

but it is reacting to fix it.

Flow Slice (FS) [53] proposes to subdivide every flow into smaller pieces (flow slices) at

every inter-flow slice interval larger than a predefined threshold and to balance the traffic

load on a flow slice granularity. FS reduces the probability of packet reordering at the cost

of high end-to-end delay.
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2.4.2.2 Packet-based Load Balancing

Packet-based load balancing models manage to reduce the overall end-to-end delay, by

using packets as the basic allocation unit. This strategy reduces their ability to achieve

low levels of packet reordering.

Effective Delay Controlled Load Distribution (E-DCLD) [54] is driven by the realization

that inefficient load balancing can degrade the network performance and tackles the problem

by formulating an optimization problem that balances the end-to-end delay among all the

available paths. One of the main concerns with E-DCLD is its low convergence time. E-

DCLD takes into account the input traffic rate and the instantaneous queue size, which are

locally available information, in determining how to split the traffic, and thereby properly

responding to the network condition without additional network overhead. The idea is to

minimize a delay cost function and then apply a Surplus Round Robin scheduling algorithm.

One of the disadvantages of E-DCLD is that it needs a considerable amount of time to

converge to the optimal solution.

Convex optimization-Based Method (CBM) [55] handles the low convergence time ex-

perienced by E-DCLD by formulating the load balancing problem as a convex optimization

problem. Although CBM solves the low convergence time issue, its main disadvantage

is that the input traffic is modeled as a Poisson distribution, but this assumption is not

suitable for most video traffic applications.

An interesting approach is studied in [56], where the authors propose a machine learning

algorithm that calculates the load balancing splitting ratio from the available QoS infor-

mation. In order to obtain an optimal load balancing ratio from various QoS metrics such

as throughput, delay, packet loss, etc. the authors of [56] apply a machine learning algo-

rithm, which estimates optimal traffic allocation ratio from the current QoS information.

The optimal traffic allocation ratio may depend on devices, applications, the transmis-

sion methods, and so on. By using a machine learning algorithm, they can control traffic

allocation adaptively.

One important drawback that we should note here is that the learning algorithm learns

the best allocation ratio for the set of various available QoS parameters. This means that

if for some reason the conditions change, as if for example, severe congestion occurs on one

of the paths, the algorithm may not find the best load balancing ratio.

Sub-Packet based Multipath Load Distribution (SPMLD) [57] proposes to minimize
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the total packet delay by aggregating multiple parallel paths as a single virtual path. The

main challenge for SPMLD is not only that paths might have different characteristics, e.g.,

variable bandwidth and propagation delay, but also the inherent characteristics of real-time

multimedia traffic, e.g., variable flow rate and packet size.

We can also mention that SPMLD has formulated the packet splitting over multipath

as a constrained optimization problem and has derived its solution based on the successive

progressive approximation method. To derive the solution, a D/M/1 queuing model was

introduced and two distributed algorithms that have to be implemented in the source and

the destination were proposed.

Besides its complexity, since SPMLD split packets into sub-packets at the application

layer, developing its solution for packet splitting and reassemble in the sender and receiver

sides, SPMLD also introduces an extra overhead caused by splitting packets (reported to

be smaller than 6.5%).

Power-efficient load distribution (PELD) [58] is one of the few research works that ac-

knowledge that running multiple network interfaces simultaneously can significantly reduce

the battery life of a mobile device.

To overcome the power-efficiency problem, PELD takes advantage of the sleep-mode

mechanism available in Wi-Fi and WiMAX. PELD’s proposed solution is based on solving

a non-convex optimization problem, using a greedy algorithm, which minimizes the power

consumption while taking into account the delay and the packet reordering risk. Although

PELD suggests the possibility of reducing power consumption of multi-interfaced devices,

load balancing accuracy was not considered.

Other proposed solutions, that focus on video delivery in multipath heterogeneous wire-

less networks [59,60], use application layer solutions that require modifications in the origin

and in the destination.

To summarize, flow-based models manage to limit packet reordering to a negligible

level, but at the cost of large end-to-end delay. On the other hand, packet-based models

manage to reduce end-to-end delay, but their ability to reduce packet reordering has to be

addressed especially when the traffic load is high. It is worth noticing that to the best of our

knowledge, none of the literature deals directly with wireless uplink systems. Additionally,

most of the papers focus their work only on the TCP scenario, not considering that UDP

is the preferred choice when dealing with real-time applications.
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2.5 Device-to-device Communication

This section presents a review on the device-to-device (D2D) communication strategies that

can be applied in wireless cellular networks. We focus our attention on how to increase

bandwidth capacity as it is an important requirement to address, specially when dealing

with video transmission.

D2D communications have been extensively studied in non-cellular technologies such

as Wi-Fi, near field communication (NFC), etc., but it is only until recently when trying

to define the next generation of mobile networks that new proposals have tried to inte-

grate D2D communications into cellular networks [7]. A survey of D2D communications

in cellular wireless networks is presented in [61, 62]. There the authors explore the main

advantages and challenges of D2D communications.

In general, D2D communication networks can be classified into stand-alone D2D com-

munications and network-assisted D2D communications, see Fig. 2.5. The main difference

between the two types is that stand-alone D2D does not have any infrastructure to organize

the communications, while network-assisted D2D is supported by the radio node to assign

resources and establish communications.

a) b)

Fig. 2.5 D2D communications: a) Stand-alone D2D, b) Network-assisted
D2D
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2.5.1 Network-assisted D2D: Relaying

Unlike actual cellular networks, where mobile devices establish a direct communication link

with their radio node, D2D communications offer the possibility to establish relay-aided

communications. Relay-aided solutions could improve the network performance, especially

when mobile devices are far from the radio node (cell edge).

In [63] an opportunistic coverage expansion is considered, where mobile devices should

relay traffic to neighbor devices in order to get access to an alternative Wi-Fi access point.

The authors of [64] also study offloading of cellular networks onto D2D links in unlicensed

bands. It has been shown that offloading traffic can significantly reduce power consumption.

Multi-hop relay communications in the context of decentralized infrastructure-less networks

have been studied in [65]. It has been reported there that relay by smart-phones can

successfully create a network powered by communication devices independently of network

operators.

The problem of how to subdivide the spectrum to allow D2D communications was

discussed in [66]. In [67], an analytical approach is used to evaluate the system capacity

of overlay in-band, underlay in-band and out-of-band D2D scenarios. Another work that

focuses on relay-aided communications is described in [68]. Unlike traditional solutions, the

authors in [68] formulate a radio allocation problem that minimizes interference and propose

a low complexity distributed solution. In [69], the authors focus their analysis on the data

plane functionality, and present coverage improvement and system capacity results for a

system that enables cellular controlled D2D relaying. In [70], under the assumption that

not all the mobile devices might be interested in relaying, a mechanism to incentivize D2D

relaying using tokens was proposed. The authors in [70] proposed a supervised learning

algorithm that each mobile device can use to learn the optimal cooperation policy, which

could be used to decide if the mobile device should relay or not in exchange for tokens.

In [71], the creation of D2D based clusters of users was proposed. Although the authors

in [71] prove to increase the average spectral efficiency and network’s capacity, in reality

their solution only achieves so in the downlink, while in the uplink, which is typically the

weakest point on wireless networks, their solution shows a significant capacity reduction.

Although there is a lot of literature on relaying-aided communications in wireless cel-

lular networks, this thesis consider a new scenario where mobile devices are equipped with

multiple network interfaces of the same technology that can act as full duplex relays (in the
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context of this thesis full duplex refers to the ability to use one interface to transmit and

one interface to receive data at the same time), and it is the cellular network who handles

all the mechanisms needed to operate the network, i.e., channel assignments, interference

avoidance, etc.

2.5.2 D2D Communication Challenges

Enabling network-assisted D2D relay communications on cellular networks might allow

us to benefit from the potential advantages of this technology. However, some technical

challenges and design problems need to be addressed, such as how to select relays, how

to mitigate interference caused by new D2D communications, how to allocate wireless

resources, how to reduce the overall power consumption and how to enhance security.

2.5.2.1 Relay Selection

Relay selection is an important challenge in network-assisted D2D networks; since in general

the number of available relays is large, it should be a design goal to make this selection

process as efficient as possible. The network plays an important role in relay selection

and how we choose the relays affects not only the possible bandwidth gains, but also the

interference levels and the power consumption [72,73].

2.5.2.2 Interference Mitigation

In a D2D network, in which the uplink and the downlink wireless resources have to be

reused, it is important not only to design a mechanism that prevents D2D access from

interrupting other active communications, but also to maximize the system throughput

for a given QoS. Mitigating interference can usually be achieved by carefully choosing the

power levels and the wireless resource allocations [74, 75].

2.5.2.3 Resource Allocation

Another important aspect to consider in D2D communications is to efficiently manage

the wireless resources such that the D2D users communicate over resource blocks that are

not currently in use by other nearby mobile devices. Although many resource allocation

techniques have been proposed in the literature [76, 77], in general the resource allocation
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problem in network-assisted D2D networks is very challenging, mainly because of the large

number of available mobile devices in the cell which result in an increased complexity.

2.5.2.4 Power Consumption

Power consumption is one of the main requirements of D2D communications because of

the limited battery energy available in mobile devices. In this sense cooperative techniques

could be applied to extend the lifetime of D2D networks. Another aspect to consider is that

power consumption at the cell-edge is higher than at the center of the cell mainly due to the

large distance between the transmitter and the receiver. Thus properly choosing the power

levels not only impacts the interference levels, but also affects the throughput [78,79].

2.5.2.5 Security

As mobile devices have lower computational capabilities than radio nodes, security protocols

for D2D communication must be not only robust but also simple. Moreover, location,

mobility and power resources of the mobile devices acting as relays must be taken into

consideration to ensure service availability. Reliable mobile device authentication is very

important in D2D because it helps to prevent attacks in which an attacker hidden in the

network structure tries to access services using the identity of another mobile device [80,81].

2.6 Summary

In the above literature review, we can notice that although some research has been con-

ducted on video transmission over wireless cellular networks, not much has been done on

a multi-radio multi-interface system with focus on video traffic. The existing work that is

most relevant might be the one from the OpenRoads project, which is the first to openly

include multiple radios. In this context, we aim to take advantage of the SDN architec-

ture in the wireless access to offer value-added wireless video transmission services to video

content providers; assuming that any given video consumer can be served by a number of

different access nodes simultaneously, potentially using different radio access technologies.

We explore the admission control, scheduling and virtualization-based slicing of traffic

as the main avenues to explore the potential benefits of the SDN architecture, based on the

idea that a centralized control plane might help to efficiently manage different access tech-
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nologies. Together with this we also explore load balancing and D2D relaying techniques

in the uplink as supporting technologies that can benefit the network by helping to handle

the ever growing traffic demands.
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Chapter 3

Video Traffic Management in

Software Defined Networks

3.1 Introduction

The ever increasing video traffic demand on wireless cellular networks and the limited

capacity to increase the radio spectrum allocation could reduce our ability to avoid network

overload. For non-elastic traffic such as video or voice, admission control and scheduling

are some of the flow management techniques that can be used to allow optimal network

resource utilization [82].

This chapter focuses on developing a novel framework in wireless mobile cellular net-

works called JSM. A first step is to design an SDN management framework that ameliorates

the quality of service for each user by isolating resources for video services. The main fea-

tures are: first, it handles mobile devices connected to multiple radio nodes, enabling

multi-node traffic management; second, it defines an admission control and scheduling

policy across different types of traffic.

Considering that video streaming is dominating the mobile traffic, admission control

presents many challenges. Firstly, pre-provisioning resources for each video flow can lead to

either underutilize, or to overutilize wireless resources. Secondly, wireless channel capacity

can fluctuate over time due to interference, user mobility, etc. Finally, because video lengths

and rates can vary widely a system only considering average capacity can be biased against

users with poor channel quality.
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3.2 Joint Slice Manager (JSM) Framework

The JSM framework1 builds on the concept of having a centralized controller that jointly

handles flow admission control and scheduling in the downlink. JSM takes advantage of the

SDN architecture which splits the data plane and the control plane, mainly to virtualize

the wireless access network and to allow, consequently, for differentiated services for video

traffic. As a result, one of the most important functionalities of JSM is the ability to

handle mobile devices connected simultaneously to multiple radio nodes. JSM implements

a solution that bundles groups of flows of similar characteristics (slices) within the data

plane, and manages wireless resource allocation procedures across slices and across multiple

radio nodes within the control plane. JSM has the following characteristics:

• Unlike existing SDN-based video frameworks

– One instance of JSM can virtualize and handle multiple radio nodes, multiple

radio access technologies and multiple frequency bands.

– It dynamically adapts the allocated resources of video slices according to an

optimization framework that aims to maximize utility functions of slices while

trying to ensure a minimal QoS for each slice.

– It balances the traffic between adjacent radio nodes in order to avoid congestion

and maximizes the radio nodes utilization.

– It increases the quality of experience of each user by minimizing the number of

dropped packets.

• It enables the ability of each video slice to handle flow scheduling independently

according to its needs.

Fig. 3.1 shows the JSM architecture. JSM is designed to be external to the radio nodes.

It should be noticed that only one instance of JSM handles multiple radio nodes. While

designing JSM, we make the following assumptions:

1. JSM should be capable of handling mobile devices connected to multiple radio nodes.

1A United States Patent application has been submitted, “System and Method for Transmission
Management in Software Defined Networks”, PCT international application number 14/516,394 filed on
10/16/2014
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2. The minimum offered rate, and the maximum tolerable delay are set beforehand

between users and their network operators.

3. Every radio node is able to provide periodic feedback to JSM of the link capacity of

each mobile device on each network interface, i.e., in the specific case of LTE we need

the information of three quantities:

(a) the number of slots used for transmission and the total available slots in units

of time (utilization);

(b) the current modulation and coding scheme (MCS) of each active mobile device;

(c) the Signal-to-Interference plus Noise Ratio (SINR) of each active mobile device.

Transit Slice Limbo Slice Steady Slice

Other 
Traffic

Flow Classifier

Video 
Traffic

Other Slice

Synchronizer

Multi-node Slice Scheduler

Flow Management

Packet CorePacket CoreIP NETWORK

CONTROL 
PLANE

DATA PLANE

Fig. 3.1 JSM architecture

3.2.1 Overview

JSM is based on the virtualization paradigm that allows to treat groups of resources as

slices. In our case a slice can be defined as a group of flows of similar characteristics.

Slicing refers to the process of assigning flows (resources) to a network. Using slices have

three important advantages: First, it allows the isolation of resources across slices, i.e., any
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change in one slice does not lead to reduction in network resources for other slices. Second,

it allows each slice to handle flow scheduling differently. Finally, it can dynamically adapt

slice sizes such as to maximize network utilization.

JSM is instantiated as shown in Fig. 3.1. In an LTE network JSM can be deployed on

the P-GW. The following steps give an brief overview of JSM:

1. JSM creates at least three slices for the case of video traffic: Two slices for flows of

short duration (short flows), and one for flows of long duration (long flows). Initially,

all flows entering to the system are classified as short flows.

2. JSM reserve minimum transmission resources for each slice according to a specific

proportion.

3. A flow classifier sends packets to the appropriate slice. Short flows arriving to the

system for the first time go to the transit slice, long flows go to the steady slice; if

there is no enough capacity in transit or steady slices, flows go to the limbo slice.

4. The multi-node slice scheduler periodically forwards packets from the slices to the ap-

propriate radio node for downlink transmission. To avoid interference from its own’s

radio node scheduler, the multi-node slice scheduler only forwards enough number of

packets to the radio node so as to implicitly disable the radio node own’s scheduler.

5. Every certain amount of time JSM evaluates the slice queues and decides whether

to migrate flows to a more appropriate slice or to discard packets. Flows can be

migrated based on available capacity, duration on the system, etc. Packets can be

discarded due to capacity constraints or packet time-outs.

6. Finally, since each JSM instance handles multiple radio nodes, managing handoff

consists of just updating the correct mobile device to radio node association, without

affecting the slice management, i.e., it does not require for a flow to start over and

enter to the transit slice as a new flow.

JSM can be considered an extension of the Multi-level Feedback Queue scheduler, stud-

ied in operations research [83], in the sense that additionally to the flow migration strategy,

JSM is also able to serve multiple queues at the same time, while prioritizing queues accord-

ing to the traffic conditions. Another feature of JSM is that it has a dynamic adaptation

of the slice size, which will be discussed in Section 3.4.
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3.2.2 Slices

JSM creates at least two main slices, one for video traffic and one for other traffic (as many

slices as desired can be instantiated). The other traffic slice is assigned a fraction of the

available resource slots. Inside the video traffic slice we create three slices:

1. Transit slice: it groups two types of flows; the flows that enter into the system for

the first time (new flows), and the flows of short duration.

2. Steady slice: it groups the long running flows (flows of long duration). It receives

flows from the transit slice.

3. Limbo slice: it is for temporal use; it receives flows from the transit slice and the

steady slice. Flows in the limbo slice will be scheduled only if there are enough

resources available.

Every slice handles its own scheduling policy. A given slice schedules packets only if

there are enough resources, otherwise it tries to migrate flows to a more suitable slice,

according to the flow management policies described in the next section.

3.2.3 Flow Management

The flow classifier directs each flow to the appropriate slice. Initially, each flow that enters

the video slice is classified as a transit flow; if the transit slice is overloaded, the flow

attempts to be served in the limbo slice. Flows already in the steady slice continue to be

classified as steady flows. If the steady slice is overloaded, flows are temporarily assigned

to the limbo slice. Notice that if there is not enough capacity in the limbo slice packets are

discarded. The flow management is in charge of the migration strategy. JSM defines four

migration procedures:

1. Migration from transit to limbo.

2. Migration from transit to steady.

3. Migration from limbo to transit.

4. Migration from steady to limbo.
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3.2.3.1 Migration from Transit to Limbo:

This procedure is invoked every τ1 units of time. The transit slice evaluates if there are

enough slots to drain all its queues; if there are not enough slots, some flows with a

maximum penalty metric value Pw (refer to Section 3.2.4) are migrated to the limbo slice

such that the remaining queues meet the requirement.

Let us assume that N is the set of radio nodes, Wn is the set of flows served by radio

node n. Given flow w ∈ Wn, we define Cn to account for the capacity of flows Fw in the

transit slice associated with the mobile device connected to radio node n plus the proportion

of the capacity of flows Fw connected to multiple radio nodes:

Cn =
∑

w∈Wn

Fw +
∑

w∈Wn′ ,n′ �=n

Fw/nw, (3.1)

where nw is the number of radio nodes flow w is connected to. Algorithm 1 describes the

procedure to migrate from transit to limbo. Notice that we evaluate the capacity of each

radio node based on the moving average of slots allocated to the transit slice.

Algorithm 1 Migration from transit to limbo

1: Every τ1 units of time
2: Compute capacity Cn and threshold Tn for each radio node n
3: for every radio node n do
4: while Cn > Tn do
5: migrate flow w with maximum Pw

6: compute Bw as the number of bytes in queue by flow w
7: update Cn ← Cn − Bw

8: end while
9: end for

The threshold Tn is calculated as the moving average of the bytes served in the transit

slice Rt multiplied by the maximum delay:

Tn = delaymax ×Rt. (3.2)

Another way to migrate packets to the limbo slice is when packets reach their maximum

delay. In this case the packets are migrated to the limbo slice with the hope of being served

if there are enough resources.



3 Video Traffic Management in Software Defined Networks 37

3.2.3.2 Migration from Transit to Steady:

If flows are active for τ3 units of time, they are migrated to the steady slice. If there is not

enough capacity, flows are rejected from the system.

3.2.3.3 Migration from Limbo to Transit:

This procedure is invoked every τ4 units of time. Flows that came from the transit slice

attempt to regain access to the transit slice. If the transit slice is overloaded the flows

remain in the limbo slice. Packets are dropped by time-out only if their delay is bigger

than a preset threshold τ2.

3.2.3.4 Migration from Steady to Limbo:

If a packet of a flow already being served by the steady slice does not gain access to the

steady slice (because the slice is temporally overloaded), that packet attempts to enter the

limbo slice. If there is not enough capacity in the limbo slice the packet is discarded. Notice

that this action is for a packet, from a flow classified in the steady slice, that arrives to the

system, not the packets that are already in the steady slice.

3.2.4 Penalty Metric

The penalty metric Pw is used to drive flow migration decisions. We define the penalty

metric (normalized) in terms of two values : (1) The actual bit rate Rw, a flow w is at; (2)

the average delay of each flow w delayw, Pw is defined as:

Pw =
delayw
Rw

, (3.3)

The numerator of equation (3.3) indicates that flows with higher delays are less likely

to be served unless the channel quality gets better; more directly, this parameter ensures

that during overload, users with better channel quality are preferred. The denominator

ensures that flows with higher bit rates receive better treatment.
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3.2.5 Admission Control and Scheduling

Admission control is done when the packet is initially received in the transit slice, we admit

users only if there are enough resources in the system. The scheduling module dequeue

packets from the slices and forwards them to their respective radio node for downlink

transmission. Packets are dequeued from the slices such that the number of transmission

slots utilized by each slice is in the ratio of (St +Sl) : Ss : So, corresponding to the number

of slots used by the transit (St) and the limbo (Sl) slices, the steady slice (Ss) and the

other slice (So) respectively.

The transit slice, the steady slice and the other slice receive priority over the limbo slice

during scheduling. The limbo slice gets scheduled only if flows in the transit slice or in

steady slice do not have packets. The number of slots used by each packet is calculated as

the ratio of the packet size in bytes and the current transmission bit rate (it depends on

the MCS) of the link to the corresponding flow.

3.2.6 Multi-node Slice Scheduler

JSM defines different resource management mechanisms for each slice. We use weighted fair

scheduling based on the sizes of the flows for the transit and steady slices, while the limbo

slice uses shortest job first scheduler with the additional feature of giving higher priority

to important packets. Here important packets refer to packets marked as important by

the source, e.g., I frames in H.264 video coding. Using independent scheduling strategies

aims at maximizing the probability of delivery of packets by defining the most suitable

scheduling for each slice.

The output of each slice resource management unit is then fed to an inter-slice multi-

node scheduler whose work is not only to decide on the scheduling order of each slice, but

also on which interface (i.e., through which radio node) data should be transmitted.

The multi-node slice scheduler ensures that the downlink radio node scheduler does not

interfere with the JSM’s own scheduling mechanism. A reasonable solution is obtained by

controlling implicitly the work of the radio node scheduling, by starving its buffers so its

own scheduling algorithms do not have to kick in. To this effect JSM uses the utilization

information periodically provided by each radio node (at least every δ units of time).
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3.2.7 Multi-node Traffic Management

One of the important features of JSM is the ability to handle mobile devices connected to

multiple radio nodes, e.g., two radio nodes serving two overlapping sets of mobile devices

(see Fig. 3.2). In this scenario the problem is to allocate resources across radio nodes so as

to maximize the overall user QoS. The possibility of jointly optimizing the scheduling in

several radio nodes serving the same mobile device gives a strong advantage. The solution

proposed by JSM requires a single slicing entity that is capable of handling two or more

radio nodes, and efficiently admit and assign resources across several interfaces.

JSM
CONTROL PLANE

Fig. 3.2 Mobile device attached to two radio nodes

Algorithm 2 describes the operation of the basic traffic balancing module. Let us assume

that Capn is the total achievable rate of radio node n in terms of bits per second (bps), and

Rn is the total average served rate of radio node n. In order to effectively balance traffic

we define the decision metric Dn as follows:

Dn =
Capn
Rn

n ∈ N , (3.4)

where Capn is evaluated as:
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Algorithm 2 Traffic balancing (mobile device attached to 2 radio nodes)

1: update Capn every δ units of time
2: for Every packet to be scheduled do
3: update decision metric Dn

4: switch (packet)
5: case packet directed to the mobile device connected to radio node x:
6: Schedule packet on radio node x
7: case packet directed to the mobile device connected to radio node y:
8: Schedule packet on radio node y
9: case packet directed to the mobile device connected to radio node x and y:

10: if Dx < Dy then
11: Schedule packet on radio node y
12: else
13: Schedule packet on radio node x
14: end if
15: end switch
16: end for

Capn =
∑

w∈Wn

Capw n ∈ N , (3.5)

and Capw is the total capacity estimated by each flow w served by radio node n. Capw

depends on the MCS which depends on the radio channel conditions experienced by flow w.

It is worth mentioning that mobile devices connected to multiple radio nodes are the ones

that contribute to the traffic balancing procedure. The algorithm relies on the trade-off

between the total achievable rate and the total served rate. When Algorithm 2 converges,

the values of the decision metric Dn are the same. This is because if radio node x has a

smaller value of Dx the system will route more traffic to radio node y, which increases the

average rate and thus decreasing the value of the decision metric Dy.

3.2.8 Implementation

The implementation of JSM for the case of LTE systems was carried out under the NS-3

framework. Fig. 3.3 shows where the JSM implementation is situated in the overall NS-3

simulation setup.
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In order to understand the way in which JSM is invoked within the NS-3 LTE imple-

mentation, consider a downlink data flow between Internet and a UE (See Fig. 3.3). First of

all, a remote host connected to internet is responsible for generating IP packets addressed

to the UE. After being routed to the SGW/PGW node through the internet routing mecha-

nisms the IP packet reaches the generic NetDevice function of the SGW/PGW node. Then,

the NetDevice forwards the received packet to the VirtualNetDevice function acting as a

gateway to the local IP subnet, leading to the desired UE. The VirtualNetDevice sends the

received packet to JSM which is responsible for classifying and queuing the packet within

its corresponding slice as illustrated in Fig. 3.3. Then, JSM sends the packet to the EpcS-

gwPgw Application which follows the usual LTE data flow process until the packet reaches

the UE.
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3.3 Performance Evaluation

3.3.1 Metrics

In order to evaluate JSM performance we use the following QoS metrics:

• Delay: Records the end-to-end delay, i.e., the time the frame is received at the

destination, minus the time the frame is transmitted by the source.

• Drop: Records the number of dropping events as the number of frames dropped, i.e.,

when a whole frame does not arrive at the destination (none of its packets arrive).

• Corruption: Records the number of corruption events as the number of frames

corrupted, i.e., when not all the packets of a given frame arrive at the destination

(only a few packets arrive).

• Re-buffering: This metric evaluates the amount of freezing time when viewing a

given video flow, with the following assumptions: let Ti be the expected arrival time

of frame i and let T̂i be its actual arrival time. The arrival delay Δi for frame i is given

by Δi = (T̂i − T̂i−1)− (Ti −Ti−1). A positive value of Δi corresponds to a late arrival

of frame i. If this frame delay exceeds the re-buffering threshold τ of the decoder,

the play-out will be delayed and the video will freeze. The re-buffering threshold

is a measure of how long we can wait until we consider that the video freezes. As

illustrated in Fig. 3.4, the total amount of freezing time for the video can be deduced

from a histogram of Δ, for a given re-buffering threshold τ .

• Frame rate deviation: Records the pre-defined frame rate minus the actual frame

rate. The actual frame rate is the frame rate at the destination.

3.3.2 Simulation Results

To illustrate the feasibility of the proposed traffic balancing concept, we consider six adja-

cent radio nodes with overlapping coverage as shown in Fig. 3.5, where radio nodes 1 and

6 have two dual mobile devices, and radio nodes 2 to 5 has four dual mobile devices. Note

that a dual mobile device is connected to two radio nodes within the overlapping area.

All users are downloading low rate video flows. Simulation parameters are described in

Table 3.1.
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Fig. 3.4 Illustration of the computation of total freezing time from a his-
togram of arrival delay Δi.
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Fig. 3.5 Traffic balancing scenario

Fig. 3.6 and 3.7 compares the average rate served by LTE and JSM in scenarios 1 and

2 respectively. In the figures we can see that JSM tries to balance the traffic according to

Algorithm 2. It is also worth noticing that since every radio node has different number of
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Parameter Scenario 1 Scenario 2 Scenario 3
Bandwidth 10 MHz 10 MHz 10 MHz

Fading model
Extended Typical
Urban model [84]

Extended Typical
Urban model

Extended Typical
Urban model

User speed 60 Kmph 3 Kmph 3 Kmph
Number of radio nodes 6 6 6
Total number of flows 58 30 30
Flows by radio node 12,10,8,6,10,12 resp. 5 5
Simulation time 60 seconds 10 minutes 10 minutes
Video rate 160 Kbps 160 Kbps 2.4 Mbps

Table 3.1 JSM simulation parameters

mobile devices attached, and due to the variable nature of video traffic, the total traffic

injected into each radio node is different. In addition, the total achievable capacity changes

over time due to fading.
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Fig. 3.6 Average rate by radio node (Scenario 1)

In the case of scenario 2, we can observe from Fig. 3.7 that the traffic of radio nodes 2, 3,

4, and 6 have similar average rates, due to the balancing Algorithm 2, nevertheless in order

to explain the behavior of radio nodes 1 and 5 we have to analyze the decision metric Dn

shown in Fig. 3.8. The decision metric shows that radio node 1 has the lowest value. This

can be explained by the fact that its users are experiencing poor radio channel conditions
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Fig. 3.7 Average rate by radio node (Scenario 2)

or downloading larger amounts of traffic. The effect of the low value of the decision metric

of radio node 1 directly reflects into its average rate. As a result, Algorithm 2 attempts to

increase the decision metric value by reducing the average traffic injected, nevertheless the

minimum traffic that radio node 1 can handle is limited by the number of non dual users.

Fig. 3.9 show similar results for scenario 3.
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Fig. 3.8 Decision metric Dn (Scenario 2)

In order to evaluate the performance of JSM, we will discuss some of the QoS metrics

defined in Section 3.3. Fig. 3.10 and 3.11 show that the average delay experienced by LTE
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Fig. 3.9 Average rate by radio node (Scenario 3)

and JSM is comparable for scenarios 1 and 2 respectively. For scenario 1, JSM having

a slightly more delay can be seen as the price paid for the extra processing necessary to

balance the traffic.
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Fig. 3.10 Average delay (Scenario 1)

For Scenario 1, Fig. 3.12 shows the number of dropped frames, and Fig. 3.13 shows the

number of corrupted frames by type of video frames. In both cases it can be observed that
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Fig. 3.11 Average delay (Scenario 2)

the JSM system behaves similarly to the LTE system. For Scenario 2, Fig. 3.14a and 3.14b

show the number of dropped and corrupted packets for the LTE system. Notice that we do

not show figures for the JSM system because the number of dropped and corrupted packets

is zero. Results for scenario 3 are summarized in Fig. 3.15 and 3.16.
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Fig. 3.12 Dropped frames (Scenario 1)

Two other QoS metrics that can be considered are the Frame rate deviation and the
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Fig. 3.13 Corrupt frames (Scenario 1)
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Fig. 3.14 Dropped and Corrupt frames LTE (Scenario 2)

Re-buffering threshold. The values are reported in Table 3.2 and show that the JSM system

outperforms the LTE system. This can be explained by the fact that the JSM system routes

traffic to the radio nodes having less traffic load and better channel conditions.

For scenario 3, we also have shown in Fig. 3.17 the histogram of packet delays through

LTE and JSM systems respectively. The baseline system shows a heavier tail on the right

than the JSM system, which shows that packets are more delayed on average. This is
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Fig. 3.15 Dropped frames (Scenario 3)
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Fig. 3.16 Corrupt frames (Scenario 3)

also illustrated in Fig. 3.18 thanks to a cumulative distribution function view of the same

histograms.

3.4 Algorithm for the Dynamic Adaptation of Slice Sizes

Another important question to consider is how to determine the slice size. In this section

we develop an algorithm that helps to dynamically choose the slice sizes. We define the
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QoS metric LTE JSM

Scenario 1
Frame rate deviation 0.0526 0.0409

Re-buffering threshold (ms) 61 54

Scenario 2
Frame rate deviation 0.0005 0.0008

Re-buffering threshold (ms) 46 28

Table 3.2 QoS metrics

−10 0 10 20
0

0.05

0.1

0.15

0.2

P
D

F

Delay (ms)

(a) LTE

−10 0 10 20
0

0.05

0.1

0.15

0.2

P
D

F

Delay (ms)

(b) JSM

Fig. 3.17 Histograms of delay (Scenario 3). A delay of 0 indicates that
the corresponding packet arrived on time; a negative delay indicates that the
packet arrived early, and a positive delay indicates that the packets arrived
late.

slice allocation problem as a constrained utility maximization problem in the context of

downlink wireless networks, subject to the QoS constraints.

3.4.1 Single Radio Node

The proposed algorithm is limited for now to the case in which each mobile device is

associated only to one radio node. Let W be the set of flows, I be the index set of video

services (corresponding to videos with short duration, like trailers, and videos with long

duration, like full movies), with generic index i. Any given flow w ∈ W belongs to a given

slice Si. Let us also assume that each flow w might be composed of many packets p, RSi
is

the instantaneous achievable rate (bps) on each slice Si, and each slice requires bandwidth

provisioning. QoS is a function of the video quality that takes values between 0 and 1,
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Fig. 3.18 Cumulative distribution function of the delays for LTE and JSM
for scenario 3.

e.g., one practical definition for QoS is to use the penalty metric Pw (see Section 3.2.4).

This formulation solves the slice scheduling problem. For the resource management task,

existing solutions (WFQ, PF, etc.) can be adopted.

For a given time step t, the maximization of the utilities can be written as follows:

max
∑
i∈I

U(RSi
) (3.6)

subject to:

RSi
≥ Rth

Si
i ∈ I (3.7)∑

i

RSi
≤ R (3.8)

PIPi
≥ PBi

i ∈ I (3.9)

QoSSi
≥ QoSmin

Si
i ∈ I, (3.10)

where

• constraint (3.7) expresses the condition that the rate assigned to each slice is at least
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equal to the reserved rate for each slice. Rth
Si

should be chosen such that:

Rth
Si

= Rmin
Si

min{1, Pi/QoSSi
}, (3.11)

where Rmin
Si

= min{RSi
, RSi

}, RSi
is the average slice rate taken over the last δ time

steps, and Pi = PBi
/PIPi

is defined as the ratio of the probability of unimportant

packets PBi
over the probability of important packets PIPi

,

• constraint (3.8) ensures that the total assigned rate is smaller than the total available

rate R,

• constraint (3.9) ensures that the dropping probability of important packets (1−PIP )

is smaller than the dropping probability of unimportant packets (1− PB),

• constraint (3.10) guarantees a minimum QoS in all slices, with QoSSi
the average

quality of experience in slice Si taken over the last δ time steps, and QoSmin
Si

the

minimum acceptable QoS value of each slice.

We model the utility function as a concave function with respect to RSi
, so we conve-

niently rewrite equation (3.6) as:

max
∑
i∈I

U(RSi
) = max

∑
i∈I

Rth
Si
log(RSi

). (3.12)

3.4.1.1 Slice Scheduling Algorithm:

We first define the exponential moving average rate on each slice Rexp
Si

as:

Rexp
Si

[t] = γRSi
[t] + (1− γ)Rexp

Si
[t− 1], (3.13)

where the index t denotes the time step, the constant parameter γ represents the forgetting

function, which takes values between 0 and 1. Then we define a set of weights at every

time step as:

weighti =
Rth

Si

Rexp
Si

i ∈ I. (3.14)
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The slice scheduling algorithm (see Algorithm 3) defines the size of each slice according

to the weights at each time step. Intuitively, the weight represents the marginal utility

of each slice with respect to RSi
, and Rth

Si
help us take into account constraints (3.9)

and (3.10). Algorithm 3 works at the slice level, consequently packet level scheduling

must be implemented either on JSM or on the radio node. This solution solves equation

(3.6) optimally, as we show below, except for the QoS constraint. If we relax the QoS

constraint (3.10), we can find the optimal solution to the problem. Nevertheless, the

proposed algorithm defines a sub-optimal solution that takes into account QoS by explicitly

including it when evaluating Rth
Si
.

Algorithm 3 Slice scheduling

1: Every δ units of time
2: Compute weighti according to equation (3.14)
3: Normalize weights (

∑
i weight

′
i = 1, where weight′i =

weighti∑
i weighti

)

4: for every slice Si do
5: Compute the slice capacity = weight′i ×R
6: Send packets to the radio node according to the allocated slice capacity
7: end for

The slice scheduling algorithm described above converges to the optimal solution if the

problem is feasible. Using the definition given in equation (3.12) we can rewrite the slice

scheduling problem as:

max
∑
i∈I

Rth
Si
log(RSi

) (3.15)

subject to:

RSi
≥ Rth

Si
i ∈ I (3.16)∑

i

RSi
≤ R i ∈ I (3.17)

Pi ≤ 1 i ∈ I (3.18)

QoSSi
≥ QoSmin

Si
i ∈ I. (3.19)

We can also see that when the weights converge Rest
Si

→ RSi
the following condition is

satisfied:
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Rth
S1

RS1

=
Rth

S2

RS2

= · · · = Rth
Si

RSi

. (3.20)

This is because we assign resources proportional to the weights, which increases or

decreases the values of Rexp
Si

leading the system to a stable position. As a result all slices

tend to converge to the same weights.

To solve optimization problem (3.15) we apply a similar procedure as described in [85],

where we can find that the necessary and sufficient condition for the optimal solution is:

∂f(RSi
)

∂RSi

≥ ∂f(RSi∗ )

∂RSi∗
i, i∗ ∈ I, RSi

> Rth
Si
, (3.21)

where f(RSi
) =

∑
i∈I R

th
Si
log(RSi

). Taking the derivative we have:

Rth
Si

RSi

≥ Rth
Si∗

RSi∗
i, i∗ ∈ I, RSi

> Rth
Si
. (3.22)

We can prove by contradiction that the set of weights
Rth

Si

RSi
is constant for all i ∈ I.

Assume that:

Rth
Si

RSi

<
Rth

Si∗

RSi∗
i, i∗ ∈ I, (3.23)

which implies that RSi
= Rth

Si
from equation (3.22); if that is true:

1 ≥ Rth
Si∗

RSi∗
i, i∗ ∈ I. (3.24)

However, if RSi
= Rth

Si
, it contradicts condition (3.23) because RSi∗ ≥ Rth

Si∗ . Therefore

the slice algorithm defined with proportional weights converges to the optimal solution.
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3.4.2 Generalization for Multiple Radio Nodes with Traffic Balancing

In order to generalize the optimization problem with multiple radio nodes, we now index

quantities by both a slice number i ∈ I and a radio node number n ∈ N . Each slice is

virtually split between the different radio nodes, so that the rate allocated to slice i is the

sum of the rates allocated to slice i over all nodes n ∈ N . The optimization problem is

then written as follows:

max
∑
n∈N

∑
i∈I

U(RSn,i
) (3.25)

subject to:

RSn,i
≥ Rth

Sn,i
n ∈ N , i ∈ I (3.26)

RSn ≤ Rn n ∈ N , i ∈ I (3.27)

RSn ≤ Rn

K
n ∈ N , i ∈ I (3.28)

PIPn,i
≥ PBn,i

n ∈ N , i ∈ I (3.29)

QoSSn,i
≥ QoSmin

Si
n ∈ N , i ∈ I, (3.30)

where

• constraint (3.26) expresses the condition that the rate RSn,i
assigned to each slice is

at least equal to the reserved rate for each slice Rth
Sn,i

. Rth
Sn,i

should be chosen such

that:

Rth
Sn,i

= Rmin
Sn,i

min{1, Pn,i/QoSSn,i
} (3.31)

and

Rmin
Sn,i

= min{RSn,i
, RSn,i

} (3.32)

RSn,i
is the average slice rate taken over the last δ time steps, and Pn,i = PBn,i

/PIPn,i
;

• constraint (3.27) ensures that the total assigned rate is smaller than the total achiev-

able rate on radio node n;

• constraint (3.28) ensures that the average rate managed by each radio node is pro-
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portional to the total achievable rate Rn, where RSn =
∑

i RSn,i
, K is a parameter

that ensures traffic balancing, and can be chosen at iteration t such that:

K[t] =
Rn[t− 1]

RSn [t− 1]
(3.33)

where Rn[t− 1] and RSn [t− 1] are averages taken over all nodes;

• constraint (3.29) ensures that the dropping probability of important packets (1−PIP )

is smaller than the dropping probability of unimportant packets (1− PB);

• constraint (3.30) guarantees a minimum QoS in all slices, with QoSSn,i
the average

quality of experience in slice Si and radio node n taken over the last δ time steps,

and QoSmin
Si

the minimum acceptable QoS value on each slice.

We model the utility function as a concave function with respect to RSn,i
, so we conve-

niently rewrite equation (3.25) as:

max
∑
n∈N

∑
i∈I

U(RSn,i
) = max

∑
n∈N

∑
i∈I

Rth
Sn,i

log(RSn,i
) (3.34)

3.4.2.1 Multi-slice Scheduling Algorithm:

We first define the exponential moving average rate on each slice Rexp
Sn,i

,

Rexp
Sn,i

[t] = γRSn,i
[t] + (1− γ)Rexp

Sn,i
[t− 1] (3.35)

where the index t denotes the time step, the constant parameter γ represents the forgetting

function, which takes values between 0 and 1. Then we define a set of weights at every

time step as:

weightn,i =
Rth

Sn,i

Rexp
Sn,i

, n ∈ N , i ∈ I (3.36)

The multi-slice scheduling algorithm (see Algorithm 4) defines the size of each slice

in each radio node n according to the weights at each time step. Intuitively, the weight

represents the marginal utility of each slice with respect to RSn,i
, and Rth

Sn,i
help us take into
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account constraints (3.29) and (3.30). Algorithm 4 works at the slice level, consequently

packet level scheduling must be implemented on JSM. This solution solves equation (3.25)

optimally, in a similar way as done for the single radio node case.

Algorithm 4 Multi-slice scheduling

1: Every δ units of time
2: Compute weightn,i according to equation (3.36)

3: Normalize weights (
∑

i weight
′
n,i = 1, where weight′n,i =

weightn,i∑
i weightn,i

)

4: Compute K according to equation (3.33)
5: Calculate RSn = Rn

K

6: for every slice Sn,i do
7: Compute the slice capacity RSn,i

= weight′n,i ×RSn

8: Send packets to the radio node according to the allocated slice capacity
9: end for

3.4.3 Simulation Results

In order to illustrate the feasibility of the proposed solutions, we provide simulation results

conducted using MATLAB.

3.4.3.1 Single Radio Node

The scenario described here simulates an end-to-end wireless communication system with

a single radio node, where 10 users are downloading UDP video traffic from the Internet. 5

users start downloading low quality video streams at different random times (long videos).

The other 5 users are downloading low quality video streams of shorter duration, in an

attempt to stress the wireless network. The following parameter is used: TL = 700 ms is

the maximum sojourn time that a packet can spend within the transit slice. This scenario

considers an static positioning model. The simulation runtime is fixed for 5 seconds.

In this scenario we set the parameter delaymax = 20 ms as the maximum sojourn

time that a packet can spend within the system. Only two slices, transit and steady are

considered; the total available rate on radio node 1 is constant.

Fig. 3.19 draws the average rate and the dropping rate for radio node 1 with respect

to time. It can be seen from the figure, that the average rate is greater, when the optimal

solution proposed in Algorithm 3 is used; which naturally leads to a reduced dropping rate.
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We can also observe in Fig. 3.20 and 3.21, the resources used and reserved on each slice.

Fig. 3.20 shows how traffic is allocated on each slice. Notice that, due to a more optimal

assignment of resources, the average traffic on each slice is increased. On the other hand,

we can observe in Fig. 3.21 that because the number of resources is constant when more

resources are reserved for transit slice less resources are reserved for steady slice.
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Fig. 3.19 Average served rate and average dropping rate by radio node 1
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Fig. 3.20 Average served rate in transit and steady slices RSi
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Fig. 3.21 Average reserved rate in transit and steady slices Rth
Si

3.4.3.2 Multiple Radio Nodes

In this scenario we simulate an end-to-end wireless communication system with 2 radio

nodes, each of them has 10 non-dual users and 10 dual users (mobile devices attached to two

radio nodes) downloading UDP video traffic from the Internet. Users, start downloading

low quality video streams at different random times (long videos). This scenario considers

a constant position mobility model. The simulation runtime is fixed for 60 seconds. Only

two slices transit and steady are considered, and the total available rates at radio nodes 1

and 2 are constant.

Fig. 3.22 shows the average rates with respect to time. It can be observed from the

figure that the average rates are balanced when the solution proposed by Algorithm 4 is

used. Additionally, we can see that balancing the traffic reduces the dropping rate by

assigning resources more efficiently.

Fig. 3.23 shows the resources reserved for each slice in each radio node. It can be

observed in this figure that our proposed algorithm assigns resources dynamically, as com-

pared to a system that relies on fixed slice sizes.
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Fig. 3.22 Average served rate and average dropping rate at radio nodes 1
and 2
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Fig. 3.23 Average reserved rate in transit and steady slices.

3.5 Summary

In this chapter, we have developed JSM, a flow management framework over wireless net-

works. While the problem of video traffic management has received significant attention

in recent years, to the best of our knowledge, this is the first work that designs an SDN-

based solution over wireless networks considering that mobile devices can be connected

simultaneously to multiple radio nodes.
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Although JSM performance evaluation is currently focused only on an LTE wireless

network, building JSM over the SDN framework enables us to extend it over other wireless

technologies. Additionally JSM does not require any modifications to the mobile device

(client) or the server, facilitating a quicker implementation.

To evaluate JSM, we have implemented our solution on an LTE network, using the NS-3

network simulator. Our results show significant improvements not only in video quality,

but also in radio node’s utilization. In summary, our contributions are:

1. In the control plane, the flow manager is configured to classify the packet flow, serviced

by more than one radio node, to a specific slice according to its nature (short or long),

the available capacity of each slice, and the feedback information provided by the radio

nodes. It also has the ability to reclassify the packet flow according to the traffic load,

and the feedback information provided by the radio nodes.

2. The data plane is operatively coupled to the control plane, the data plane is config-

ured to store the packets from the flows according with the classification information

provided by the control plane.

3. Our network contribution includes the design of the first traffic management frame-

work for wireless networks with the capability to give service to mobile devices con-

nected simultaneously to more than one radio node of the same technology.

One important question to consider, when using mobile devices connected to multiple

radio nodes, is how to split traffic (schedule packets) such that, the traffic load on each

radio node remains at a given desired load, e.g., balance the traffic equally among all the

radio nodes. In the next chapter, we address this question by modelling the problem as a

constrained optimization problem and developing practical sub-optimal heuristic solutions.
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Chapter 4

Uplink Multipath Load Balancing

4.1 Introduction

Advances in technology have made it possible for a mobile device to handle more than one

radio interface at the same time. The presence of several radio interfaces allows mobile

devices to use simultaneously multiple paths to establish connections to the destination.

Fig. 4.1 depicts a basic uplink load balancing scenario in which a mobile device is attached

to two radio nodes of potentially different technologies.

Mobile
terminal

Base station 2Base station 1

Fig. 4.1 Load balancing scenario: Mobile device attached to two radio nodes
simultaneously.
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The main research challenge in utilizing multiple paths in the context of uplink wireless

networks is to split input traffic so as to provide acceptable QoS perceived by end users.

Inefficient load balancing can significantly degrade the network performance, thus creating

large end-to-end delay, packet reordering, etc.

The purpose of load balancing is to optimize resource use, i.e. minimize end-to-end

delay and maximize throughput. Using multiple paths to the destination with load bal-

ancing instead of a single path may help to increase availability and reliability through

redundancy. Additionally the ability to use multiple paths simultaneously increases the

available bandwidth [86,87]. This Chapter develops three optimization models for the load

balancing problem and proposes practical sub-optimal heuristic solutions that can be easily

implemented.

4.2 Notation and Assumptions

This section describes some common assumptions and notations used in this chapter. We

consider the uplink case of a wireless network in which mobile devices have more than one

network interface and can be attached to multiple radio nodes at the same time, i.e., traffic

generated in a mobile device can be routed to the destination through multiple radio nodes.

We assume that each radio node knows the channel capacity; that is the maximum rate at

which a mobile device can send traffic. Channel capacity information is reported to every

mobile device by the radio nodes.

Let N be the set of radio nodes, M the set of mobile devices and W the set of flows.

Path n refers to the connection between mobile device m and the destination passing

through radio node n. At a given point in time, let Wm ∈ W be the set of flows in mobile

device m. Nm the set of radio nodes to which mobile device m is attached to. Pw be the

set of packets of flow w in mobile m’s buffer ready to be scheduled.

Let Gm
n be the channel capacity, dmn,w the end-to-end delay as seen by flow w on path n

and mobile device m, and R̂m
n [t] be the rate estimate of the traffic sent from mobile device

m to radio node n at time t. For simplicity, we suppress the explicit dependence on time t in

the notation. We also define the desired load Km
n as the system parameter that represents

the amount of traffic expected to be transmitted by mobile m on path n such that it keeps

the load at the desired level; it is assumed to be known, e.g., if three radio nodes are

expected to receive the same amount of traffic from mobile m then Km
n = 1

3

∑
n R̂

m
n .
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4.3 Evaluation Metrics

• Splitting error (SE) measures the deviation of the desired load with respect to the

actual load in each path. The smaller the value is, the more accurate load balancing

we have. We can calculate the splitting error as:

SE =
1

|M|
∑
m∈M

1

|Nm|
∑
n∈N

|Km
n − R̂m

n |
Km

n

. (4.1)

• End-to-end delay (d) measures the time taken for a packet to be transmitted

across a network from source to destination. It includes the transmission delay dtx,

the propagation delay dp, the processing delay dpc and the queuing delay dq.

d = dtx + dp + dpc + dq. (4.2)

• Reorder Density (RD) [88], this metric measures the amount of packet reordering

in the arriving packet sequence. RD metric is defined as the distribution of packet

displacements (
∑

i RD(i) = 1). Negative displacements in the RD distribution rep-

resent the number of positions by which the received packet is early, while positive

displacements represent the lateness of the received packets.

• Mean displacement of packets (MD) [89]. When calculating the mean of the

reordering density RD, if all packets are included, the mean becomes zero. Therefore,

the mean, when all packets are taken together, is not useful. Instead we can consider

the magnitude to define a mean displacement MD:

MD =
+DT∑

i=−DT

|i|RD(i). (4.3)

where the displacement threshold DT is a threshold on the displacement of packets

that allows the metric to classify a packet as lost or duplicate.

• Reorder entropy (ER) [89]. Entropy is a concept that is used to define the ran-

domness or the disorder and can be used as a convenient metric for a distribution’s

tendency to be concentrated or dispersed. As RD is a discrete probability distribu-
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tion, that of packet disorder, we can define reorder entropy as:

ER = −
+DT∑

i=−DT

RD(i) lnRD(i), (4.4)

If there is no packet reordering, i.e., RD(0) = 1, the reorder entropy is equal to

zero. On the other hand, if the packet sequence has the highest variance, packets are

displaced uniformly with equal probabilities. Then the upper bound for the reorder

entropy is ln(2DT + 1).

• Peak signal-to-noise ratio (PSNR) is a metric for video quality that can be

defined as the ratio between the maximum possible value (power) of the original

video signal and the power of the distorting noise that affects the quality of its

representation at the receiver. This metric is measured using Evalvid open source

tool [90].

4.4 Dynamic Load Balancing

In this section, we propose QBALAN1, a new load balancing algorithm that uses two main

strategies: the long-term strategy splits traffic that remains on the system for long periods

of time, and the short-term strategy splits traffic such that packet reordering is minimized.

Numerical results show that our algorithm reduces the splitting error while reducing packet

reordering.

4.4.1 Problem Statement

We propose an optimization model for the load balancing problem in the context of uplink

wireless mobile networks, subject to the packet reordering constraint. It corresponds to a

constrained optimization problem in which the objective is the maximization of a utility

function that captures the reordering concern.

For a given transmission time interval (TTI), any given flow w ∈ W can be assigned for

scheduling to only one radio node n. The goal is to find the right packet distribution such

that we split traffic among radio nodes minimizing splitting error and packet reordering,

1Oscar Delgado and Fabrice Labeau, “Uplink load balancing over multipath heterogeneous wireless
networks”, IEEE Vehicular Technology Conference (VTC), pp. 686-691, (Glasgow, Scotland), May 2015
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see Fig. 4.2. The task of assigning flows to paths can be subdivided into long-term load

balancing and short-term load balancing strategies.

Radio node

Mobile
device

Flow

path 1

path 2

Fig. 4.2 Basic scenario: Mobile devices attached to two radio nodes, every
flow takes one of the two possible paths to the destination.

4.4.1.1 Long-term Load Balancing

The long-term load balancing objective is to assign a subset of all flows to paths such that

the radio nodes’ traffic load remains as balanced as possible. We randomly choose, in every

mobile device, half of the available flows to be the ones handled by the long-term load

balancing, while the remaining flows will be handled by the short-term load balancing.

Let WL
m be the subset of flows in mobile device m to be handled by the long-term load

balancing algorithm, αw,n ∈ {0, 1} be the flow assignment indicator, αw,n = 1 if flow w is

assigned to radio node n, R̂m
n [t] be the rate estimate of the traffic sent to radio node n at

time t, which can be defined as a function of the flow assignment indicator αw,n. R̂m
n [t] is

constantly being updated by each mobile device m as the exponential moving average [91]

with parameter γ:

R̂m
n [t] = γ

∑
w∈Wm

αw,nRw[t] + (1− γ)R̂m
n [t− 1]∀n ∈ Nm, (4.5)

where R̂m
n [t−1] is the rate estimate in the previous TTI and Rw[t] is the instantaneous flow

rate. An exponential moving average R̂m
n = R̂m

n [t] as defined in equation (4.5) is used to
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smooth out short-term fluctuations and highlight longer-term trends. The long-term load

balancing optimization is executed every δL ms. The objective is to find the value of αw,n

that minimizes the traffic load difference among paths:

min
αw,n:w∈WL

m

{
max
n∈Nm

(
1− R̂mest

n

0.8Gm
n

)}
∀m ∈ M, (4.6)

subject to:

∑
n∈Nm

αw,n = 1 ∀w ∈ WL
m (4.7)

∃n ∈ Nm : R̂mL

n < 0.8Gm
n , (4.8)

where

• R̂mest

n = R̂mest

n [t] is the rate estimate used during the long-term balancing optimization.

The latter is defined as:

R̂mest

n [t] =
∑

w∈WL
m

αw,nγRw[t] + (1− γ)R̂m
n [t− 1] + γRmS

n [t− 1]∀n ∈ Nm, (4.9)

• RmS

n [t − 1] refers to the rate assigned in the short-term load balancing optimization

during the previous TTI. RmS

n [t] is defined as:

RmS

n [t] =
∑

w∈WS
m

αw,nRw[t] ∀n ∈ Nm, (4.10)

• R̂mL

n = R̂mL

n [t] is the rate estimate of the flows handled by the long-term load balanc-

ing algorithm. The latter is defined as:

R̂mL

n [t] =
∑

w∈W
mL

αw,nγRw[t] + (1− γ)R̂mL

n [t− 1]∀n ∈ Nm. (4.11)

• constraint (4.7) refers to the fact that a given flow can only be assigned to one path

at a time.

• constraint (4.8) ensures that flows are only assigned to a specific path if the corre-
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sponding rate R̂mL

n will not exceed the maximum rate Gm
n . The 0.8 factor is used

to reduce the risk of saturating Gm
n . The system is not very sensitive to this factor,

but it should allow the network to handle the long-term load balancing as well as to

reserve traffic for the short-term load balancing.

In order for (4.6) - (4.8) to have a solution, there should exist at least one n that satisfies

(4.8). If there is no feasible solution, packets of flow w ∈ WL
m will be assigned to a path

according to the short-term load balancing algorithm. Radio node n sends Gm
n information

to every mobile device at least every δL ms.

4.4.1.2 Short-term Load Balancing

The objective is to assign the flows not being handled by the long-term load balancing

algorithm, to paths such that the actual load remains as close to the desired load as

possible.

Let WS
m be the subset of flows in mobile device m to be handled by the short-term load

balancing algorithm. The short-term load balancing optimization is executed every TTI.

The objective is to find the value of αw,n that:

min
αw,n:w∈WS

m

{
max
n∈Nm

(
1− R̂m

n

Gm
n

)}
∀m ∈ M, (4.12)

subject to:

∑
n∈Nm

αw,n = 1 ∀w ∈ WS
m (4.13)

|dmn,w − dmn′,w| < εmw ∀n, n′ ∈ Nm, ∀w ∈ WS
m (4.14)

∃n ∈ Nm : R̂m
n < Gm

n , (4.15)

where (4.14) is the delay constraint, dmn,w and dmn′,w are the end-to-end delays as seen by

flow w on paths n and n′ respectively. The threshold εmw is the maximum tolerable delay

variation between paths that can be estimated as the inter-arrival time of flow w. Delay

values should be reported by radio nodes or by higher layers every δS ms. If packets of a

flow can not be assigned to any radio node, those packets will be discarded.
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4.4.2 QBALAN Algorithm

The load balancing algorithm QBALAN aims to minimize packet reordering while splitting

traffic in a balanced way. One of the advantages of subdividing the load balancing task into

long-term and short-term load balancing algorithms is that it reduces the average number

of times a flow switch paths which in practice causes an increase in packet reordering.

Additionally, by using the short-term load balancing algorithm, that is executed every

TTI, the system maintains the ability to quickly adapt to the load balancing requirements.

The QBALAN algorithm is a heuristic way of solving the optimization problems laid out

in the previous section and it has two main components.

4.4.2.1 Long-term Load Balancing

QBALAN uses a long-term strategy to reduce packet reordering. The strategy consists in

assigning some of the flows to specific paths. This assignment is updated every δL ms.

Long-term load balancing allows QBALAN to assign flows to paths minimizing packet

reordering. Algorithm 5 summarizes the long-term load balancing strategy. Every δL ms

the long-term load balancing algorithm is executed. During the execution of the algorithm

we update R̂mnow

n according to:

R̂mnow

n = R̂mlast

n +Rw[t]. (4.16)

The update equation for R̂mlast

n takes into account the fact that flows are being assigned

to radio nodes. In order to appropriately choose the path to be used by every flow, we

calculate the deficit UmL

n as the normalized difference between the maximum rate that

mobile device m can transmit and its actual rate. The 0.8 factor is used to reduce the risk

of saturating Gm
n .

UmL

n = 1− R̂mnow

n

0.8Gm
n

. (4.17)

Flows are assigned to the path n∗ with smaller load.

n∗ = argmax
n

{UmL

n }. (4.18)
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Algorithm 5 Long-term load balancing

1: Every δL ms
2: Initialize: R̂mlast

n ← R̂m
n [t− 1] and R̂mtemp2

n ← R̂mL

n [t− 1]
3: Choose the subset WL

m (half the total number of flows |Wm|)
4: for every chosen flow w ∈ WL

m do
5: Update R̂mnow

n according to equation (4.16) for all n
6: Update R̂mtemp1

n ← R̂mtemp2

n +Rw[t] for all n
7: Calculate UmL

n according to equation (4.17) for all n
8: if ∃ n such that R̂mtemp1

n < 0.8Gm
n then

9: Evaluate n∗ according to equation (4.18)
10: Assign flow w to radio node n∗
11: if flow w was not assigned to path n∗ in the previous TTI then
12: Update R̂mlast

n∗ ← R̂mnow

n∗
13: Update R̂mtemp2

n∗ ← R̂mtemp1

n∗
14: end if
15: else
16: Flow w will be assigned in the short-term load balancing algorithm
17: end if
18: end for

4.4.2.2 Short-term Load Balancing

QBALAN uses a short-term strategy to ensure load balancing while minimizing packet

reordering. The short-term strategy described in Algorithm 6 consists in assigning flows to

paths when it is “safe to do so”: the assignment is executed at every TTI, and it ensures

that a flow can switch paths only if the difference in the delay between paths is smaller

than the threshold εmw . The latter can be estimated as the difference between the current

time t and the last time tw flow w transmitted a packet.

Short-term load balancing is executed in a packet by packet basis. δmw in Algorithm 6

represents the maximum difference in delay on every path and is defined as:

δmw = max
(
dmn,w − dmn′,w

)
n, n′ ∈ Nm, w ∈ WS

m. (4.19)

The parameter δmw is updated at least every δS units of time. In order to appropriately

chose the path to be used by every packet, we calculate UmS

n as the normalized difference
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between the maximum rate that mobile device m can send and its actual load.

UmS

n = 1− R̂m
n [t− 1]

Gm
n

, (4.20)

where R̂m
n [t− 1] is the rate estimate in the previous TTI. Packets are assigned to the path

n◦ with smaller load as:

n◦ = argmax
n

{UmS

n }. (4.21)

Algorithm 6 Short-term load balancing

1: Every TTI
2: for every flow w ∈ WS

m do
3: Calculate UmS

n according to equation (4.20) for all n
4: if ∃ n such that condition (4.15) is satisfied then
5: Calculate εmw = t− tw
6: if δmw ≤ εmw then
7: Evaluate n◦ according to equation (4.21)
8: Assign flow w to radio node n◦
9: else

10: Keep flow w on the same path
11: end if
12: else
13: Discard packets of flow w
14: end if
15: end for

4.4.3 Simulation Results

To evaluate the performance of our proposed algorithm QBALAN, we conduct experiments

in MATLAB. In our simulation scenario 10 mobile devices are connected to two radio nodes.

Each mobile device generates five different video flows (150Kbps) to send to the radio nodes

(UDP traffic). To model the delay of each path between a mobile device and the destination

we use a Pareto distribution. The Pareto distribution offers a good compromise between

high approximation and low complexity [92]. The load share of the two radio nodes is set
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to 0.5. This means that the two radio nodes are expected to receive the same amount of

traffic (desired load Km
n =

∑
n R̂

m
n /2).

We present our results only for the case of mobile devices located in a circular-shape

area (hot-spot) inside the radio nodes’ coverage area (see Fig. 4.2). We locate all mobile

devices in a hot-spot such that we can vary the delay difference and the maximum rate

ratio between path 1 and path 2.

First we show that QBALAN accurately matches the desired load. The mean values of

the splitting error for 50 runs of the same experiment with average delay difference of 35ms

and maximum rate ratio of 35/65 are shown in Fig. 4.3. For a quick visual assessment of the

data, box-plot diagrams are used. FLARE (Section 2.4.2.1) and QBALAN splitting error

lie below 2. Fig. 4.3 shows that QBALAN achieves smaller splitting error. Considering

that typical end-to-end delays from coast to coast in North America are less than 40ms, an

average delay difference of 35ms should apply to many practical scenarios.
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Fig. 4.3 Splitting error, box-plot 50 iterations, average delay difference
35ms.

Fig. 4.4 shows the average splitting error SE as a function of the average delay difference,

for the case of a maximum rate ratio of 35/65. It is clear that QBALAN performs better

than FLARE. This is because QBALAN uses the long-term load balancing algorithm to

split traffic, and then refines the load balancing, by appropriately choosing when to switch

paths, with the short-term load balancing algorithm.

An important aspect to consider is the packet reordering. Fig. 4.5 shows the reorder

density (RD%) evaluated at time t = 0ms as a function of the average delay difference and

maximum rate ratio of 35/65. We can observe in the figure that FLARE and QBALAN
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Fig. 4.4 Average splitting error SE versus average delay difference.

concentrate almost all of the packets around time zero even as the delay difference increases.

Another metric that can help us understand the level of packet reordering is the reorder
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Fig. 4.5 Reorder density (RD%) evaluated at time t = 0 versus average
delay difference.

entropy depicted in Fig. 4.6 as a function of the average delay difference, for the case of a

maximum rate ratio of 35/65. We can see in the figure that QBALAN has a slightly higher

reorder entropy. This can be seen as the price paid by QBALAN to have a better splitting

error. Notice that the scale is really small, confirming the observation made when looking

at the reordering density RD.



4 Uplink Multipath Load Balancing 74

0 5 10 15 20 25 30 35
0

0.01

0.02

0.03

0.04

0.05

R
eo

rd
er

in
g 

en
tro

py
 (E

R
)

Average delay difference (ms)

FLARE
QBALAN

Fig. 4.6 Reorder entropy (ER) versus average delay difference.

It is also important to analyse the end-to-end delay, as intuitively we know that one way

to avoid packet reordering is to buffer the packets so that they can be transmitted on the

same path. Fig. 4.7 presents the average end-to-end delay as a function of the average delay

difference. In the figure we can observe that QBALAN has better end-to-end delay than

FLARE, in the order of 2.5 to 1. Nevertheless, we can also notice that QBALAN makes

extensive use of the buffers on each path so as to avoid packet reordering. This behaviour

is not desirable for real-time applications which require smaller end-to-end delays.
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Fig. 4.7 Average end-to-end delay versus the average delay difference.
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4.4.4 Discussion

We developed QBALAN a multipath load balancing algorithm for uplink heterogeneous

wireless mobile systems that addresses the problem of how to accurately split traffic to

multiple paths without introducing packet reordering. Specifically we focus our experiments

on the case of real time UDP video traffic applications. Real time applications are sensitive

to packet reordering because it increases the possibility of buffer overflow and packet loss

due to time-out.

Simulation results show that highly accurate load balancing can be achieved by sub-

dividing the load balancing task into long-term and short-term load balancing algorithms

without adding complexity. QBALAN strategy effectively reduces the splitting error by

reducing the average number of times a flow switch paths, while not significantly affecting

the packet reordering. Nevertheless, another metric that has not been considered directly

by QBALAN is the end-to-end delay. The average end-to-end delay is especially important

in real-time applications because it directly impacts the quality of service.

4.5 Delay Aware Load Balancing

In this section, we address two key issues in the context of uplink wireless mobile networks:

First, how to accurately split traffic among multiple paths, and second, how to minimize

the end-to-end delay without increasing packet reordering. We propose the Delay Aware

Load Balancing Algorithm (DALBA), a novel strategy that splits traffic at the granularity

of packet. DALBA2 aims to minimize the splitting error and the end-to-end delay by

effectively using all the available paths.

4.5.1 Problem Statement

We formulate a multi-objective optimization model for the load balancing problem over

multiple paths. In a given TTI, any flow w ∈ W can be scheduled through multiple radio

nodes n ∈ N . The main objective is to find the appropriate packet assignment such that

we sent traffic to radio nodes minimizing the splitting error and the end-to-end delay while

limiting the negative effects of packet reordering. Each mobile device m is attached to

2Oscar Delgado and Fabrice Labeau, “Delay aware load balancing over multipath wireless networks”,
submitted to IEEE Transactions on Vehicular Technology (TVT), 2015
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multiple radio nodes, see Fig. 4.8.

Radio node

Mobile
device

Flow

path 1

path 2

Radio node

Fig. 4.8 Basic scenario: Mobile device attached to two radio nodes, trans-
mitting two traffic flows.

Let us define αpw,w,n ∈ {0, 1} as the packet assignment indicator, αpw,w,n = 1 if packet

pw ∈ Pw is assigned to radio node n. Different from equation (4.5) that defines R̂m
n [t] as a

function of the flow assignment indicator αw,n we now express R̂m
n [t] as a function of the

packet assignment indicator αpw,w,n. R̂
m
n [t] is constantly updated on each mobile device m

by an the exponential moving average [91] with parameter γ ∈ (0, 1):

R̂m
n [t] = γ

∑
pw∈Pw,w∈Wm

αpw,w,nRpw,w[t] + (1− γ)R̂m
n [t− 1] ∀n ∈ Nm, (4.22)

where R̂m
n [t− 1] is the rate estimate in the previous TTI and Rpw,w[t] is the instantaneous

packet rate. An exponential moving average R̂m
n [t] as defined in equation (4.22) is used

to estimate longer-term trends. Notice that this definition of R̂m
n [t] is used to smooth the

estimated rate, i.e., it is bias towards long term trends in order to avoid being affected by

short term fluctuations. For simplicity, we suppress the explicit dependence on time t in

the notation. Given a set of available paths n ∈ Nm and similarly to QBALAN’ objective

functions, we define the splitting ratio as:

Ψm
n =

Gm
n − R̂m

n

Gm
n

. (4.23)

Notice that the end-to-end delay dmn,w of flow w can be expressed as dmn,w = f(αpw,w,n),
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making explicit that the end-to-end delay depends on the assignment indicator αpw,w,n,

and that in order to reduce packet reordering the end-to-end delay difference should be as

small as possible.

The objective is to find the value of the packet assignment indicator αpw,w,n that min-

imizes the splitting ratio Ψm
n and the end-to-end delay dmn,w at the same time. Therefore

the optimal packet assignment indicator αpw,w,n can be found by solving the following

multi-objective optimization problem:

min
αpw,w,n:w∈Wm

{
max
n∈Nm

(
Ψm

n , d
m
n,w

)}∀m ∈ M. (4.24)

subject to:

R̂m
n ≤ Gm

n ∀n ∈ Nm (4.25)∑
n∈Nm

αpw,w,n = 1 ∀pw ∈ Pw, ∀w ∈ Wm (4.26)

αpw,w,n ∈ {0, 1} ∀pw ∈ Pw∀w ∈ Wm, ∀n ∈ Nm. (4.27)

Notice in the min-max equation (4.24) that (Ψm
n , d

m
n,w) is a vector of objectives of the

form F (x) = (f1(x), f2(x)). Constraint (4.25) ensures that packets are only assigned to a

specific path if the corresponding rate R̂m
n does not exceed the maximum rate Gm

n . Con-

straints (4.26) and (4.27) refer to the fact that a given packet can only be assigned to one

path at a time.

In order for the set of equations (4.24) - (4.27) to have a feasible solution, there should

exist at least one path n that satisfies equation (4.25). If there is no practical solution,

packets of flow w ∈ Wm will be dropped. Radio node n sends Gm
n and dmn,w information to

all mobile devices m every δms.

Solving a multi-objective optimization problem is a challenging task. Nevertheless,

there exist multiple methods to deal with multi-objective optimizations [93]. A classical

approach is to formulate the multi-objective optimization problem as a single-objective

optimization problem by means of scalarization such that the optimal solutions are Pareto

optimal. A common difficulty with this method is to find the most appropriate parameters

for the scalarization (different parameters means different optimal solutions).

Our proposed solution is related to the multi-level programming method. The multi-
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level, and especially the bi-level optimization method is designed to deal with problems with

two objectives in which the optimal decision of one of them is constrained by the decision of

the second objective [94]. The second-level objective optimizes its solution under a feasible

region that is defined by the first-level objective. In our problem the bi-level optimization

method can be roughly modelled as in equations (4.28)-(4.29): minimize the end-to-end

delay dmn,w (second-level objective) subject to: maximize the splitting ratio Ψm
n (first-level

objective) [95, 96].

min dmn,w (4.28)

s.t. max Ψm
n (4.29)

When solving this multi-objective optimization problem, we should remember that in

general, specially in the context of real-time applications, the problem of finding the optimal

solution to the load balancing problem is NP-hard [97, 98], therefore intractable when the

number of packets exceeds a few units. This is the reason why we focus our attention to

the use of heuristics in the next section.

4.5.2 DALBA Algorithm

In order to solve optimization problem (4.24) we propose the Delay Aware Load Balancing

Algorithm DALBA implemented at the source mobile device. DALBA can be described in

two main steps loosely corresponding to the bi-level optimization method:

• First: Assign the portion of traffic of flow w ∈ Wm to each path n ∈ Nm so as to

minimize the splitting ratio Ψm
n difference among paths.

• Second: Assign packets of flow w to each path n so as to minimize the end-to-end

delay dmn,w.

In order to appropriately choose the path to be used by every packet, we calculate the

ratio λm
n as the product of the splitting ratio Ψm

n and the actual load Gm
n .

λm
n =

Ψm
n ·Gm

n∑
j(Ψ

m
j ·Gm

j )
. (4.30)
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Replacing equation (4.23) in equation (4.30), λm
n can be presented as:

λm
n =

Gm
n − R̂m

n∑
j(G

m
j − R̂m

j )
. (4.31)

Ratio λm
n is the normalized difference between the maximum rate at which mobile device

m can send traffic and its actual load. The intuition behind the ratio λm
n is based on the

realization that in order to balance traffic load we should transmit traffic on each path

proportionally to the available capacity Gm
n − R̂m

n .

The proposed algorithm DALBA runs in every mobile device and it works as follows:

At every TTI, for every flow, it calculates the splitting ratio λm
n , then it evaluates if there

exist enough available capacity among all the available paths to receive all the packets of

the flow (if not, packets of that flow are discarded). if there is enough capacity it assigns

packets to paths according to the splitting ratio (first main step).

Having the path ratio decided, DALBA decides which packets should be sent first

(remember that the order in which packets are sent is important to avoid packet reordering).

While there are packets to be sent DALBA selects the path that has the smallest end-to-end

delay and sends the first packet in queue on that path (second main step). Notice that the

end-to-end dmn∗,w must be updated at every iteration inside the while loop by considering

that a packet has being assigned for scheduling on path n∗ (scheduling delay). The load

balancing algorithm is described in Algorithm 7.

4.5.2.1 Complexity Analysis

It is worth noticing that flows are composed of packets. Therefore, packets are the smallest

balancing units used by algorithm DALBA. The proposed algorithm allocates each packet

after performing a linear search on the path that minimizes the end-to-end delay. Hence,

the complexity to allocate the first packet is O(N), the complexity to allocate the second

packet isO(N), and so on until all packets are allocated. Consequently, the total complexity

of the algorithm is O(NP ). i.e. the algorithm has linear complexity in the number of paths

and in the number of packets, and thus could be easily implemented in real-time.
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Algorithm 7 DALBA

1: Every TTI
2: αpw,w,n ← 0, ∀pw ∈ Pw, ∀w ∈ Wm, ∀n ∈ Nm

3: for every flow w ∈ Wm do
4: Calculate the ratio λm

n according to equation (4.31) ∀n ∈ Nm

5: if ∃ n such that R̂m
n < Gm

n then
6: sPacketn ← |Pw| × λm

n , ∀n ∈ Nm

7: countern ← 0, ∀n ∈ Nm

8: while Pw �= ∅ do
9: Find path n∗ = argminn{dmn,w}

10: if countern∗ < sPacketn∗ then
11: αpw,w,n∗ ← 1 (assign packet pw ∈ Pw to radio node n∗)
12: countern∗ ← countern∗ + 1
13: dmn∗,w ← Update (scheduling delay)
14: Pw ← Pw \ {pw}
15: else
16: dmn∗,w ← ∞
17: end if
18: end while
19: else
20: Discard packets of flow w
21: end if
22: end for

4.5.3 Simulation Settings

In this section, we present the simulation settings used to assess the performance of our

load balancing algorithm DALBA and then we analyze the experimental results.

4.5.3.1 Evaluation Environment

We evaluate DALBA using trace-driven simulations in MATLAB. Our data set contains

videos comprised of action, comedy and drama movie trailers. The architecture for simu-

lations is depicted in Fig. 4.9.

4.5.3.2 Simulation Setup

We consider an LTE wireless mobile cellular system with 30 radio nodes and 100 mobile

devices in which each mobile device is simultaneously connected to multiple radio nodes.
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Fig. 4.9 Simulation setup: basic architecture for simulations.

We have two scenarios. In scenario 1, all mobile device’s are connected to 3 radio nodes,

and in scenario 2, 50% of the mobile device’s are connected to 2 radio nodes and 50% are

connected to 3 radio nodes. We show the general simulation network topology in Fig. 4.10.

path 1
path 2

path 3

Fig. 4.10 Simulation network topology: 30 radio nodes, 100 mobile devices
uniformly distributed.

We assume that all radio nodes belong to the same network operator, and that radio

nodes have a perfect knowledge of the maximum rates (channel capacity) a mobile device

can transmit on each path. These information is provided to each mobile device by the

radio nodes at least every δms. We also assume that mobile device’s are able to estimate

the end-to-end delay at least every δms.

Our experiments assume on demand streaming H.264 videos. Ffmpeg software is

adopted as the video codec tool [99]. The movie trailers are encoded with variable bit

rate (VBR) using mp4 format at 24 fps (frames per second). To ensure diversity on the
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movie trailers used we uniformly choose them among 3 video categories (action, comedy

and drama). A GOP (group of pictures) consists of 12 frames (IBBPBBPBBPBB). Input

traffic on each mobile device is composed of four video streams. The video frames are

transmitted to the destination using UDP packets. We further assume that mobile devices

are static and that the buffer size at the destination is large enough to accommodate all

the arriving packets. Hence, packet loss could only be caused by late packets.

We run our simulations for 100s as it is the minimum time a video trailer usually last.

Although not shown here DALBA is not very sensitive to small changes on the value of

the exponential moving average parameter γ, Nevertheless, quickly reacting to the video

throughput fluctuations (high values of γ) causes the end-to-end delay to increase, which

affects negatively the overall PSNR measurement.

In our simulations we use the concepts of decoding threshold time and traffic load. The

decoding threshold time is defined as the maximum allowable time a packet can remain in

the buffer after the play-out deadline. We use a decoding threshold time of 500ms for a

video on demand service that buffers 500ms and then plays out the video. Traffic load is

the total traffic carried by the network and it is represented as a percentage of the total

network capacity.

In order to model the total multi-hop end-to-end delay of any given path between a

mobile device and the destination we use the Pareto distribution. The Pareto distribution

offers a close approximation to the real end-to-end delay with low complexity [92, 100].

Table 4.1 summarizes the simulation parameters.

4.5.3.3 Compared Load Balancing Schemes

We compare DALBA with three existing load balancing models, which are summarized as

follows:

• Flowlet Aware Routing Engine (FLARE) [50] (see Section 2.4.2.1) groups pack-

ets into flowlets and uses these flowlets as the balancing unit. The round trip delay

is checked every 500ms.

• Sub-Packet based Multipath Load Distribution (SPMLD) [57] (see Section

2.4.2.2) minimizes the end-to-end delay solving a constrained optimization problem.

The predominant parameters C1, C2 and C3 are set to 1.2, -0.17 and -0.005 respec-

tively.
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Table 4.1 DALBA Simulation parameters
Parameter value

Simulation time 100s
Radio nodes 30
Mobile devices 100
Mobile device location uniform distribution
Mobile device speed static
Paths per mobile device (scenario 1) 3
Paths per mobile device (scenario 2) 2 (50%), 3 (50%)
Flows per mobile device 4
Traffic type UDP
Delay difference between paths 5ms
Delay variance 1ms2

Average video rate per flow 1.6Mbps
Frames per second 24
Group of pictures (GOP) 12 frames (IBBP..BBP)
Video category action, comedy, drama
Updating time δ 500ms
Exponential moving average parameter γ 0.001

• Load balancing algorithm (QBALAN)(see Section 4.4) subdivides flows into two

groups, short-term and long-term, and uses these groups to minimize the splitting

error and packet reordering. The round trip delay is checked every 500ms for the

short-term load balancing algorithm, and every 7s for the long-term load balancing

algorithm.

4.5.4 Simulation Results

4.5.4.1 Splitting Error

First, we show the percentage of splitting error as a function of the traffic load for scenarios

1 and 2 in Fig. 4.11. The results indicate that DALBA accurately splits traffic, managing

to achieve the lowest splitting error in both scenarios. Contrary to SPMLD, as the traffic

load increases DALBA manages to maintain the splitting error almost constant. This is

because DALBA quickly adjusts the splitting ratio such as to sent packets to the paths

with smaller load.
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Fig. 4.11 Average splitting error (SE) versus Traffic load for scenarios 1
and 2.

4.5.4.2 Packet Reordering

Fig. 4.12 shows the reordering density at 80% of the traffic load for scenario 1. Here DALBA

has lower packet reordering than SPMLD. DALBA keeps the packet reordering below five

packets which is the price to pay if we want to reduce packet loss. Contrary to DALBA,

QBALAN and FLARE have lower packet reordering at the cost of higher packet loss as we

can observe in Fig. 4.15.
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Fig. 4.12 Reorder density at 80% traffic load for scenario 1.
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In order to have a sense of the level of dispersion of packet reordering we use the

reordering entropy. Fig. 4.13 summarizes the reorder entropy as a function of the traffic

load for both scenarios. According to Fig. 4.13 DALBA has lower reordering than SPMLD

but higher than QBALAN and FLARE. This could be explained by the fact that DALBA

tries to distribute packets of the same flow over all the available paths, which might cause

packet reordering. Nevertheless, we also have to analyse how deep the reordering is, in

order to assess the real packet reordering impact.
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Fig. 4.13 Reorder entropy (ER) versus Traffic load for scenarios 1 and 2.

Another metric that allows us to analyze the packet reordering behaviour is the mean

displacement of packets shown in Fig. 4.14 for scenario 1. In this figure DALBA, QBALAN

and FLARE have the lowest levels, DALBA keeps the mean displacement of packets be-

low 5 packets even at high traffic loads. We should remember that these metrics capture

reordering at the packet level and are not directly associated with the decoding thresh-

old time (maximum allowable time a packet can remain in the buffer after the play-out

deadline). Therefore, in order to determine the acceptable level of reordering we must also

verify its impact at the application level.

Fig. 4.15 shows that DALBA has the smallest packet loss especially when the traffic

load increases. This is due to the fact that DALBA’s strategy is to deliver packets as fast

as it can, therefore meeting the decoding threshold time.
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Fig. 4.14 Mean displacement of packets versus Traffic load for scenario 1.
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Fig. 4.15 Packet loss versus Traffic load, non real-time (decoding threshold
time 500ms) for scenarios 1 and 2.

4.5.4.3 End-to-end Delay

Fig. 4.16 shows that DALBA has superior end-to-end delay performance as compared to

the other algorithms. This can be attributed to the ability of DALBA to send packets to

the paths that has smaller delay. QBALAN and FLARE manage to have smaller packet

reordering due to its strategy of sending packets of the same flow by the same path, which

in turn increases the end-to-end delay. SPMLD makes an effort to keep low delay but it

struggles when the traffic load increases.
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Fig. 4.16 End-to-end delay versus Traffic load for scenarios 1 and 2.

Fig. 4.17 shows the end-to-end delay for scenario 1 for the packets that meet the de-

coding threshold time of 500ms (packets that arrive late are discarded). In this figure we

can see that DALBA achieves smaller end-to-end delay. When the traffic load increases

SPMLD has smaller end-to-end delay at the cost of higher packet loss, as can be seen in

Fig. 4.15. FLARE and QBALAN reduce packet reordering by assigning packets to the

same path but this strategy generates congestion and therefore higher end-to-end delay

and packet loss.
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Fig. 4.17 End-to-end delay versus Traffic load, non real-time (decoding
threshold time 500ms) for scenario 1.
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4.5.4.4 PSNR

Fig. 4.18 shows the average PSNR values versus different traffic loads for scenario 1. It can

be noticed that DALBA has better PSNR performance. We can also notice that the PSNR

pattern is almost the opposite to that of packet loss (see Fig. 4.15). Larger end-to-end

delay leads to more packet loss and that degrades the quality of the video. It is worth

mentioning that DALBA’s good PSNR performance holds true for larger values of delay

variance and delay differences between paths.

16.5 33 50 66 80 90 99
0

10

20

30

40

50

P
S

N
R

 (d
B

)

Traffic load (%)

FLARE
QBALAN
SPMLD
DALBA

Fig. 4.18 PSNR versus Traffic load, non real-time (decoding threshold time
500ms) for scenario 1.

DALBA outperforms the other algorithms by delivering more video frames within the

decoding threshold time. We can see this especially when the traffic load increases forcing

the system to efficiently use all the available paths. We also plot the PSNR distribution

for scenario 1 for the case of a decoding threshold time of 500ms at 80% traffic load in

Fig. 4.19 and the PSNR standard deviation as a function of the traffic load in Fig. 4.20.

In both figures we can observe that DALBA achieves higher PSNR values (Fig. 4.19) with

smaller variations (Fig. 4.20) while the other compared algorithms struggle to maintain its

performance at high traffic loads.

4.5.5 Discussion

In this section, we have proposed DALBA a multipath load balancing method for hetero-

geneous wireless uplink systems that deals with the problem of how to distribute traffic
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Fig. 4.19 PSNR distribution at 80% traffic load (decoding threshold time
500ms) for scenario 1.
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Fig. 4.20 PSNR standard deviation versus Traffic load (decoding threshold
time 500ms) for scenario 1.

without causing excessive packet reordering, while keeping the splitting error and the end-

to-end delay as small as possible. DALBA is a sub-optimal heuristic solution specifically

tested in the context of UDP multimedia applications.

In order to analyze DALBA’s performance, we conduct extensive simulations in MAT-

LAB using H.264 video streaming. Simulation results demonstrate that: (1) DALBA

accurately splits traffic while reducing the average packet loss and the average end-to-end

delay; (2) DALBA is robust to different traffic loads. It exhibits superior PSNR perfor-
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mance in high traffic load conditions; (3) DALBA outperforms previous algorithms in total

end-to-end delay and reduces packet reordering.

4.6 Energy Efficient Load Balancing

In this section, we expand the way we handle the load balancing problem by incorporating

the power consumption. This is a very important aspect to consider especially in wireless

networks where the main concern is not to run out of battery too quickly, and that is not

generally taken into account in the literature. We examine three important issues: First,

how to dynamically distribute traffic among each network interface such that the load is

balanced. Second, how to minimize the mobile device’s power consumption. Third, how to

reduce packet reordering without increasing the end-to-end delay.

4.6.1 Problem Statement

Here, we address the problem of load distribution over multiple network interfaces; our

analysis is restricted to the uplink scenario. We introduce the optimization problem for

solving the mobile device’s power consumption and average delay minimization with split-

ting error constraint. The basic network scenario is shown in Fig 4.21.

Radio node

Mobile 
device

Flow 
path 1

path 3

Radio node

path 2

Radio node

Packet CoreIP network
Destination

Fig. 4.21 5G Basic scenario, mobile device connected to multiple radio
nodes.

In a given TTI, any flow w ∈ W can be scheduled through multiple radio nodes n ∈ N .

The main objective is to find the most convenient packet assignment such that we sent
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traffic to radio nodes minimizing the mobile device’s power consumption and the end-to-

end delay while limiting the splitting error and the negative effects of packet reordering.

Similarly to the last section where we developed the DALBA algorithm, let us define

αpw,w,n ∈ {0, 1} as the packet assignment indicator, αpw,w,n = 1 if packet pw ∈ Pw is

assigned to radio node n, let us also introduce here ξmn as the average power consumption

of mobile device m when sending traffic to radio node n. R̂m
n is updated on each mobile

device as described in equation (4.22). Different from DALBA (equation (4.23)), we present

here a more accurate definition of the splitting ratio, which explicitly takes into account

the desired load Km
n , instead of the channel capacity Gm

n . Thus, the splitting ratio can be

defined as:

Ψm
n =

|Km
n − R̂m

n |
Km

n

. (4.32)

Notice also here that the end-to-end delay dmn,w of flow w can be expressed as dmn,w =

f(αpw,w,n), showing that the end-to-end delay dmn,w depends on the assignment indicator

αpw,w,n, and that to reduce packet reordering the end-to-end delay difference should be as

small as possible. dmn,w is affected by αpw,w,n because more packets on a path may cause

higher queuing and processing delay. During the optimization window depending to the

path chosen, we set the end-to-end delay of that packet equal to the end-to-end delay

associated with the path.

The objective is to find the value of the packet assignment indicator αpw,w,n that mini-

mizes the total average mobile device’s power consumption
∑

n ξ
m
n and the end-to-end delay

dmn,w for each mobile. Then, the problem can be formulated as a constrained multi-objective

optimization problem as follows:

min
αpw,w,n:w∈Wm

{
max
n∈Nm

(∑
n

ξmn , dmn,w

)}
∀m ∈ M (4.33)



4 Uplink Multipath Load Balancing 92

subject to:

R̂m
n ≤ Gm

n ∀n ∈ Nm (4.34)

Ψm
n ≤ ε ∀n ∈ Nm (4.35)∑

n∈Nm

αpw,w,n = 1 ∀pw ∈ Pw, ∀w ∈ Wm (4.36)

αpw,w,n ∈ {0, 1}
∀pw ∈ Pw, ∀w ∈ Wm, ∀n ∈ Nm,

(4.37)

where constraint (4.34) guarantees that packets are only assigned to a given path if the rate

estimate R̂m
n does not exceed the maximum rate Gm

n . Notice that the idea is to transmit

at the desired load Km
n ≤ Gm

n . Constraint (4.35) ensures that the splitting error does not

exceed threshold ε. Constraints (4.36) and (4.37) state that a specific packet cannot be

assigned to more than one path at a time. For the set of equations (4.33)-(4.37) to have a

feasible solution, it is necessary that at least one path n satisfies constraint (4.34). If it is

not feasible to find a practical solution, packets of flow w ∈ Wm will be discarded. Radio

node n transmits Gm
n , K

m
n and dmn,w information to each mobile device m every δms.

There are many methods to solve multi-objective optimizations. Instead of using the

classic approach of reducing the multi-objective to a single objective by trying to find a

relationship between power and delay, our proposed solution is related to the bi-level opti-

mization method. The bi-level method deals with problems in which the optimal decision of

one of the objectives is constrained by the decision of the other objective. The second-level

objective optimizes its solution under a feasible region that is determined by the first-

level objective. We must take into consideration that although solving this multi-objective

optimization problem might be theoretically possible, finding all the feasible solutions is

generally impractical specially in the case of real-time applications. For that reason we

focus our attention to the use of heuristics in the next section.

4.6.2 GEL Algorithm

In order to deal with the multi-objective optimization problem (4.33)-(4.37) we propose

the load balancing algorithm GEL3 implemented in each mobile device. GEL relaxes the

3Oscar Delgado and Fabrice Labeau, “Uplink energy-efficient load balancing over multipath wireless
networks”, IEEE Wireless Communication Letters (WCL), pp. 424-427, August 2016
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splitting ratio constraint (4.35) allowing violations to the threshold ε. GEL can be described

in two main steps:

1. Determine the portion of traffic of flow w ∈ Wm to be assigned to each path n ∈ Nm

so as to minimize the average power consumption ξmn such that the splitting ratio

Ψm
n does not exceed the threshold ε. We should notice that GEL does not strictly

guarantee that the splitting ratio will be below the threshold ε.

2. Assign packets of flow w to each path n such that it minimizes the end-to-end delay

dmn,w difference. This step reduces the possibility to experience packet reordering.

To choose the best path to be used by each packet, we determine the ratio λm
n as:

λm
n =

Gm
n − R̂m

n

ξ̃mn
∑

j

Gm
j −R̂m

j

ξ̃mj

, (4.38)

where ξ̃mn = ξmn
R̂m

n
is the average power consumption per bit. λm

n is related to the available

capacity Gm
n − R̂m

n and the inverse of the power consumption per bit ξ̃mn . It regulates the

way we balance the power consumption among paths. The load balancing algorithm GEL

is described in Algorithm 8. Notice that the ratio λm
n defined here is different from the

one defined in the case of the DALBA algorithm (equation (4.31)) in which the power

consumption ξmn was not taken into account.

4.6.2.1 Complexity Analysis

The convergence time of the proposed algorithm GEL can be analysed as follows. GEL

allocates each packet after carrying out a linear search on the path that minimizes the

end-to-end delay. The complexity to allocate the first packet is O(N), the second packet is

also O(N), and so on, until all packets are allocated. Consequently, GEL’s computational

complexity is on the order of O(NP ), i.e. GEL has linear complexity in the number of

paths and in the number of packets. Our proposed heuristic algorithm can be quickly

implemented to find a pseudo-optimal real-time solution with low complexity.
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Algorithm 8 Green Energy-efficient Load Balancing (GEL)

1: Every TTI αpw,w,n ← 0, ∀pw ∈ Pw, ∀w ∈ Wm, ∀n ∈ Nm

2: Calculate the splitting error Ψm
n according to equation (4.32) ∀n ∈ Nm

3: for every flow w ∈ Wm do
4: if ∃ n such that R̂m

n < Gm
n then

5: Calculate the ratio λm
n according to equation (4.38) ∀n ∈ Nm

6: if Ψm
n > ε then

7: λm
n = Gm

n −R̂m
n∑

j(G
m
j −R̂m

j )

8: end if
9: sPacketn ← |Pw| × λm

n , ∀n ∈ Nm

10: countern ← 0, ∀n ∈ Nm

11: while Pw �= ∅ do
12: Find path n∗ = argminn{dmn,w}
13: if countern∗ < sPacketn∗ then
14: αpw,w,n∗ ← 1
15: countern∗ ← countern∗ + 1
16: Pw ← Pw \ {pw}
17: else
18: dmn∗,w ← ∞
19: end if
20: end while
21: else
22: Discard all packets of flow w
23: end if
24: end for

4.6.3 Numerical Results

4.6.3.1 Simulation Settings

We evaluate the performance of GEL using trace-driven simulations in MATLAB. Our

experiments assume on demand streaming H.264 videos. The simulation architecture is

depicted in Fig. 4.21.

We assume that one network operator handles all radio nodes, and that the radio nodes

have a perfect knowledge of the desired rate and the channel capacity of each mobile

device. This information is transmitted to every mobile device by the radio nodes at least

every δms. We also assume that mobile devices are static and that the buffer size at the

destination is large enough to accommodate all the arriving packets. Thus, packet loss
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could only be caused by late packets. In our simulations we represent the percentage of

the total network capacity as the traffic load. We model the multi-hop end-to-end delay

using a Pareto distribution. The Pareto distribution offers a close approximation to the real

end-to-end delay with low complexity. Table 4.2 summarizes the simulation parameters.

Table 4.2 GEL Simulation parameters
Parameter value

Simulation time 100s
Radio nodes 30
Mobile devices 100
Mobile device location Poison point process
Mobile device speed static
Paths per mobile device 3
Flows per mobile device 4
Traffic type UDP
Delay difference between paths 5ms
Delay variance 1ms2

Video rate per flow 1.6Mbps
Frames per second 24
Group of pictures (GOP) 12 frames (IBBP...BBP)
Video category action, comedy, drama
Updating time δ 500ms
Exponential moving average parameter γ 0.001
Path-loss exponent α1, β 2, 4
Mobile device maximum transmission power ξmax 200mW
Power control parameter ξ0 0.8μW
Cell radius r 500m
Path-loss breakpoint g 400m

We model the mobile device power consumption per bit ξ̃mn assuming a slow power

control mechanism as defined in [101]. This model uses a dual-slope propagation path loss

model to describe a typical wireless network characterized by distance-dependent path loss,

shadowing and fading.

ξ̃mn = min

(
ξmax, ξ0

rα1(1 + r/g)β

LK

)
, (4.39)

where ξmax is the maximum power a mobile device can transmit, ξ0 is the cell specific

parameter used to control the target SINR, r is the distance between mobile device m and
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radio node n, g is the breakpoint of a path loss curve, α1 is the basic path-loss exponent

before breakpoint, α2 is the additional path-loss exponent, β = α2−α1 and LK is the path

loss constant.

4.6.3.2 Simulation Results

First in Fig. 4.22 we present the normalized power consumption as a function of the traffic

load in the system. We normalize the power consumption as the actual power consump-

tion per maximum power consumption. The power consumption experienced by GEL is

observed to be smaller than all the other algorithms. Here GEL can get up to 12% power

consumption reduction with respect to its closest competitor DALBA (at 66% traffic load

GEL consumes 3.22W, DALBA 3.67W and SPMLD 4.66W). We can also observe that with

high traffic loads SPMLD does not manage to keep low power consumption levels. This is

because when trying to minimize packet reordering it pushes mobile devices to transmit on

paths with higher power consumption.
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Fig. 4.22 Normalized power consumption versus Traffic load.

Fig. 4.23 shows the average PSNR for different traffic loads. We can observe in this

figure that GEL manages to achieve similar performance as DALBA while reducing the

power consumption. GEL PSNR performance is due to its ability to intelligently adjust

the splitting ratio, such as to send packets through the paths with smaller power cost.

In order to analyze the impact of the splitting ratio we show in Fig. 4.24 the overall

splitting error versus the traffic load. The results reveal that GEL slightly loses its splitting
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Fig. 4.23 PSNR (real-time decoding) versus Traffic load.

accuracy due to the fact that packets are sent to the paths with smaller power consumption

instead of the paths that will reduce the splitting error. Notice that even though there is

a trade-off between splitting error and power consumption, this increased splitting error is

still smaller than most of the other algorithms.
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Fig. 4.24 Average splitting error SE versus Traffic load.

Other important metrics to consider are the end-to-end delay shown in Fig. 4.25 and the

packet loss shown in Fig. 4.26. Here we can observe that although the average end-to-end

delay for the packets that meet the real-time decoding threshold is not the smallest one, it
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actually presents a smaller packet loss percentage, which explains why the perceived PSNR

has higher values even at close to saturation traffic loads. FLARE and SPMLD do not

manage to schedule packets on time causing higher packet losses which explains their poor

PSNR performance at high traffic loads.
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Fig. 4.25 End-to-end delay versus Traffic load.
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Fig. 4.26 Packet loss versus Traffic load, real-time decoding.
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4.6.4 Discussion

In this section, we have dealt with the problem of how to split traffic in wireless uplink

mobile systems such that the mobile device’s power consumption and end-to-end delay is

minimized. First we have proposed a multi-objective optimization problem, and then we

have proposed a sub-optimal heuristic solution GEL that achieves the desired objective by

relaxing the splitting error constraint.

Our simulation results demonstrate: First, that our proposed algorithm can reduce

mobile device’s power consumption while satisfying the basic QoS requirements. Second,

GEL demonstrates that there is a trade-off between power consumption and splitting error.

Third, GEL outperforms other solutions by about 10% while reducing the negative effects

of packet reordering and long end-to-end delays across different traffic loads.

4.7 Summary

In this chapter, we have developed three multipath load balancing algorithms that deal

with the problem of how to split traffic such that the traffic load remains at the desired

load. While the load balancing problem has received significant attention in recent years,

to the best of our knowledge, this is one of the few works that considers a scenario where

mobile devices with multiple network interfaces are connected simultaneously to multiple

radio nodes.

The performance evaluation focuses on uplink wireless networks transmitting UDP video

traffic. To evaluate our heuristics, we have implemented our solution on an LTE network us-

ing MATLAB simulations. Our results show significant improvements not only in splitting

error, but also in PSNR. Additionally, our proposed algorithms do not require any complex

modifications on the radio node, nevertheless they require that mobile devices have access

to channel capacity information and end-to-end delay measurements. In summary, our

contributions are:

1. QBALAN shows that highly accurate load balancing can be achieved by subdividing

the load balancing task into long-term and short-term load balancing algorithms

without adding complexity. This strategy effectively reduces the splitting error by

reducing the average number of times a flow switch paths, while not significantly

affecting the packet reordering.
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2. DALBA accurately splits traffic while reducing the average packet loss and the av-

erage end-to-end delay. It is robust to different traffic loads and it exhibits superior

PSNR performance in high traffic load conditions. Additionally, DALBA outperforms

previous algorithms by reducing the total end-to-end delay and packet reordering.

3. GEL manages to reduce the mobile devices’ power consumption while maintaining

acceptable QoS levels. It also demonstrates that there is a trade-off between power

consumption and splitting error that should be considered when evaluating a load

balancing strategy.

Another important question to consider, when working with wireless networks, is how to

increase the bandwidth capacity such that, we can use this capacity to improve the commu-

nication quality, e.g., high definition videos require higher data rates. In the next chapter,

we address this question by considering a device-to-device communication approach.
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Chapter 5

Device-to-device Communication in

Cellular Networks

5.1 Introduction

Wireless networks are without a doubt becoming the most important means of having access

to network connectivity. At the same time the growing demand for high quality multimedia

communications requires new technologies to be capable of providing the expected high

network capacity [102]. The new generation of mobile networks (5G) aims to provide not

only higher data rates, enhanced coverage area, lower power consumption, etc., but also

fairness in user throughput [103].

Power consumption efficiency is an important requirement of 5G technologies that can

help to reduce the total network operating cost, enable to extend connectivity to remote

areas, and also help to provide a more sustainable and efficient way of using network

resources [104]. Another important aspect to consider is fairness. Although there is no

consensus on a definition of fairness, in our context, we consider that being fair means to

provide equal throughput to all users. It is easy to notice that in a wireless cellular system

users close to the center of the cell will naturally have higher throughput as compared to

the users at the edge of the cell [105].

One new feature that we consider in 5G networks is that new mobile devices could have

more than one network interface of the same or different technology that can be enabled

to transmit or receive traffic simultaneously. Therefore, we can use this new feature to
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enable mobile devices to act as full duplex relays. The concept of device-to-device (D2D)

communications is not new in the literature. Nevertheless, we analyze the possible benefits

of using mobile devices with multiple network interfaces of the same technology that can

be enabled by the network to establish simultaneous connections to multiple destinations.

We have to be aware that opening the possibility of D2D communications creates new

challenges such as how to handle the inter-tier interference or how to get channel informa-

tion for the new possible connections. Some of the ways to manage the D2D-to-cellular

interference consist of adopting a power control mechanism or properly allocating channel

resources to D2D transmitters [106]. To establish any communication, mobile devices must

get channel information from their neighbors. One possible way of getting this information

is by utilizing the sounding reference signal (SRS) channel in LTE, which has been shown

to be feasible in a D2D context with manageable complexity [107, 108]. Furthermore, the

signaling overhead is expected to increase due to the exchange of necessary information

between nodes. Therefore, smart ways to minimize the signaling overhead must be im-

plemented [109]. Another aspect to consider, that is important for the success of D2D

communications and that is not the focus of this thesis, is security. D2D could be more

vulnerable to security issues due to the limited computational capacity of mobile devices,

the relay transmission structure, etc.. A review on security can be found in [80].

In this chapter, we propose an infrastructure based solution (controlled by the network

operator) that enables relaying capabilities on mobile devices with multiple network inter-

faces. In this context, we describe a heuristic solution that aims to maximize the network

capacity.

5.2 Problem Statement

We consider a single cell of a wireless network that has mobile devices with two network

interfaces which can be used simultaneously. The network allows mobile devices to establish

direct communication between each other, making possible for mobile devices to act as full

duplex relays. We limit any transmission to using only one relay (two hops).

To simplify our analysis, we assume that every mobile device tries to communicate

with a destination outside of the cell, and that an efficient spectrum allocation scheme

is being used [110]. We further assume that, due to this new feature, the control signal

information (signaling overhead) used to establish communications might at most double.
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Fig. 5.1 shows a basic scenario.

l2l1

Mobile device
m

l3 l4

Direct link
Path

Fig. 5.1 Basic network diagram showing paths lj and direct links θk,j for
mobile device m in a single cell scenario.

In this scenario, we use two types of connections: 1) The concept of physical direct link

refers to the one-hop wireless connection from a mobile device to a radio node or from a

mobile device to another mobile device. 2) We also use the notion of path as the potentially

two-hop connection between a mobile device and a radio node. A path is composed of one

or more physical direct links, which make possible that several paths use the same physical

direct link.

At a given point in time, we define M as the set of mobile devices, Ma as the set of

active mobile devices (establishing a call) and Mi as the set of idle mobile devices (waiting

for a call) such that M = Ma ∪ Mi and Ma ∩ Mi = ∅. K is the set of physical direct

link indexes with elements k ∈ K and J is the set of path indexes with elements j ∈ J ,

as shown in the next section. We assume that there is a logical way to enumerate the

direct links k and the path indexes j. Θ = {θk,j : ∀k ∈ K, ∀j ∈ J} is the set of all

possible direct links θk,j between any m ∈ Ma to radio node n or between m ∈ Ma to

m′ ∈ Mi. Path lj = {θk,j : θk,j ∈ Θ, ∀k ∈ K} is the set of all direct links that connect

m ∈ Ma with radio node n directly (one hop) or through m′ ∈ Mi (two hops m ∈ Ma

to m′ ∈ Mi and m′ ∈ Mi to radio node n). θk = {θk,j : θk,j ∈ Θ, ∀j ∈ J} is the set

of direct links θk,j that are using the same physical direct link (same physical resource).
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Notice that a direct link θk,j is a label that identifies a physical direct link that is used

by path lj, therefore a physical direct link can have multiple labels associated with it.

Sm = {lj : (m − 1)|M| + 1 ≤ j ≤ m|M|, ∀m ∈ Ma} is the collection set of paths from

active mobile device m to radio node n. We define the path assignment indicator xj as:

xj =

⎧⎨
⎩1, if path lj is selected for transmission

0, otherwise.
(5.1)

The direct link assignment indicator αk,j is defined as:

αk,j =

⎧⎨
⎩1, if xj = 1, ∀k ∈ K

0, otherwise.
(5.2)

We also define the path capacity Cj such that every path lj has a path capacity associated

with it. The path capacity is defined as:

Cj = min
k:θk,j∈lj

{αk,jck}, (5.3)

where ck is the link capacity, defined in the simplest case where it is subject to additive

white Gaussian noise (AWGN), and can be calculated according to the Shannon-Hartley

theorem [111] as:

ck = B log2(1 + SINRk), (5.4)

where SINR is the signal to interference plus noise ratio, and B is the channel bandwidth.

The objective is to find the values of the path assignment indicator xj that maximize the

total capacity. This problem can be formulated as the following mixed integer non-linear

programming optimization problem:

max
xj

∑
j∈J

xjCj (5.5)
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subject to:

∑
j:lj∈Sm

xj = 1 ∀m ∈ Ma (5.6)

∑
k:θk,j∈lj

αk,j ≤ 2 ∀lj ∈ S (5.7)

∑
j:θk,j∈θk

αk,j ≤ 1 ∀θk ∈ Θ (5.8)

xj ∈ {0, 1} ∀j ∈ J, (5.9)

where constraint (5.6) ensures that only one path is selected by any mobile device m,

constraint (5.7) makes sure that there are at most two hops, and constraint (5.8) guarantees

that any mobile device m can only act as a single relay, i.e., it can only relay one other

mobile device at a time.

When solving this optimization problem, we should remember that in general, specially

in the context of real-time applications, the problem of finding the optimal solution is NP-

hard, therefore intractable when the number of mobile devices exceeds a few units. This is

the reason why we focus our attention to the use of heuristics in the next section.

5.2.1 Index Assignment

We provide a detailed description of the set of rules used to enumerate the direct links and

paths as well as how to create the sets used in this chapter.

• The set of path indexes J is defined as:

J = {j : 1 ≤ j ≤ |M|2, j ∈ N}. (5.10)

• The set of physical direct link indexes K is defined as:

K = {k : 1 ≤ k ≤ |M|(|M|+ 1)

2
, k ∈ N}. (5.11)

• Assuming that paths are composed of a maximum of two hops (two direct links), we

can define path lj as:
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lj = {θk,j : k ∈ Kj}, (5.12)

where Kj is the set of all possible direct link indexes that path lj can use. In order to

simplify notation, let us first define z = j − (m− 1)|M|, then set Kj can be defined

as:

Kj =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

{m} if z = 1

{z − 1,

m− z + 1 +

|M|∑
i=|M|−z+2

i}, if 1 < z ≤ m

{z,

z −m+

|M|∑
i=|M|−m+1

i}, otherwise ,

(5.13)

where m is defined as:

m =

⌈
j

|M|
⌉
. (5.14)

• Given the definition of lj we can write Θ as:

Θ = {θk,j : θk,j ∈ lj, ∀k ∈ K, ∀j ∈ J}. (5.15)

• Then θk can also be defined as:

θk = {θk,j : θk,j ∈ lj, ∀j ∈ J}. (5.16)

5.3 Greedy Algorithm

In this section1, we present a heuristic method that finds a family of sub-optimal solutions

to the maximization problem described in section 5.2. The goal of the algorithm is to find

1Oscar Delgado and Fabrice Labeau, “D2D relay selection and fairness on 5G wireless networks”,
accepted for publication in IEEE Globecom workshops, December 2016
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the association between active mobile devices and relays that will help to improve their

channel capacity. The algorithm can be summarized in three main steps:

• First: Get the capacity information of all the paths that have only one hop (direct

link from mobile device to radio node),

• Second: Choose an active mobile device according to a given rule (minimum capacity,

maximum capacity, choose at random, etc.),

• Third: From that specific active mobile device, find the path that has the largest

capacity.

A detailed version of the greedy algorithm is described in Algorithm 9.

Greedy Algorithm 9 describes a family of solutions that depend on the order in which

we choose the active mobile devices, i.e., which mobile device should have priority to start

with the relay selection.

5.4 Complexity Analysis

Our greedy algorithm selects the best relay after conducting a linear search on the relay

that maximizes the channel capacity. The complexity to select the best path is O(|Mi|),
the complexity of choosing the active mobile device is O(|Ma|) . Consequently, the com-

putational complexity is on the order of O(|Ma||Mi|), i.e. the greedy algorithm has linear

complexity in the number of active mobile devices and in the number of idle mobile devices.

Our proposed greedy algorithm can further reduce complexity if we assume that every ac-

tive mobile device can only communicate with a subset of the idle mobile devices so it is

possible to find a good real-time solution with low complexity.

5.5 Numerical Results

In this section, we present the simulation settings used to assess the performance of our

proposed solution and the numerical results. Fig. 5.2 presents the basic network architec-

ture.



5 Device-to-device Communication in Cellular Networks 108

Algorithm 9 Greedy algorithm

1: Assumption: paths have maximum two links
2: Input: Ma, K, J, Sm, lj,Θ, θk, ck
3: Calculate Cj, ∀j ∈ J assuming αk,j ← 1, ∀θk,j ∈ Θ
4: Set αk,j ← 0, ∀θk,j ∈ Θ
5: Set xj ← 0, ∀j ∈ J
6: Define S ← Ma

7: Define C = {Cj : j ∈ J}
8: while S is not empty do
9: Find J∗ = {j : |lj| = 1, ∀j ∈ {j : Cj ∈ C}}

10: j′ = f(Cj) (we define f(Cj) in the next section)
11: m∗ = {m : lj′ ∈ Sm, ∀m ∈ Ma}
12: Capacity ← 0
13: for every path li ∈ Sm∗ do
14: H = {h : h =

∑
j:θk∗,j∈θk∗ αk∗,j, ∀k∗ ∈ {k : θk,i ∈ li}}

15: if
∑

h∈H h < 1 then
16: if Ci > Capacity then
17: j∗ ← i
18: Capacity ← Ci
19: end if
20: end if
21: end for
22: αk,j∗ ← 1, ∀k ∈ {k : θk,j∗ ∈ lj∗}
23: xj∗ ← 1
24: C ← C \ Cj, ∀j ∈ {j : lj ∈ Sm∗}
25: S ← S \m∗

26: end while
27: TotalCapacity =

∑
j∈J xjCj

5.5.1 Simulation Settings

We evaluate the performance of our greedy algorithms using simulations in MATLAB.

Table 5.1 summarizes the simulation parameters.

We model the locations of the mobile devices as a homogeneous Poisson Point Process

[112], meaning that after choosing the number of mobile users in a certain area, their

locations follow a uniform distribution inside that area.

For simulation purposes we take into consideration the signaling overhead by using a

reduction factor when calculating the channel capacity described by equation (5.3), see
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Fig. 5.2 Radio nodes deployment model

Table 5.1 D2D simulation parameters
Parameter value

Cell radius r 500 m
Radio nodes 100
Mobile devices per radio node 100 to 1000
Mobile device location Homogeneous PPP
Mobile device speed static
Mobile device maximum transmit power ξmax max 200 mW
Power control parameter ξ0 0.8μW
Active mobile devices per radio node 40%
Path loss exponent α1, β 2, 4
Path loss breakpoint g 400 m
Signaling overhead Standard connectivity max 3.5%
Signaling overhead Relaying (greedy algorithm) max 7%

Table 5.1.

We model the transmission power consumption, assuming a slow power control mecha-

nism [101] as:

ξ = min
(
ξmax, ξ0

rα1(1 + r/g)β

LK

)
, (5.17)
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where ξmax is the maximum power a mobile device can transmit, ξ0 is the cell specific

parameter used to control the target SINR, r is the distance between the mobile device

and the radio node, g is the breakpoint of a path loss curve, α1 is the basic path-loss

exponent before breakpoint, α2 is the additional path-loss exponent, β = α2 − α1 and LK

is the path loss constant.

In order to evaluate the performance of the network we use four scenarios:

• Standard connectivity: Every active mobile device establishes a direct communication

with its respective radio node without using relays.

• Relaying min: We use greedy algorithm 9 with function f(Cj) defined as:

f(Cj) = argmin
j∈J∗{Cj}, (5.18)

where if there exists more than one Cj that minimizes equation (5.18), we randomly

select one of the solutions.

• Relaying random: We use greedy algorithm 9, where function f(Cj) takes values

chosen from a uniform distribution.

• Relaying max: We use greedy algorithm 9 with function f(Cj) defined as:

f(Cj) = argmax
j∈J∗{Cj}, (5.19)

where if there exists more than one Cj that maximizes equation (5.19), we randomly

select one of the solutions.

5.5.2 Simulation Results

5.5.2.1 Impact on Fairness

One way to quantify the degree of fairness is shown in Fig. 5.3. We present the Jain’s

fairness index [113] (see equation 5.20) as a function of the total number of mobile devices.

It could be observed that even though our optimization model did not explicitly include

fairness, our greedy algorithms offer an improvement of more than 8% in the fairness index
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with respect to the standard connectivity (direct connection to the radio node).

Jain’s fairness index =
(
∑

j∈J xjCj)2
|Ma|∑j∈J(xjCj)2 (5.20)

Fig. 5.3 Jain’s fairness index versus number of mobile devices

Another way to see the fairness improvement is by looking at the CDF of the channel

capacity on each mobile device as observed in Fig. 5.4. There we can see an improvement

of about 50% in channel capacity on the mobile devices that have smaller capacity, while

keeping the capacity of the mobile devices that already have higher capacity. This shows

that the proposed strategy benefits the mobile devices at the edge of the cell without

affecting the mobile devices that are close to the center of the cell.

5.5.2.2 Impact on Network Capacity

In order to analyze the impact in the overall system capacity, we present in Fig. 5.5 the

total capacity versus the number of mobile devices. The results show a capacity gain of

around 20% due to the fact that mobile devices at the edge of the cell have benefited from

the relay selection strategy.
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Fig. 5.4 Mobile device’s throughput CDF

Fig. 5.5 Total capacity versus number of mobile devices
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5.5.2.3 Impact on Power Consumption

Power consumption for different number of mobile devices is shown in Fig. 5.6. Notice that

even though usually there is a trade-off between channel capacity and power consumption,

in our case we observe an 80% reduction in transmitting power due to the fact that, by

relaying, we are able to use direct links that are shorter, allowing us to reduce the amount

of power needed to have a successful transmission.

Fig. 5.6 Transmission power consumption versus number of mobile devices

Given that this new relay function consumes resources, it is also important to analyze

the power consumption of the mobile devices acting as relays. To have an intuition on this

we present in Fig. 5.7 the average power consumption of the mobile devices acting as relays

and the power consumption of the active mobile devices over 100 runs. In the figure is clear

to see that mobile devices acting as relays consume the same if not more than the active

mobile devices. Nevertheless, we have to remember that in the long run all mobile devices

not only move, but also arrive or leave the system, which could help either to harm or to

benefit all the mobile devices.

We show in Fig. 5.8 the proportion of active mobile devices that use one hop and two

hops connections. It is important to notice that the relaying min algorithm manages to
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Fig. 5.7 Transmission power consumption per mobile device’s type, 40%
active mobile devices

use a higher number of one hop connections, allowing the system to be more fair as seen

in Fig. 5.3, while the relaying random algorithm achieves slightly higher capacity gains.

We can also evaluate the system across multiple percentages of active mobile devices.

Fig. 5.9 shows Jain’s fairness index. We can observe from the figure that Relaying min

and Relaying random strategies, manage to always improve fairness, even at a higher per-

centage of active mobile devices, but the Relaying max strategy improves fairness at lower

percentages of the active mobile device. This behavior can be explained by the fact that

Relaying max first assigns relays to the mobile devices closer to the radio node, consum-

ing the “best” relays, consequently leaving the system with a smaller number of relaying

options. It is important to mention here that in practice network operators dimension the

wireless network such that the percentage of active mobile devices is smaller than 60%.

Fig. 5.10 shows results on the total network capacity. There we can see that higher

gains can be obtained if there are less number of active mobile devices. This is because if

there are more idle mobile devices available to choose from, this enables the system to have

the opportunity to maximize capacity gains.
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Fig. 5.8 Path assignment (number of paths using one hop and two hops),
40% active mobile devices

In Fig. 5.11 we can observe the transmission power gains for different values of the

percentage of active mobile devices. Again, we can see here that important gains can be

obtained using Relaying min and Relaying random strategies. Although Relaying max

does not manage to report transmission power gains when the percentage of active mobile

devices is above 50%, it still has a marginal improvement in total capacity gains. This

can be explained by the fact that even though relaying can offer benefits in maximizing

capacity, if the mobile devices are too far away from each other, it forces the active mobile

devices to transmit at close to maximal mobile device power, which at the end increases

the overall power consumption.
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Fig. 5.9 Jain’s fairness index versus percentage of active mobile devices

Fig. 5.10 Total capacity versus percentage of active mobile devices
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Fig. 5.11 Transmission power consumption versus percentage of active mo-
bile devices

5.6 Conclusion

In this chapter, we have dealt with the problem of how to improve mobile devices’ through-

put at the cell edges (throughput fairness) by devising the use of mobile devices with

multiple network interfaces that act as full duplex relays. First, we have proposed an

objective optimization problem, and then we have described a detailed family of greedy

algorithms that finds a low complexity set of sub-optimal relay selection solutions.

We formulate the problem as an optimization problem and propose a heuristic method

for selecting the relays. To evaluate our proposed algorithms, we have implemented our

solution using MATLAB simulations. The contributions of this chapter can be described

as follows:

• We propose an infrastructure based solution (controlled by the network operator)

that enables relaying capabilities on mobile devices with multiple network interfaces.

• We define an objective optimization problem that maximizes the total network ca-

pacity, considering that connections can have at most one relay (two hops).

• We propose a sub-optimal family of greedy algorithms, that exhibit good performance
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in terms of total capacity, average transmission power, and user throughput fairness.

• Numerical results show that our relay selection strategies manage to increase the total

network capacity while reducing the transmission power consumption and increasing

the fairness of the system.
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Chapter 6

Conclusions and Future Work

In this thesis, we have investigated the video traffic management problem over wireless

networks. While video traffic management has received significant attention in recent years,

to the best of our knowledge, this is the first work that designs an SDN-based solution

over wireless networks considering that mobile devices can be connected simultaneously to

multiple radio nodes of the same technology. In order to deal with the network capacity

constraints derived from the expected demand of video traffic, we have proposed new load

balancing and D2D relaying strategies that help us to make a better use of the resources on

the first case and to increase the channel capacity in the second case. It has been shown that

it is possible not only to make a better use of the network capacity resources available and

to accomplish significant capacity gains, but also to reduce power consumption, without

sacrificing quality of service. This chapter summarizes the work presented in this thesis

and suggests potential topics for future research.

6.1 Thesis Summary

In Chapter 2, we have highlighted the necessity to improve the current video transmission

management techniques over wireless cellular networks, especially given that not much has

been done on a multi-radio multi-interface system with focus on video traffic. The literature

review shows that SDN and network virtualization offers good tools to tackle the admission

control and scheduling challenges of video management, it also exposes the problems of

network capacity saturation and load balancing due to the multipath assumption.

In Chapter 3, we have explored the admission control, scheduling and virtualization-
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based slicing of traffic to design and propose the Joint Slice Manager (JSM) framework.

Although JSM performance evaluation is currently focused only on an LTE-based wireless

network, building JSM over the SDN framework enables us to extend it over other wireless

technologies. Additionally JSM does not require any modifications to the mobile device

(client) or the server, facilitating a quicker implementation. Simulation results show sig-

nificant improvements not only in video quality, but also in radio node’s utilization. One

important characteristic of our design is the capability to give service to mobile devices

connected simultaneously to more than one radio node of the same technology.

We have designed in Chapter 4 three multipath load balancing algorithms (QBALAN,

DALBA and GEL) that deal with the problem of how to split traffic in the uplink such

that the traffic load remains at the desired load. While the load balancing problem has

received significant attention in recent years, to the best of our knowledge, this is one of

the few works that considers a scenario where mobile devices with multiple network inter-

faces are connected simultaneously to multiple radio nodes. Our results show significant

improvements not only in splitting error, but also in PSNR and power consumption.

Finally, in Chapter 5, we have demonstrated that we can improve not only the overall

network capacity, but also the throughput at the cell edges (throughput fairness) by devising

the use of mobile devices with multiple network interfaces that act as full duplex relays.

First, we have proposed an objective optimization problem, and then we have described

a detailed family of greedy algorithms that find a low complexity set of sub-optimal relay

selection solutions.

It is also worth mentioning that some of the practical benefits of the research presented

in this thesis can be analyzed not only from the network operator perspective, but also

from the user perspective. The development of new techniques that allow us to increase

the network capacity and its reliability, represent some benefits for the network operators

by enabling them to either serve more users or to increase the available bandwidth of the

current ones. Similarly from the user perspective, it benefits them by having the possibility

of obtaining higher data rates and more reliable communications.

6.2 Future Work

The future directions can be summarized in three general areas, namely the Joint Slice

Manager (JSM) framework, traffic load balancing and relaying D2D communication. These
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are discussed separately in this section.

6.2.1 JSM Framework

Generalization to multi-RAT systems will envision a system with potentially multiple ac-

cess technologies coexisting to provide content to users. The difficulty in generalizing to

multi-RAT systems lie in (i) the management of different access technologies with their as-

sociated resource access/contention mechanisms, and (ii) the global optimization of delivery

scenarios for multiple potential interfaces for each user.

In the JSM framework we have used a simple user satisfaction metric Pw (equation

(3.3)) to derive flow migration decisions. It will be interesting to extend our studies by

including additional mobile device-based metrics fed back to the control plane (e.g. buffer

occupancy, loss rate, etc.) to enhance this long-term metric. Investigation of how much

knowledge can be gained from more information about video contents, through Deep Packet

Inspection (DPI) can also be a good avenue of research.

6.2.2 Load Balancing

So far, we have tested our proposed algorithms independently of the JSM framework, it

will be important to incorporate our load balancing solutions into the JSM framework and

verify its performance. Although our algorithms were designed for uplink scenarios, and

can easily be extended to downlink, it will be helpful to extend the simulations to both

scenarios simultaneously. Furthermore, another important aspect will be to explore the

best way to define/calculate the desired load Km
n , which was assumed to be given in our

experiments.

6.2.3 D2D Communication

In Chapter 5, we have shown the possible gains in capacity and power consumption that

can be obtained when using D2D relays (one relay, two hops). It will be important to

extend our study to the more general case with the possibility to have a higher number

of hops (> 2), in which mobile devices are arriving and departing the system, as well as

users are moving within the system (handover). Another aspect to analyse in detail is the

possible battery drain of some mobile devices that are used most of the time as relays. This

may require the design of pricing models that can help to have a fairer use of resources.
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