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" ABSTRAcre 
! 

The present work deals with the mechanism with which a 

neuron encodes current produéed by an input stimulus into an output series 

of spikes(pulses). We have formulated a lumped model of the encoding 

mechanism by considering the experimentally observed properties of the 

\ 

neuronal membnne. The model consists of a forward path and two nega-

tive feedback paths. In the forward path, there is the well-known R-C 

model in series with a block which emits a spike when~ver the membrane 

potential exceeds a threshold level. The two feedback paths model two 

process~s present in the membrane: the increase in the potassium condu-

ctance ·triggered by the em!tted spikes and the increased activity of 

the electrogenic sodium pump. The model has been studied by simulation 

on the digital computer and analyzed mathematically. T~e results show 

that many of the observed properties of the encoding mechanism are due 

to èither the potassium conductance process or the electrogen1c sodium 

pump process. 

In addition to .. increasing our unders tanding of the encoding ! 

mechanism of the iJldividiial neuron, ..,he model can be used for studying 

neur~l systema because of the foilowing features: (i) The parameters 

.. of the modèl are expressed as a function of the IIsize" of the neuron 

since neurone in some neural systems are of various sizes, (ii) Only 

the properties which are significant in the encoding are incorporated 

in themodel and as a result, a neural system can be represented 

'" realistically by many neurqns and the cost of simulat10ns rema1ns accept-

able, (1,1i) The mode! appeara to be applicable to vario~ types of .­

neurons such as the cat motoneuron and the crayf1sh stretch receptor 

neurone 

.. 



, 
11 

SOMMAIRE 

Le présent travail porte sur le mécanisme "par lequel un neurone 
\. o' •• 

-"'~onvertit un stimulus d'entré en une série de potenti~ls d'actions (impul~~ns) 

à la sortie. 'N~ avons formulé un modèle global du mécanis1lle de cod~ge 

~ du st~lus en tenant compte des propriètés observées expérimentalement des 

meDhranes de neurones. Le modèle consiste d'une branche de transmission 

d~recte et de deux boucles de rétroaction. Dans la branche directe se trouve 

le modèle R-C Men connu en série avec un bloc émettant une impulsion lorsque 

le potent~el membranaire dépasse un seuil donné. Les deux boucles de ré-

troaction représentent deux processus présent dans la membrane: l'augmentation 

de la conductance du potassium déclenchée par les impulsions émises et 
/If 

l'ausmentation de l'activité de la pompe électrogénique du sodium. Le 
) 

modèle a été étudié par simulation sur ordinateur, digital et-par analyse 

mathématique. Les résultats démontrent que plusieurs des propriétés observées 

du mécanisme de eOdage sont dûs au processus responsable de la conductance 

du potassium ou de la pompe électrogénique du sodium. 

En plus d'accroftre notre connaissance du mécanisme de codage 

du neurone. 'le modèle peut-être utilisé pour l'étude des systèmes neuraux 

à -cause des propriétés suivantes: (i) les paramètres du modèle ~ont exprimés., 

en fonction des dimensions du neurone étant donné que ceux-ci peuvent varier 

à l'intérieur de certains Syst~s, (ii) Seulement les propriétés qui sole;' , 
...... _--' 

importantes dans le processus de codage du signal d'entré sont incluses dans­

le modèle. ce qui fait qu'un système neural peut-être représenté d'une 

façon téaliste par plU8~eurs neurone8~avec un coût de simulation demeurant 

acceptable, (i1i) Le modèle paraft appliquable à différents types de neurones 

tels les motoneurones du chat et les récepteurs d'extension des écrevisses. 
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CH.APTER l 

INTRODUCTION 

1.1 Motivation and otijectlve 

In the nérvous system there are Many subsystems which perform 

specifie functions. As an example, a subsystem (or simply, a system) of 

about three hundred motoneurons operate more or less in parallel to con-

trol the contraction of the cat gastrocnemius muscle. 

In order to investigate how the neurons function together as a, 

system, it is necessary to observe and analyze their simultaneous activi-

t1es. We could attempt ta study expe~imentally the responses of as many 
" 

neurone as possible, but i~ i9 difficult to record simultaneously from 

more than several interacting neurons and very difficult to: resolve the,ir 
il 

individual activities. Alternatively, we may approach the problem by a 

simulation study of a model of the system together with experimental ob-

servations from ~n~neuron during the operation of the system. An initial 
/ 

model can be developed by ~ntegrating 8vailable information 

of the 1nd~idual neuron and on the interconnections of the 

on ~he op~tion 

neurons. 1\ 
can then be improved contlnually by uslng the exper1mental data in con-

<; .lt Q 

jun~t10n vith results from the stMulatlon study of the model. An ade-
'1 

, ( 
quate model should then exp1ain how the neurOll8 operate as a system and 

~ -.6.\. ' • 
predlct posslb~e functlonal properties which ln turn may clarify the ex­

\ 

perimental observa~ions from the individual neuron i~ the system. - Ustng 

th1s approach we have be~ to 1nvestlg~te the functional significance of 



2 

the Renshaw cell feedback in the spinal motoneuron pool(56). 

In order to mode! a neural system, we require a model of the 

individual neuron in the system. We have not found in the literature a 

physiologically meaningful model suitable for this pU!pose. In the pre-

sent thesis~ we shall develop a model of the neuronal encoding mechanism 
) 
) 

which can be extended, as we shall do for th~ motoneuron, to give a com-

pIete neuron model (see Figure 1-1). By "neuronal encoding mechanism" 

we refer to the mechanism vith which a neuron encodes current produced 
d o 

by an input stimulus, such as excitatory spikes (pulses) from other neurons, 

into an output series of spikes. Reported experimental observations, 

cited in the thesis, indicate that the main properties of the operation 

of certain neurons can be attributed to the encoding mechanism. 

Although a model can be formulated by only considering the ob-
<" 

served input-output relations and the sub~hreshold changes of the membrane 
/" 

potential without regard to the processes present in the neuronal membrane, 

it is desirable to make the model more physiologically meaningful by con-

sidering these processes. Extensive experimental tests on the motoneuron 

and the crayfish stretch rsèeptor neuron indicate- that changes in a 

potassium conductance process and in an electrogenic sodfumpump process due .. 
tto the occurrence of ~pikes play an important role in regulating the' out-

put spike frequency (12, 22, 34, 45). However, we have not found a 

mathematical model nor any verbal description that would reveal how both 

of these processes are involved siJDultaneously in the enco~.ing mechanism. 

The model of the encodlng mechanism that we shall formulate and analyse 

will Include both of these ptoce&ses. The applicab~llty of the model toi 

varlous types of neurona, including the motoneuron and the crayfish stretch 
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receptor neuron, sball be diacussed. 

The model must also meet the following requirements in order 

that it can be useful for study1ng neural systems: 

(i) The parameters of the model must be expre~sed as a function of 

tne size of the neurone Neurons in some neural systems 8uch a8 the 

spinal motoneuron pool are of various sizes. The size affects both the 

operation of the neuron and the system. For example, motoneurons in a 

spinal motoneuron pool are recruited into action in arder of increas-

ing size (55). 

(li) The model must be "simple". By "simple" we mean that the 

model incorpora tes only those properties Which are significant in the , 
encoding. For example, it i5 not necessary that'the model reproduces 

the shape of the spike in the action potential but-; on the other hand, 

it is essential that the model emits the splkes at .... 'ç-he correct times. ,. 

This requirement is necess~ry because the cost of simulations of a ~el 
" 

of a system is proportional to the complexity of the neuron model and 

the number of neurons in the model. Thus, in order tha t the sys tem can . 
be represented realistically by many neurons and its s~mulations be 

economically acceptable, the neuron model must be simple. 

Previous work 

" 
An extensive review of neural mode1l1ng prior to 1966 has been 

reported bY,Harmon and Lewis (1). In th.e fol1owing, we review again 

some of the relevant models, as vell as others wbich have be.en reported 

more recently. First ve describe 88ch mode1 and chen. in the lut para-

," 

/ 
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graph. we discuss the general limitations of these models. 

(a) The cornerstone of neural modelling has been the Hodgkin-

Huxley model for a patch of membrane of the squid axon (2). The model 

describes the underlying changes that occur in the membrane during one 

action potential. The properties of other neuronal membranes have been 

generally discussed in terms of this model, We will review this model 

in detail in Chapter II. 

(b) Lewis (3, 4) constructed an electronic analogue of an ex-

tended version of the Hodgkin-Huxley model and he explored various modes of 

operation, including its subthreshold behaviour. One finding was that, 

under certain conditions, there can be spontaneous subthreshold oscilla-

tions of the membrane potential and these oscillations can lead to the 

emis~ion of a series of action potentials. Synaptic conductance 

changes were included and the analogue was used to explore simple neuro-

electric interactions between spatially distributed regions of a single 

neuron, ,and neuroelectric activities in very small groups of neurons. 

(c) Harmon (l, 53) designed an electronic model which accounted 

for spatial and temporal summation, absolute and relative refractoriness, 

and graded'inhibition. This model had three primitive input-output pro-

perties: a single input spike elicited a single spike; a &tep input pro-

duced a train of spikes; and spatial or temporal summation of the effect 

of subthreshold input spikes elicited a spike. By appending circuits to 

this primitive model. a variety of other properties could be produced such 
o . ~ 

as, accommodation, adaptation, self-sustained discharge, and post-spike 

hyperpolarization. The model was used to study neural systems in the 

retina and cochlea, and to investigate the possible neurological or1gin 
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of flicker- fusion pheno~ena. 

(d) H~ltz (6) proposed a model with a transfer function ~ 

forward path that transformed ~nput potentials into an equivalent trans-

membrane potential. This transmembrane pO,tentia1 was applied to a feed-

back path with a ttansfer function (which accounted for accommodation) in 

'\ series with a comparator and a single shot multivibrator whose output 

was summed with the input potentials. The model was implemented with 

electropi~ circuits, and it reproduced the following p~operties: the . 
~ subthreshold step response, the strength-Iate~cy curve, accommodation of 

the threspold to ramp inputs'with low rate of rise, refractoriness after 
/ 

a spike, the after-hyperpo1arization, repetitive firing, and adaptation 

of firing frequency. 

(e) Roberge (5) prçposed a description of the neuronal mem-
o 

brane at the ionic 1evel and then he mode11ed the motoneuron by fit~ing 

relations between the observed subthreshold stép response, 

the excitatory postsynaptic potential, and the action potential. 

The model was implemented with electronic circuits and it was used 

to study the motoneuron-Renshaw cell system. 

(f) Pavlidis (51) proposed a model with a forward path and a 

neg~tive feedback path. The forward path W4S designated a 
(\ 

1:-pulse 

frequency modulator and it cons~sted of a 1eaky integrator to mod~l the 

~embrane dynamics in series w;tth a spike em1tter. The output of the 
"-;~' ,." 

integrator was reset to zero whenever a spike was eœ1tted. The negati ve 

feedback path was incl~ded in order to account for relative refractoriness 
,.,,! 

and the time constants ~n both paths were' taken to be equal. The model 
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was uaed to study possible neural nets such as an 08cillat~g neural net. 

(g) Perkel [from (1)] proposed a model in which the membrane 

potential was hyperpolarized after a spike but it returned towards an 

inpu t level. If the threshold was set below the input level, a spike 

was emitted whenev~r the membrane potential resched the threshold. If the thres-

hold was set ab ove the input level, no spikes were emitted. For each 

presynaptic input, a potential was instantaneously added to the membrane 

potential and the membrane potential then returned from this new value 

towards the input level with the same rate constant as that of the de-

cline q,f the polarization after a spike. Simulations of the model pre-

dicted accurately 'how a regular inhibitory synaptic input affects the 

output firing frequency in Aplysia pacemaker cells and in the crayfish, 

stretch receptors. 
, \ 

(h) Jenik and Kupfmuller (l, 52) designed an electronic analog 

to simulate a simplified form of the Hodgkin-Huxley model. They in-

cluded synaptically induced currents and the parameters were chosen to 

simulate mammalian motoneurons. 
, ~.: 

The model exhibited an EPSf, IPSP 
1 

and action potential sim1lar to those observed in motoneurons. The 

" model vas used to in~estigate the processing of input spike trains. 

One finding vas that when two noncoherent, periodic, spike trains were. 

simultaneously appliéd to the model, the average outp~t firing 'frequency 

vas proportionsl to the product of the two input frequencies. 

(i) French and Stein (54), designed a ~del which was imple-

mented vith integrated circuits. A leaky integrator summed the inputs 

• from a number of sources over a period determined by its time constant 
, . 

The integrated subthreshold voltage yas cont1nually compared to a , 
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~hreshold voltage, and when t~a waa exceeded, a pulse was generated at 

;he output. The subthreahold voltage was fed forward to increase the 

threshold level vith a time constant T2 ' so that the analog showed ac­

commodation. Rach output pulse reset the intagrator and also incremented 

~he threshold voltage by a fixed amount which decayed with the time con-

stant T2 • If T2 was sh~rt compared to the 'no~l intervals between 

pulses;'it produced relative refractoriness. However if ~2 was long 

compared to the intervals between pulses, the Increments in t~reshold 
q -

accumulated and produced an adaptation of the firing frequency. The 

model showed that noise disrupted the phase-locked patterns prod~ced by 

sinusoidal stimuli and the average response became a smooth sinus~idal 

function in the presence of added noise. 

(j) Connor and Stevens (28) analyzed the behaviour of the 

molluscan soma mambrane in terms of three conductance mechanisms. Two 
, 

conductances corresponded to the sodium and potassium conductances in the 

analysis by Hodgkin and Huxley ~nd exhibited qualitatively similar be-, 

haviour. The tllird conductance was also a potassium conductance but it 

had no counterpart in the Hodgkin-Huxley model. rts time constants 

were intermediate between those for the other two conductances. This 

third conductance tended to dominate the behaviour' in the interval bet-

veen apikes. 

(k) Pertile and Harth (7) proposed a model in which the mem-

brane potential was a linear superposition of voltages from different 

sources: the resting potential, the post-spike hyperpolarization, and 

~e input voltage. Two distinct processes contributed to ,~he post-
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spike hyperpo1arization. Each of theae processes independently added 

an increment to the membrane potential. Theae increments had fixed 

values at the end of the absolute refraetory perlod and deca~­
nentia11y, each with a different t1me constant. The nature of the two 

processes vas not specified b~t rather, ~ processes vere postu1ated 

8 

because a single process cou1d not account for adaptation. The parameters 

were found by fitting the solution of the mode! equations to certain ex-

perimental data. The model had adaptation of firing frequency and post- 1 

stimulus inhibition. 

(1) Kerne11 (8, 9) mode11ed the motoneuron and investigated a 

few properties of the model. In the first paper (8), he proposed a 

mathematica1 expression which re1ated firing frequency to the input 

current. The expression was ~ased on the 'behaviour of the increase in 

the potassium conductance âftlr a spik~. If ~td not include summation 

of the increases after many spikes. The model could apparently account 

for the experimentally observed primary and secondary ranges of firing. 

In his second paper (9), he presented a compartmental model in which each 

compartment was modelled with a circuit cpntaining: the conventional 

resistanee-capacitance model of the membrane, a branch to account for 

the increase in the potassium conductance after a spike, and two branches 

to account for excita tory and inhibitory synaptic conductance changes. 

~model was used to investigate how the firing frequency is affected 

by synapses and by post-spike conductance increases in the dendrites or 
• 

soma. 

(m) Soko1ove (10) proposed a .odel in vhich the effective in-

put was equa1 to the sti~ating current Ddnus a postulated inh1bitory 
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• 
current produced by the electrogenic sodium pump.' This inhibitory current 

" r 
was incremented by eac~ sptke vith an amount that decayed exponentially 

with a time constant that was l~ng compared to the interspike intervals. 

The effective input was applied to an Ideal integrator and a spike was 

emitted whenever the oûtput of the integra.tor reached a threshold value. 
, '\ 

The spikes reset the output, of the integrator to zero. The integration 

was arbitrarily stopped during the time that the effective input was 

negative. The model reproduced the following properties observed for 

the ~rayfish stretch receptor neuron: the graduaI adaptation of the firing 

frequency, the final phase of the hyperpolarization after a tetanic train 

of spikes, and the two segments in the curve relating the posttrain 

interval to the number of spikes in the train • 

• Some of these previous models (c, d, e, f, g, i, k)were deve-

loped by considering the subthreshold changes of the membrane potential 

and input-output reiations. However, the processes present in the neuro-

nal membrane tha.t are significantly involved in the encoding mechanism 

were not considered. The other models (b. h. j, l, m) were de~eloped 

by considering to some extent these processes. However, these models 

do not provide a complete understanding of the encoqtng mechanism in the 

sense that these models include only one of the two processes which will 

be considered in this thesis. We shall compare in detail our model 

with these latter models in Chapter VIII. The Hodgkin-Huxley model 

considered',the proce8ses underlying the generation of one action potential 

wh~le we are' interested in how an input is encoded into a series of 

action potentials. In essence. we have to modHy the Hodgkin-Ruxley 

DIOdel. Thus, we begin our work by reviewing this model and then we 
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develop our model in the. context of th1s mode~. Finally, none of these 

modele has tte parame.ters expr~sed as aQ funct10n of the size of the 

neurone . 

1.3 Outline of the thesls 
<~ ~ 

The block' d1agram of the model of the neuronal encod1ng 
!l. 

mechanism proposed 1n thls thesls 1s shown in Figure 1-1 • 

extltatorv 
5 

Intraœllularly 
apphed current 

'----4 POTASSIUM CO~OUCTAM:E 
PROCESS 

,--_~ElECTROGEHt SOOlJM 1_---' 
PUMP PROCESS 

sptkes 
(unit mpulses) 

,. INPUT --_a - ENCODINÇ MECHANISM -----. -OUTPUT SERIS OF SPIŒ$-

FIGURE 1-1 BLOCK DIAGRAM OF THE NEURON MOnEt PROPOSED IN THIS TBESIS. 

THE ENCODING HECBAN1SM 18 DEVELOPED IN DETAIL. 

The mode.! will be formulated and then aaalyzed mathematically and by . "';",. 

s1mûlat1ons in two stages. Firstly, in Chapter II, we descr1be the 

relevant ,electrophysiologlcal propert~es of the neuronal membrane. In 

----.. 



Chaptera III - VI, the forward pacn and the lnner feedba~k path are for-

mulated and analyzed. These pa ths include th.e well-known R-C moda.l, a 
• J , 

spik.e. emitter, and, ,a potassium conductance process activated by the 

emitted spikes. The presence of thls process is based on experlmental , , 

results reported for the motoneuron. The combinatlon of the se paths ls 

called the basic model. Secondly, ln Chapter VII, the outer. feedback 

path is added to' the basic model in order to include the electrogenic 

sodium pump process activated by the emitted spikes. The presence of 

this process is basedon experimental results reported for the crayfish 

stretch receptor neurone The entire model is called the general model 

.' and it ls analyzed by extending the analysis of the basic model. , Finally, 

in Chapter VIII, varlous aspects of the general model are discussed .• our . 
model is compared to some previous models, and areas for further research 

are suggested • 

• " 
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CHAPTER II 
J Î 

RELEVANT ELECTROPHYSIOÜ>GlCAL PROPERTIES OF THE NEURONAL MEMBRANE 
, ... , 

In this Chapter, we provide SODe essential background information 

for the presentation of our model of the neuronal encoding mechanism (2, 

11a, lIb, 12). 

2.1 Excitabil1ty property 

The membrane of excitable cells separa tes two electrolytic 

solutions with very different comPositions. Two, layers of charges exist 

immediately across the membrane, negative on the Inslqe, pos~tive on the 

outside. These rwo layers constitute a charged capacltor whlch exhlblts 

a transmembrane potentia1 difference, known simply as the membrane poten-

tlal e.' If a stimulating current, i, is passed through the membrane 
m 

from inside to the outaide, the membrane will be depolariz~d, that Is, 

there is ,a change in the membrane potential I!.e >0. 
m Suppose that at 

tlme t - 0 a"~ quantity of charge Is transferred to the membrane rlcapac1 tor 

o"by applylng a ve'FY brlef pulse of current so tli'at the membrane is de-

polarized by an amount I!.e (t =-0). 
m 

Then, ~ependlng on whether I!.e (t =-0) 
m 

ls greater than or less than a threshold voltage, the time courses of the 

membrane potential will be'dramatieally different as illustrated in Figure , 

2-1 (The values are for the squid axon). If I!.e (t =-0) la less than 
m 

the threshold voltage, the resp~nse is subthreshold and I!.e (t) will decay 
m 

t6 zero with an "exponantial" t1me course lasting several msec (curve (a» • 

On the other hand, ~if 
.,. 

6e (t ~O) 1s greater than or equal to the threahold 
m 

Il 
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voltage. then as shown br curve Ch), 

13 

Ae (t) will rise to about 100 mv 
m 

and retur~ to zero in about 1 maec.'undershoot below zero (th~ resting 
Q 

potential) and gradually return to zero id several milliseconds. This 

latter response 18 ealled the action pqtential CAP). 'The 100 -mv pulse 

of 1 msec duration i.h the AP 1s called a spike or a pulse. 

2.2 The Hodgkin-Huxley model 

The underlying changes in the membrane that govern these responses 

were clarified by A. L. Hodgkin' and A. F. Huxley for the squid axon in 1952. 
\ 

A modified version of th~ model that they p'roposed (2) is shown in Figure 

2-2. We have explicitly shawn the two branches containing ~e Na and K 

-'pumps which they lumped in ~he branch containing ~ [13] because recent 

experimental evidenee shows that these pumps are involved in the encoding 

mechanism. This model is strictly valid for a patch of membrane of the 

squid axon but the properties of other neuronal membranes have been generally 

discussed in terme of this model. 

According to this model, ~lS permeable to Na, K, and 

other 10ns which are refer~d to as leakage ions L. The movement of these " 

ions aeross the membrane is assUIIÎ.ed to satisfy Ohm's law,o 

i -" g- CE + e ) -­j J j m 

Il where subscript j represent8 Na, K, or L. 

ij 18 the current per unit are, carried by ion j 

" .. 
gj ls the conductance of the membrane per unit area 

ion j 

Ej la the equil1brlU11l potential for 10n j. 

(2-1) 

for 

.... 
f 
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At <th.e restlng p'otential, Na ions move into the cell and K ions move out 

of the cell under the influence of th.e forces (Ej + em). lt 1s ~enerally 

accep~ed that the concentration differences are maintained in a steady 

" sta"te by a Na pump and a K pump wtdch actively transport an equal quantity 

of the ions in the opposite direction. 

lb 

Using the voltage-clamp method (step changes in the membrane 
, 

potential) Hodgkin and Huxley found ~hat ~a and gK were time-variant and 

voltage-dependent as shawn in Figure 2-3 whereas Sr. was constant. In 

a11 curves for ~a' there is a rapid increâse followed by a grad~al d~-

cline even though the voltage step was main~ained. For ~, there ls a 

somewhat exponential growth towards a steady-state value. These experi-

mental results were formulated into an empirical set of equations. The 

solution of these equations predlcted quite accurately the observed 

behaviour 0 f the squid axon. A calculated AP wLth the underlying changes 
t 

in ~a and ~ is shawn in Figure 2-4. 

• • 

100 

• 
i 7,' __ ~~~--~----~-----A ____ ~~ 
r 
- 1Il..J''''IIc::~;;:a-_--------!-.. i "~~~~ _____ -A ________ ~ 
J..~ · 

;CS 
J":'. · · I.'------------______________ ~--

• ft 

: ; 
j • . .,..... . • • 

• • : : 

BEBAVIOUR OF 2.. DURDe) S'tEP CHANGES àe (2) 
-~a . m 



,-

-
9 H 

~~~~ 
~ e ,.: 

..... le :b"... : .: 
e-
l , • , , , , , , 1 ft , 

• , • • 4 • I~ __ ' • • '9 Il c _) 

FIGURE 2-3 Cb) BEHAVlOOll OF itc DURING 

\ 
~m g; 

. 'mv mmh~/sa cm 
90 . 

50 

20 

o 
0.5 1 

/ 

STEP CHANGES Ae (2) 
m 

l.L 2 

msee 
~.5 3 3.'1 

l .. 
FIGURE 2-4 THE AP AND THE URDERLYIRG ClWrGES ur 'Na AND lx (2) 

16 

) 

. -

,,-



• 

17 

According to the Hodgldn-Huxley modeJ.. the threahold phenomenon 

and the ~ are the result of th.e antagonlet1c action of the Na current 

wh1ch. tends to depolarize the membrane and the K current whlch tends to 

hyperpolarlze the membrane. When the membrane is initia1ly depolarized 

by a brief pulse of current, ~a and ~ increase. Consequently, both the 

Na current and the K current increase. However, DOst of the brief tran-
, 

sient increase in ~a occurs before the lag increase in~. Thus an 

unbalance arises between the Na current and the K dll~:.rent. This un-

balance is directly proportional to the magnitude of the initial depolari-

zat1.on. At a def1.nite threshold level, which 1.s not evident from the 

characteristics in Figure 2-3, this unbalance is sufflciently large for 

the AP to be generated. The Iarger Na current depolarizes the membrane 

which in turn increases ~a and further increases the Na current. The 
, -

membrane becomes rapidly depolarized along the rising portion of the AP. 

However, incrèases in ~a are not_sustained. 'MeaDWhile, ~ increases 

since it foilows changes in the membrane potentlal with a time lag. The 

K current overtakes the Na current and the membrane potential returns to 
, 

zero. But after the 1 msec splke, ~ slowly retums to its value at the 

resting potential and the K current produces the after-hyperpolarization 

(ARP) • \ r 
1 

2.3 Illustrating certain properties vith simple transfer functions 

In order to establish a sufficiently large unbalance between the 

Na current and the K current which results in an AP, at least three factors 

need to be considered: 

(i) the rate at wh.ich the membrane is depolarized by the external 
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stimulus 

(~~) the state of the Na conductance process 

(~ii) the state of the K conductance process . " 

We shall illustrate these factors vith the simple transfer functions shown 

in Figure 2-5. The experimentally observed increases in ~a and ~ from 

their resting.values when voltage ~teps in the membrane potential are 

app1ied were shawn in 'Figure 2-3. These changes can be considered to be 

originating from unknown systems whose unit-step responses are kn~and 

they are the simple exponential curves shown in Figure 2-5(b). 

fer functions for such systems a;ie shown in (c). 

If the membrane is depolarized slowly in the manner of a ramp 

function shawn in (d) for e~ample, then the .outputs of the transfer functions 

for this ramp input are shown in (e). lt is evident that à~a ls never 

substantially greater than à~ as it is the case ln (b) for a "step de-

po1arizatlon. Consequently, if the membrane ls depolarlzed slow1y, the 

AP may not be init!.a~ven though the stimulus may rise gradually to an 

intensity many times greater than that at which a square pulse is effective. 

This pr"operty has been observed experimentally for nerve fibers (14). 

The states of the Na and the K conductance processes are dif-

ferent before and after the spike in the AP even though the membrane" 

potentla1 18 close to the resting level at both times. First, let us 

consider the Na process. During voltage steps, ~a rapidly increases and 

then gradually declines or, as termed by Hodgkin and Huxley, 2.... ls in-
~ -Na 

activated. If the inactivation ls considered to be the result of negatlve 

forces "settlng in", it would be of .1.nterest to know how quickly these 

forces are removed when the membrane potential ls returned to the restlng 
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level. In the case shQWU in (f) and (g), a unit voltage step is applied 

at t - 0 and 1t ia returned to resting potential when à~a i8 approximately 

zero at t - 8 msec. lt is of interest to know what 18 the peak of à~a 

when the un1t step 1s re-applied at t - 8 + 6t. 
1 

Hodgkin and Huxley pre-

sented experimental evidence (15) which showed that the peak of à~a at 

t - 8 + 6t ls less than the peak of 6~a at t - O. lt was found that 

the ~a protess returns to normal after the membrane potential i9 returned 

to the resting level with a time constant equal to the time constant of 

In the the decline of 6~a when the voltage step is applied at t - O. 

illustration, the curves in (g) are the outputs of the transfer function 

of the ~a process for the inputs shown in (f). There is a graduaI re-

covery of the peak à~a at t - 8 + 6t just as experimentally observed. 

However, in the illustration 6~a attains negative values which would 

mean that ~a becomes negative because the resting value is a small 

positive number compared to the large negative àgNa • In reality, the 

conductance for Na ions can only have a m1ni~ of zero. The transformation, 

though, serves its purpose to illustrate the after-effect caused by the 

inactivatiop of ~a. 

In Figure 2-5(h), a spike has been idealized as a rectangular 

pulse and the outputs 0:. the transfer functions for such an input~re 

shown in (i). After a spike, there remains a temporary inactivation of 

'Na which means that then it is more difficult to establish an increase 

in the Na current. Moreover, there is a temporary increase à~ which 

means that then there is an additional potassium current to be overcomed 

by the Na current.As a result, after a spike, it is temporarily more dif-

ficult to establish the unbalance between the Na aad the K currents. 
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Dur1ug tUa pe.riod. knoWn as the relative refractory ped.od. the magnitude . . 

of • current pul~~Dec"8ary to tri88er a second apike is"lar 8er than the 

.. gn1tude necessary to tri88er a first spike. 

• 

. 'f 
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CBAPTER lU 

K>DELLING -A POTASSIUK CONDUCTANCE PR.OCESS AND 

OmER PROPERTIES OF THE KYlONEURON - BASIC H>DEL 

~.1 Introduction (12, 16) 

We begin to mode1 the neuronal encoding mechanisa by consider-

ing a partI~ular type of neuron, the matoneuron in the spinal cord of the 

cat, which has been studied experimentally in considerable "tetail. The 

main morphological features of the motoneuron(MN) are illustrated in Figure 

3-1. An extensive dendritic tree radiates from the soma. The initial 

segment of the axon has a diameter which is signif:Lcantly smaller than the 

diameter of the axon itself. Thousands of exc1tatory and inhibitory fibers 

converge on the MN wf.th synapses on the dendrItes and the SOll8. 

Each spIke converging on the MN causes a brief pulse of current 

to flow across the membrane. and this current in tum produces a pos1ti ve 

(for an excita tory spike)or negative (for an inhibitory spike) transient 

pertubation of the membrane potential called a miniature postsynaptic 

potential (mPSP). The spatial summation of the mPSPs due to spikes con-

verging along parallel fibers, and the temporal sommation of the .rSP. 

due to consecutive spikes converging along. an indlvidual fiber produce 

an effectIve change of the membrane potentia1 at the 1n:Ltial se~t of 

the axone Whenever this change of the aeabrane potential reaches a 

threshold value. 'a sp1.ke 18 geœrated which propagates aIong the axon 

and also invades the soma and dendrites • 

.. 
~. 
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FIGURE 3-1 MOltPHOLOGY OF THE MOTONEURON 

A,fundamental problea la: Hbw doe.a the HM encode the nUJl8rous 

input sp1U trains into the. output apite. tralu? The. output spik.e train 

can be recorded a10ng the axon or with a II'1;croelectrode inaerte.d lato the 

MN, but it 18 dlfficult to control and quantltate the input .plu trains. 

As an alternatlve approach, the. MN 1. stt.ulate.d by a controlle.d eurrent 

passed through the mieroeleetrode. By studying haw thls eurrent 18 en­
r 

/ 
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coded into the output sp1ke train, the resulting information can be used 

to investigate how the input apike trains are encoded. 

A aingle action potential (AP) observed for the MN has a spike 

and a prolonged after-hyperpolarization (ARP). Reported experimental 

obsèrvations which will be described during the development of our model 
! 

in this and subsequent chapters, show that the AHP is of primary impor-

tance in the enco~ing mechanism. Since the AHP of the MN lasts much 

longer than the ARP of the squid axon, at least the parameters of the 

Hodgkin-Huxley model for the squid axon would have to be modified in 

order that this model could reproduce the ARP of the MN. In this chapter, 

we develop a model, in the context of the Hodgkin-Huxley model, which 

will reproduce the ARP of the MN. Since it is believe6 that the AHP is 
\ 

caused by a prolonged increase in a potassium conductance, we will be 

modelling mainly a potassium conductance,process. We will refer~to the 

resultant model as the basic modél. The spike will not be reproduced 

because it i8 genera1ly agreed that the shape of the spike carries no 

information in the encoding. Furthermore, a mode1 which could repro-

duce the spike wou1d be. unnecessarily complex for studying neural systems. 

1.2 Uœ emission 

When a MN 18 depolarized by. applying current with a micro­

electrode, a spike is generated if ~he change of the membrane exceeds a 

threshold voltage {TH) (17, 18). For a motoneuron with a resting poten-

tlal of -70 mv, TH 1s about 15 mv [in .(17) TH - 14 mv for a MN vith a 

resting potent1al of -69 mv, in (18) TH • 10 DIV for a MN already te-



( 

( 

\ 

25 

polarized with a resting potential of -64 mv]. It is generally accepted 

tut the spike or1ginates at the initial segment of the axon and then it 

propagates out along the axon and back towards the soma and dendrites 

(12) • The threshold of 15 mv is the equivalent threshold of the initial 

segment as it appears from the soma.- The threshold for MNs is not sig-

nificantly dependent on the rate at which the MN is depola~ized (19), 

unlike for nerve fibers (gee section 2.3). 

In our model, the emission of spikes will be performed by the 

block shawn in Figure 3-2. The input to the block i9 the change of the 

membrane potential at the soma, !le (t), given by, m 

â~(_t), - e (t) + E (3-1) m r 

where, em(t) is the membrane potential at the soma 

and E i9 the magnitude of the resting potential 
r 

~ / 

~e output of the block are unit impulse~ that -ré present sp{keslemitte~ 

!le 
" m 

.. 
Impulse emitted 

at t=t 1+1 if" 

!lem(t i +l ) >TH 

and if (ti +1-t1»1 maec 

FIGURE 3-2 SPIICE !MITTER 

~~ 
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at t1mes t i • 1 - 1, 2, 3 .......... . An impulse ia emitted whenever 

th, criter10n sben in the block 18 satisfied. 1'be first con<11tion ttatisfies 

th' threshold phenamenon. The period between two spikes (ti +1-ti ) must .. 
, , 

satisfy the second condition because of the absolute refractoriness 

during a spike. Incorporation of the relative refractoriness will be 

described in the next two sections. 

3.3 Modellina mainlz the pota •• iu. conductan~ process which produce. 

the after-hyperpolarizat1on 

The basic featu~es of an action potential observed at the S?m8 

of a MN are ~hown in Figure 3-3. The parame ter values shOWitl are those 
. -

of a large MN->,with a "~eter" of 79 um (12. 40. and see Chapter VI) • 

The action potential has a 1 msec spike and a prolonged period of hyper-

polarization called the ~ ter-hyperpolarization (AHP). The AHP reaches 

a marlmum magnitude (ARP ) of 5 mv at t - 10 msec and gradually declines 
m 

towards t~ potential. Nesr Hs termination. the AHP rever.e. 

into a small after- zation. The. duration of the ARP which is 

denoted ARP d is 45 msec. 

In order to p a model which will reproduce the AHP of, 

the MN, we begin with ley (H-H) model b&ause the H-H 

model repro.duces the AHP of the squid axon. \ The H-H model is for a 

patch of membrane of MN 1s a complex structure. 

Nevertheless. the MN could be rep~esented large number of circuits 

of the type shawn in Figure 2- 2 (H-~ mode! parallel. Each section 

of the model would represent a portion of the MN. However, ft. sha!l 

use the circuit in Figur~ 2- 2 as a lumped mode! of the entire MN for two 
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reasons. Firstly, the properties of the various portions of the MN are ------
presently not weIl understood. Secondly, a model wit~ many sections 

would be too complex for initial studies of neural systems. The ele)llents 

in the circuit now represent the effective load presented 'to the input 

current source (the ~roelectrode in the so~). 

According to the H-H model described in Chapter"II. the ARP of 

the squid axon is due to a temporary increase of the potassium conductance 

of the ~Dbrane. EXPer~nta1 resu1ts (8, 12~ 18, 21, 22) indicate that 

the AHP of the MN is a1so due to a temporary increase of the potassium 
a 

conductance triggered by the spike. Thus, the potassium conductance ~ 

ia given by ,8x. - ~ + ~. were, ~ 1s the temporary increase of 

ste triggered by the sp1.k.e, and 'tcb descdbes the beh.av1our of ~ when no 

apikes are em1tted. Bence, the potassium c~nductance branch in Figure 

2-2 cau be subdivided :Luto two par.llel branches as shown in Figure 3-4 (a) • 

" 

The current pumps have been removed for -~he pesent development but they 

ri11 be considered in Cbapter VII. Nov, by using this new repre __ entatlon. 
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the circ~it in Figure 2-2 cau be simplified iuto the circuit shawn in 

Figure )",4 (b) • The branches containing ~a; 'sn' and Sr. have ~een lumped 

into"tbe branch vith constant resistauce R in series with a constant 

voltage Bourcé E ~ch is equal ta the rest~ng potential. The circuit 
/' r 

in p~ure 3~4(b)'has also been used by Kernell (9) as we described in 

Sec tian 1. 2. If the 6~ branch is removed, we are left vith the weli­

known R-C model of the passive membrane which has been used, for example, 

ta investigate various effects of the dendritic'tree and ta derive the 

strength-duration relation (20, lIb). 

~The latter Simpl~ication i8 contrary to the Hodgkin-Huxl.y 
o 

~ 
~del ~hich ~tates that ~a and 8xb are time-varying voitage-dependent 

, 
conducta~ces. Howe~er, the H-H mode~ is based on experimentai data 

axon and, ~hile it may be qualitatively applicable to lny for the squid 

neuronal mem~rane, the values of the parameters for different membranes 

should be different. Fo~ the MN, there exists no quantitative analysis / 
(1 

of gNa ând 8xb • 
--/ 

During"the spike these copductances certainly vary 

considerably"but we are mainly interested i~ their subthreshold be-

hav16ur. An indication of their combined subthreshold effect can be 

found by stimulating the MN'with steps of current and then.observing 

the s.bthreshold chapg~ of the membrane potential. L The subthreshold 
• •. J / 

st~p response reaches a maximum at about 15 msec after the onset of the, 
• J , 

current step and thereafter it declines gradually~within 100 msec to a~ 

steady level that i8 about 70% qf the maximum vaiuè (23). The ove-Y,;;' ," 

shoot of th1s observed response ~annot be reproduced by the R-C circuit 

of Figure 3-4(b) (~ - 0 befor~ a sp1ke). Howéver, ai ahown la ter, 

a model based on th1s circuit reproduces several properties observed when 

the MN emits spikes. Although a ,2nd order transfer ~unction could be 
," 

'i) 

'" 

, . 
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" fitted to the subthreshold step response(5), sueh a traDsfer fUDetioD may not 

be valid when spikes are emitted beeause the spikes ehaDge the behaviour of 

~a br ~naetivation so that the combined effect would be modified. Fur-
. 

thermore, an advantage of the R-C circuit is that it ls based on a 

physiologieal substratum. 
.l 

The behaviour of â~ has been inferred (8, 22) from mea~ure­

ments of the change of the input resistance R of the MN at various times 

after a spike. The increase à~ decays from an initial value âGKO 

1mmediately after the spike ta zero approximately exponentially with a 

~e constant TK ,that is, 

= AG -t/TK 
U KO e (3-2) 

Thus, âgK(t) declines to about 5% of its initial value in three time 

constants TK • The resultant ARP declines concurrently so that the 

" duration of the AHP, AHPd ' is approximately given by, 
.:? 

ARP = 
~ d (3-3) 

Ihe complete basic model is shown in Figure 3-5. The forward 
, , 

path includes the' transfer fudction K I(s + A ) for the'R~C branches of •• - m m 

the circuit in Figure 3-4(b), and the spike emitter in Figure 3-2. ~ The 

feedback path corresponds to the âgK branch of the c~rcu~t in Figure 

3-4(b). The increase and subsequent exponential decay of à~ triggered 

by a spike is the i'mpulse response 'of the b~ock 
l > 

A simuladon Qf the basic model reproduces the after-hyper-

polarization as shawn in F~ure 3-6. The parameters of the model were 

those of a large MN and were chosèn according to exper1mental observations: 

"diamater" of 79 
\On 1 
r 

(see €hapter VI) 

, 

, \ 
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PlGUR.E 3-5 BASIC MODELe - A COMBlNATIOH OF THE SPUE EMITTEll IN FIGURE 3-2, 

THE CIRCUIT IN PIGURE 3-4 (b). AND EQUATION (3-2) 
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• TK • 14.2 uec (8ee Cbapter VI) 

TH • 1S 1IlV (8ee Section 3.2) 

Til • 5 uec (24) 
-" , ., 

11c • 90 lDV 
. (12) 

, 

E .. 70 lDV (12) r 

àGlCO was chos~n equa1 to .68/R in order that the resultant ~ aag-

n1tude of the AHP be e~ual to the observed S lDV. However. the observed 

percentage change of the MN conductance iamediately after a spike vith 

15 

10 

5 

, 
ft ---- -------------- ----------

-5 '-AFlt1HI"'ERfIOI.MIZATlDI 

FIGURE 3-6 THE APTEll-HYPERPOLAlUZATION lN SIMULATION OF 'l'BE BASIC II>DEL )1 
c 

• 
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reapect to the conductadce be.fore a spik.e. 1s also about 70% (22). AlI 

simulations in the thesia Were done on the digital computer by us1ng 

Euler's method of solving a first-order d1fferential equat10n and a time 

increment of O. 25 ~ec. A sp1ke (drawn) has been elicited by applying 

a pulse of current unti! âe reaches TH and then 
m 

âe returns to zero 
m 

autono~usly due to the ~egat1ve feedback current â~(t). 51m1lar to 

the exper1mental observation, the AHP of the model reaches a maximum 

magnitude of 5mv at Ilmsec and thereafter it decl1nes to àpproximately 

zero 1n about 45msec. It should be pointed out, however, that the ARP 

of the MN ends abruptJy with a hump of after-depolar1zation at about 45 

~ec whereas the ARP of the model decays asymptotically. . ~ 

3.4 Refractory periods 
6 

In this section we show that the basic mode11ncorporates the 

absolute and relative refractoriness. The refractorin~ss qf the basic 

model at var10us times after a spike is shawn in Figure 3-7(b) with pub-

lished experimental data shawn in Figure 3-7(a) (25). A measure of re-

fractoriness is the relative stimulus strength 12/11 ' where Il and 12 

are the minimum lntensities of current pulses that are necessary to 

trigger the first and second spikes respectively. 

time 1n~a1 between the ~o stimulatlng pulses. 

The absclssa ls the 

It ls shawn mathe-
" > 

mat1cally in ~he Appendlx ~hat 12/11 for the basic model is-~iven by, 

- ., 

. - 15 -

t < 1 msec 

t .!. 1 1II8ec (A-5) 
lS 
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sp1b.. 

ABP. 

6e (t) 18 the chauge 1n tha membrane poteut1al iu mv after a 
11 

Thia change is shown 1n Figure 3-6 and it includes IIOstly the 
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FIGURE 3-7 REFRACTORINESS AP'TEll A SPIlŒ 

Q 

f 

33 

~, 

~ ,):- ~ 

f.: 1 .• ;;![~ 



34 

," 

During the f1.rst spiU,!.t is not poss!.ble exper1Jnentally to , 

trigger a second spike and this per!od i8 known as the absolute refrac~ 

tory periode In the model, the spike is represen:~d by the Ideal unit 

impuls~"and the absolute refractory period is satisfied vith the condition 

After the spike, during the so-called relative 

, refractory period, a second spike can be elicited both experimentally 

and in the model only if 12/1
1 

is greater than or equal to the values 

given by the curves. For intervals from 4 to 8 msec, the experimental 

and theoretical values agree, so that during this period the relative 

refractoriness is accounted for by the fact that the membrane potential 

is hyperpolarized by the ARP. Experimental values for intervals greater 

than 8 msec have not been reported. However, we can expect that they 

" also agree with the theôretical values for the follo~ing reason. The 
D 

magnitude of the monosynaptic reflex discharge of a MN pool stimulated 

by a pulse applied to the dorsal root is directly proportional to the 

number of MNs which em~t a spike (Ile). For each MN which emits a sp{ke, 

there is a temporary refractoriness. As a result. some of these HNs 

cannot emit a second spike if a second consecutive pùlse 18 applied to 

the 'dorsal root. Thus, the magnitude of a second consecutive discharge 

of the pool would be less than the magnitude of a first discnarge as ex-

perimentally observed (26). Furthermore, the discharge i8 reduced by an 

amount which i8 directly proportional to t~e magnitude of the ARP (26). 

Consequently, the relative refractoriness of a MN i8 directly proportional 

C!,? the magnitude of the AHP. Finally, for intervals from 1 to 4 msec, 
/ 

the theoretlcal and exper1mental values do not agree. This disagreement 

is no~ sign1ficant because, for normal conditions, the inter-spike inter-

, , 
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val 1& usually greater than 4 MSec (i.e. f1ring frequency less than 250 pulses 

per a~cond) and, at the time of emission of any spike, the refractoriness 

from a prev10us spike ia accounted for by the model. 

3.5 COmparison'with the aid of the model between the potassium 

conductance which produces the after-hyPerpolarization for the motoneuron 

and the one for the squid axon 

The AHP observed for a MN lasts much longer than the ARP ob-

served for the squld axone It 19 reveallng to comPare the underlylng 

increase ~ for the MN and the 9quid axone From Figure 2-4, we note 

that gK for the 8quld axon increases from a resting value Iess than 1 mmho/ 

sq. cm to a maximum of 10 mmho/sq. cm immediately aft~r a spike. This 18 

~~an inc~ease of more than° 1000 percent. The value of gK for the MN before 
o 

a spike has been emitted may be assumed to be at least 50% of the MN con-

duc tance llR (16). Therefore, for the MN, the percentage increaae 1n 

~ ia only equal to ( âGKO !8xb) x 100 - [(.68/R)!(.5!R)] x 100 - 136% 

wh1ch 1à substant1ally less than the 1000% for the squid axone Further-

more, the increa8e â~(t) for the squ1d axon is over in 3 msec while 

â~(t) for the MN 1s much more prolonged because it declines exponentially 

with a time constant of 14 MSec. 

Such substant1a1 differences 10 the magn1tude as weIl as in the 

ttme course of â~(t) for ~e squ1d axon and the MN suggests the possi-

bility that two different mechanisJD8 might be involved. The Hodgldit-

Huxley model states that for the squid axon the declining portion of the 
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apik.e ia caused by tb..e increase in the potasaium conductance. Suce 

the pe.rcentage. incre.ase. of the potasslum conductance for the MN 18 much 

less than for the squld axon, lie should 1nv~t1gate whether or not the 

increase ~ for the MN ls sufficiently large in order to cause the 

spike tddecline in less than 1 msec as experimentally observed. We 

can investigate this theoretically by using the circuit in Figure 3-4(b). 

Although the circuit is appllcable ouly to subthreshold operation, it 

can also serve our present purpose for the following reason: 

Let us consider as the initial time the instant when the spike 

is at its peak so that, the initial condition of the voltage aeross-the 

eapacitor is about +10 mY. We are interested in determining the time 

that it takes for the voltage to be reduced to the threshold potential 

of -55 mv, because it has been observed experimentally (12) that the spike 

declines in less than 1 msec up to about this point, and thereafter it 

continues as a declining depolarizatlon for several milliseeonds before 

crossing over to become the ABl. The voltage is partially reduced by 

the increase in the potassium current through the ~ branch in the cir-· 

cuit in Figure 3-4(b). Th~ current through the,branch containing R also 

reduces the voltage across the capacitor. Since this branch lumps the 

'~a ' 8n, , and 8z. branches and since ~a increases considerably dudng 

~ spike, then R is not constant during the decline of the spike. How-

ever, the increase in 'Na produces a curtent that depolarlzes the capaci-

tor (increases its voltage). Thus, in fact,. the. total current through 

~a ' ~ , and 8z. does not reduce the voltage as quickly as the current 

through the fixed resistance R. Consequently, the tt.e that it takes 

for the sp1ke to decline .. which viII be calculated vith this si.lllpliff,ed 

circuit, is an underestimate • 

... 
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The d1fferèntial equation for the circuit ~ F1gùre 3-4(b) is 

, de 
m 

C dt + (e. + ~) A8g,(t) + 

Substitut1ng in (3-4), 

(e + E ) 
• r 

R - a (3-4) 

37. 

Also, although during the decline of the ~Pike A~(t) varie~ (see Figure 2-4), 

we set It equal to its average value whlch is approxlmately equal to 
", 

AGKO ' the value of A~ at the end of the spike. We get, 

T 
m 

d Ile m 
dt + Ae -m (3-5) 

The solution of equatlon (3-5) with the initial condition e~al to the 

splke helght, that ls, Ae (t-O) - e (t-O) + E - 10 + 70 - 80 mv ls m m r ' . 

. ' 
(3-6) '-

The time that It takes for the spike to decline to Ae - -55 + 70 - 15 mv • 
ls found by solvlng equatlon (3-6) for t, 

(1 

t -
(3-7) 

Substituting in (3-7), Tm - 5 msec and AGKOR - .68 (see Sectlon 3.3) we get 
c" 

t - 3.7 msec which ls signlflcantly larger than ~e exper1mental value of 

lees than 1 lISet:.. Thus, it appears that the prolonged iùcrease A~(t) 

which produces the ARP fo~ the MN 1& not sufflciently large ~n order to 

cause the spike to decline ln less than 1 msec. There should be an ad-

" 
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d1t10nal 'brief 1~Crea8e during the spike. If we aubstitute il GKO • 5/R 

in equat10n (3-6) we f1nd- that, theoretically, the spike wou Id dec11ne 
• 

in O. 93 msec. This represents an increase of 1000% tn the potassium 

v-'1conductance and it 1s the same value as for the squid axone Thus, 

theoretically it appears that, for the MN, in'àddition to the prolonged 

1ncrease AsK!wh1Ch produces the after-hyperpolar1zation, there may be 

a brief trans1ent increase of ~ similar to that for the squid axone 

The basic model includes the component of ~ which produces the AHP, 

whereas the other component i9 not included because the model do es not 

have to reprod~ce the shape of the spike. 

This ëheoretical conclusion agrees with the experimental ob-
c 

servation (27) that for some MNs there i8 a distinct rapid repolarization 
1 

" 
at the end of the spike and the ARP occurs, thereafter. More interest-

ingly, this conclusion is also supported b;"the expertmental results ~nd 

conclù~ions of Connor and Stevens for the molluscan soma membrane (28). 

They concluded that, in addition to possessing conductances analogous to 

the ~a and ~ of the Hodgkin-Huxley model, the soma of that neuron also 

has an operationally distinct potassium conductance mechanism which tends 

to dominate the neuron's behaviour in th~ interval between spikes. 

It is a~so possible that the time constant of the 8x. dynamics 

in the Hodgkin-Huxley model may be inversely related to the dimensions 
f 

of the structure of the particular portion of the neurone This possi-

bility is suggested by two exper1mental observations. The duration of 

the ARP is inversely related to the size of the MN (see Ch.pter VI) &0 that 

TK is 1nversely related to the size of the celle If the same correlation 

exists for ~he different parts of the cell, then,'TK for the membtane of 

the dendrites would be larger than T
K 

for the membrane of the soma since 
" 

, 
or 1 
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the. 'croaa-aectional dlameter of dendrites la much amaller than that of 

the soma. As a reault, the long AHP observed in the MN would be due to 

~ prolonged A8x in the dendrites. Also, according to the analysis 

above, the spike 1.n the dendrites would decline much slaver than the 

spHte in the soma becauae the prolonged A~ that p~oduce,8 th~ AHP is 

not a large increase. lt has been observed experitnentally (12) that 

there 18 such a difference in the time course of the spike as observed 

in the soma and dendrite. 

[J 

3.6 Summary 

In this chapter, we have developed a basic model of the encoding 

mechanism of the motoneuron' in the context of the Hodgkin-Huxley model. 

It consists of a forward path and a negative feedback path. The forward -

path includes the transfer function for the R-C model of the membrane and 

a spike emit~er which emitsa 'unit impulse whenever the change in the mem-

brane potential exceeds a threshold value. The negative feedback path 

accounts for the inhibitory current produced by the prolonged increase in 

a potassium conductance triggered by the emitted spike. We have made two 

major simplifications in modelling: (i) the motoneuron is represented ?y 

a lumped model, and (ii) the time-varying voltage-dependent conductances 

~re 'replaced by a fixed resîstance for subthreshold operation. The 

moaèl reproduces the exper1mentally-observed after-hyperpolarization and 

the significant portion of the relative refractory perlod, although it 

does not reproduce the overshoot in the subthreshold step re.ponse. The 

, r 
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theoret1cal analysia baaed on th.e JQOdel and publiahed exper1mental ob'" 

aervat1.ons indicate thAt th.e potaaatulll conductance proce$& which c~sea 

the lo~g after-hyperpolarizat1on for the motoneuron l;II8y be different f~om . . .... 
the po tassium conductance process which causes the decline of the spike 

in the Hodgkin-Huxley model. 

In the next chapter 1" we shaH compare other properties of the 

. model vith tbose of the motoneuron • 

. ' 
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CHAPTER IV 

RESPONSÉ or THE BASIC !l)I)EL TC STIMULATION Uu 

STEl'S, JWCPS, AND SINUSOIDS OF CURRENT 

In the previous chapter, a brief pulse vas applied to the basic 
\ 

model and a single spike was emitted. In this chapter, step, ramp, and 

sinusoida1 waveforms are app1ied to the basic mode1 and a series of spik.es 

are emitted. AlI simu1ation resulta presêbfed 1n this chapter are ,for a 
1 

large MN with a "diameter" of 79 J,lm whose parameters have been specified 

in Section"3.3. The simulation results for" MNs of different size will 

be presented in Chapter VI. 

4.1 Response to.stimulation by steps of cqrrent 

4.1.1 Thresho1d current and minimum firing frequency 
? 

When a MN ia stimulated with a step of current through a micro-
J 

electrode, there is.a threshold intensity above which the MN fires (emits 

a spikel repetit1vely [29]. A typica1 recording of the ttajectory of the 

mambrane potential during repetitive firing is shawn in Figure 4-1(a). 

The basic model also fires repetitively for an input 9tep above the 

threshold current I
th 

givèn by 

mA 
I th - m 

K 
111 

- TH 
R 

where, TH. is the threshold voltage (see Figure 3-5) 

and R is the resutance of the MN (see Figura 3-4(b»". 
, ' \ 

(4-1)-

The responses of the basic DIOde1 for input steps jWlt below and above I
th 

are shawn i.n Figure 4-l(b) and (c) respectively. There-is either 
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repeU.t1ve firing or no f1.ri.Jlg at a11.' -; 
\ 

: 

~vL 
J ap1ke j ~ ~ 50maec 1 

~J/J 
FIGURE 4-J(a) EXPERIMENTALLY OBSERVED TRA.JEcTORY OF THE MEMBRANE 
,,' 

POTENTIAI. DURING REPETITIVE FIRING (31) 

HO)iever, for the real. MN, w:\.th input current steps less than the 
~ 

threshold current bût greater than the so-ealled rheobase,eurren~, the MN 

ean emit,only a fev ~pikés after the onset of the step. The threshold 

e,i'rrent 19 on the average 1.5 times the rheobase eurrent (29). 

Q The .op~ration~ of the encoding meehanism in the basic model is 

illustrated in Figure 4-1(c). Curve S represents the depolari~atio~ due 

to the input eurrent i(t). Curve A represents the after~olarization 

(ARP) due to the negative feedback eurrent fliK• Since the change in the' 

membrane potential, fle , is the output of a linear transfer funetion m 

(see Figure 3-5), curve • whteh repreaenta fle is the differenee betwecJl m . 

eurve Sand eurve A. The second and subsequent spikes are, ~tted when-

ever the ARP has deeayed suffle1ently to allow âé 
IR 

voltage. 

, . , 

to reaeh the threshold 
" -. 

~ing repetitive firing in Figure 4-l(c), the maximum magnitude 

" 
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FIGURE 4-1 (c) llEPETITIVE FnING OF THE BASIC MOnEL FOR A STEP INPUT 
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JUST ABOVE THE !TBB.ESBOLD CUlUtENT 
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of the ARP i8 about 10 JDV. whereas after the s:1ngle E!pik.e in Figure 3-6 

it vas only 5 mv. 
'- ' rus apparent .contradiction can .he explained as 

fo11awa (18): 

From th,e basic model in Figure 3-5, 

(4-2) 

As ,shawn "ln Figure 4-l(e) , 'fle (t) varies from 5 to 15 mv during the ARP. 
m . 

Substituting these values and ~. - Er .. 20 mv (12) into (4-2), we find 

that fl~(t) is between 25flBtc(t) ",and 35fl8t(t). :«y simi1a~ analysis 

for the single spike in Figure 3-6, fl~(t) is between 15fls.c.(t~ and 

20fl~(t) • Sinee flg
K 

(t) is the same for both cases (at the aame time 

after the first spike), fl~(t) and the resultant AHP during repetitive 

fir,ing are about ~o times their values for the single spike case . This . 
effect has been obserred experimentally (18., 31). 

When repetitive firing is estab1ished in a MN by app1y-
1 .. 

ing a 9tep of curren~ Just above the threshold current, the..MN fires with 

" 
a definite minimum liring frequeJlcy (al~o known as pulse or spike rre- • 

J 

quency) (30). For example, a 'large MN either fires with a firing fre-:-

queney greater t:han about 20 pulses per second (pps) or it do es not fire 

repetitively at aIl (see Chapter VI). The minimum firing frequency f m 

is equal to the inverse' of the duration of the after-hyperpolarization 

(ARP d) (30), that is, 

1000 
f 
m 

.. -
AHPd 

where, ARP d Is in msec and f
m 

i8 in pulses p!!r second (pps). 

(4-3) 

This property i8 .posslbly due to the fact tbat the ARP ends vith a hump 
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of afte.r-depolarlzation which causes Ae to abruptly cross the thr.eahoÎcl m 

voltage (30). In the. model, the. firing frequ~ncy approaches zero when 

the depolarization due to 1 minus the threabold voltage 1s ,inf1nitesmally 

small because A'K(t) decays to zero exponentially. However, as it will 

be evident in section 4.1.3, the range of the input 1 for which the firing 

frequency is less than f is qulte ama11, so that this discrepancy in the 
m 

behaviour 0 f the model i8 not signif'icant: 

4.1.2 Summation of the potassium conductance process and adaptation of 

firins frequency 

During repetitive firing in the basic model, th~ output A~(t) 

of the transfer function âGKO/(s+Ax) exhibits a temporal summation of 

the form, ' 

CID 

-(t-ti-j>lTK e , (4-4) -
where, j - 0, l, 2 •••••• are the times of occurrence of spikes . 

prior to time t. It has been shown experimentally that a summation of 

the potassium conductance process does in fact occur. Baldissera and 

Gustafsson (22) observed that the percentage increase of the MN conduc-

tance, 'which is believed to be due to A~, after two iuaediately con­

secutive spikes vas twice as large as the increase after ouly one spike. 

This observation also indicates that A~ suu.ates linearly as in the 

model. On the other hand, 

ARP s~tes'nonllnearly as 

Ito and Osh1lna (21) observed that the 

shown in ligure 4-2 curves (a> ~d) • 
resultant 

The 

ARP after two splkes in (b) 1s lar,ger than the AHP after a single spike 
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\ PlGURE 4-2 SUMMATION lOF THE AFTEll-HYPERPOLAlllZATION 

iD (a). The ARP after three spikes ~n (d) ~s not much larger than the 

AHP after tvo spikes ~n (c). Although "As.c summates linearly. a .non-

46 

.. 
linear sumaation of the ARP is also observed in the simulation' results of 

the mode! as shawn in Pigure 4-2 curves (e) - (g). This effect ~s clar~-

fied by conaider~ng the following hypothetical case which 1.s amenable to 

" a aatheaatical analys1.s: 

In the basic 1IOdél., let i(t) - 0 and ~(t) - constant X 

Then, !le 1& constant and it 1.a found froa. 
m 
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Km ---Am 
(4-5) 

and, (4-6) 

Substitut1ng (4-6) into (4-5) and solving for 6em, 
... 

Km 

l 
- A; X{EK - Er) 

Km 
(4-7) 

l + Am X 

The plot for (4-7) With (EK - Er> • 20 mv 8S in the simulation in shawn 

in Figure 4-3. 

àe 
m 

(mv) 1 4 KX 
m 
~ 

A 
m 

-5 <!. 

FIGURE 4-3 PLOT OF EQUATION (4-7) WITB (~-Er) = 20 111'1 

It 18 evident tut 6em te not linearly dependent on X (Km/Am 1s a con.tan..t). 

The nonlinearity 1s.proDounced for 
Â 

6e < -10 DIV and 
m 

\. 

4 

6e te limited at 
m 

• 
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-20 MY. L1keviae, for the actual caae in Figure 4-2, the nonlinearity 

la clearly evident at about -10 my. 

" 
Baaed on some experimental resutta, several workers (22, 29, 32) 

)' have suggested that summation of the potassium conductance process pro-

duces an adaptation of-the firing frequency. Figure 4-4(a) shows the 
, " 

firing of a MN at the'onset of two stimulating current steps of diffe~t 

magn1~ude (32). 1t ~v1dent that in both càses the instantaneou8 fi~~ 
frequency for the first interval, that is, the inverse of the,first inter-

val, i6 larger than the adapted (steady state) firing frequency. The 

same effect is observed in the simulations with the basic model ~own in 

Figure 4-4 (b) and (c). The ARP clearly summates and, as a result, the 

adapted firing frequency is less than the instàntaneoua firing frequency 

for the firat two intervals. In Figure 4-4(c), the instantaneous fi ring 

frequency for the first interval is 1000 pps while, in reality, initial 

firing ~requencies are ~nerally only a few hundred pulses per second (33) • 
.j . 1 

This discrepancy arises because the ~del does not correctly account for 

the relative reftactoTiness from 1 to 4 msec after a spike (see section ~ 

3.4). 

In addit~on to the adaptation of the firing freQuenCy/w1thin a 

fev initial intervals, Kernell (29) observed in some MNs a late ~hase of 

adaptation which vas evident gradually over a time span of severa~ seconds. 

However. the degree of this late phase of adaptation was small co~red 
/ 

to the marked initial adaptation. We ahall neglect it for the present 

discussion, but we sball propose a general model in Chapter VII which will 

include a late phase of adaptation due to the electrogenic 

. ~ process. 
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FI~" 4;4(a) IXPDDŒHTALLY OBS~ FIRING OF A MN FOR 

TW DIFFERENT STEP INPUTS (32), 

mv 

10 

o 

FIGURE 4-4 (b) 

mv 
a 

PIGUU 4-4(e) 

I)EPOLAlUZATIOII DUE Ta I(t)" 

• 1 

tlmlle 

UPETITIVE l"IltING OF THE 1'ASIC MOOEL FOR A STEP INPUT 1=21 
'. th 

(DEPOLAIIIZATIOII DUE Ta i( t) •• 
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UPlTITIVI FIIlIlfG OF TIl! BASIC II)J)!L FOl A S'lEP INPUT la3I 
th 
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.J 
" .1.3 Re!a tlonshtp betlfeeD ad.~ted f1rinJ frequency versus inte.nsity 

of the currènt ate2, 

A plot of the adaptee! f1r1.ng frequency {SIC. versus the intens1ty 

ef the step of st1mulating current 1& shovn in ~1gure 4-5: curve <a> is 

for the model while curve (b) 11 fra. the experlllentai data obta1ned by 

\ Kernell (33). We can reasonably coapare the expert.8nta1 data vith the 

.. 

simulation results because the m:1niaua fir1n& frequency, f , and the • 
threshold current I

th
, for the real MN indicate that thia particular MN 

has a size which 1&" s1Ddlar to' the mode! MN" as we ahall ezpla1n ln 

~, 
() 
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Tne exper~tal curve can be approxtmated by two atralght-llne 

segmenta which were denoted br Kern~l ~s follawa:, the primary range for 

input currents from the threshold current l~o about 2.5 t1me.s the threshold 

current (i.e. from 20 nA to 50 nA tn thls case); the secondary range for 

input currents aboVe 50 nA. The curve for the model 18 tnostly a single 
, 

stralght 11ne wbose equat~on is 

2(1 - 20) + 20 1> 20 nA 

,. 0 " 1< 20 nA (4-8) 

where; f
SK

' is in pps and 1 is in nA • 

There ls adequate agreement il) the primary range betweenCthe experimental 

values of f
SK 

And those predic6id by ,the model. We note tha t the model 

fires with a frequency much less ~han the actual minimum frequency only 
- , 

for inputs in a small range from 20 nA to 22 nA so that, in view of the 

entire range of operation, the fact that,- 'the model does ~ot have a defi-

nite minimum firing frequency is not significant. Unlike ~he experi- -
, 

mental curve, the curve for the model dÔéS not have a secondary range of . 
firing. It i8 not known what . ca~se. the re1atively larger ..1ndeas~ of 

the fi ring frequency in the secondary range. In fact, in 50% of the MNs 

tested by Kernell, firing stopped altogether inste~d of flring in the 

secondary range. The maximum firing frequency with~n the prlmary range 

can cause the motor unit to develop 85% of its maximum tetanic tension 

(34), so that it is likely that under normal conditions the MN opera tes 

witb1n the primary range • 

/ 
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4.2 Responee to stimulation bl r~s of current 

Frank and Fuortes (19) stimu1ated MMs vith rampa of current of 

d1fferent slopes. The1r observat10ns for one MN are reproduced in the 

1nsets of Figure 4-6 (a) - (c). The l1nearly-r1s1ng curve ia the 

stimulating current and the other curve 18 the trajectory of the membrane 

potential. The spikes vere not recorded because the sweep waa too slow. 

The responaes of the basic model to the same 1nputs are also shown in 

Figure 4-6 (a) ~ (c). It ia clearly evident that the model and the real 

MN operate very aimilarly for ~hese'ramp inputs. 
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4.3 R.esponae to st1Juu1atlon by sinusoïds of current 

We shall first ïnvestigate how the 'basic mode! responds to 

sinusoidal inputs of different amplitudes but of one particular frequency 

(2 Hz). The simulation results are shawn in Figure 4-7 (a) - (d) for 

four different~, inputs. The loYer printou.r;, denoted by *, shows the 1n-

put i(t) and the dashed line is the level of the threshold current. The 

, top printo~t shows the instantaneous f~ring frequency f(t i ) which is de­

fined as the inverse of the interval between the spike emission times 

The time of occurrence of the first spike after t = 0 is 

indicated by El while the other spike occurrence times are indicated by 

+. Because of the discrete nature of the printout, the precise emission 
! 

times cannot be indicated and instead the ID and + are placed at the 

forthcoming time shown on the printout. -The instantaneous firing fre-

quency is evaluated ooly at the spike emissioÂ times and thus we ha~e 

discrete data points. However, if there i8 a sufficient number of data 

points to enable us to specify an appropriate continuo us function that 

fiçs these data points, we can de~cribe the Instantaneous firing frequency 

respons~ by a continuous function €{t). 
o 

In the first three cases in Figure 4-7 (a) - (c), the input 

magnitude varies ~m a minimum just ab ove the threshold current_ to a 

variable maximum. In the fourth case itf\ (d), the input magnitude va~ies 
..... 

about the threshold current. For the response in (a), it i8 evident ~hat 

f(t) is a sinusoid in phase vith i(t). When the input amplitude is in-

creased in (b) and (c), ~f(t) remaina essentially sinusoidal. When the 

input is such that during one portion of the cycle it is less than the 
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tq.reshold current as ln (d), .;-the spiltes occur in groups OE bursts followed 

by a period of no firing. The response at 2 Hz, then, 18 glven by the 

expression, 

f(t) • 2(i(t) - 20) + 20 i(t) > 20 nA 

- a i(t) ~ 20 nA (4-9), 

where, f(t) is in pps and i(t) is in nA. It ls interesting to note 

tnat this exprès sion ls the same as expression (4-8) for the adapted or 

~ static relationship in Figure 4-5 • 

..) 

Now we vary the input frequency and keep the input amplitude 

constant. The simulation results are shawn in Figure 4-8 (a) - (d) for 

the input frequencies ~2, 5, 10, and 15 Hz, and in Figure 4-7(c) ~or the 

frequency 2 Hz. At .2 and 2 Hz, f(t) is a sinusoid and in phase with 

i(t) • At the higher input frequencies, burst activity occurs and the 

trend ls for the spikes to occur during the rising portion of the input." , 

At 5 Hz, 4 spikes occur du~ing the declining portion of the sinusoid com-

pared to 6 spikes during the rising portion of the sinusoid. At 10 Hz, 

b only one spike clearly occurs during the .declining portion. At 15 Hz, 

\ aIl the pulses occur during the rising portion of the sinusoid. We 

• 

particularly point out that, at the higher input frequencies, the "middle" 

of each burst of spikes does not occur at the time when the input 19 maxi-

mum. rather it i9 leading • We shall refer to this leading as a phase lead. 

By examining the "internaI" variables of the model, we can see 

wh~ the burst of spikes occur,w1th • phase lead at the input frequencyof 

15 Hz. The responses of" these variables fo~ two input amplitudes are 
o 

shawn ln Figure 4-9 (a) and.(b). èurve * represents the input'current 

o • 

" , 

Q 
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. 
Curve S represents the depolarlzatlon due to l(t). Curve A 

sents ~he'summated after-hyperpolarization due ta the negative feed-

back Curve • which represen~s âe is the difference 
m 

A. Clearly~e summated ARP hofds 

, 

âe below 
m 

result, no spikes are emitted then. We note that the phase lead i8 pre-

sent for bath inputs of different amplitude. 

These simulation resurt~ suggest that the response i8 determined 

not only by the'magnitude of the ipput but also by the rate of change of 

the magnitude of the input. This pfoperty of the m~del will be confirmed 

through a mathematical analysis in the next c~apter. 

lt would ·be desirable that the response of ,the model described 

T above could be compared ~ith experimental data •. Unfortunately, no ex-
, 

perimental vork has bèen reported vhere MNs vere stimulated intracellularly 

vith sinusoidal currents. H~ever, there are indications in experimental 

data obtained by synaptic stimulation of MNs that the response of the , 
~ 

model tor sinusoidal inputs is similar ta that of the real MN. By chang-

ing a muscle length let) sinusoidally, Rosenthal et al. (35) found that 

the firing freq~ency of MNs was in general sinusoidally modulated for small 

amplitudes of l{t), but burst activity did occur for either of the follow-

ing conditions: 

(i) The frequency of let) was higber than about 6 Hz. Then, the 

bursts occurred Vith a phase lead wtth respect to the time vhen 

let) vas maximum ~d th!s phase lead vas more than the 'amouftt 

introduced by ~he muscle spindles. 

(il) The amplItude of let) vas large. 
'-
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'" Rosenthal et al. postulatèd in essençe that, under conditions 

(i) and (ii), the stnusoidal l(t) is/transformed into a distorted i{t) of 

b such a form that burst activity would occur, assuming the response of the 

MN is linearly proportiond to the .. amplitude of i(t). However, based on 

_our ~imu1ation results, it appears that the experlmental results could 

occur even if i(t) remains sinusoidal: The response under condition (i) 

could be explained by the hypo~~sis that the :esponse of the MN Is de ter­

mined by the magnitude i(t) and the rate of change of the magnitu~ 

di(t)/dt. For the response under condition (ii), the minimum l(t) durlng 

a large amplitude variation df l{t) could drop'below the threshold current 

during which time the MN does not emit sP1-kes: Westbury (36) has also 

observed that, at the higher frequencies of stretch (2-15 Hz), spikes are 

emitted by the MN in advance of the peak depolarization produced by sy,nap-

tic stimulation. The input frequencies for which a phase lead has been 

observed experimentally are in the same range as those for our model. 

In the simulations, the phase l~ad is dependent on the size of the MN. 

For a large MN (results in this chapter), the phase lead Is evldent for 

input frequenctes above 5 Hz, while for a smalI MN (results in Chap~erVI), 

the phase lead is evident for input frequencies as low as 1 Bz. 

4.4, Summary 

In this chapte~, we have tested ~he basic mod~l (for a lar~ 

. motoneuron) with atep, ramp, and si'nusob:lal current sU.aull, and 'co~ared 

tts responses vith reported expert.ental results. "nl.e basic .,del re-

produces the following primary properties wbich have been observed for 



• 

step inputs: (1) there ls a fixed threshold cur~ent for repetl-

t~ve flr~ng, (1~) an inltiaL adaptatlon of the firing ~requency, (111) 

the characterlstlc trajectory of the "membrane potentiai between spikes, 

and (iv,) similar values of the adapted flrlng frequency for the 81gni-

flcant range of_the inp~t ampIitu~e~ 

produce the fO,~lowing ~econdary pro~es which have' been observed for 

step inputs: In the model, (1) there ls no secondary range of firlng, 

(ii) a few spikes are not emitted a~ .the onset of input steps greater 

6S 

than the rheobase current but Iess than the threshold current, and (iii) 

the firing frequencies during the initial adaptation are larg~r than ex-

perimentally observed. For ramp inputs, the model and t~motoneuron 

beh~ve very similarly for ramps of different siope. For sinusoidal io.-· l 
• puts; the model predicts that, for high input frequencies, the spikes 

occur'with a phase lead relative to the input. Some eiPeriment~l ob-, 

servations indicate that this prediction will be valid. 

o 

o • 
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CHAPTER V 

MATHEMATlCAL ANALYSIS' OF THE BASIC K>DEL 

that a mathematical analysis of the model cou Id clarify the simulation , 

results. Furthermore, we simulated the model only for a limited set of 

parame ter values but the response of the model could be det~rmined from a , 

mathematical relati.on for a continuous range o,f parame ter values. For 

these purposes, we performed the f~lowing mathematical analysis. 

5.1 
,t} 

Simplification of the model 

In order to be able to perform a mathematical analysis of the 

model, it is simplified in Figure 5-1 (a) - (d). The model in (b) is , 
obtained from the model in (a) by replacing K I(s + A ) with K lA . 

o m m m m 

This simplification is justified thus~ If most of spectral content of 

the input to K /(s + A ) 1s below the cutoff frequency A , then we could ~ m m m 

repl1lce K / (s + A Y by K / A • 
m m m m 

For most of spectral content of the input 

to K 1(8 + A ) to be below A , m09t of the spect~al content of i(t) and 
m l, m m 

Ai __ (t) must be below A. We can require that 1(t) sat1sfy this condition. 
1{ , m 

The spectral content of A~"~s diffiCUl~ to find analytically. However, 

we do have some,qualitat~ve information about 1t. From the model, AiK(t) 

i9 directly dependent on ~(t) and it 1s dependent on 6e (t) through 
m 

the multiplicative term (~ - Er + Ile ). 
m 

Since when the model is 

--_ em1tting a series of spikes. Ae varies by at most 10 DIV (e.g. see 
111 

Figures 4-1(c). 4-4(b)-(c). 4-6, and 4-9) whereas (~-Er) 

._" 



• 

K _I/c • 
A _l/I.C ElIT . '. 
"K -lIT" 

.1' 'Ae _ +E 
•• 'C 

o 

l(t...-.....: .. 

t(t) 
-tA~ -. .,. r--

ilt (t~ 

, , 

." 

(a) 

1. 
.a. • • -r-• 

(Ex-E;) 

" 

( b) 

~ 

1. 
Ae 

a 

A 
a 

. 

(C) 

) 

67 

1 

- 1 Impul .... itted " 

if et tat i+1 

A_Ill (t1+1) !.TH 

and if (ti+1
-t1»1 ... c 

1ACr:O 

AS1(t) • + ~ a , 

0 

4'-
"" 

,. ,A, 0 1 Iapube _ttad 

et o-ti+1 if -" 

Ae.hl+1) !.Ta 

-' if (ti+1-Ci »)Îl aMC 

-. . 
0 

IzACm .. 
.'~ ~ 



• 
\ 

/ 

r, 

• , 

\ 
,-\ 

6 

\ Illpulse ellitted 
âe 

~ 
X I~t t=ti+; if • • 

s.f.A 
, 

,~~- • âl'!.(ti+1) ~TB 
lx(t) a~d if (ti+1-ti»1 msec 

1(t) 

- - - t-- -- - - -- i - - -

\ 
-. 

" 

EZ â fJto ~ 

• +'~ 
~ 

~ 

r J 
f ,. 

,~ 

<d> 

FIGURE 5-1 
\ 

SIHPLIFlCATION OF THE BASIC MaDEL 
1 

68 

l .. 

- -
.. ~-

. - , . 

., 
p' a, 

. '­. -- , 

fiGURE 's-! ~ FIRlBG FREQOERCY fS VDSUS nm:NSITY OF 

STIMtfATING ,STEP 1 POil THE IIJI)ELS Il!. FIGURE 5-.1 

r ' 

"') 

, .... 



• 
o \ 

p1~ the steady change of âe.. ls more than 25 DIV, therefore âix 

18 predOlld.uantly dependent on ,à'K(t) ° We can have an indication 

of the spectral content o~ â~(t) and consequently of âix(t) by 

coDsideri-ng the case when only one seike 1s emitted 80 that 

"Srt(t) = àc.cOe -t./TK. The spect.ral content of this exponential 

waveform decl1nes above ,the frequency~. lie also know that the 

frequency A. 1s subatantia1ly larger than the frequet)cy Ax: for a 

large MN, Am is thrée t~s ~, and for a sma1l MN. Am i8 mo,re than 

ten . times ~ (see Chapter VI). Therefore, mast of the spectral 

. t/T 
content of â~(t) = âGKOe - K is below A ° m For the 

series of spikes are em1t.ted, we can expect that the 

of àSL(t) below A remains lu'ge because;-lfetween the spike emission 
~ m c 

times, ~(t) still dec1ines( exponentia1lr vith the time const.ant TIC' 

and the temporal summation of à'K(t) produces a large ,De c~onent. 
r 

The main cond1t.ion for an impulse to be emit.ted at t=t1+1 

Is, 
\ 

,àe
lll

(t
i
+1) > TH (5-1) 

where, âem(t i +1) 1s the value of âe.(t~ at t=t. i +1 

From Figure 5-1(b), 

(5-2) 

. 

vbere. 1(t1+1) and A~(ti+l)' are the. V~~Uelo of 1(t) ~ 

at t=ti+1o ~'. _____ ------------ ' ------ " -
" "" 1 

/ 
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Substituting (~-l) ~Qto (5-2) we o~tain, 
THA 

( i(ti+1) - ~1g(ti+l) ) ~ K m 
(5-3) 

rh m 

Substituting (4~1) into (5-3}, the main condition for a spike 

to be ~tted ~t ~i+l hecomes, 

(5-4) 

. Thepvoltage across ABtc(t) at the instant when a spike is ~tted 

at t=t1+1 is e<tual to (TH + 11c - Er). Therefore, 

(5-5) 

The multiplier can be removed by modifying the transfer function ~ 

in the feedback path as shawn in (c) where, 

In so doing, theOspike emission times for the model in (c) r~in . 
,the same aB for the modeL in (b) because they are found for both 

~ 

cases from the same,equations (5-4), (5-5), and (4-4) •. The relatian· . , 
ship between the adapted "f'1ring ~requency versus the inten!Jity of. an 

input current ~tep for the model in (c) is shawn in Figure 5-2 curve(c) , /' 

q) • / 

and th~t for the original basic model is shown infFigure 5-2 curve{a). . . 

(. 



.. 

" • 

Q 

il , 

1 
Th~ dynamics due to the membrane capacitanc~ can be re-introduced as 

shawn in Figure 5-1(d) and the fSK-I curve gene~ated by this modet is 

shawn in Figure 5-2 curve (d). 

71 

When only the multiplier i8 remofed in (d), the AHP between., 

~pikes is enhanced as shawn in Figure 5-3 in comparison with the response 

shawn in Figure 4-4 (b) _of the original basic mode!. However, the 

. .\ 
r 
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tiring frequenciea shown in Figure 5-2 curve (d) of this simpler model are 

only slightly less than those shown in Figure 5-2 curve (a) of the origi- ' , 

nal basic model. When the dynamics due to the-membrane capac1tance are 

also removed in (c), the f1ring frequencies are only increased by about 

15% as shown in Figure 5-2 curve (c). The benefit of removing the 
\ F 

multiplier is that, except for the sptke emitter, tbe mode1 cis a 1inear 
\ 

model. When ,the dynamics due to the membrane ca~acitanèe are also 

neglected, it is easler to do a mathematical analysis of the mode1; The 

basic mode1 in (a) compares the change in. the membrane potential to a 
o ' 

thresho1d voltage. However. since (5-4) gives approximately the con-

r dition for spike emission, thi basic model opera tes approximately as a 
. ~ . 

c~rrent comparato~: ,The externa1ly app1ied current minus the ~nereased 

potassium current due to previous spikes is instÂntaneously.compared to 
r' C: 

a thresho1d cur~ent. 

5.2 Hathematical relation b~tween th, firing frequency ana the~input 

We now proceed to derive 

~., 

vi- _ . 
, .. r , 

a mathematical: relation between the 

firing freq~ency and the input for 
~ ~ 

the simpler mode1 in Figure 5-1 (c). .. 
For convenience of presentation we shal1 first obtain the static relation 

and C then include the effect of th(,dynamiCS. After the 1 th apHt.e at 

t ~ t 1 the c~rrent AiK(t) i8 g1ven by, 

r 

li 

.. 

• ,(5-7) , 

!' 

. . , , . 
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Substituting t - t i +1 into (5-7), 
f 

.1' 
1 (5-8) 

, , 

-E EZ 6~ e-(t1+! - ti_j)/TK 

j=O 

Substituting (5-8) into (5-4) we have, 

CD 

L (5-9) 

j=O 

When the input ls a step of curren~ 1 > 1 h' the steady-stat~ or adapted 
- t 

firing frequency f SK can be found from (5-9) by substituting 1(ti +1 ) • 1 

and the value I/fSK for the interval between two consecutive spikes thus, 

0' 

1 

CD 

"I~ E 6~~ 
;:1 Z -KO e 

n 

• (5-10) > 

The ihequality from (5-9) hu been ~tted because, in the steady-state, 
~ fi ~ • , 

the equality i~ a1vays satisfled (e.g. ln Figure 4-4(c) ~e. = TH at ,the 

sPi~e emls<sion times in ~e steady-state). Usina the geo..etric st!ries 

expansion (5-10) reduces to, 

" 

or, 

, 1 IJ - Ith -
EZ~ 

.. 
, , 

. " 

• 1 th 

, 
" 

, , 

.' 



.. 

e-

,..,0 _ 

74 

The values of fSK and l that satisfy (5-11) are shown as curve (c) in 
. 

Figure 5-2. When the curve' is oextended as a stra1ght 1ine, it crosses 
1 

1 

. l - r~h approximate1y at f SK • f
m 

where f
m 

1s given by (4-3). This 
, 

1inear static relation 1s given by, 

- (5-12) 

The slope Sd - dfSK/dI of curve (c) can b~ found by differentiatlng 

(5-11) with respect to f SK and inv~rting. 

, 1 2 

(e fSKTK -1) 
(5-13) - 1 

EZ âc.cO e 

~e slope of the 1inear part of curve (c) can be found by eva1ua~ing 

(5-13) atliny point ôn the 1inear part of the curve which, for convenience, 

we choose f SK • l/TK Thus, 
" 

" 2 
Sd - ~e-1~ 

"- EZ âG:tcO e TK .... 
i 

or, 

,f 

- 0.91 EZ â~O TK 

Substit~tiP8 (5-14) into {5-12), 0 

/ 

' . 

(5-14) 

, 6' 

1 > l (5-15) 
- th. 

/ -( -
For,an input b~low the·thresho1d cuirent there ls RO firing 80 that 

~ 

'r 
'" \ 

f 

i 

'\. 

(5-:-1'6) 

• _-'1 t 0 

• 

g 

\ ... 
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1 

EquatiQns (5-15) and (5-16)'give the stat1c relation. 

'We n~ proceed to include in the mathematical relation the 

effect of the dynamlcs • Since 1n the model of Flgure 5-1(c) there 1s . 
dynamicB only in the feedback path, we have to understand how this feed-

back,path behaves. Ta do 80, we can flrst'consider the hypothetical case 
'\ 

when the mode,l emits a tra1n of spi~es with constant fr~quency starting 

at tlme zero. Figure 5-4 shows that the reS'ultant summation of the feed-

back current 6~(t) summa~es wlth a t!me lag. Just before the em1ssion 

time of the i th spike, the value of 6~ 18 given by, 

" 

2T 

t 
3T 4T 

t' t 

..,..,,-ll1X (t'i ) 

- -A~'C(t)1 

, , 

FIGURE 5-4 ILLUSTRATION OF THE DtNAMICS OF THE- FEEDBAClC. PATB 

IN THE MOnEL SHOWN IN nGURE 5;-l(c) 

1 
l' 
1 

,\ 
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Aix [ (i-lJT ] • 0 i • 1 (5-17) 

, 
i > 2 (5-18) 

where, T - 1/f and f is a constant firing frequency. 
T 

The curve A~~(t) in Figure 5-4 which passes through the~e points is 

given by, 

- (5-19) 

o because, 

A!xc(O) - 0 

which corresponds to (5-17) and, 
• 

AiKC [~1-1)T] - (5-20) 

. 
corresponds to (5-18) as lt~i11 be ~hown next. We have to show tbat' 

, 
the ,RHS of (5-~8) ls equa1 to the RHS of (5-20), or,' 

Nov, 

-

.' 

, , 

i-1 
'1::. e (-'+l)T/Tl{ -+ 1 
-=2, 

....... , 

i-1 ~ i-1 

" - li e (-1D+1)T/TK !1 
-mT/Tr.. , e 

-= 
1 

J, 

\1 

\ 1-2 
- '\ E .--T/TK 

1P1 s 

-
:'(i-1)T/TK e 

(5,:-21) 

(5-22): 

( 
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'\) 

Rewriting (5-22) by substituting n=m-l into the first term of the ~ we have, 

... (~;e -mT 1 TK) (eT/TK -: 1) -

.... 

- 1 

Thus, equation~(5-21) is va1id. 

-(i-1)T/TK e 

-(i-l)T/T 
e K 

Substituting '(5-11) into (5-15) and f for the dummy variable f SK we have, 

EZ ~o 
1 

fTK 
e - 1 

Substituting (5-23) into (5-19), 

= 

f > f 
m 

, (5-23) 

(5-24) 

Equation (5-24) gives the responae 6iKC(t) for an input which can be con-

sidered to be a step of'frequency (f - f ). 
m 

The response of a system 

with such a step response to an input (f(t)' - f ) i8 given QY, (,' m D 

_ [°.9'01 E Ar> -(t-"t")/TK z ·&.JUKO e [f(T) - f ] d't (5-25) 
- m 

. 
We assume that by substituting t - t i in (5-25) we obtain approximately 

• " the v~1ue'of ~(ti) for a spike train vith ~ime-varying firi~g frequeney 

f(t). Fu~thermore, sinee for the simulation results the instantaneous 
- ~ ( -' 

firing frequency is eva1uated at the spike emt&sion times (data po~nts), 
,p 

there ~t be a safficient nomber of da~a points i~ order to specify an . " 
\, 

appropriate continuous functlon f(t) that fits these da~a'po!nt8 (e.g. ~~e 
Gr. 1 .r. 

Figure 4- 8(a) versus, Figure 4-8(d) ). Neverthele~s, in the ~bsequeht 

1 0 '\ 

. . 

1 • , ,. 



• 

, , 

/ 

• 

, 

ana1ysis we use (5-25) wLthout any restrictions because, in the next 
~ 

. . . 
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"section, it will be possible to make a meaningfu1 comparison between the 
/ 

result~nt mathematical e~pression and the simulatiop results even when 

it is not possible to specify an appropriate continuous function f(t). 

We have described the dynamics of,tlie feedback path ~nd now 

We investigate how these dynamics affect the input-output relation~ 
;:, 

Let us consider again the case when the mode1 emits a train of spikes ,,) 

with constant frequency as illustrated in Figure 5-4. To generate'this 

output, Çhe input can be any member of the c1ass of inputs sPcecified by: 
, 

i. The vàlues of the input i(t) at the spike emis~ion tiœe~ 

. ' 
1 

i(ti ), must satisfy the condition i(1i) - A~(ti) = I th 

from (g-4) •. (The inequa1it;'condit~on in (5-4) may be 

satisfied during large abrupt changes of the input (e.g . 

see Figure 4-3(c).). Howevef, 'we have<a1ready restricted 

our mathematical analysis to inputs with low-freq'uency 

spectral content. 

ii. Between the spike emission times, the input is constrained 

on1y by the inequal1ty i(t) - AiK(t) < I
th 

from (5-4).' 

By restricting our analysis to inputs ,ith low-freque~cy . r~ 
spectral content, 

we are limiting the class of inputs fu~ther: 

iii. Between ~ny two consecutive spike emission times t i and t i+l , 

the input does not deviate significant1y from the straight 

Otherwise, i(t) wou1d have 

large-amplitude high-frequency ,fluctuations. In Figure 

5-4. we see that the admissable i(t) is s!ai1ar in shape to 

A1.~c~t): Th~8, i(t) and Alxc(t) are related approxi1ll8tely 

o 
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• r by, 

(5-26) 

Since requirements (1), (1i), and (111) above~are app11cab1è in genera1, 
, .. 

ve can use (5-25) and (5-26) to ob tain a genera1 re1at1on. 

Substitut1ng (5-25) into (5-~6), 
~ , 

1(t) -1 ~.91EZ AG
KO 

e-(t-T)/TK [fm-f.t dt 
o < 

, .... 
J J 

"'" By \.tsing (5-27) and (S-28) we get, 
~' 
/ 

Rearranglng (5-29), 

- 1 th (5-27) 

(5-29) 

f(t) "" 0 9li &; (Tl [ :I.(t)-I. ] + dl(t» + f i.(t) ~ I th (5-30) 
• Z KO K "th dt • 1 

For an Input·below the thresho1d current there 18 no f1ring so that . ., 

f(t) .. 0 (~-31) 

, Equat10ns (5-30) and (5-31) :l.nc1ude the effect of dynaa1~. 
, f . 
~ 

]bese equations reduce to the stat~c equat10na (5-15) and (5-16) when 

1(t) - 1 1s 8ubstituted. 

l' o 

\ . •• 
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. 5'.3 Co~parison he tween the ma tnema ti.cal rela tian and the simula tion 

resu!,ts 

/ The mathematical relation '(5-30) reveals that,f(t) is propor-

tional to the magnitude i(t) and the rate of change ~f the magnitude 

v 
di(t)/dt of the input. In view of this result, we can now have a better 

. unders tanding of the simulation resul ts. 

• 
/ 

For step inputs, the steady-state f found from (5-30) is linear-

ly related to the magnitude of the step as in the simulation -results. 

The, deri';ative term in (5-30) introduces an i~pulse in f(t) at the onset -.. 
of the step. Although we restricted our mathematical analysis to inputs 

with low-frequency.spectral content which is not the case at the onset of 

a step, this impulse in f(t) that we nevertheless find from (5-30) could 

be c~nsidered as the high instantaneous' firing frequency during the quick 
'''''' ,. 

initial adaptation in the simulation results. For ramp inputs, f{t), , 

found from (5-30) is dep~ndent on the slope of the ramp. This effeot: is 
, 

also observed in the simulation results since, in Figure 4-5{c), when i{t) 

= 48 nA a spike is emitted and the previous instantaneous fi ring frequency 

is 140 pps, while in Figure 4-5(b) where the input has a smaller slope, 
~ 

\. 
when i(t) .. 48 nA, the frequency is only about 90 pps'. 

In order to illustrate the effect of the derivative term for 

sinusoidal inputs, equation (5-30) cau be rearranged as follows, 

1 d~(t) 

O.~lE~GKO dt'; 
.? 

We denote the first term in (5~j2) as f arld the second term as f so 
a v 

that f - f + f .a 'v Plots of f • f • and f are shawn in Figure 5-5 (a) -
. a v • 

(c) for three sinusoidal inputs that were used in the simulations. 

" 

'l 
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For the low input frequency in (a), f ~s determined chiefly by the mag-

nitude of the input. 
1 

As thê iàput frequency i8 1ncreased in (b) and (c), 

~he derivative term becomes significant, and f occurs w1th a phase lead 

with respect to the input i(t)~or the f curve. 
a 

The effect can be analyzed more easily with a Bode plot. The 

Laplace transfoI1!l 'of Equation (5-30) is shown as 'a black diagram in 
1 

Figure ~-6(a). This transfer function is valiâ when the input current 

is above the threshold current at aIl times. The input 1s transformed 

\.-

only by ~(s) wnich i8, defined in the figure. The magnitude and phase 

~curves of the ~ode plot of (0.9lEZtJ.GKOTK~~(s)·are shown in Figure 5-6 (b). 
'. 

In th1s Figure, the data marked (~) are calculated from the simulation re-

sults of the basic model which were shown in Figure 4-7(c) and Figurë 4-8. 

We recall that, for low-input frequencies, the,instantaneous firing fre-

.quency varied sinusoidally. However, for high input frequencies, the 

spikes occurred in bursts 50 that the instantaneous firing frequency did 

not vary sinusoidaliy. 
~ 

Consequently, the standard method of calculating 
~ ~, 

thé gain and the phase is not applicable for high in~ut frequencies. 
~ 

Nevertheless, we can establ~sh a r~asonable method of calculating the 

data. Let us reconsider the simulation result shown 1'n Figure 4-8 (d) 

for which the burst effect is'most pronounced. As discussed in Section 
~ > ~ 

4.3, the output spikes occu~ with a phase lead relative to the input. 
.. 

A measure of this phase le~d can be found by locating the centre ~f the 

spikes in each cycle and the phase lead of ~his cent're with rerpéct to 

the input maximum. The gain can ba found by using the maximum and mini-

"" mum firing frequency. We define for one complete cycle in tbe steady 

state: 

• 

'! 
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IJ.LUS'l'RATION OF SDSITIVITY OF THE. ~PO~SE TO mi MAGNITÙpE 

AND THE un OF CllARGE OF THE MAGNITUDE OF A SItruSOIDAL INPUT 
, 
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'. 
t in msec 

c 

t in msec m 

t in msec 
p 

l in nA pp 

f in pps 
max 

f min in {ips 

'" the average of the eDrls~ion Ùmes of the spikes 

in the cycle (loèation of the centre) 

.. time when the input is maximum 

= period of the cyc1ê 

the inl = twice the. amplitude of 

= maximum instantaneous firing frequency 

= minimum instantaneous firi~g frequency 

Then, the gain and the phase are found from, 

gain 

t - t 

84' 

., 

phase 360 x 
m c in degrees (5"'-34 ) = ... t 

P 

We chose (5-33) and ÇS-34) because thes~ equations comprise the standard 

method of calculating the gain and phase when the response f(t) is a sinu-
., 

ln this '!lay, for lOW inp~t frequencies the met~od is the. same as 

the standard method since the response is a sinusoid and t is equivalent 

" c to the time when the sinusoid is maximum. The data ca.lculated with this 
. , 

method is shown in Figure 5-6 (b). It is evident from this figure that 

the curve for the mathematical telation,agrees with the data. Thus, in 

, order to c1arify the phase lead for high input frequenoies 'ob'serveN~ 

the simulations of the model we can examine- the mathematical relation (5-30). , ~ 

The phase lead found from the mathematical relation is due to 1ts deriva- • 

tive term which arose when the dynamics in the feedbàck path of the basic .., 

model were included in the analysis. Consequently, the ~~e lead 1s due 

to the dynalnics in the feedback path • 

The mathe,1~al analyais bas been usé!! to clarify:.the simulation 
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results presented thus far. 
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CHAPTEg VI 
" 

RESPONSE OF THE BASIC,MODEL FOR NEURONS OF 

- DIFFERENT SIZE AND TO SYNAPTIC STIMULATION 

In the previous chapters, we have studied thé encoding mechani~ 

of the basic model by using the pa~ameter values of a large motoneuron 
, 

and by comparing its response mainly to experimental results reported for 
J 

stimulatio~ with an intracellular microelectnode. ~ince motoneurons in 

the spinal cord are of different~ s'Ize and since the' model is to be used-
• 

for studying the coOperation of motoneurons as _syste~, in this chapter 

we sball express the parameters of the 

size of the motoneuron and investigate 

basic mo?el a( ~ functi~n of the 

bow the size :t~cts its r~ponse 
Fur.thermore. since in tbe real system, the motoneuron is stimulated by a 

spatio-tempo~al pattern of spikes converging at the synaps~s, we shall 

include this synaptic stimulus in the model. 

J 

- 6.1 RFsponseçfor 9@urons of different size 

6.1.1 Expressions for the parameters as a function of cell size 

Although the MN ls a very complex structure, the overall size 
~ 

can be specified by only one variable • The extent of the dendritic tree 

. '" is directly related to the size of the 80ma which cau be speclfied by 

o 
~8uring an average di~ter d (38). 
'. 

Spinal !INa are known to have d 

varting irom 25 pm for the smallest to 90 ~ for the largest (38). There 

o 
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has been a sufficient number of experimental observations ta ènable us ta 

express i~directly the parameters of the model, R, C, TK, and 6GKO as a 

function of d. The ,other parameters 'EK, Er' and TH are independent of 

d (26 and read below) . 

-
Kernell (38) has measured the total effective resistance R of 

the MN as a function of the conduction ve10city V of its axon. The 
a 

resistance R is defined as the ratio of the steady-state subthreshold 

change of the membrane potentia1 ta the intensity of the stimu1ating 

current step. The data is shown in Figure 6-1 and a straight 1ine was 

fitted through the data points which were measured by two different 

" 
techniques. The resistance R is 1inear1y proportiona1 to the reciprocal 

" of the square of the conduction ve1ocity, I/Va
2• 

straight line is, 

R = 3.74 x 10
4 
:( v12) 

a 

where R is in Mn and V is in ml sec. 
a 

2.54 

The equation of this 

(tt-1) 

The samples are, representative of a-MNs of a11 sizes be~use the values 

.. 
of V caver the entire range of the conduction ve10city of the a-MN a , 

axons '( 39) • Since V is dir.ect1y proportional ta d, the resistance 
a 

R is inversely proportional to d (38). Only two data points were ob-

tained from a small MN because it ois difficult to do experiments o'n smali 

MNs with an intracellular microelectrode. 

2 
The surface ares of the soma i8 proport~~nal to d and the sur-

face area of the dendritic tree i8 proportional to the s~rface area of 

the soœa (38) so that the total surface area of the MN 18 proportional to 
" " 

The reslstance R presented by the MN to the flow of current from 
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" OF SIZE; EXP. DATA F10M (38) • 
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'f 
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(lOOU~.) .ee , , 
'" 

FIGUIE 6-3 ARPd ~S l000/V. (40) 

an intracellular electrode'to an ext~acellular referencê electrode should 

be inversely propottional ta- the: available surface area through wbich t~e ' 

current ~ pass. 'l1lus 1re asS\DIe the ,siJaple 1jelation", 

""'""-

R • 
2 

conatant/d (6-2) 

Ghen that the range of d 18 froa, 25 to 90 pa, aecording to Equatton, (6-2), 

the value of R fol;' the saallest MR ~ld be 13 tilles 'larger ~ the .a1ue 

" 
of R for the largest *. '!he range of R shawn in Figure 6-l la fro. 
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.5 Mn 
1 

to 8 Mn , so that the smallest MN has a resistance 16 times larger 

th an the largest MN. Since there is good agreement between the theore-

tical arld experimenta1 limits, we assume that expression (6-2) is valid 
, 

for the entire range of d. In order to evaluate the constant in (6-2), 

we set for convenience R = .58 Mn for the largest MN with d .: 90 1Jm, 50 

that the constant equals .58 x 902 
= 4700. Consequently, 

R :: 4700/d2 / 
(6-3) 

where R is in Mn and cl is in lJID. 

For the smallest MN with d = 25 lJID. R = 4700/25
2 = 7.5 Mn . 

h 

Thus. the 

theoretical range of R will be from .58 Mn to 7.5 Mn and it is within 

" the experimental range which is from .'5 Mn to 8 Mn • 

We nov turn to the next parameter, the capacitance C. SJ.nce 
, 

in general the capacitance of a capacitor ls proportional to the area of 

the capacitor, we assume that, 

C = constaut . d
2 (6.4) 

The time constant of t~e membrane T Is g~vèn by~ m 

~ 
T . "" Re (6-5) 

m 

Substituting (6-2) and (6-4) into (6-5) we find that~ theoretica1ly, Tm 

~ i8 a 'constant independent of 8ize, which has also been observed experi-

, , 

mentally (24). Substituting T - 5 ms'ec (24) and R from (6-3) into (6-5), 
m 

we have, 

C -
-6 2 1.06 x 10 x d 

where C la in J,If and d 18 in lJDl. 

,. 

,,", 

(6-6) 

\ 
• 
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The threshold current for MNa of different size as, meafiured !l'y 
" 

~ell (3~) is shown in Figure 6-? The threshold current vari~s 1n-

, versely w1th the resistance but ~he data pOintstare too ;ew and'too widely 
, 

scattered to enablp a precise determination of the relationship (38). 

Nevertheless,'if we assume that the,threshold voltage TH is independent 
". / 

of size. the threshold current lth in the model as given by (4-1) varies 

accordiljg ta the c'urve shown in Figure 6-2. This curve provides an 

accept"ablè fit to the data and we do not have ~ss the parame ter 

TH as a function of size. 
'} 

Eccles et al. (40) observed that the duratiqn of the after­
, , 

hyperpalarization AHPd varies inversely ~ith t~e size of the MN. Their 

~) 
. ) ',' 

data is shawn in Figure 6-3
0 

where AHP d was plot ~ed versus the inverse of 

the conduction velocity. l/V • "A. straight line was fitted by Eccles a ./ 

et al. in order to describe the general trend. 

straight line Is. 

= 19.200 
V 

- 137 
. a 

,wh,ere AHP cl i8 in msec and Va i8 in ml sec. 
t) 

Substltuti-ng (3-31 i~to (6-7). we have 

6400 45.7 = -- -

where TK 18 in tnsec and V ~ is in m/sec~. 
Solvlng (6-1) for Va • 

, .­, 
1 

·193 

" R + 2.54 

'By substltutin, (6-9) luto (6-8), 

...II 

" 

The equation of this 

(6-7) 

(6-8) 

(6-9). 

p 

j , 

( 
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l, 

,TK = 33 .j R + 2. ~4 

Wh.:.~. in Mn and TK is in msec. . 

Finall; ~tituting (6-3) into (6-10), 

'" 
\1IÇ = 33/4:~0 + 2.54 

where TK is in msec and d i9 in llm. 

.. 

. , 
45.7 

45.7 ,., (6-11) 

Now the onl~ remaining paramet~r that is to be corre1ated to 

the sfzè i8 ~GKO.' We shall find this ~e1ation by using the experimen­

tai observation that the maximum magnitude of the after-hyperpolarizatiq~ 

18 5 mv and ind~pendent of the MN size (2~). During the AHP, the equa-

\ --tion for the bas1c circuit in Figure 3-4(~) 18, 

, 

Let t' be the time when the magnitude of' the AHP is maximum. max 
1 

(6-12) 

Then, w~ 

bave . t::.e 
ID 

D _ 5 mv and d. â~ 
dt 

= o. Substituting these constraints and 

• 20\ mv •• we have 

1 -5 + (-5 + 20) 
R 

Rearranging (6-13) we obtain, 

- 0 

The variable t cao. be expres·sed as a 'function of 'I
K

• max 

. (6-13) 

", 

(6-14) 

To do so" the , ' 

mode1' waB s1mu1ated, for four MNs of different size. In the <aiJaula tiollS 

tJ:;KQR was varied until the resul tant maxi1DU1ll magnitude of the ARP vas 

equal to 5, DIV. The values of ML_R and t found from the sillUl.ati.onS -KO _x 

are glven in Table 6 -1.' It ls apparent that t is iDversely rel.ted 
aax 

, 
o 
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to the s'ize' and this result agrees with the experimenta1 observation by Kuno ' 

(26) • ;An expression for t which approximate1y fits t~e .simu1ation 
max 

results-is the fo1lowing,'_ 
v f--

t = .133 T
K 

+ 8.34 
max 

where t and T
K 

are in msee. max 

Substituting (6-15) into (6-~4) we have,' 
~ 

, 

(6-15) 

(6-16) 

J The values of tmax and ( 6GKOR) ea1culated from (6-15) and (6,...16) res-

peetive1y are ~pproximate1y equa1 to the values found from the simulations 
). 

as shown in Table·6.1. 

In summary, ,the p~rameters of the model whieh are dependent on 

the MN siz~ are R., C, TK", and 6GKO. Given the diameter d, these 

pàrameters can be ea1culated from (6-3), (6-6), (6-11), and (6-16). AlI 
, 

the other -parameters of the modél are-independent of 'the MN size and 

theselre: TH = 15 1J1.V, F1<. '" 90 mv, and E = 70 mv. 
r 

'In the next two ~ 

sections, the response of the model ~or MNs of different size will be 

de~cribed. 

/ 

,. 
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" TABLE 6-1 

MN size • d(lIm) R(Mn) TK(msec) (6GKOR) 't (msec) t (msec) 
max lnaX 

il> 

"8mall,..~ 

'" 
medium 

exemplary MN 
uaed in the 

'1 

25 ' 

60 

79 
previous sections 

largest 90 
". 

(6-3) , 
7.52 

1.31 , 

0.75 

0.58 

(6--11) 

61.3 

19.0 

14.~ 

12.5 

~----.-,-

(in simulat~on· (in simulation (6-15) 
ol ARP) . of ARP) 

~ 

.44 15.8 . l 16.1 

.61 11.5 10.9 

, 
.68 ·10.4 10.2 ~ 

'" 
~ , 

.72 10.0 10.0 

7j .. ,r"" " 
.:.. \ .. 
~J 

~ 

.. 

" 

(6G"KOR) 

(6-16) 

p 

.44 

.59 

.68 

.74 

,.' --...,.1 (), '" 

" 

. 
f " ~' • • 

i' 

(6ÇKOR)TK Sd 

(6-i6) and (5-14) 
(6-11) , 

27.0 8.75 

c, 

11.2 3.65 

,. 

9.7_ 2.4~ 

"'" 

9.3, 1.96 
'1 

o l 

... 

" 

\0-
1..) 

~ 
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6.1.2 Response to stimulation by steps of curreat , 

The relationship between the adapted firing frequenty versus 
.. (' . 

the intensity of the current step fOl MNs' of different size are shown in 

Figure 6-4. The curves marked with • are obtained from.computer 
1 

f;imulations of the basic model, while the curves marked with 0 are 
~~ 

1 

~eported experimental results. In the following, we describe how the 

threshold current, the minimum 

frequencies, and the slope of --
ftring frequency, the range of firing .- -the curves are corrflated tO,the size of 

the MN both for the model and the real MN. 
, 

The threshold current I th is given by Equation (4-1) and it ,is 
\ 

~~rectly proportional t~~he size. -This resu1t agrees with Ke~nel1's 

expQrimental result (38). The minimum firing frequency f found by ex-
'. m 

tending<the linear portion of. the simu1atio~ curves up to the threshold 

" J 

current is given by Equation (4-3) and it is directlYlproportional to 

the size. This result agrees with the real case, since Kernell has ob~ 

served that f is inverse1y proportional to the duration of the AHP (30) 
m 

w~ich is inverse1y proportiona1 to the size (40) 80 that f i8 directly 
m 

proportiona1 t~ the size. . ' 
The firing frequency of a MN for· a curre~t 

.intensity 1 D Pl th , where P i8 a constant, can ~e'meaningfully compared 

to ,the firing frequency of another MN for the current intenaity 1 = Pl
th 

" 
when P is the same for both MNs wberC!fls I th ia dependent on the MN sJze. 

Substituting I~ - TH/R and l • Pl th ioto (5-15) we obtain, 

-' . (6-17) 

in the denominator of (6-17) ia inverae1y propor-
" 

tionai to the size aa shawn in Table 6-1. Therefore, both terms in 



" 
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(6-17) are direct1y propor~ional to the s~ze 50 that the freqaency f
SK 

~ctly proportio~al to the size for ~ny 

~ mental ~rves have been reported and three of 

value of P. Few experi-

these are included in 

95 

Figure 6\4 for comparison.with ~he simulation results. The experimental 

resu1ts and ~he simulation results agree in the sense that the firing 

frequencies are directly proportional t9 ~he size, but the firing fre-

quencies of the model for any particular MN are larger than the experi-

rndntal values. 

We can extract from Figure 6-4 more information about the firing . 
frequencies by comparing the slopes of the curves of the model tojthe ' 

, 
slopes of the experimenta1 curves. For the curves of the model, the 

" slope ls inversely proportional to the size. The ~lopes calculated, from 
J 

Equation (5-14) also show the same correlation (see Table 6-1). Kerne11 

concluded from his experimental-data that the slope was not correlated 
, \ . 

to the size (29) and, in a subsequent paper, he c~ncluded from a smaller 

number of tests that the sJ.ope was directly proport:1onal to th~ size (38).· 

His latter conclusion is the opposite of the correlation found from the 

simulations. To c1arify tqis contradiction, we compare the simulation 

results with the range of~he slopes 

8) shawn in the Inset of Figure 6-4. 
1 

obs~rved ~ Granit et al. (41, Fi1!w.re 

The largest slope- observed i8 3.59, 

and the curve for the MN is located in F~gure 6-4 n~xt to the model for a 1 

MN vith d - 25 pm. Un for tuna teïy , the data obta:1.ned ,?y Grani~ et al. 

was nOt correlated ta the size bec&use this vas not their reason for'ob-

t~!ning the data. However, we can assume that the real MN wJ:,th &lape , 

3.59 is one o~ the smallest for three reasons: 

i. its thresbold current 18 small 

.. , 
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1i. 1ts minimum firing frequéncy is smal~ 

ë 

iii. only o~e MN was tested with such a comparatively 

large slope presumably because ot the 'difficulty 

of experimenting on small MNs vith an intracellular 

microelectrode. 
1 • ',.-.-"""----

The ratio of the slope of the model fo~ the sma1les~ MN (8.30) and the 
J 

largest experimental' slope (3.59) is 2.3. 
'-

The ratio of the slope of 

the mode1 for the 1argest MN (1.70) and the smà11est experimental slope , \ 

(0.7) is 2.4 Thus, a1though the slopes predicted by the model are 

larger thgn the experimental' slopes, it is sig~,ificant that they are 
. 

lélrger by about the same factor 2.3 at both ends of the range." From 

these Dbserva~ions, it appears that the slope is inv~rsely proportiona1 
~ , 

to the MN size~ In view of this conclusion, it would be worthwhile to 

clarify th~ contradiction with Kernell's conclusion by further experi-

mental work. 

1 
, 

6.1.3 Response to stimulation by s1nusofds of current 
o 

J 

c.'> It' was shown in section 5.3 that "the response of the mode! i9 

97 

proportional to the magnitude and the rate of ehange of the ~gnitude of 

the input. ,'The latter factor begins to become signifiea~t when the frè­

queney of a sinuàoidal input ia appro~tely equal to thé eut-off fre-
~ 

queney l/TK of the transf,er function ~(S). 
, , 

Since t K 1a inverse1y pro-
o 

portionsl to the size as lddibated by (6-11), the freq~ency at which t~e 

" , rate factor beca.es evident i8 direct1y pToportlona! to the aiza. For 

exaDaple, Figure 6_5
0 

ahova the tesponae of the mode1 for the •• a11eat MN 

( 
/ 
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( 

Most of the splk.es occur durlng the r1s1n; port1on of the input. This 
- . 
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behavlour W8S observed in the mode1 for a large MN for hlgher l~put f~e-
, ,., 

quencles of 16-15 Hz (see Sectlen 4f3)~ . ln Figure 6-6 are shawn ,the 
, 

Bode plot of the mathematlcal relatlo~ (0.91 EZ AGKOTK)~<S)' where ~C.) 

Is defl?ed ln Figure 5-6(a), aad the data (X) ca1culAted accordlng to 

(5-33) and (5-34) by~ing th~ s1multt1on results of the model for the 

811lallest MN. ~ By comparing the resulta in Figure 6-6, lt i. evldent diat 

the mathematical re1at:lion descr1.bes vell trend in the stmula-

\ 

.. -
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tion results. The responses of the model for sinusoidal inputs have been 
'1. 

compared to experimental observations in section 4.3 . 

" , 

6.2 Synaptic stimulation 

In thé natural state, the motoneuron is stimulated by trains 

of spitœ~ a.rriving at the synapses. In order to represent the motoneuron 

in this natural state, in this section we shall include synaptic inputs 

in the basic model. 

Briefly, the trains of spikes travel along many parallel ex-

citato~y and inhibitory fibers. Each spike arriving at the synapses of 

an excitatory fiber causes a very brief pulse of current to flow. across 

the !Dembrane, and this current in tu~ produces a transient depolarization 

of the membrane at the soma called the miniature excltatory postsynaptic 

potential (mEPSP). When a spike is elicited simultaneously in many 
1 

parallel excitatory fibers, the mEPSP summate and the summated depolari-

zatlon ls called the excitat~ry postsynaptic potential(EPSP). The time 

course of both the mEPSPs and the EPSP de pend on the location of the 

synapses over the surface of the MN. On the average, the mEPSPs and the 

EPSP reach a peak in l msec and declïne with a time constant of 5 msec 

(42), which is the recently measured value of the time constant T of m 

the ~mbrane (.24). Likewise, the spik.es in the inhibi~ory fibers pro-

duce an inhibitory postsynaptic potential (IPSP) Whlch has a time course 
'il 

similar ta the EPSP (16). In Figure 6-7 we bave included tbe synaptic 

inputs. The splkes ~ e.ach f1be~ and the very brief synaptic currents 

are represented by impulses. The mEPSP and mIPSP are the impulse res-

/ 

/ 

. t· 
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FIGURE 6-7 SYNAPTIC INPUTS ARE INCLUDED 

The magnitude of the mEPSP and m IPSP can be;< varied for each fiber but, 
'. 

unlike the biological case, th~ time co~rse of the mEPSP and the mIPSP 

cannot be varied. However, the time constant of the decline of mEPSP 

and mIPSP i8 equal to the experimentally observed average value T m .• 

When the gains K and Ki are ~et, we have to take into account _ ex n 

,the fact that the magnitude of the IPSP i8 dependent" on the membrane 
, 

potentlal: The magnitude of the IPSP vhen the ~embrane potential ls 

biased at the thre8hold level i8 2.5 times the magnitude at the rest1ng 

potential (16). On the other band, the EPSP remalns the same. In dfder 

for the IPSP to be dependent on Aem • we must vary Kin as a function of 

Ae. However, for the purpose of determining how the in~b1t1on affects 
m 

the sp1ke emission ttRes, ve can set Kin constant at the value that pro-
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duces the magnitude of the IPSP at the thresho1d leve1 for the fol1owing 

reason: 

Under natura1 conditions, the mEPSPs and mIPSPs cccur asyn- { 

cAronously and summate to produce a smooth change of the membrane 

potential (34). Since a smooth change can also be produced by a con-

tinuous intracellular current l(t}, we can think of the summated synap-

tic current as being equivalent to an intracel1ular current i(t). Thus, 

we have an excitatory input iex(t}, and an inhibitory input iin(t) which 

ls gi vén by, p 

= c [ ~ (t)] ii (t) 
m nr (6-18) 

where, 

and, 

From thr 

times t i 

C is a variable d~pendent on 

ii (t) is the equiva1ent inhibitory input at the resting potential. nr ~ 

mathematica1 ana1ysis in Chapter V, we know that the spike emission 

, i,= 1, 2 .~ ... , can be found approximately from, 

i (t
i

) 
ex 

= (6-19) 

where âi"K(~) is given by (4-4). 

~ Substituting (6-18) into (6-19) we have, 

r 

... (6-20) 

Substituting bemGti } = TH into (6-20), we'obtain 

i (t
i

) 
ex 

(6.,.21) . 

New suppose that instead of the ~h1bltory input iin(t) • ,cr Aem(t)]iinr(t), 

we have the inhibitory input ii (t) • C(TH)ii/~ '(t). 'nlen we cau write n nr 

direct1y (6-21) as the equatlon fno. wh1ch the spike ea1ss1on tiaes for 

the latter input cao'be found. 

i' 

Consequently, given the same i (t) and ex 

, 
..... J 

f 
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ii (t), the spike emissi nr 

both inhibitory inputs. 
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from (6-21) are the safue for 

instead of C[ 6em(t)]iinr(t , we set Kin constant at the value that pro-

duces the magnitude of PSP at the threshold level., 

Our model of mechanism has been based on experi-

mental data obtained by stimula ing the MN with a microelectrode. During 

synaptic stimulation, s of the membrane potential between 

spikes are eimilar to those observed during fntracellular stimulation (27). 

Furthermore, the firing frèquencies for synaptic stimulation are similar 

to those for intracellular stimulation sinee sma!l MNs fire with fre-

quencies generally below 25 pps while large MNs fire with 'fr~quendies 

above 25 pps (43). Because of the similar trajectories and firing fre-

quencies, w~ expect that intracellular current and synaptic current$ are 

both encoded essentially in the manner described by the basic model. 

However, we can also expect sorne di~ferenees. In the stretch reflex, 

the firing frequency of a small MN saturates, instead bf increasing, as 

. \ the stretch i8 increased (44). On t~e other hand, for the'model, the 
, 

firing frequency increases linearly as the stimulating current is 1n-
, :1 

~reased. Granit postulated in his book (44) th'at this saturation may 

be cau8ed, in part, by Kernell's observation that the slope of the 

f SK - 1 curve for intracellular stimulatlon Is small for small MNs. 

The analysls in Section 6.1.2 of this thes1s i~d1cated that the slope 

may actually be large, so that th1s factor may not account for saturation. 

Granit aIso postulated that the inhibition from the Renshaw cella in 

the system May be another factor that limits tHe firing frequency. 

Preliminary simulations of our model of the motQneuron-Renshaw cell 

.. 
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" 

aystem (56) indicate t&at t~iB factor may not be,significant. 
. "' ~ '- . 
~~ther pos.ibility .i.~ugge.ted by Ker~ell' •. observ.tio~'PtiC 
stimulation, depending on its source, modifies the Umè 0 the 

after-hype;pola~ization ,and also'the ,~lope of the f SK - l curve determined 

by addirig synaptic-and intracellular stimulation.' Thus, the'synapti~ 
\ -

puts may interact with themselves or with 'the epcoding mechanism by 

mo fying the characteristics of the potassium conductanc 

tunately, there i8 little known about such ~nd n<>ne 

incluped in the model. 
,-JI 

, ' 

• 

,0 

" 

\ 
'Q 

.. 
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CH.A,PTER VII 

EXTEND1NG THE BASIC MODEL BY MODELLING THE ELECTROGEN1C 

SODIUM PUMP PROCESS GENERAL MODEL AND 1TS ANALYS1S 

7.1 lntroduc~ion 

The electrogenic Na and K pumps of the membrane shown in 

"Figure 2-2 are believed to be involved in the maintenance of equilibrium 
. 

in a neuron at rest (lIa, 12, 45). These pumps have been referred to 

simply as the electrogenic Na pump (45~, presumably because the operation 

of each pump is dependent on the operation of the other {12). .., During 

an action potential;, Na ions enter the éell and K ions leave the cell 80 

that there is change in the conoentrations of the ions acr~ membrane 

and the equilibrium is unbalanced. 1t i8 believed that the 

electro~en1c Na pump re-es~abl18hes the eqQilibrium, and while doing 
1 
1 

so, the membrane potential is hyperpolarized(llc). , It'has bet 

in the py idal suggested that, in the crayfish stretéh receptor and 

tract cell, both the increased potassium conductance and the electrogenic . 
Na pump are involved in producing the after-hyperpolarization (46; 47). 

~owever. it appears that the 1mp~rtance of both processes in determining 

oth~r p~e~ties of t~e encoding mechanism has not been recogniz~d. 

The properties forthe motoneuron have been discussed solely in terms of 

"' the increased potassium conductance (8, 12, 22, and previous chapters of 

this thesis). On the other hand, Sokolove bas"recent1y attempted to 

-explain aIl bis e~r1mental results for the crayfish stretch "receptor 
Q , 

neur~n in terms of the effect of the e1ectrog~ic Na pump (10, 45). In 
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this chapter, we extend the basic model, which included the potassium, 

conductance process, by modelling also the electrogenic Na pump process. 

'" -
The ana~ysis of the enttre model 'Ccalled the. general model) ~d-the pre-' 

, \ 
vious analysi~.of the basic model t&gether show which properties of the 

encoding'mechanism are due to each pr&cess. These properties will be 

c1assifi.ed in the next chapter. 

7.2 Formulation of the, general model . • , 

" • Sokplôvé and Cook~ (45) found that certain experimen!al results 

for the crayfish stretch receptor neuron were modified considerably when 

the activity of the electrogénic Na pump was depre~sed by several methods. 

For ,example, normally when the neuron was stimulated'by current steps, 

, " the firing frequency' declined exponentially with a time constant 

of about 5 s~conds to a ~eady-state value equal to one-half of thè initial 
1 • 

value. H~ever, when the pump was depressed, thè firing frequency re-

mained constant at the initial value. Théy postulated that, when spikes 

are emitted, the increased activity of the pump produces an inhibitory 

current which counreracts the st1mulating current. Sokolove has proposed 

a model (10. see Section 1.2 of this thesis) in whlch he assumed that the 

irulibitory, current 18 a tempor~l summation of component currents, each of 
) 

whi~h ls produced by a ~plke and decl1nes from a maX~ at the time of 

the apike exponentially with a tlme constant of 10 8eco~d8. Hls ..:>del 
\ 

repToduces sorne experimental observations but it has ~1m1tationa which will 

be described after we propose our general mode!, (see Section 8.6). Our • 

, (' 

1 . 

.'J 
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genera1 model is·shown,in Figure 7-1. 

Impulse emi t ted, ') 
!le 

i(t.....--.. 
_K-'mr---:_ .. _ ..... _m~" at t=ti+l 

s + A m 

if 

K =1/C 
m 

,A =1/RC =1/T 
m m , 

", ~ =1/TK 

6e = e + E m m r 

Ap =l/T~ 

.. 

t:.em (t'tH) >TH 

and if (t
i
+l-t

j
»l msee 

s + ~ 

K 
'f 

s + A 
p 

FIGU~ 7-1 GENERAL MODEL OF THE NEURONAL ENCODING MECHANISM 

we}have ~ded to our basic model another feedback path in order to 1n-
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1 

elude the eleetrogen1e Na pump pr~ess. In model11ng th~s process with 

o a negative feedback path contalning the transfer function K /(s+A ), we 
p p 

have adopted the same assumptions made by Sokolove and Cooke (stated 

above). 
/ 

~.3 -aesponse'to stimulation by steps of current 

In this and the following sect!:~ns, we ahall compare the response 

of our model vith the e.1tperime.ntal resul ts obtalned by Sok.olove et al. 

Tohus, unlesa oth~rwise stated, the slmulation results have been obtained 

v~th 'tne parameters of the model set equal to tho8~ of .the smallest MN 
" 

because th& crayf:J.sh neurons tested by Sokolove et al. h-ad f:1.rlng fre-
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\ 

quencies and current intens:Lties in th.e range of those for the sma!lest 
c " 

MN (&è data in (45) and ln thls 'thesis). The ne~parameter ~ in the 

?uter feedback path was set as Tp = !/Ay = la sec~ while ~ was found 

from Equation (7-11). " 

When a step input equa1 to two times th.e thresho!d current 18 

applied ta the genera! model, the instantaneous f'lr.:ing frequency r(t) is 

'shawn in Figure 7-2. This response of the general mode! is equal ta the 
~ , 

response of the basic model with the input equal to [-1 - ip(t)], where l 

is the magnitude of the ste.p input and ip(t) is the inhibitory current 

due ta the electrogenic Na pump process. As shown in the figure, during 

the first few hundred m'illisecoÎlds, ip(t) is approxirnate!y zero an? the .. 
general mo~e! reduces approxirnately to the basic model. Therefore, as 

exp1aJned in the previous chapters, the instantan~ous firing frequency 
, 

adapts within the first few ~pikes to the value f
SK

' du~ to the summatlon 

of the potassium conductance ( 6&K) process.' As time ~ncrea~~, ip(t) .. 
summates temporally., with sma!l deviatlons From the continuous curve 

shawn in the fiiure: . Meanwhile f (t) dec:lines exponen tially . wi th a time 

Constant of 5 sec to a steady-state value f sp equa! to .ab~ut éme-half 

The graduaI adaptation of the firing fr.equencY' with a time con-

Btant of 5 ~ec due to the électrogenic Na pump' process ls' in agreement 

'with the experlmentaI observation of Sokolove et al. The res ponse 0 f ~ J 

~ 

'the model haSt .in addition, an initial adaptation within th.e first few 

spikes due ta the ~ummation af the ~ process,' wherèas S~kolove et al. 

did not report if -any initial adaptation of the firing frequency was pre­

sent in the crayfish sensory neuron. Howe~er, it is reasonab~e ta ex-

pect that there i8 an initial adaptation becau~e ~nather of their experi-

J 



109 

mental. observations can only be explained by the summation of the llgK 

process as we shall show in the next s~ction. The adapted firing fre-

quency f Sp ls 'equal to about one-haH of f
SK 

for aIl values of the input 

r' gre'a ter than 2.5 nA as shawn in Figure 7.3 This latter property has 

also beEm observed elCperimentaly by Sokolove et al. 

Let us extend the mathematical analysis of Chapter V for the 

same purposes which ve discussed at the beginning of that chaptêr. If 

a spike train vith à constant spike f.requency f is applied ta· ~/ (s + ~) 

at t = 0, then, analagous to the behaviour of the transfer function 

EZ flGKO ' ( s+ Ax) shown ln Figure 5-4 and the derivation of Equation (5-l~, 

the c~rve passing through the ,minimum values of ip (t) i9 described by the 

equation, 

(1 - e -t/Tp) (7-1) 

- 1 

Sincè the values'of llf are of the order of 50'msec, they are much less 

than Tp vhlch equals 10 sec. Therefore, llfTp «1 and approximately, 
. ~ 

(7-2) 

Fr, 

The value of ip(t), 18 approUmately ~qual to ipC(t) because the increment" 

~ added by éach spike ls much less than the summated ipC(t) (except 
" .. 

initially vhen only a fev spikes have been emitted). ~us approx~ately, 

(7-3) 

Equation (7-3) gives the response of ~I ( 8(,~) for an input which can 

be considered to be a s~ep of frequency f. For a sys tem vi th such a 

step response. the Laplace transfol1l of the response for a tillle-varyiq. 

inpu~ f(t) 18 rela~ed to the Lapl~ce transform of the Input by. 

\)-
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F1GURE 7-2 RESPONSE OF THE GEN~ MODEL TO A STEP INPUT 
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" 

" 

,. 



o 

" 

\ 

\ 

• 
) 

~(s) ., 
__ 1), __ f (s) 
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Substituting [i(t)-ip(t)] for i(t) in Equation (5-30) we obtain, 

Taking thé Laplace transform &f (7-5) and substituting (7-4), 

o ' 

iu 

(7-4) 

i 

1 0 ~l ( I),f(s) , I~h~ , S~f(S)] f m 
f(s) = ----,~..:;..,-- - 1(s)-. - - + si(s) - + - ~7-6) o . 91Ei~GKO TK • S + ~ s s + ~' s 

Solving (-7-6) for Hs), 

. For aostep'input i(t)=1 ~r i(8)=I/s, the steady-st~te va~ue of f(t), 

denoted fSp' 19 . . 

• 

(7-8) 

. ' 

, ' 
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Substituting f SK (from (5-15) fo~ the numerator~~f (7-8) we get, 

f
SK 

f
Sp 

- = 

1 + 

Solving for 1), , 

In the simu}-ations,fSp .S:fSK becaul?~ we chose ~ as 

112 

(7-9) 

(7-11) 

Since ~GKO and TK have been expressed as a function of size, then ~ a1so 

depends on the size. In general, 

then, 

so that, 

. . 
, f

SK if the maximum y--=ilO and sinee T~~l/lOO, 
SP 

maximum Kp 

« 

9 
- 100 

, 

, (7-12) 

Thus, the par~eters of the two feedback paths in ,the genera1 mode1 are 

8ubstantia11y different. The gain ~ of the e1ectrogenic.Na pump process 

i8 mueh 1es8 than the gain EZà GKO of the ~ process. 

Tp 18 more than 100 tues 1arger tIl#n T
K 

By substituting (7-10) ioto (7-7), 

" 

The time constant 

\ 

... 

'. 
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f (s) (7-l3) 

Utilizing (7-12) we have, 

t'Cs) 
c I th J f} 
- S-] +9 1(91 + sm 

(7-14) 

where, fSK/f Sp is related to the parameters of the model by Equation (7-9). 

Thus, the additional feedback path introducéd in order to account 1for the 

electrogenic Na pump simply introduces a term that multiplies thJfex-

pression for the basic moder. The block diagram for Equation (7-14) 18 

shown in Figure 7-4.' As shown in Figure 7-5, when the input is a step 

"-i(t) = l, the output of the transfer function due to the 68
K 

process ls 
( < , 

l O(t) 
The unit-st~p r~e8ponse of the transfer funct10n 

~ 

7 

i8 

and the impulse response Is ~ 
f SK 

( 
fSK ) - AFf. t 

6(t) + Â- 1 - - e SP u(t) 
--p • f Sp 

Therefore, the 9tep response of the transfer function for the general godet 

• lis given by, 

/ 
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I 

"x(s) 

-f- - -r --
(: _ th ) 1 

O.91EZflGKOTKs 1 

,.....------.. 
1 

1(s) __ .;..1 __ <s+_1 ) t---... 

s+"PfSK 
f(s) 

1-

O.91EZâGKO TK 

, 

transfer,function due 
to the potassium 
conductance process 

-f-
./'---_ .................... 

transfer funtion due 
to the electrogenic 
Na pump process 

FIGURE 7-4 TRANSFER FUNCTION FOR THE GENERAL MODEL VALID 

FOR OPERATION ABOVE THRESHOLD 

tranafer function due traDafer functlou dUf 

- to the potaaalUil ~ to the electrolen1c 
conductance proce •• M. puap procea. - f(t) 1(t) 

1 Î 
impulae Ia(t) 

O.91E2àC
ICO 

fSlC~-------

~ _____________ t 

FIGURE 7-5 OUTPUTS OF THE TRANSFER' FUNCTlcn.S IN FIGURE 7-4 
." 

...... FOR A STEP INPUT 

\ f SK • f
SK ,_[ _ -Apr, I 6(t) l ~. (, f SK\ -~f t 

f(t) fSp+(fSK fSp)e SP JuCt) + O.91EZâGKO + O.91EZ~GKOt - fspJe SP u(t) 

" 

(7-15) 

Since, 

l < (31th • 3 X 15 .v/R), 6~O > .,45/R, Ap • 1/10 sec, anc;l 

• EZ • 3S DIV, 

\ . 
~ ,..<\, 

, ~ . .) _~Âb{~ 
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Therefore, 

I~ ( f){ ~ f) .31(1 fSR) } 1 SK < ,3 x 15 1 _ SK = - - pps 0.91E
Z

llG
KO 

- f Sp 0.91 x 35 x :45 x 10 fs~ fSp 

(7-16) 

Slnce, f Sp 
» .31 pps 

Therefore, , 

l ~ ~ 
< O. ?lEZllGKO 1 f ) t -f:: « SP ~ - ::;) = -(fSK - fsp)} (-<7-17) 

Because Df the inequility in (7-17), the last terro in (7-15) can be neg-

lected, sa that, 

l Ô(t) f(t) (7-18) + 
0.91EZI&;KO 

The Urst term in (7-18) corresponds to the graduaI adaptation of the firing 

frequency due to the electrogenic Na pump process, anB the second term' 

corresponds to the quick initial adaptation of the firing frequency due 
'9 

ta the potassium conductance process (see Section 5.3). 

" 

7.4 Resettlng of reoetitlvé fiting bl Insert!ng sp!kes 1> 

. " . ,-... . 
In the previous section we have shawn that the feedbac~ path due 

ta the electro~~iC Na pump proc ••• must b. pre.ent in arder ta a~t for 

the gradua! adaptation of the fiTing frequency as observed in the cTayfish 

stretch receptor neuron by Sokolove et al. We now show that the feedback 

pa th due to the potassium conductance-process must a1so be present in order 
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to account for another expe~imental observation made by Sokolove et al. 

Sokolove et al(45) reset the ~epetitive firing of a crayfish 

stretch receptor neuron by artificially inserting one or two spikes as 
, 

illustrated in Figure 7-6. The neuron under study had a relatively 

stable interspike period T of about 79 msec (Figure 7-6(a». In r. 0 
experiment 1 (Figure 7-6(b», a spike was artificially initiated Tl msec 

after a spontaneous spike and the tt.e T2 that elapsed unti~ the next 
r 

spon,taneous spike occurred was measured. In experiment 2 (Figure 7-6(c», 

a spike was artificia~ly inltiated Tl msec after a spontaneous spike, and 

a second spike was artificially initiated 18 msec later. The time 1 2was 

again measured. Plots of the data T2 versus Tl for both experiments are" 

shown in Figure 7-7: In· both experiments, T
2 

was greater' th an T
O 

exçept 

for a few data.points 01 experiment 1. 

1 

(al!:D 
-fT 1 t T 2 t 

repetttlv~flrlng 

T
O 

.. 79 .. sec 

experllDent: 

~ 
" 

l'" 
'DT 

2 
(msec) 

-• ___ ~. c;Jat.a . 

~
' '(7-31f*'-----..! 

• (7-29) .. 
. . 

exp •• 

HP. 2 

EXP. 

-1 

(b)~ 

4-T .U, T ~ 

(C)~ 

• 1 . da~a 
io 4i 10 éo .. t 1 (msec) 

experillent: 2 

. 
---+I------------------~. t 

Tb 

FIGURE 7-6 ttSETTIlfC OF REPETITIVE 

FIRINC BY INSEllTINC ONE OR TWO SPUES 

- ( 

FIGURE 7-7 DATA(45) FROM EXPERI- ~ 

MEHTS IN FIG. 7-6 AND RESULT5 OF 

MA'lIIP'lfATlCAL ANAL YS 15 

. 
r 

. ... 
., 

, : 

.t." • 
i.. • J 4 J , J 4 J ,J'~ 

'V 
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first we snall shQW mathematica~ly that the negative feedback 
, . 

current due tothe electrogenic Na pump process i8 not the cause o~ T2 

• being grea ter than Ta' The value of ip(t) immediately after the spike 

at t =IIT i5 given by, , b 

= (7-19) 

where, the first term is the accumulated ip due to the.spikes prior·to 

t = Tb ,found by substituting f = lITa and t = Tb »Tp in (7-?) 

.. ~n~, 0 the second term i5 the Increment added by the spike at t .. Tb ' 

In experiment l, ip(Tb + Tl) is given>by, 

-Tl/Tp 
~ ~p(Tb + Tl) = ip(Tb) e + ~ (7-20) 

,-

where, thé first term is the output of ~I (8 + ~) for ~zero input and 

initial ~ondition ip(Tb), , 

and, the second term is the Increment added by the spike at t = Tb + Tl' 

By substituting (7-19) into (7-20), 

• (7-21) 

.Slnce the maximum value of Tl 18 79 ~ec, 

l -Tl/Tp 10000 -79/10000 - e > e » 1 
~TO 79 

Also, I! 

1 1QooO » 1 
ApTo 

• 79 

Therefore, (7-21~ reducea to 

ip(Tb + Tl) 
1), -T1 /Tp • • ApT

O 
e 

, . • \ ,!~'~ 

~1 .' • .1~ 
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Thus, K in (7-19) and (7 ... 20) is negli-gible, so that two sp'ikes increase 
p 

l' 

the ibhibitory current'by a negligible' amount compared to the accumulated , 

amount. Since the inhibitory current ip(t) tends to inhibit the emission 

of a spike , the interVal T
2 

1~ directly reiated to the value of 

ip (Tb + T 1) • For the present purpose, let" us assume the simple 

relation, 
, te 

T2 = constant x ip(Tb + Tl) (7-22) 

" 

If the spike is artificially initiated at the instant when a spontaneous spike 

~ 
would have 'occurred sa that Tl = To ' then the repétitive firing is not dis-

turbed and T 2 = T
O 

• SubstitutJng this condition inta (7-22) we have~ 

(7-23) 

'Solving for the constant in (7-23) and substituting in (7-22) we have, 

= (7-24) 

For Tl in the range of interest 0< Tl < T
O 

' T
2 

is approximately equal to 
: . 

TO . For example, substituting Tl ~ 20 msec in (7-25) we have, 

= 79.47' msé'c 

?imilarly, it can be shoWn mathematically that, in experiment 2, T2 would 

be approximately equal ta TO . However, the experimental values of T2 

are significantly larger than TO as shawn in Figure 7-7. For example, in 

experiment l, for Tl = 20 msèc; T2 • 85 msec. Consequently, the electro-

genic Na'pump process cannot cause T2 to be larger than TO'as much as ex­

perimentally observed. 

Next we show mathematic"a11y tqat the experimental I:.esults can be 

" accounted for by the negative feedback current·due ta the potassium. conductance 

J' , 
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We expect tha~e â~ process is involved beca.se 

the trajectories of the membrane potential between spikes for thé cray-

fish stretch receptor are similar to those for the motoneuron (lld 

Figure 14). From the above analys'is, we know that a few spikes increase 
, 

ip by a negligible amount compared to the accumulated amount. Thus, 

1. 
durdng the period when the firing is reset, the variable ip(t) is approxi-

mately constant and equal to ip(Tb). Since the general model is equi-

valent ta the basic model with inp~t [i(t) - ip{t)], the condition for 

spike emission becomes,from (5-4) and the statement after (5-10), 

(7-25) 

Thus, for the repetitive firing in Figute 7-6(a), the condition for the 

given by, 

, 

emission of the splke at t = Tb + 2 TO 18 

-TO/TK 
[1 - Ip (Tb!] -- EZ L\GKOe 

-2TO/TK ~eTotrK 
EZL\GKOè - L\iK(Tb)e = I th 

(7-26) 

where, [1 - ip(Tb)] is the value of [i(ti +1) - ip(ti+l)]' 

and, 

the .second term 18 the" component of ll1K(ti +l) due to the 

spike at t = Tb + TO ' 

the thlrd term 18 the component of L\~{ti+l) due to the spike 

at t = Tb 

à~{Tb) ia the va1~e of A~(t) at t • Tb due to aIl the spikes 
~ 

prior to t - Tb and ~t 1s givell by, 

, -nTo/TK 
6GKO e 

wbere, N ià a large ~integer greater than : • 
, 0 

However, the sua 
l' 
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can be found approximately by summi~g only for the first few 

values of n. 

Similarly, for experiment l, the condition for the emission of" the spilç.e 

[ 
, -T /TK] ",::r:/TK 

[1 -' ip(Tb)] - EZ6GKO +[EZ6GKO+t.iK(Tb))e e .1 = ~th 

(7-28) 

Substituting (7-26) and (7-27) into (7-28) and solving for T2 we havé, 

(7-29) 

'\., . 

~ 

As fo~ experiment 2, the condition for the emission of the splke' at t = 

\ 
, 

[I-ip(Tb )] -[Ez6GKO + 
-18/TK " -(T1+18)/TK] -t/TK 

EZ6GKOe ( +[E~GK0+l11K(Tb)] e e:os 

(7-30) 
. 

Substitutlng (7-27) and (7-28) into (7-30) and solving ,for T2 we have, 

• 
J 

". 
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The plots of T2 versus Tl for (7-29) and (7-31)' are shown in F~gure 7-7. 

The cohstants TO and TK.were ch~en as follows in order to compare the 

mathematical resu*ts with experimental data: 

(i) Ta was s~t equal to 79 msec as experimentally observed. 

(Li.) The fa,-t that the neuron studied '-'as firing ~pontaneôusly 

indicates ~hat the input ls not much 1arger than the' tl1resho1d 

current and the neuron ls firing approxlmately wlth the mini-

mum frequency. As a result, TIÇ was found to be Ta /3 !::: 25 msec ,-/ 

from (3-3) and (4-3). 

There is.reasonably good agreement between the experimental curves and 

the curves predicted by these equatlons. Consequently, the experimental 

results can be accpunted for by the negative feedback current due to the 

potassium conductance process. 
~/' 

. The expetiments were simulated with the genéral model and the 

simul~tion results agree with those of the mathematical analysis. The 

parameters vere chosen equal to those of a MN vith TK = 25 msec or d = 

48 ~m, and ~he applted current was set at 1 '= 10.5 nA so that the resultant 

Ta vas equal to '79 msec. The results are shown in Figure 7-8. The data' 

points are the resu;ts wh~n the complete general model vas 

simulated. data points denoted by 0 are the resu~ts when, in the 

general' model. the inhibitory current ~ip produc::~~ by 'the artificial 

s~ke~ vas not added to the accumulated ~(Tb)' Thus, the values of T2 

g,lven br the curves 0 -.... for which llip·. 0" al due to the increased 

potassium current ll~. The values of T
2 

ghen br the curves- Il. , for 

which Ill, ~as added, are sllghtly larger than the values of T2 giyen by 

the curves o. Consequently, b~th the simulations and the mathematici@: . . 

.,' 
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., 
analysis show that the resett1ng of repet1tive f1rln~. 1a mainly ca~aed by'the 

potassium conductance process. 

, 
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FIGUlE 1-8 S1MlJLA'lION' USULTS OF THE EXPEllIMENTS lN WBICH 

REPETITIVE F11l1lfG ÎS llESET 
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~ related experimental obervations. 

Case (i) !J 

SoRolove et al. (45) dist~rbed the repetitive firing of a crayfish 

stretch,receptor neuron as illùstrated in Figure 7-9(a) by inserting a 
'" 

high-frequency train of spikes initiated by app~ying pulses of current. 

The interval between the end o~ the train and the first spike after the train 

(posttrain interval) was measured. The high-frequency train is called a te'tanic 

train and i5 de5cribed in Figure 7-9(a) by the duration DT and the spike 

frequency fT ' mucb 1arger than the constant.firing frequency fb. The 

. post.~cain interval t d is dependent on fb' , ~T and fT For examp le, 
, 

Fig~re 7-10 shows data obtained by Sokolove et al. (45) from a crayf~h 
" -

stretch recep~or b~ vary, ing fb agd DT and ~eping fT constant at 100 pps. 
t() . 

Thé posttrain interval t d was plotted versus the number .of spikes in 

the train, NT ~' where NT is given ,PY, 

• J 

,Sok~love et al. pointed out that in ligure 7-10: 

• 
(1) For a given fb' , the curve relating t d to NT ls cOllposed , 

of two straight-line segaents with a breakpoint at a 

threshold nœDber of, spikes N.ci' CI 
1 

(il) NT!' is ~irectly proportlonal to fb ' and t d ill In~rsely 
1 

proporti6nal' to fb • 

(7-32) 

We have siaulated the ~ert.nta vith the general IIOdel. The 4results 

from the simulations are ahown in ligure 7-11. A1th~sh the numerical 

[J 

values in Figure 7-11 are not identical to the experilRntal data in Pigure ~ . 
7-10, it ia evident that the curves in the two figure. are s1a1:1ar. 

, 

l • 0 
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Thé features of ~he curve.s cau be clarified',by ana~:yzing the 

~eriment mathematica1ly w;Lth the. al.d of Pl.gure 7-9(b). In orde.r to 

firld t d ' we must relate ~(Ta)' ~{Ta)\and (1 - I th) to f b , fT' and 

~ -•. The output ~.(Taf of ~I (s + ~) equa1s to the Qoutput due to the 

initial condition ~(Tb) plus th~tPut due to thè train 

-DT/T~ f~ ( -DT/Tp) 
i (T ) 0= i (T ) e + - 1 - e ' 

P a P b ~ 

as input. Th,us, 

(7-33) 

Since DT < 2 sec and is significa~tly less than Tp = 0 10 sec, Equation 
r, 

(7-33) can be approximated by, 

- ~p(T.>(l - :;) ~. fho" (7-34) 

~. 

By finding' the steady-sute value. in (7-4), 

) 
(7-35) 

. 
Substituting (7-35) into (7-)4) we have, 

ip{T
a

) _~b (1-:;) + f{'-PDT 
. 
'" 

The relation for Aix (Ta) is, '. 
'--., /' 

(7-37) 

, 
where, the first tera ~s "}the increllent added J:»y the last spik.e in the 

~ t-, , - . 
tetantc train"and ~e second ter. la the steady-s~ate ~esidual 

from the othe~ apikes in the tetanic train fopnd from (5-24). 
'< 

The resldual from sp:J,Jœa. prior t;o ~e tetani ë train, 

" ; 0 

O.91EzAGu,TK(fb - f.>e-Dr/TK bas bèen Deglected because 

o 

1 
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By substitut1.ng the constaJ.;lt fb for the adapted f1.ring frequency f Sp 0 < 0 

in (7~8), 
/' 

(7-38) 

1 

By u,sing- (7-25) we have at the 'spike emiss10n time t ,. Ta + ti"' 

1 1 

\} 

I - ip(Ta + t
d

) - 6iK (Ta + t
d

) .. I th 
(7-39) 

Since, during the posttrain interval ip(t) and àiK(t) dec1in~ with time 

constant Tp and TK respectively, (7-39) becomes, 

• (7-40) 

1 

and (7-38) tively, t
d 

can be found from (7-40) by using the, digita,l .. 
computer. gure 7-12 we compare the solution [curves (b)] with the, 

simulation same conditions. The solutions 

o~ (7-40) are the simulation results and thus, we sha11 .. 
analyze this equation in order to çlarify the features of the curves. 

" We sha11 de rive from (7-40) _two equations whose solution yield 
\, 

the two line segments of the curves in Fiaure 7-12. Rearranging (7-40) .. 

we have, 

- (7-41) 

If (l - lth) - ~(Ta)'" < 0 (1-42) 
/ 

or, by substituting (7-32) and (7-36) into (7-42), 

If 
(7-43) 

Then, as i11~traté'd in .Figure 7-13(a), ainee TK« Tp (7-41) i8 approxi-

, 

J 
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mately·satisfied ~en the LHS crosses the time axis. TItus t d can be 

found from, 

~~ - I th) - ~(Ta) 
-td/Tp 

0 e - (7-44) 

On the other hand, 

if (1 - I th) - ~(Ta) > 0 (7-45) 

or if, (1 - I
th

) fb (1 -:~) ,NT < 
~ Ap 

(7-46) 

Then, as illuatrated i.n Figure 7-13(b), since TK « Tp and since 
. 

A~(Ta) > 1 - I
th 

- ip(T
a

) , (7-41) ia approximate1y satiafied when 
-, 

the ,IqlS is equa1 to (1 - I
th

) - ~(Ta) '. Thus t d can be found from, 

-tiTK 
e (7-47) 

Let us define the RHS o~ (7-43> and (7-46) Aa 

, 
- N . TT (7-48) 

For NT > NTT ' t d is found from (7-43), whereas for NT < NTT ' t d J.s 

found from (7-46). The plot of the solution of these two equations is 

~ fact the same as the plot of the solution of the si~gle equation 

(7-40) • 

,Case (11) 

When
6

a train of splkes 1s artlflcial1y Initlated in a crayflsh 

stretCh receptor neuron whlch 1s initially at rest. after the t~ain 

there is a temporary hyperpolarization of the 1IIeJIbrane pQtentlal (47) • 

- ~ 

A hyperpolarizatlon Is also observed in s1llu1atfons of the general 1DOdel 

1 



Il 

• 

-,,- -
aà shawn in Figure 7-14. The number of spikes ln the train ~NT was 

varied~ but the spik~frequency in the train, fT' was set at 100 pps, 
, 

and the parameters of the model are those for the amallest MN (d=25~m) 

(Altbough the cas~s when the number of spikes is on~ or a few are not 

train, of spikes, we also consider these cases). The hyperpolarization 

declines to zero in two phases: a rapid decl1ne 1n the first 300 .sec, 

and afterwards, a slow decline vith a time constant of 10 sec. The 

initial rspid decline i8 due to the fact that Â~(t) decl1nes with a 
{/ ... 

, , 
small ttme constant, whereas' the final graduaI decline 1s due to the 

129 '"'" 

fact that ~(t) decline~. with a large time constant. These two phases of 

the after-hyperpolarization have been observed experimentally for the 

crayfish stretc~ rec~ptor neuron and for the spinocerebellar tract neuron 

(46,47) • 

. .... 
: 

, . 

1 
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7.6 lespon8e ta stimulation br sinusoïde of current 

We lnvestigate first the behaviour of the general'model when 

the input amplitude ls kept constant but the input frequency is varied. 

The responaes are shawn in Figures 7-15 (a) - (j) in orde~of increaslng 

input frequency from .002 Hz to 15 Hz. The input i(t) is denoted by *, 

the inhibitory curr~nt ip(t) i8 denoted by P, and the instantaneous firing 

frequency f(tt) ls denoted by + (see S~ction 4.3 for a detailed descripti~~). 

The responàes shawn in Figures 7-15 (a) - (j) for t ~ 25 sec are the steady-

state responses ta sinusoidal inputs, since the time constant of the de-

cline of the step response i8 equa1 to 5 sec and the tran8ient is over in 

25 sec. The input magnitude is a1ways above the thresho1d current and 

lt varies from 1.5 to 2.5 times the thresho1d current. 
J' 

The responses can be c1assified into tWo classes: cases (a) -

(e) for which the input frequency i8 1ess than or equa1 to 0.2 Hz, and 

cases (f) - (j) for which the input frequency is greater than 0.2 Hz. 

ln section 6.1.3 it was shawn that for the input frequencies of cases 

(a) - (e), the-response of the basic model was in'pbase with the input 

i(t) • Thus, for the general model, the response is in phase with 

[i{t) As shawn in Figures 7-15 (~) - (e). ip(t) fol1ows i(t) 

with a phase lag, and,therefore the response occurs with a phase 1ead 

with respect to i(t). In section 6.1.3 lt was shown that for the-input 

frequencies of cases (f) - (j), the response of the basic model occurred 
\ 

with à phase lead (in the sense defined thare) vith respect ta the input 
o 0 1 

i(t) • Slnce 'or' casee (f) - (j). ip(t) 18 essential1y constant vith 
, 

negligible ripp1e, the responae of the general model still Qccurs vith a 

\ 

.' 
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1 

phaae lead with respect tQ i(t). 

Now we investigate the behaviour of the general model for 

~ 
another input magnitude which reveals a certain feature of the general 

model. The case is shown in Figure 7-16 for which the input magnitude 

132 

varies from the threshold current up to 2.5 times the threshold current. 

We point out that, during the por,tion of the cycle when the input i(t) 

i8 close to the threshold current, [i(t) - ip(t)] is less than the thres-

h~ld current and, as a result, no spikes are emitted. This resul t is 

to be compared with the resu~t shown in Figure 7-l5(c), where the input 

bas the same frequency, but the minimum magnitude of the input is weIl 

above the threshold current. In that case, the response f(t) is a sinu-

soid with no silent periode Thus, the input magnitude affects the be-

haviour. However, for both cases, the response occurs with a phase lead 

\dth respect to ;ne input by the same amoun t . 

The gain and phase, versus input frequency characteristics for 

the general 'model are shown in Figure 7-17. The data (marked by X) are , , 

calculated from the simulation results ~n Figure 7-15 by using the method 
~ 

described in section 5:3 The curves are the Bode plot of the transfer 

function 0.9lEz âGKOTK(fSK/fSp)~(S)~(8). where ~(s) and Hp(s) were de­... 
fined in Figure 7-4 and der'ived by a mathematiea1 am1'1ysis in section 7.3 ... 

In order to interpret these results, we ean compare them wi,th the Bode 

plot of only O. 9lEZ t:. GKOTKl)c (s) w}deh was shawn in Figure 6-6. Although 

the ph~se curve 1a the same as before for w >1.0 rad/sec. the phase curve 

for w <1.0 rad/sec is modified by the'effec~ of the eleetrogenic Na pump. 

Thus, the potassium eonductance process ~n~ the e1ectrogenic Na,pump pro-
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cess introduce a phase lead for different ranges of t~' i~put frequency. 

. \ 
It would be d~irable to c.ompare the response of t'he general 

model for sinus01dal inputs vith reported exper1mental data, but 'un-

fortunately we have not found such data. 

7.7 Stimulation by atretèh . 
Up to thi~ .point, we have compared the response,of the model 

. . 
to experimental results obtained by stinulating the crayfish stretch re-

ceptor ~euron intracellularly. However, in the natural state,' this 

neuron i8 stimulated by the stretch of the muscle. TItus, we shall now .. 
~ompare the response of the mode! to observed properties in the natural 

,-
state. 

It is believed (39) that stretch causes a nonselective increase 

in the ionic permeability of the dendritic endings which creates the so-

called generator current. As a result, the membrane potential is de-
, , C> 

polarized and, if the stretch ls sufficiently large, the neuron fires 

repeti ti vely • The Observed trajectories (lld) of the membrane potential 
, . r 

b~tween spik~s are similar t~ those r~produced -by the model (compare: 
. . 

Figures 14 (a) - (c) in 11d to Figure 4-I(c) and Figures 4-4- (b)'- (c) / 
in this thesis). Also, thè observed firing frequency adapts" gradually 

, 
(lld) as in the mode1. The former observation indicates tlha~ the 

potassium conductance ~rocess is involved in the encoding œechanism and 

the latter observation indicates tbat the electrogenic sodium pump pro- -

cess ia a1so involved in the enooding _chanism in the manner deséribed 

by the general mode!. However, it sbould be noted that the input to 

• )the model is to be set proport~ona1 to the ueasured generator'potentia1 

t 
which :I.a the lq:aped _nifestat~on of the generator current. 

) 
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7.8 
J J.,. 

Summary • 
In thJ.s chapter, we have proposed and analyzed a model of the --

~ 

éncoding mechanism of the crayfish stretch ~ec.ePt1neuron. 

ls composed of the basic model plus, a negativ~dback path 

The mode! 

which ac-

counts for a postulated inhibirory current produced by the increased 

activity of the electrogenic sodium pump act:l.vated by the emitteJ spkes._ 

It was assumed that this inhibitory current :l.s a temporal summation of com-

ponent c}lrrents, each of which is produced by a spike and decays eXponèn-

tially from a maximum at the time of the sp~ke. The model reproduces 

the following properties which have been observed by Sokolove et al. when 

they st:l.m~lated the crayfish stretch refeptor neuron intracellularly: 

(i) Therè :1.8 a-graduaI 'adaptation'of the firing frequency with a 

time constant of several seconds when a step input :l.s applied. 

(H) Repetitive firing is reset by insert:l.ng one or two spikes. 

(iii) If r,petitive firing is disturbed by insert:l.ng a tetanic train of 

spikes, the curve relating the posttrain interval to the number of 

spikes :l.n the tetanic train :l.s composed of two line segments. 
4 

(iv) The hyperpolarization,observed after a tetanic train of spikes 
b 

:l.s appl:l.ed to~ neuron at rest, is composed of an initial 

rapidly-declining phase and a ti~l gradually-dec11ning phase. 

The model predicts that for' sinusoidal inputs with low frequencies, the 

response is in phase wi th the input • For inputs with intermediate fre-

• 
quencies, the response occurs with a phase lead s.1m:1.1ar. to that of a lead 

. . 
network.. For inputs w:l.th h1gh frequencies, the response occurs vith a phaa~ 

lead similar to that of a differentiator • 

'l1le model vas called the general model because 1n the next· 

• 

, 



• 
.. 

• 

chapter we lis t other n-:urons vh1.ch may b.:; modelled vith th1.s lDO~el. 

Furthermore, in the p.ext chapter, we a1\al1 classify all.the properties . . 
of the general,mode1 into ~ groupa: thoae due to the potassium con-

o 

ductance process and those'due to the elecerogenic sodium pump process • 

: , 

• 

\\ 

1 
, ,. 
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CHAPTER VIII-

CONCLUSION AND DISCUSSION 

In this concluding chapter, we discuss various aspects of our 

model, compare our model with soma previous models and suggest areas for 

further research. 

8.1 Properties of the encoding mechanism of the general modël 

In our general model, we have incorporated -two significant 

physiological processes present in the neuronal membrane: the inner . 
feedback path models the potassium conductance process and th~ outer 

feedback path models the electrogenic sodium pump process. The inner 
1 

feedback path is based on expe~imental results reported for the motoneuron. 

l t is believed because 0 f exp erimen tal evidence (8, 12, 18, 21, 22) tha t • 

th~ hyperpolarization observed after a single spike is produced by a pro-

10nged Increase~n a potassium conductance • lt has been measured (8, 'J 

. 
22) that this increase dec1ines to zero exponentia1ly from an initial 

.:value Immedlate1y after a spike. This bas been considered as tbe impulse 

response of this process. For ~ or more pulses, summation of the re-

sponses has been assumed to be. linear, with some experimental.support for 
• 

this assumption (22). (j 
The outer feedback path ls base.d on experimental results re-

port~d for the crayflsh stretch re.ce.ptor neurone "nle experi_ntal re ... .. , 
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aults (4?, 47) show that the electrQgenic sod~um pump produces inhibitory 

effects, sinee these effecta disappeared when the activity of the pump, . 

was depressed,by several methods. We can consider the pump as a current 

generator ~e it a~tively transports ions across the membrane. Thus, 

it has been assumed that the inhibitory effect~ are produced by an in-

hibit~ry current which is a linear temporal summation of component cur­

tents, each'of which is produced by a spike and decays exponentially from 

a maximum at the time of the spike. However, there is no direct experi-

mental evidence which shows that the impulse response of this pro cess is 

in fact an exponential decay from an ,initial value, nor is there any 

direct evidence which shows that the summation occurs linearly. How-

ever, the observed experimental effects were reproduced by the model by 

assuming only this.simple description of the process. 

The properties of the encoding mechanism of the general model 

can be subdivided into two groups corresponding to the two feedback paths. 
, 

This subdivision i8 possitile because the gain and the time constant of 

the two feedback paths are considerably different. 
\ 

1. Properties produced by the feedback path which models the potassium 

conductance process 

la. The after-hyperpolarization'obserVed after a single spike. 

lb. In part, the initial phase of the hyperpolarization oQserved 

after a tetanic train of spikes. 

le. The cnaracterlstic trajectory of the membrane potential bet-

ween spikes during repetitive firing • 

Id. The adaptation of the f1ring frequency withln the tirst few , 



• 
.r 

• 

spik.es; at the onset of stiJllÙ.ation by a step current. 

le. The resetting of repetitive firing by inserting one or two 

spik.es. 

lf. The phase lead of the response vith respect to the ',input for ~ 

sinusoidal inputs vith high frequency above about l/TK, vhere 

TK is th~ time constant in this feedback path. 

144 

2. Properties produced by the feedback path which models the electrogenic 

8.2 

sodium pUmp process 

2a. In part, the initial phase of the hyperpolarization observed 

after a tetanic train of spikes and, completely, the long final 

phase of this hyperpolarization. 

2b. The graduaI adaptation of the firing frequency with a time con-~ 

s~ant of several seconds at the onset of stimulation by a step 

of current. 

2c. The phase lead of the response vith respec~ to the input for 

SiDusoidal inputs vith intermediate frequency about l/Tp ' where 

Tp is the time constant in this feedback path. 

2d. The long interval before the first spike is emitted after repetltive 

firing is disturbed by a tetanic train vith many spikes. 

~ 

Applicability of the 1IOde1 .... 

In the previous Chapter, the gener~} aodel vas shown to be ap-
f' 

plicable to the crayfish stretCh receptor neurone It should also be 

applicable to the lBOtoneuron beca~ potassium conductance pÎ'ocess ~ 
Il -

. . 
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is~resent in the MN (see Chapter III), and it ia believed that the 
''" 

electro'genic Na pump proeess is also present in the MN sinee it Is be-
J 

lieved ~o be involved in malntalning the lonic equilib~ium (12). Fur-

thermore. Kernell (29) has observed in some MNs a graduaI adaptation of 
of 

the firing frequency. and, in the context of" the general model, this 

graduaI adaptation is due to the'eIect~ogenie Na pump process. However, 

the degree of this,gradual a~atio~ i8 apparently small compared to 

the initial adaptation in the MN,. and compared to the graduaI adaptation 

in the crayfish stretch receptor neuron. Consequently, for the MN, the 

'­
feedback path which accounts for the electrogenic Na pump process may be 

relOOved, and we cân use the basic model as li model for the MN (see 

Chapters III - VI). 

In addition to the two types of neurons Just discussed, the 

general model appears to be applicable to other types of ne~rons: For 

exampIe, the muscle spindles (48) possess properti'es lc, le, 2b, and 2d 

of the list in Section 8.1 • ., Pyramidal tract cells (46) possess proper-

ties lb, and 2a. Sympathetic preganglionic neurops (49) possess pro-

pert y 2d. Interneurons possess property lc and they fire with large 

spike frequencies possibly because the repolarization between splkes, or 

in terme of the model, the gain of the feedback path due to the potassium 

conductance process ls smaller than in MMs (27). Sokolove and Cooke (45) 
\ 

have listed other neurons wbich possess property le, or property 2d. 

We should point out that one property of each group has to be experi-

mentally observed in'order to indicate the presence of the corresponding 
1 

process in a particular neuron and the corresponding feedback.path in the 

~el. Thus, for some of these neurona, the presence of only one of the 
d ~ 



two processes has been indieated by a e{d property, but we are not 

familiar with.all the informatton w~ch s been reported. 
r 

Some neurons fire repetitively with property le, appar~ntly 

in the complete absence of external inputs (3). If a constant input 

larger than the threshold current i8 applied to the model, it behaves. 

in effect~ as a neuron with simPle 8pontaneOU8 firing. Nevertheless, 
~> 

'v \... 

the model 18 not strlctly applicable to these neurons. 

8.3 Features of the model suited for studylng neural systems 

Since the model appeare to be applicable to various types of 

neurons, it can be used for studying various neural systems. Further-

more, for this purpose, the model possesses the following features (see 

discussion in Section 1.1). 

(i) The parameters of the model have been expressed as a 
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function of the size of the neuron. The expressions are strictly valid 

for the motoneuron becauae they are based on experimental data obtained 
.' , 

from the motoneuron. However, it ~y be expeèted that slmilar expres-
~~, .~ 

sions are valid for other neurons. The variables âGKO ' ~ , llR, and 

C are directly proportional to the size simply because these variables 

are proportional to the surface area of, the neuron. The time constant 

TK for the MN 1s inversely prqportional to the size, and we suggested 

the possibilit,y that TK la inverse1y related to the dimensions of the 

structure of the membrane. Although the precise expressions may be dif-

ferent for other neurons, the parameters of the model can be expressed 

as a functlon of size as ln section 6.1.1 • 



.. 
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, 
(u.) The mode! consista of four blocks eacb. of whic~ contains . .. 

oo1y the essentials. The spike is not' reproduced and thls'~volds con­

siderable compl~it~S. Thl! TDDde;;S "simpie" enough that it Nas p~s­
sible for us to analyze it. mathematically. 

Predictions of the model , 
The model predict§ several properties which requi~e experlmental 

verification: 

(i) The two distinct groups of properties which are pr~~l1ç~d .... ' ..... . 
..... MI ... • 

by the potassi~m conductancè process anœ the elect~~genic -Na.pump process 
.... 

were listed in Section 8.1 • To our knowledge, :j.j()t a11 of these pro-
(, 

perties have be'en observed in any particularJ~euron. We expeC't that if 
, ............ , ... " 

one property of one group has been observed, 't'hen the o~her properties 
, 

o~ the same.group will a1so be present in~~at neurone For examp1e, ac-

cording to the mode!, we can inf.er "from the ex!irimen,t in which r~~~-r~iV'ë" 

firing ls reset)y spikes that the potassium cond~tance"p.icÏc~~~"-iS 'pre'~ ......... ,. 
sent in the crayflsh stretch receptqr neurone Consequently, it is fairly 

certain that there is also an initial adaptation o{ the firing frequency 

within the first few spikes at the onset of stimulation by a step of cur-' 

rent because thi8 property is a180 produced by the potassium conductance 

process. 

(ii) The theoretical analyste in Section 3.5 indicated that 

the prolonged increase in the potassium conductance which produces the 

after~hyperpolarization occurs in addition to the increase in the potassium 

1 , 

" -

. 
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conductance which causes c:he spike. to decl1ne as in the.--Uodgkin-Hux1ey • 

(lil) As dlscussed in Section 6.1.2, the mode1 predicts that 

the slope of the straight-line relationshlp between the adapted ftring 

frequency and the current intensity ls Inversely proportional to the 
-

size d{ the motoneuron. However, Kernell has concluded from some ex-

perimental results that the alope ia directly proportional to the size. 

On the other hand, Granit, Kerne1l: and LB,I,1I8fre obtained experimental 

data from which we have inferred (see Section 6.1.2) that the slQpe i8 

• 1 
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inversely proportional to the size as predicted by the mod~l. Further-

more, the prediction was obtained by varying the parameter~ as a function 

of size according ta reported experimental data. Consequently, this 
" 

apparent contradiction between the prediction of the model and Kerne11's 

conclusion remains to be clarified by further experimental work. 

(Iv) As shawn in Sections 4.3 and 7.6, the model predicts that 

" for sinu90idal inputs with low frequencies, the response i8 in phase with 

the input. F~~ mputs with intermediate frequencies, t?e response oc­

curs with a phase lead which Is produced by the electrog~c Na pump pro­
L.--

cess. For inpu ~ wi th- high frequencies, the response occurs with a phase 

lead whicfl is produced by the potassium conductance process. We pointed 

out in Section 4.3 that, for an inp~t with h1gh frequency, a phase lead 

has been observed in the. motoneuron • 
...( 

Further, for inputs with inter-

media te frequencies, a phase lead has been observed for the 

spind1e (50). However, in these experiments, the stimulus 

the muscle length which 1s not the same as the input to the 

cauSe of the synaptic and mechanieal transformations. 

" 
/ 

Experiments 

in 
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ahOuld be performed in which neurone are etimulated directIy vith sinu-

soids of current • 
.r 

Cv) The mode! reproduces ~everal experimenta! observations , 

for step and ~amp inputs. Furthermdre, the model has been formulated 

by cons ide ring 'the significant processes present in the neuronal membrane, 

rather than uslng a "black-box" approach in formulating a model. For 

these two reasons, we can expect that the model will reproduce some 

observations for inputs of any form. 

(J 

t , 

8.5 Comparison of our model with previous models 

Bri~ly, our'model possesses th~ followlng two essentlal 

features. 
...----

(lQ It includes two. process~s, namely, the potas~m conductance 

proc~8s and the electrogenlc sodium pump process. The model~shows that 

each process produces a distinct group of Ploperties of the encoding. 

(il) The parameters of the mode! are expressed ~s a function of 

the "size of the neurone The mode! shows that the size affects the pro-

perties of the encoding. 

To the best of the author's knowledge, there ls'no other model 

which possesses these features. lt should bè pointed out ~hat our model 
~ 

ls not on1y useful for studying ne~ral sy~tems but, in our opinion, it 
l 

also contributes to the understanding of the encoding mechanism of the 

individual neurone In the following, we compare in detail our mode! 
Ir 

with previous models (see Section 1.2) which were formulated by consider-

. . 

..... 
o 
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·ing the processea present in the"neuronal membrane vhich are signlflcantly 

involved ln the encoding mechanism. 
g 

Kernell's mode! did not include the electrogenic sodium pump 

process. We have modelled the potassium conductance process with the 

same circuit which was used by Kernell. However, we formülated this 

circuit in the cont~xt of the Hodgkin-Huxley model. 
o ) 

Then, we trans-

for~ed the circuit into a transfer-function representation and we in-

cluded temporal summation of the potassium conductanc! process. This 

summation 1imits the firi~g fr~quency in the high range, sa that, in our -model, the curve relating the ~iring frequency to the intensity of the 

r-' 
• input step is a straight Une. 

( 
The curve does not exhiblt a(primary and 

a secondary range as Kernell's work had indicated. We have done a de~ 
) . 

tailed systematic analysis of the consequences, of the\fotassium ~onductance 

process. For example, when we varied t~e parameters ~nction of 

size, the ~del predicted that the slope of the curve relating~the. firing 

frequency ta the intensi~ of the input step ~s inversely relat~d ~o the 
, 

aize. As discussed in Section 6.1.2, this prediction contradièts some 

of Kernell's experimentaljresults. 

We have modelled the electrogenic sodium 
la' , 

same manner as Solœlove. The iI\put current minus 

pump process in the 

the inhibitory current 
l 

produced by the electrogenic sodium p~ proc~ss 'ls the effective input. 

In Sokolovefs model, the effective input vas applied ta an·integrato~ and 
C • 

a spike was emltted when the output of the integrator reached a threshQld 

value. The splkes reset the output ol the integrator to zero. 1JI.e 

1ntegration vas arbitrarily stopped"during the time that the effective 
, !. 

input vas negative. This last assumption pérmitted his model to repro-
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" 

duce the QfQ segJM!llts i.n the curve J;e1atlng the posttraln 1.nterval to • 

~ -the number of spUœs in the tetanic -train. 

Cooke (45) attributed t~, the electrogenic Na 

Furthermore, Sokolove and 

p~mp process the resetting . .. 
1 

of repeti~ive firing by ins~rting spikes. rn our model, the effective 

input is encoded bJ the basic model which we formulated by considering 

tne potassium conductance process. This proces8 produces the two ex-

perimental observations Just dentioned. 

The models of Lewis, Connor aIld Stevens, Jenflt and Kupfmuller 

do not include the electrogenic sodium pump process. "Fur thenaa re. ' 

these models are unnecessarily complex for studying neural systems be-
r • . \, 

cause, for this purpose, it is not necessary to reproduce the spike. 

Lewis' 'model is an electronic analo~ of the Hodgkin-Huxley model 

and we have discussed in Section 3.5 the possibility that the potassium 

conductance process' in our basic model .sy be diff~ent from the potas­
r 

s~um conductance process which causes the decline of the spike in the 
') 

Hodgkin-Huxley model. The theoretical work of Lewis reveal.ed haw spon-

taneous , activit y can arise ~n a patch 'of aembrane. ,.In the membranes 

where' this activity is clearly evident, there may be subthr~shold oscil~ 
, 

laUons of the membrane potential or spik.es mal' -be eaitted (3). Our 

model does not account for spontaneous actlvity. The mode! of .Connor 
1 

and Stevens is based on expert.ental data obtained fo~ Ihe .olluscan 

SO.1II8, whereas in Section 3.5 we suggested the possibility that -the 

potassium conductance proces8 for ~e .otooeuron aust include the ~fect 

of the dendrites_ 

Il 

/ 

' .. 
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8.6 Diacrepanciee between the behaviour of th.e modU and some 
1, 

experimentàl observations 
~ 

In formulatlng the mod~, in Sections 3.3 an~' 7.2; the t611ow-

lng major simplifications hàve been made: . 

i. The neuron, which bas a distributed structure, was rê­

present~y a lumped model. 

iL The timlr~arying voltage-depend,nt sodium and potassium 

conductances for subthreshold operation were replaced 

vith a constant resiet.Dce, 

iii .. The postulated inhi~itory current produced by the electro-

genic Na pump was assumed.to be, simply, a linear temporal 
< 

summation of-component currents,~each ofwhich i8 produced 

by a spike and decays exponentia~ly from a maximum at the 

time of the spike. 

These simplifications may be the cause of the fact tpat the model repro-

__________ duces some expertmental observations only~qualitativély or ta a'first-
-------=--::::: -- --::::_--:::..~------~-~===--===--- ----- -- -- ----. -- ------- ----=-:-- "" ---_-::.:: ------=-.-""? 

order approximation and that some experimentâl":ebservaëîôïl! Bt1!"not re-= -
. 

produced at aIl. In the fo~lowing, ve list these discrepancies which 

one ahou1d conaider when using the model. 1 Tb~~eriousness of these 

• discrepancies would depend on the partlcular application of the model. 

In spite of these discrepancies. the mode! has clearly shawn in the 
, 0 

thesis that many of the opserved prpparties of the encod!ng mecbanism 
'1 

) 

can be classifled into two groups, the properties in one g~oup being pro~ 
. ' . 

duced by the po~asslum conductance proceas, and the properties of the 

other 

more, 

group belng produced by the electrogenic Na pUllp process. ~rther­

in the next section ve shall propose an Il1Provement for the ma~l 

1 • 

.. 



which will remove SOlDe of these disdepancies. 

lIf the JDOd~ the firing frequencies during the initial adap"­

t~ti~n rlthln the_ Brst fev spi.kes may be as large as 1000 pps whereas, 

in the experimental case for the motoneuron, they are generally only a 

few hundred P1?s (see Section 4.1.2). This qu~titative discrepancy 

arises because the model does not account for the relative refractoriness 

frotn 1 to 4 mse't after a spike. 

~pr both the theoretical and experimental cases, the threshold 

- 0 

current, the minimum firing frequency, and the firing frequencies are 

direct1y proportiona! to the size (see Section 6.1.2). However. the 

Ifiring frequenciès of the model for Any paq:icular motoneu~ are ap- " 

.. 

,parently 1arger than the experimental values apd the slope of the theoreti-

cal curve was found ta be consistently about 2.3 times larger than the " -
~ 

slope of the experimental curve. This quantitative discrepancy may be 

due, in part" to, the first assumpt~on. The lumped model does not ta.ke 

into account the fact that the soma and de~d~ite8 are stimulated asym­

mëtrically since the microelectrode is·probablyinserted into the soma. 

lt may be that a larger stlmulatlng current causes a larger depolarizatlon 

of the distal dendrites which would permit the spike to invade a larger 
~ 

dendrltic area. In such a case AGKO,would be directly related ta the 

intensity of the stimulating current, dtnce thls conductance increase 
~ 

(trlggered b1 the spike) 18 proportional ta the surface area, slailar to 

the fact that the coqductance A~ for a large MN i.a ~r8er than that 

for a amaIl MN. Thus, in the mode!, A ~O vould increase vith the input 

intensity thereby lbd.ting tbe firing frequency .turtber. 

In addJUon to the quantitative d:lscrepancies just aentioned, , 
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the mode! does not reproduce the following exper:l.menta1 observations: 

(i) In the motoneuron, when a subthreshold depolarizing or 
J 

hyperPola.d.zing current step 18 appl~ed, the r~su~tant c~ange i~ the _ 

membrane potentia1 reaches a maximum at about 15 msec after the onset 

of the step, and thereafter it declines gradually within 100 msec to a ' 

steady leve1 tha t i8 ab ou t 70% of the maximum, value (23). In the monel, 

the overshoot is not reproduced and a steady state ia rapidly attained 

[see Figure 4-l(b)]. 

(U) In the motoneuron, there exists a definite thresho1d 
'-. 

current for repetitive f~ring and this effect ia reproduced by the 

model. However, for input current steps less than this threahold cur-

rent and greater than a so-cal1ed rheobase current, the motoneuron can 

emtt only a few apikes at the onset of the step (29). In the mode 1 , 

for a step input there la either repetitive firing or no firing at aIl 

(see Section 4.1.1). 

(iii) In the crayfish ~tretch receptor, if rep~titive firing 

',j 
ia stopped by applying a hyperpolarizing current, then alter removing 

" 
the hyperpolarizing current, there ls a transient increase of the ftring 

rate in proportion to the intensity of the hyperpola~izing current (10). 

In the mode1, there is a1so a transtent increase of the firing! rate be-
1 

cause the inhibition from the electrogenic Na pump pro.cess declines dur-
1 \ ' 

Howe:Ver, :.the inhib,!ition de-
1 \., 1 

ôn 'the. f~4t tb.at the firing 
"1 

ing the period that 'the firing i8 8topped. 
, " 

cline8 by an amount which ia dependent only , 

is stopped and not on the intens1ty o~ the hyperpolarizing current • Thua, 

in the mode1, the increase in the 'Uring r~te 1s ~depe.ndent ôf the 1n­

tenait y of the hyperpo1ariz1ng current, con'trary tQ th~ e~er1mFntal 

. . 

.1 

. 
" 

1 

/ 

----~--

J . 
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observation (theae siJllulation re.aulta have not been l.ncluded 1Jl the 

thes1s) • 

(Iv) In cnè-motojie.uron,-1:hete -j,s a- secondary- rang~ et U-rlng- --__ 

and this range ili, not rept--ôduced by the model (see Sec tio~ 4.1. 3) . 

,(v) Our model does not account for spontaneous subthreshold 

oscillations of the membrane potential or for spontanéous emission of 

spikes (3). 

8.7 Improvement for the mode! 

In the ,previous section we have l:isted several experimental 
Q 

observations which are not reproduced by the mode!. During the final 

~tages ln .the preparation of this thesis, ft became evident to us how the 

model could be impraved in arder ta account for three of these exper;1mental 
, 

observations. In this section we shall propose this improvement for the 

model. 

In Section 3.3 we formulat~d the basic mo~el (see Figure 3-5) 
, J 

in the context of the Hodgkin-Huxley model (see Figure 2-2). The~ 

branch'ln the H-H model was subdivided into two branches containing ~ . " 

and âg
K 

as shown in Figure 3-4(a). Then a simplification was made by 

lumping the branches contà1n1ng -Br. and Che.' t1me-varying vo~tage-dependent 

~a and '~ into a constant resiBtance R [see Figure 3-4 (b)] • We now 

modify this formulation: 

In Chapter II, we suggested a simple description for the be-

havlour of the potassium conductance of the squid a][on. 'lb.e transfer 

- 1, , . 
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functlon corresponding to th!s de~crlption la, 

Gv?" 

6e (s) + ~ - m- - - s- (8-1) ... 
wheré, ~(s) and âem(s) are the Laplace transforme of ~(t) and ~em(t), 

KS 18 a constant, ~ la the inverse of the time constant and GKr i8 tbe 

potassium conductance at the resting potential. We now assume that the 
\ 

same description is valid for the potassium conductance process which pro- , 

.. " duces -the after-hyperpolarization observed in the motoneuron, except that 
, ~ 

that p~rameters are dlfferent. The rationale for this ass~mption is 

the following: In the motoneuron, the spike triggera a temporary 1n-

crease 6gK(t) whlch decllnes ta zero exponentially from an initial value 

immediately after the sp1ke. This response can be regarded as the im-

pulse response of the gK pro cess and such a response happens to be the 

impulse response of the transfer function given by Equation (8-1). The 

input l1e (t) in Equation (8-1) ls composed. essentially of two super-- m 

Imposed inputs, the spikes and the subthreshold change which we also de-

note ~e (t). 
m 

Consequently, ~(t) is glven by 

(8-2) 

o 

were, GKr 18 the potassium conductanee at the r~st1ng potentlal, â~(t) 

la the change caused by the spike and Is found by applying the spike 

waveform to KsU.a + ~), ~(t) 18 the change caused by the subthreshold 

A~ (t) and 18 found by applylng âem(t) to Ks/Cil +~). Thus the 

potas~lum conductance branch in the Hodgkin~Hux1ey 'model caJbe subdlvlded , 
int,:' three separate branches containing GKr ' 6 ~(t)'i .and Sr,s<t) \s shovn 

in Viguré 8-1 (a) • 
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(a) 

.- \ 
'( 

(h) 

FIGuRE 8-1 lKPROVED IFlCATION OF THE CIRCUIT IN FIG. 2-2 

PO tnmnmSHOltD OPERATION (cf. .FIG. 3-4) 

The currentop~s'have been reaoved for the moment and they will he con-

si.dered below. We ~ow make a simplification by lumping 'the-branches 

conta1n1ng Iz. ' ~a and ~ into a branch cont~1n1ng a constant rèa1stance 

Ry 1& series vith the resting potential E as shawn in Figure 8-1(b). 
! " r ( 
Again, ve are not conaidering the tiJle-varying voltage-dependent aspects . , 

of the sodium conductance for subthreshold operation. . , 

!t. 

l • 

1 
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The circuit shawn in Fj,gure 8-~(b) can be represented in terms 
. / 

of transfer functioos as shawn in Figure 8-2. The spike em1tter and the 

- eftect of 'the current pumps ha~e -aIsô bet1n inciuded "8S-' i~SecÙon 3-3'--------

and Chapt~r VII • 

-. 

Ut) 

1 • Ile ; A - 1/. c a a r 

Iapul •• eaU tect 

Ae at llatit-l if 
a 

> 
ea(tu-l) _TB, 

aad if (ei+l-tt»l .. ec 

~IGURE 8-2 IMPROVED GENERAL K>DEL OF THE NEUllONAL ENCODING 

MECBANISH (cf: FIG. 7-1) 

/ , 

"1 

l' 

1 

Since tbe sptke 18 represented by an ide&! unit iJlpul:ee wltereas .Il e • 1[ 

not IDOdifJ.ed, we must use two different gains KSI and KS2 instead of KS 

'\ 
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in the feedback path.s wflich produce ~ and â~ • As compared to the 

. , generai modei shown :ln Figure' 7-1, an additiona1 feedback path (contain-

ing KSI' (8 + ~) 1& present :tn this improved mode1. 

We have conduct~d tr~a1 simulations of this improved model and 

the results show that the additiona1 negative feedback path produces 
<, 

three of the experimental observations which were not accounted for by 

the general model. The three observations are 1isted as (i), (ii) and 

(iii) in Section 8.6. Firstly, tpe over8hoot in the subthreshold 

step response i5 due to-the slow inctease of i KS with a time constant 

TK ' which gradually counteracts the input step. This subthreshold step 

- \ 
response reached a peak 4t 15 msec and it decl~ned gradually to a steady-

~tate level w1thin 100 msec as exparimentally observed. In the simu-

. , j 
~ations, TK was set as 33 msec, which is equai to one-third of the ex-

perimentally observed duration of the ARP and the other parameters were 

chosen equal to those of a neuron with TK a 33 msec (for the present 

purpose I KS2 was -ehosen equal to ~KO) • The parameter KSI was adjusted 

so that the steady-state level of the step response was equai to 70% of 
\ 

th' peak in the overshoot~ , - Second1y, for input steps less than the 

threshold eurrent and greater.than the rheobase current, the mode1 emitted 

a f~ spikes at thè onset of ~he step. This property is relat" to the 

faet that, for the s~bthresho1d step response, the input current i8 less 

~ffective in depo1arlzing steady-state than dur-., 
ing the overshoot. With the values ters chosen above, the 

! < 
thresho1d current was 1. 5 heobase current, and 

the 'Peak value of the overshoot was also 1. 5 t 

·e steady-state level as observed exp~rimenta1ly. Third1y, if repetitive 
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fir1ng br the model was atopped br applying a hypeFPolarizing current, 

t-hen--aft-er rpaoving the hyperpol.ari.zi!ls ~u~r~t, tnere was a trans'ient 

1ncLease of the firing in proportion to ~e intens1ty of the hyper-

polarizing current. ~is property 1s related to the experimental and 

slmulated observation that" if a hyperpolarizing current is applied to 

a neuron at rest, on terminating the current there ia a rebound de-

"-
polarization in proportion to the intensity of the hyperpo14rizing cur-

: ' 

rente In the simulations, the transient increase of the firing was 

apparent within the first few spikes. ~e ca~not compare quantitatively 

this result with the experimental observation because it was not re-

ported in detail. 
1 

This improved model does not account for the two experimental 
~ 

observations which were listed às (iv) and (v) in the previous section. 
t 

However, the model acco~nts for thirteen experimentaly observed pro-

4t 
perties of the neuronal encoding mechanism. According to the model, 

six properties are produced by the increase in the potassium conductance 
~ .. 

triggered by the spikes, four propertiea are produced by the increas~d 

activity of the electrogenic sodium pump activated by 

three ~roperties are produced by the increase in the 

the spikes, and V 
potassium conductance 

triggered by the potential. 

, 

8.8 Areas for further r 
\ 

As a reault of the present vork" severai problems of an experi-

mental and theoretical nature ~equlre further reaearch. 
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Exper!Jnental 

- The properMesc pre4iGtecL by. tœllllOdel. wh1ch are 118td iD 

Section 8.4" requ1re experimental verification. One valuable set of 

experiments wou1d ~' to stimulate intrace11ularly many motoneurons of 

various sizes vith steps of current. The results wbuld clarify pre-

diction (iii) and the firing frequencies of the model'can be c~mpared 
~ 

to more experimental values. Prediction (iv) can be tested by stimula-

ting"mo.toneurons and crayf.1sh stretch receptor neurons intracellularly 
" 

~h ~1nlLoidal current. For pre~iction (ii), we suggested in Section 

3.5 the possibilily that the prolonged increase in the potassium con-\ 

duc tance that produces the after-hyperpolarization occurs in the den-

- f) 

drites~ lt would be of interest to de termine the conditions that affect 

the extent to which the spike in~des the dendrites. Prediction (1) can 

he verified by'QbBervin~ aIl the properties of the eqcoding mechanism 

listed in the two groups in Section 8.1 for any particular neurone 

Prediction (v) can be verified by stimulating nebrons with inputs of 

various forms. 

Theoreticai 
1 

lt would be desirable to remove the major sïmp1:1fication that 

we have made in formulating the basic model. We have used a lumped 

model for the dendrites, soma, and the initial segment. A dlstributed V 
i /'-

model would be more appropri~te espec1al1r when the input '1& synaptié 

sttmu1ation or stretch Instead of intracellularly applled current. 

With such a model, one should examine if the spike invades more dendritic 

area when the stimulating current'!s increased. If so, then the nega-

tive feedback current due to the potassium conductance proces8 would corr~s-

... 

.. , 
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• pondingly increase.' .In addition, one sh.ould ex8JIÛ.ne if synaptic activity 

-lD!>difiea the -extent-th.at -the-sp:Î.ke--1nvade.a ~the- dendrites. Both fac tors 

may alter the relationship between firing ~requency and current intensity. 

Kernerl has a1ready done some work in this direction (9)., 

'Al~hough the improJement for the model which we have proposed 
.!' 

in the previous section can remove some of the discrepancies of the model, 

this improved modél still cannot aacount for acfew experimental ~bser-

vations • Thus it may be possible to improve the model further, as for 
, 

example, by considering the time-vatying voltage~dependént ~pects of 
• <1 

the sodium conductance, as ~ll as it~ inactivation. rurthermore, the 

improved mode1 proposed in the previous section will have to be analyzed 
), 

in detail. 

• 1 
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APPENDIX 

MATHEMATlCAL EXPRESSION FOR THE EXCITABILITY 

OF mE BASte MODEL AFTER A SPlKE 

The basic model is showu in Figure 3-5. 

Let, Il _ intensity of first rectangular stimulati~g pulse 

12 _ intensity of second rectangular stimulating pulse 

-âtp _ duration of stimulating pulses which was equal to .25 msec 

in the experiments (25) 

Thè values of the parameters of the model are given in section 3.3 • 

~ 

• • the minimum valu~ of Il necessary to trigger a first spike ls 

given by, 

.. TH . 
6t K4 

P ,m . 
o 

(A-I) 

Supp.ose a first spike has been emitted at t - 0 and "Ile (t) after this 
m 

1 

spike i8 shawn in-Figure 3-6. If-the second stimulating pulse ls ap-

pI1ed at t1me t, then the output of the transfer funct16n K /(s + A ) st m m 

time t + âtp ls gi ven by 
• 

( + ) • l' A t K _ m l{ r ml{. \ re (t) + ~_ - E ) +(âe (t+âtp)+ E __ - E~ 
àem t ,ât p • 2 u P IR . 2 

âR...(t) àtpKm +'[Aem(t) A A (t) At] ... ~ 1 U - mue m U P (A-2) )' 

, 
where, the firat ter. in the RHS of (A-21 1a the output due to the second 

sttmulat~g pulse, 
1 

the second term is the output due to the average â~ 1n the 
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., 

'S 
interva1 from t to t + ,A t p , and 

~ ~ ~~_tMr~_ tj!_na~ ~e~em-1np.U~out:pu~ of the' traDafe.r function.-

Subs ituting in (A-2) Ae ~t + A t p) - TH wliich is the~nd1t:lon for a', " 
Ill' , 

second spik.e to be em1tted, and solv:ing (A-l) and (A-2) .for 1
2
/11 we get', 

TH - Ae (t) f lie (t)+2~- 2E +TH'AgK(t)AtpK A Ae (t)Atp __ ~...;;;m,----: + ~ m r ~ m + ......;m~-:m~ __ 
TH - / 2m TH 

, . 
-(A-3) 

'Y 

in (A-3) A~(t) from (3-2) and the values of the parameters 

1 
Substitut,lng 

, we get, 

12 15 - Aem(t) 

~ - 15 
+ 

[ A e (t) + 55] .• 68 e -t/ 14. 2 
m + ;:-=::::: 600 

(A-4)_ 

where 1 lie (t) 18 ln DIV and t 18 in mseç. 
m 

" " c 
The exact values, of 1

2
/1

1 
1n (A-4) and aeproximate "<ralues of 1

2
/11 found 

'" 
by neglecting the sec.,nd and third term in ,(A-4) for four different times .. 
tare g1ven bel~, 

t Aem(t) 

1.0 5.0 

2.5 0 

10.0 -5-.0 
fi , 

30.0 
, -2'.S 

Thug 1
2
/1

1 
1s given approxt.ately by 

• - 15 

15 

0 

exact 1/11 approxima te 12/11 
h 

0.75 q.67 

1.00 1.06 

1.34 1.33 () 

sbi '111 

1.11 1.17 

t > 1 lISec (A-5) 

( 

t# 

-, 
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... and~ 

- • 

bec8use of the condition (ti+1 - t
i

) in the apike ~tter. 
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