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Abstract  23 

Although the release of conditional symmetric instability (CSI) by slantwise convection is recognized 24 

as an important baroclinic process, the basic dynamics of these circulations and their representation in 25 

numerical models remain inadequately understood. To address this issue, a series of 2D idealized 26 

experiments of pure slantwise convection are performed in an initially statically stable environment 27 

using the non-hydrostatic Weather Research and Forecasting Model, with the horizontal grid lengths 28 

varying between 1 to 40 km. The results show that the larger-scale feedbacks of the slantwise 29 

convection converge numerically when a cross-band grid length (∆y) of 5 km is reached. The 30 

differences between the non-converged and converged results tie closely to the release of a shallow 31 

layer of conditional instability that inevitably accompanies the early development of the slantwise 32 

circulation due to differential advection of saturation equivalent potential temperature (𝜃e
∗ ). The 33 

resolved small-scale upright convection embedded within the slantwise band can energize the 34 

horizontal acceleration of the slantwise band at mid-to-upper levels by transporting low geostrophic 35 

momentum upward that results in localized inertial instability. The convective cell also enhances the 36 

large-scale CSI neutralization by advecting high 𝜃e
∗ downward with strong downdrafts that orient more 37 

vertically than coarser-gridded runs. Moreover, ∆y ≤ 5km also better resolves the horizontal pressure 38 

gradients for cross-band motions. This work suggests that global/climate numerical weather prediction 39 

models may not adequately resolve important characteristics of slantwise convection. As most cumulus 40 

schemes target only upright convection, the inclusion of parameterized slantwise convection may 41 

improve their performance.   42 

 43 

 44 

 45 
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1. Introduction 46 

      The importance of moist symmetric instability in the atmosphere, in particular conditional 47 

symmetric instability (CSI), has been extensively studied since the pioneering work of Bennetts and 48 

Hoskins (1979), who proposed it to be one of the mechanisms for frontal rainbands in baroclinic 49 

environments. Since then, numerous observational studies have provided evidence of slantwise 50 

convection, the process by which CSI is released, often in the form of single or multiple quasi-linear 51 

bands (e.g., Bennetts and Sharp 1982, Emanuel 1988, Reuter and Yau 1990, 1993). Moreover, moist 52 

symmetric neutrality (but conditional stability) is often observed in the trailing precipitation regions 53 

of squall lines (e.g., Zhang and Cho 1992, Jiang and Raymond 1995) and in the ascent regions within 54 

cyclones (e.g., Emanuel 1988). Emanuel (1988) suggested that such findings indicate that slantwise 55 

convective adjustment occurs continuously on a smaller time scale than larger-scale baroclinic 56 

processes (e.g., frontogenesis) that generate CSI. In addition to its direct impact on precipitation, 57 

slantwise convection may drive the formation of sting jets (e.g., Gray et al. 2011, Baker et al. 2014, 58 

Schultz and Browning 2017) and enhance moist frontogenesis to spin up cyclones in the midlatitudes 59 

(e.g., Kuo et al. 1991, Balasubramanian and Yau 1994a, b, 1995).  60 

      Despite numerous theoretical (e.g., Ooyama 1966, Hoskins 1974, Emanuel 1983a), numerical (e.g., 61 

Innocentini and Caetano 1992 (hereafter IC92), Thorpe and Rotunno 1989, Persson and Warner 1991, 62 

1993, 1995 (hereafter PW91, PW93, PW95, respectively), Seman 1994) and observational (e.g., 63 

Reuter and Yau 1990, 1993, Thorpe and Clough 1991, Browning et al. 2001) studies on symmetric 64 

instability, only recently have the climatological aspects of CSI and its association with midlatitude 65 

weather systems been explored using global reanalysis data (e.g., Ma 2000, Glinton et al. 2017, Chen 66 

et al. 2018). Chen et al. (2018) examined all the Northern Hemisphere cyclones over the period 1979-67 

2008 and found that the chance of slantwise convection occurrence increases with the coincident 68 
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intensification rate of the cyclones. Furthermore, larger slantwise convective available potential 69 

energy (SCAPE or slantwise CAPE) but smaller CAPE are found for explosive cyclones than for non-70 

explosive cyclones. Whereas SCAPE drops significantly during explosive intensification, it does not 71 

change notably over the lifetime of non-explosive cyclones. This result provides supporting (albeit 72 

indirect) evidence that slantwise convection may contribute to rapid cyclone intensification, as 73 

hypothesized by Kuo et al. (1991), Reuter and Yau (1993), and Balasubramanian and Yau (1994a, b, 74 

1995).  75 

      Given its potential importance on the midlatitude climate, one may ask whether slantwise 76 

convection can be reasonably resolved in global climate models (or general circulation models; GCMs) 77 

and what resolution is required to capture its important features and larger-scale feedbacks? A typical 78 

slantwise convective band has a time scale of a few hours and a width of tens to hundreds of kilometers 79 

in the cross-band direction (e.g., Reuter and Yau 1990, Schultz and Schumacher 1999). Nonetheless, 80 

smaller-scale embedded processes might meaningfully affect its evolution. Most GCMs have 81 

horizontal grid lengths of O(10-100 km), for which parametrization of upright convection is needed. 82 

However, most cumulus parameterization schemes do not consider slantwise convection. While the 83 

impacts of horizontal grid spacing on simulated frontal bands in cyclones (e.g., Lean and Clark 2003) 84 

or squall lines (e.g., Bélair and Mailhot 2001) have been addressed, few studies have examined the 85 

grid-resolution sensitivity of pure slantwise convection. Thus, the resolution at which slantwise 86 

convection can be adequately (explicitly) resolved, and how significantly the failure to do so would 87 

impact the large-scale environment, remains unclear. 88 

      PW93 is one of a few studies to investigate the effects of model grid spacing on the unforced/free 89 

(with no external forcings applied) slantwise convective band in an environment that is stable to 90 

upright convection. They performed idealized simulations with a hydrostatic and viscous 2D version 91 
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of the MM4 mesoscale model (developed by the Pennsylvania State University-National Center for 92 

Atmospheric Research) with horizontal grid spacings (∆y) ranging from 6 to 40 km. Their results show 93 

that the model simulates a slower and weaker development of slantwise convection with increasing 94 

∆y, but this sensitivity is less noticeable for ∆y ≤ 15 km. They thus concluded that one should strongly 95 

consider parameterization for slantwise convection for a horizontal grid spacing larger than 15 km, 96 

and possibly for even finer resolution in environments where the symmetric instability is weak. To 97 

understand such a grid-spacing sensitivity, PW93 solved the linear growth rate as a function of the 98 

updraft width (Xu 1986) and found that when the updraft width of the most unstable mode cannot be 99 

reasonably resolved in the model (i.e., the width is smaller than about 4 grid-lengths), a less unstable 100 

mode might be triggered. This results in a weaker growth rate of slantwise convection than that 101 

simulated at a finer grid spacing. Another study is Knight and Hobbs’s (1988) numerical simulation 102 

of frontal development in an Eady wave, in which they reached a similar conclusion that hydrostatic 103 

slantwise convections were poorly resolved at a horizontal grid spacing of 40 km but reasonably 104 

resolved at a horizontal grid spacing of 10 km.  105 

      The purpose of this paper is to extend the work of PW93 on the sensitivity of pure and unforced 106 

slantwise convection to horizontal grid spacing to a non-hydrostatic framework, with the finest grid 107 

spacing reduced to 1 km to resolve smaller-scale and non-hydrostatic processes that could potentially 108 

affect band development. Another justification for revisiting the CSI problem is that many numerical 109 

studies in the 1980s and 1990s, including PW93 and IC92, intended to investigate CSI but actually 110 

examined potential symmetric instability (PSI) instead. This was a common misnomer pointed out by 111 

Schultz and Schumacher (1999). PSI is assessed using wet-bulb or equivalent potential temperature 112 

(𝜃𝑒) and such instability is created only if a potentially unstable layer first undergoes a finite vertical 113 

displacement to reach saturation. On the other hand, CSI is assessed with saturation equivalent 114 
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potential temperature and the instability is called “conditional” because it exists locally only if the 115 

condition of saturation is met. The distributions of PSI and CSI may be substantially different, and 116 

they are equivalent only if the flow is saturated everywhere (Bennetts and Hoskins 1979, Schultz and 117 

Schumacher 1999).  118 

      The dynamics of slantwise convection are analyzed here using an inline momentum budget 119 

retrieval tool that accurately captures the tendencies associated with different forcing terms during the 120 

model integration (Chen et al. 2020). These analyses aid investigation of the main dynamical processes 121 

that are responsible for the grid-spacing sensitivity. We then examine how such sensitivities in 122 

momentum fields affect other thermodynamic fields and the associated larger-scale feedbacks. The 123 

organization of the paper is as follows. In Section 2, the basic principles and assessment of CSI are 124 

introduced. The governing equations, configuration, and setup of the numerical model are presented 125 

in Section 3. Section 4 presents the model results, including investigation of the dynamics governing 126 

the evolution of slantwise circulation and their sensitivities to the horizontal grid spacing. In Section 127 

5, we provide some additional sensitivity tests. Finally, Section 6 presents the conclusions. 128 

2. Identification of CSI and slantwise convection  129 

      The basic principles of symmetric instability are discussed in Emanuel (1994), Schultz and 130 

Schumacher (1999) and Markowski and Richardson (2010). The term “symmetric” refers to the 2D 131 

nature of this conceptual instability, assuming no variation along the thermal wind direction. 132 

Conceptually, symmetric instability is a mixture of static and inertial instabilities. Notably, although 133 

Ooyama’s (1966) theoretical necessary and sufficient condition for symmetric instability1 does not 134 

exclude static and inertial instabilities, “pure” symmetric instability is often considered to occur within 135 

 
1 The determinant or the trace (or possibly both) of the stability tensor in a meridional plane is negative. 

The stability tensor is defined as 𝔪 = (𝐹
2 𝐵
𝐵 𝑁2

), where 𝐹2 and 𝑁2 are inertial stability and static stability, 

respectively, and 𝐵 is the measure of baroclinicity. 
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environments that are both statically and inertially stable (e.g., Emanuel 1983a, b, Dixon et al. 2002, 136 

Chen et al. 2018). Pure symmetric instability involves both vertical and horizontal driving forces, 137 

resulting in a tilting structure with height toward the cool side of the baroclinic zone.  138 

      In a dry atmosphere, the environment is considered statically stable to infinitesimal upward 139 

movements if  
𝜕�̅�

𝜕𝑧
> 0 , where 𝜃  is the potential temperature and the overbar indicates the 140 

hydrostatically balanced component. Defining the 𝑦  axis as 90-degree counterclockwise to the 141 

geostrophic wind 𝑽g,  the environment is considered inertially stable to infinitesimal horizontal 142 

displacements in 𝑦 if 
𝜕𝑀g

𝜕𝑦
< 0, where  143 

𝑀g = 𝑢g − 𝑓𝑦 144 

is the geostrophic absolute/pseudo-angular momentum, 𝑢g is the geostrophic (“zonal”; here along the 145 

𝑥  axis) wind and 𝑓  is the Coriolis parameter. Pure dry symmetric instability exists in the above 146 

environment if �̅� surfaces slope more steeply in the vertical than 𝑀g surfaces in the 𝑦-𝑧 cross-section. 147 

A slantwise displacement of the air tube (of infinite extent in 𝑥) at an angle between the slopes of these 148 

two surfaces would result in positive accelerations in both horizontal (along 𝑦) and vertical directions.  149 

      The concept of symmetric instability can be extended to a moist atmosphere by replacing 𝜃 with 150 

the saturation equivalent potential temperature 𝜃e
∗ . The resulting dynamical instability is termed 151 

conditional symmetric instability (CSI). CSI can be viewed as conditional instability along an 𝑀g 152 

surface, i.e.,  
𝜕𝜃e

∗̅̅̅̅

𝜕𝑧
|
𝑀g
< 0 , which is mathematically equivalent to negative saturation equivalent 153 

geostrophic potential vorticity in the Northern Hemisphere (e.g., Chen et al. 2018): 154 

𝑓𝑀𝑃𝑉g
∗ < 0, where    𝑀𝑃𝑉g

∗ =
1

𝜌
[∇ × 𝑽𝐠 + 𝑓�̂�] ∙ ∇𝜃e∗̅̅ ̅,                                          (1) 155 
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where 𝜌 is the air density. Note that (1) does not guarantee pure CSI as both pure conditional and 156 

inertial instabilities can each contribute to negative 𝑀𝑃𝑉g
∗.  157 

      Another measure of the degree of CSI is the SCAPE, which has proven useful for studying 158 

developing frontal bands and cyclones (e.g., Shutts 1990, Gray and Thorpe 2001, Glinton et al. 2017). 159 

Sherwood (2000) argued that SCAPE is more appropriate for establishing a meaningful slantwise 160 

instability than the lapse-rate criterion (
𝜕𝜃e

∗̅̅̅̅

𝜕𝑧
|
𝑀g
< 0). SCAPE is calculated analogously to CAPE but by 161 

lifting a hypothetical air tube (rather than parcel) along a slanted 𝑀g  surface instead of vertically 162 

(Emanuel 1983b): 163 

        SCAPE = ∫ 𝑅d(𝑇vt − 𝑇ve)𝑑(− ln 𝑝)
LSNB

LFSC𝑀g 

                                                                 (2) 164 

where 𝑇vt and 𝑇ve are the virtual temperatures of the lifted air and the environment, respectively, 𝑝 is 165 

the pressure, and 𝑅d is the gas constant for dry air. Here we confine the integral to the layer over which 166 

positive buoyancy is attained by the air tube. LFSC stands for the level of free slantwise convection 167 

and LSNB is the level of slantwise neutral buoyancy. SCAPE represents the maximum amount of 168 

potential energy available for conversion to kinetic energy and is not proportional to 𝑀𝑃𝑉g
∗.  It should 169 

be noted that, as in upright convection where positive buoyancy can extend above the conditionally 170 

unstable layer, the buoyancy can remain positive above the negative 𝑀𝑃𝑉g
∗ layer until the LSNB is 171 

reached (e.g., Stull 1991). Therefore, one should not downplay the role of CSI merely because the 172 

convective band extends into a positive 𝑀𝑃𝑉g
∗ region (e.g., Zhang and Cho 1992). Many CSI studies 173 

approximated 𝜃e∗̅̅ ̅ with 𝜃e
∗ and 𝑀g with 𝑀 (e.g., Shutts 1990, Emanuel 1988, Gray and Thorp 2001). 174 

While the former is generally valid, the latter can introduce large error when significant ageostrophy is 175 

present (Schultz and Schumacher 1999). Thus, in the current study, we use 𝜃e
∗ and 𝑀g to assess CSI.  176 
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3. Methodology 177 

3.1 Model and numerical setup 178 

      The numerical model used in this study is the compressible, non-hydrostatic, and idealized 179 

version of the Advanced Research Weather Research and Forecasting (WRF) model, version 3.8.1 180 

(Skamarock et al., 2008). The model is run in 2D, with a domain size of 1600 km and 16 km in the 181 

y and z directions, respectively. The lateral boundaries are open in y and the lower boundary is free 182 

slip. The only subgrid parameterization scheme in use is the Thompson microphysics scheme 183 

(Thompson et al. 2008). Implicit Rayleigh damping for vertical velocity is activated over the 184 

uppermost 4 km of the domain to absorb vertically propagating internal gravity waves (Klemp et al. 185 

2008). Six simulations with different horizontal grid spacings (∆𝑦) of 40, 20, 10, 5, 2, and 1 km are 186 

conducted. The simulations are all carried out with a total of 130 vertical layers (stretched with an 187 

averaged vertical grid spacing of around 125 m; see more discussion in Section 5.1). Although no 188 

subgrid turbulence scheme is used for simplicity, the selected third- and fifth-order vertical and 189 

horizontal advection, respectively, contain implicit diffusion (Wicker and Skamarock 2002, 190 

Skamarock et al. 2008).  191 

3.2 Governing equations and the inline budget retrieval 192 

      The WRF governing equations are formulated in flux form (Skamarock et al 2008). The 193 

momentum components, coupled with the dry air mass in the column, 𝜇d, are defined as  194 

𝑈 = 𝜇d𝑢, 𝑉 = 𝜇d𝑣, 𝑊 = 𝜇d𝑤, Ω = 𝜇d
𝑑𝜂

𝑑𝑡
, 195 

where 𝜂 = (𝑝dh − 𝑝dh_top)/𝜇d is the terrain-following vertical coordinate, in which 𝑝dh stands for 196 

the hydrostatic pressure and 𝑝dh_top is the 𝑝dh at the top of the dry atmosphere, u, v, and w are the 197 

velocity components parallel to the Cartesian x, y, and z axes, respectively, and 
𝑑𝜂

𝑑𝑡
 is the vertical 198 
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velocity on the 𝜂-coordinate. For our idealized setup on an 𝑓-plane, where 𝑓 = 1 × 10−4 s-1, these 199 

equations are written as  200 

∂𝑈

∂t⏟
𝑢 tendency

= −∇ ∙ (𝑽𝑢)⏟      
advection
ADV𝑢

−𝜇d𝛼
𝜕𝑝

𝜕𝑥
−
𝛼

𝛼d

𝜕𝑝

𝜕𝜂

𝜕𝜙

𝜕𝑥⏟            
horizontal pressure gradient force

PGF𝑢

+𝑓𝑉⏟
Coriolis
COR𝑢

−(
𝑢𝑊

𝑟e
)

⏟    
curvature
CUV𝑢

                         (3) 201 

 202 

∂𝑉

∂t⏟
𝑣 tendency

= −∇ ∙ (𝑽𝑣)⏟      
advection
ADV𝑣 

−𝜇d𝛼
𝜕𝑝

𝜕𝑦
−
𝛼

𝛼d

𝜕𝑝

𝜕𝜂

𝜕𝜙

𝜕𝑦⏟            
horizontal pressure gradient force

PGF𝑣

−𝑓𝑈⏟
Coriolis
COR𝑣

−(
𝑣𝑊

𝑟e
)

⏟    
curvature
CUV𝑣

                         (4) 203 

∂𝑊

∂t⏟
𝑤 tendency

= −∇ ∙ (𝑽𝑤)⏟      
advection
ADV𝑤

+ 𝑔 (
𝛼

𝛼d

𝜕𝑝

𝜕𝜂
− 𝜇d)

⏟          
net 

vertical pressure 
gradient 

and buoyancy force
PGBUOY𝑤

+(
𝑢𝑈 + 𝑣𝑉

𝑟e
)

⏟        
curvature
CUV𝑤

+ 𝐷⏟
Rayleigh 
damping 

                         (5) 204 

where 205 

       −∇ ∙ (𝑽𝑎) = −
𝜕(𝑈𝑎)

𝜕𝑥
−
𝜕(𝑉𝑎)

𝜕𝑦
−
𝜕(Ω𝑎)

𝜕𝜂
, 206 

p is the full pressure with inclusion of water vapor, 𝜙 is the geopotential, 𝑟e is the mean earth radius, 207 

and 𝛼 and 𝛼d are the full and dry-air specific volumes, respectively. For the horizontal momentum 208 

equations, the right-hand-side (rhs) forcing terms include the flux-form advection (ADV𝑢,𝑣 ), 209 

horizontal pressure gradient force (PGF𝑣; PGF𝑢=0 because 
𝜕

𝜕𝑥
= 0 in the 2D setup), Coriolis force 210 

(COR𝑢,𝑣), and earth-surface curvature (CUV𝑢,𝑣). For the 𝑤 tendency in (5), the rhs forcings include 211 

the flux-form advection (ADV𝑤), net force between the vertical pressure gradient and buoyancy 212 

(PGBUOY𝑤), curvature effect (CUV𝑤) and the implicit Rayleigh damping for the vertical velocity 213 

(D), which can be neglected except at upper levels. Other parameterized terms may appear in these 214 

equations depending on the setup.  215 
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      Budget analysis for (4)-(5) is conducted with an inline retrieval tool that strictly follows the 216 

model solver and thus has high accuracy with the 99th percentile of the residual always less than 217 

0.1% of the concurrent tendency term (Chen et al. 2020). To demonstrate in a common physical 218 

unit (m s−2), every term in the flux-form budget equation shown herein is divided by the dry-air 219 

mass 𝜇d. To facilitate CSI assessment, the geostrophic wind is diagnosed from the inline-retrieved 220 

PGF𝑣. However, the geostrophic wind field often appears noisier than the total wind, especially for 221 

small ∆𝑦 (e.g., Shutts 1990). Thus, we applied the cowbell spectral filter (Barnes et al. 1996, 222 

Stoelinga 2009) to filter out gravity-wave-induced variations with a cutoff wavelength of 40 km 223 

on the 𝑢g and 𝑀g fields for ∆𝑦 ≤10 km. 224 

3.3 Initial conditions  225 

     An ideal design for a clean experiment for CSI is to construct an initial condition with uniform 226 

negative 𝑀𝑃𝑉g
∗ or SCAPE in the domain. However, such a setup does not guarantee the absence of 227 

dry symmetric instability, conditional (static) or inertial instabilities. Moreover, a moisture field that 228 

satisfies these requirements may not be realistically distributed and would serve as an extra 229 

parameter affecting the flow dynamics. Thus, as in IC92 and PW95, we choose an iterative method 230 

to construct an initial flow by prescribing a constant zonal wind shear, 
∂𝑢g

∂z
= 5.8 × 10−3 s-1, a 231 

constant surface pressure of 1000 hPa, and horizontally uniform vertical profiles of Brunt–Väisälä 232 

frequency (𝑁2 =
𝑔

𝜃v

𝜕𝜃v

𝜕𝑧
) and relative humidity (RH). By specifying the virtual potential temperature 233 

𝜃v = 287.5 K at the surface on the southern boundary, we then solve for the hydrostatically 234 

balanced p, 𝛼 , 𝛼d , 𝑞v, 𝜃 , and 𝑢g  for the entire domain. The resulting initial state contains 235 

horizontally uniform static stability (𝑁2 > 0) and baroclinicity (𝑓
∂𝑢g

∂z
> 0), a constant inertial 236 

stability (
∂𝑀g

∂y
< 0), and decreasing CSI (in terms of the thickness of the 𝑀𝑃𝑉g

∗ < 0 layer in the 237 
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lowest 4 km and SCAPE) from south to north (Fig. 1). CAPE is zero everywhere in the domain. The 238 

initial flow (𝑢, 𝑣, 𝑤) = (𝑢g, 0, 0) is in thermal wind balance.  239 

      To initiate a single slantwise convective band, positive 𝜃  perturbations and negative 𝑢 240 

perturbations are added to the initial flow to provide locally positive buoyancy and inertial forces in 241 

the vertical and horizontal directions, respectively. Perturbations assume a bubble of the form  242 

                                                      ∆𝜑 = ∆𝜑maxcos
2(0.5π𝑟)   for 𝑟 ≤ 1,                                    (6) 243 

where 𝜑  represents 𝜃  or 𝑢 , 𝑟 = √(
𝑦−𝑦c

𝑅
)2 + (

𝑧−𝑧c

𝐻
)2,  where 𝑅 = 50  km and 𝐻 = 1.5 km are the 244 

horizontal and vertical radii, respectively, and the center is located at 𝑦c = 400 km and 𝑧c = 1.5 km. 245 

The values of ∆𝜃max = 0.5 K and ∆𝑢max = −6 m s-1, are chosen empirically to give just enough 246 

amplitude to trigger the release of CSI. This bubble is located where 𝑀𝑃𝑉g
∗ is about -0.2 PVU and 247 

SCAPE is around 400 J kg-1 (Fig. 1b and c). This SCAPE value might seem small compared to 248 

characteristic values of CAPE during severe weather events, but it is reasonable in the context of 249 

the SCAPE climatology of Chen et al. (2018). To hasten CSI release while avoiding widespread 250 

slantwise convection developing in the domain, we also add an RH perturbation (to a maximum RH 251 

of 98.8%) over the area where the initial bubble is inserted (Fig. 1a). The step-by-step construction 252 

and the specified vertical profiles of 𝑁2 and RH can be found in Appendix B of Chen et al. (2020).  253 

4. Results  254 

4.1 Overview of horizontal grid spacing sensitivity 255 

      We first provide an overview of the ∆𝑦 = 10 km simulation to draw a comparison with past CSI 256 

studies using similar horizontal grid spacings. After the slantwise transverse circulation (v, w) is 257 

initiated, a slantwise band extends upward and northward with time (Fig. 2). The peak v and w are 258 

around 10 m s-1 and 20 cm s-1, respectively. To avoid providing a misleading picture by outliers, the 259 

evolutions of their 99th percentiles are shown. These values peak at 5.3 m s-1 and 8.5 cm s-1 at around 260 
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21 h and 17 h, respectively (Fig. 2a). Compared to PW91’s numerical study with a similar initial 261 

𝑀𝑃𝑉g of ~ -0.2 PVU (but calculated using the wet-bulb potential temperature instead of 𝜃e
∗) and the 262 

same ∆𝑦 = 10 km, our maximum (v, w) and the timescale are slightly larger and a few hours faster. 263 

However, the overall band evolution and life cycle are consistent. The simulated longer lifetime than 264 

the observed ~3-h CSI adjustment timescale in Reuter and Yau (1990) is possibly due to the lack of 265 

continuous external forcing in the idealized setup. The return flow is much more intense and deeper 266 

in the lower flank of the slantwise band than the upper side, consistent with PW91, PW95 and IC92 267 

(Fig. 2b-c). During its development, the lower part of the band slowly drifts southward at a speed of 268 

about 1.2 m s-1, similar in magnitude to that noted in IC92. The saturated band has a local width of 269 

several tens of km to 100 km, with the entire circulation extending over 400-500 km horizontally 270 

and from near the surface up to 8 km height at its peak intensity. SCAPE is reduced to nearly zero 271 

at some grid points where the return downdraft nearly reaches the surface (Fig. 2c). Since the initial 272 

condition is only weakly symmetrically unstable and the band develops in an unforced environment, 273 

the accumulated precipitation is modest with a local maximum of less than 2 mm over 20 h. 274 

      Figure 3 shows snapshots of the simulated slantwise circulation for all the experiments at 16 h. 275 

For ∆𝑦 =40 km, the model fails to maintain the slantwise convection as the initial perturbation 276 

decays quickly, with almost no consequent reduction in SCAPE. Meanwhile, ∆𝑦 =20 km only 277 

marginally resolves the band, resulting in a weak and slow growth.2 The horizontal and vertical 278 

extents of the slantwise updraft are similar for ∆𝑦 = 1, 2, 5 and 10 km. However, one obvious 279 

difference exists: instead of having one linearly-tilted band in ∆𝑦 =10 km, an embedded quasi-280 

 
2 Even with a wider initial perturbation, i.e., doubled R in (6), we obtain similar results. ∆𝑦 =40 km still 

fails to maintain the band while ∆𝑦 =20 km simulates a slower growth of slantwise band than the finer-

grid simulations (not shown).  Moreover, despite the doubled width of the initial perturbations, the 

developed slantwise band has similar width and thickness to the one with the original R. 
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upright cell develops at y~ 450 km and z =1.5-4 km for ∆𝑦 ≤ 5 km, breaking the slantwise band 281 

into two segments. Above this cell, the slantwise band continues to ascend with a gentler slope.  282 

        While the transient 99th percentile vertical velocity increases with finer horizontal grid spacing 283 

(Fig. 4a), the bulk features converge numerically at ∆𝑦 ≤ 5 km. These include the SCAPE 284 

consumption, accumulated precipitation and 48-hour averaged upward zonal momentum flux (Fig. 285 

4b-d). For ∆𝑦 ≤ 5 km, around 100 J kg−1 of averaged SCAPE is consumed by 24 h, and the domain-286 

averaged accumulated precipitation reaches 0.4 mm by 30 h. In contrast, the 10-km simulation 287 

shows much smaller effects (50 J kg−1 of SCAPE consumption and 0.2 mm of precipitation by 24 288 

h and 30 h, respectively; Fig. 4b-c). The vertical profile of zonal momentum flux reflects an 289 

important large-scale feedback of the slantwise convection in baroclinic environments (Fig. 4d): the 290 

generally negative values indicate upward transport of the low zonal momentum and downward 291 

transport of high zonal momentum by the slantwise circulation. Simulations with coarser grid 292 

spacings exhibit a peak momentum flux at lower altitudes with smaller magnitudes than the finer-293 

grid runs. As numerical bulk convergence is reached at ∆𝑦 = 5 km, a robust peak magnitude of 294 

momentum flux of around −1.5 × 10−2 kg m−1 s−2 forms at 𝑧 = 4.5 km. 295 

        The above results suggest that while ∆𝑦 = 10 km is sufficient to simulate the general structure 296 

of the slantwise convection, the embedded quasi-upright convective cell that initiates at around 5 h 297 

for finer grid spacings may have significant impacts on the larger-scale environment, thus affecting 298 

whether or not the bulk properties numerically converge. Below we present evidence showing how 299 

the convective cell develops in an initially moist statically stable environment, how it then affects 300 

the slantwise band and the larger-scale environment differently between ∆𝑦 = 10 km and ≤ 5 km 301 

runs. 302 

4.2 Dynamical origin of the upright convection 303 
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      The air parcel (tube) theory indicates that CSI can be released only if a finite-amplitude forcing 304 

is applied along a gentler angle than the sloped 𝜃e
∗  surfaces. Thus, positive 𝜃e

∗  advection must 305 

accompany the early initiation of the slantwise updraft. Although 𝜃e
∗ is not a prognostic variable, we 306 

have added an inline calculation for 𝜃e
∗ to WRF so that the 𝜃e

∗ advection can be estimated using the 307 

model’s advection operator and the local 𝜃e
∗ tendency can be calculated inline (Chen et al. 2020). 308 

Because 𝜃e
∗ is only conserved for reversible moist adiabatic process in a saturated flow, irreversible 309 

processes (e.g., precipitation, mixing, etc.) and diabatic processes can regulate its distribution. 310 

Nevertheless, Fig. 5 shows that the advection still dominates the local 𝜃e
∗ tendency, at least in the 311 

vicinity of the slantwise band.  312 

        During the early development of the slantwise convection, the differential advection of 𝜃e
∗ 313 

between the updraft and the surrounding environment renders 𝜃e
∗ surfaces buckled (i.e., distorted) 314 

locally (Fig. 5c-d), leading to the formation of conditional instability (i.e., 
∂𝜃e

∗

∂z
< 0) (e.g., Bennetts 315 

and Hoskins 1979, Bennetts and Sharp 1982, IC92, PW95). A shallow layer of conditional instability 316 

develops above the maximum ascent by 5 h (Fig. 5c-d). As the slantwise band extends upward, the 317 

updraft penetrates this conditionally unstable layer, which splits into two at about 7 h (not shown). 318 

While the conditionally unstable layer remains intact for ∆y=10 km at later times, it breaks up into 319 

small scattered patches in ∆𝑦 ≤ 5 km with stronger w, indicating a stronger release of conditional 320 

instability in the latter (Fig. 5g-h; similar features shown for ∆y=5 km are also observed for ∆y <5 321 

km). Note that at 9 h, strong 𝜃e
∗  tendencies with opposite signs stacking below the head of the 322 

slantwise band likely reflect the inertia-gravity waves triggered by the slantwise convection, forming 323 

in response to weak ageostrophy in a sheared environment (Fig. 5g-h; PW95, Huang 1991). Despite 324 

the transient large magnitudes, these waves do not have long-lasting impacts locally as the 325 

environment recovers after they propagate away (not shown). 326 
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      The inline budget analysis of 𝑤 tendency equation (5) shows that the positive PGBUOY𝑤  along 327 

the slantwise ascent is already slightly stronger and wider for ∆𝑦 ≤ 5 km than for ∆𝑦 = 10 km at 5 328 

h (not shown). This term represents the transient imbalance between the buoyancy and vertical 329 

gradient of pressure perturbation, indicating the non-hydrostatic forcing. While the PGBUOY𝑤  is 330 

maximized at about 1.5 × 10−5 m s-2 for ∆𝑦 = 10 km, ∆𝑦 ≤ 5 km exhibits peak values of above 331 

6.5 × 10−5 m s-2 at 7 h (Fig. 6d-f; note that the budget analysis for ∆𝑦 = 2 km is also presented to 332 

help access the degree of numerical convergence for ∆𝑦 ≤ 5 km). By 9 h, the maximum PGBUOY𝑤  333 

in ∆𝑦 ≤ 5 km is ten times larger than that in ∆𝑦 = 10 km over the area where conditional instability 334 

previously existed (not shown). It is a well-known relationship that stronger PGBUOY𝑤 develops at 335 

smaller ∆y because, for a given buoyancy, the opposing vertical PGF weakens as the scale of the 336 

circulation contracts, leading to stronger non-hydrostatic acceleration. This can be inferred from the 337 

linear dispersion relation (Orlanski 1981), which shows that given the same degree of convective 338 

instability, the growth rate of the unstable waves increases with reducing ∆𝑦 in the mesoscale for 339 

𝐻 ∆𝑦⁄ ≲ 1, where H is the vertical scale of the motion. In the present case, although ∆𝑦 = 10 km 340 

captures the overturning of 𝜃e
∗  surfaces (Fig. 5c; also for ∆𝑦 = 20 km (not shown)), such ∆𝑦 is too 341 

coarse to allow the instability to grow at a realistic rate. Notably, even without adequately resolving 342 

the transient non-hydrostatic forcing for the embedded convective cell, ∆𝑦 = 10 km still reasonably 343 

captures the general feature of the slantwise band (Fig. 3d). This indicates that the hydrostatic 344 

forcing (buoyancy) is still highly dominant for the general slantwise convection, with buoyancy 345 

(O(10−2 m s-2); not shown) being three orders of magnitude larger than the non-hydrostatic forcing 346 

even for ∆𝑦 ≤ 5 km. The non-hydrostatic forcing is weak, as one would expect given the shallow 347 

and weak conditional instability, but is nevertheless responsible for accelerating the embedded 348 

convective cell differently between finer-grid and coarse-grid simulations. 349 
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      For ∆𝑦 ≤ 5 km, the major upright convection persists until ~24 h but is confined to low levels 350 

even at later stages of the slantwise convection development (not shown). This is because the layer 351 

with 𝑀𝑃𝑉g
∗ < 0, i.e., where 𝜃e

∗ surfaces are steeper than 𝑀g surfaces, does not extend beyond 4 km 352 

(Fig. 1b). Thus, although the slantwise band continues to grow upward at the expense of SCAPE, 353 

the slope of the ascent becomes parallel and even steeper than the surrounding 𝜃e
∗ surfaces, and thus 354 

the associated 𝜃e
∗ advection does not lead to strongly buckled/overturned 𝜃e

∗ contours at upper levels.  355 

4.3 Early-staged evolution of the slantwise circulation 356 

      To obtain a more comprehensive picture of the evolution of w in slantwise convection, other 357 

contributing processes in (5) must also be examined. This section focuses on the early stage of the 358 

slantwise development before 9 h. While strongly positive PGBUOY𝑤  mainly occurs over the 359 

upright convective core, the earth-surface curvature (CUV𝑤) is positive everywhere with increasing 360 

values with height. CUV𝑤 is dominated by the (re-)distribution of zonal momentum, and so areas 361 

with small values extend upward as the growing slantwise band, which do not show an obvious 362 

sensitivity to ∆𝑦 (Fig. 6g-i). Meanwhile, the advection term (ADV𝑤) shows differences as early as 4 363 

h, with the ∆𝑦 =10 km case exhibiting generally weaker magnitudes and a maximum located more 364 

northward rather than upward than for ∆𝑦 ≤ 5 km (e.g., Fig. 6a-c). These differences increase with 365 

time as the updraft core intensifies more strongly with a more vertically tilted axis, leading to 366 

stronger horizontal gradient of w and thus stronger ADV𝑤 for ∆𝑦 ≤ 5 km. ADV𝑤 generally reaches 367 

the same order of magnitude but with opposite signs as the net driving force of PGBUOY𝑤 + CUV𝑤 368 

(Fig. 6a-c and j-l). The combined total tendency thus has peak values shifted northward and upward 369 

from where the PGBUOY𝑤 + CUV𝑤 is largest, indicating the upward and northward propagation of 370 

the developing slantwise band (Fig. 6m-o).  371 
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      The dynamical sensitivities to the grid spacing are also reflected in the meridional motions, in 372 

which the inertial force (PGF𝑣+COR𝑣) is crucial in driving slantwise convection. In the initially 373 

geostrophically balanced background flow, PGF𝑣  and COR𝑣  point north (i.e., positive) and south 374 

(i.e., negative), respectively (Fig. 7d-i). The initial introduction of a negative 𝑢 perturbation causes 375 

COR𝑣 to no longer fully oppose PGF𝑣, which gives rise to a positive acceleration to the north. During 376 

the continuous release of CSI, such positive inertial forces are sustained over time, expand in area, 377 

and strengthen locally, fueling the 𝑣 circulation for several hours (Fig. 7j-l). This is largely owing 378 

to the slantwise ascent transporting smaller 𝑢 from lower levels upward and thus locally reducing 379 

the magnitude of COR𝑣  (i.e., 𝑓𝑢 ) along the sloped updraft (Fig.7g-i). Such a self-maintaining 380 

mechanism has been documented in past studies (e.g., IC92, PW93). 381 

      Although the evolution of PGF𝑣  in slantwise convection has not been extensively studied, it 382 

shows a larger sensitivity to ∆𝑦 than does COR𝑣  (Fig.7d-f). IC92 considered that warming via 383 

positive 𝜃𝑒 advection and the condensational heating would lead to a local hydrostatic pressure drop 384 

maximized in the central part of the updraft. This pressure change would result in a pair of PGF𝑣 385 

anomalies that act in the opposite direction, slightly reducing and reinforcing the northward 386 

acceleration on the northern and southern half of the band, respectively. They view this pair of PGF𝑣 387 

anomalies as responsible for the observed slow drift of the slantwise updraft toward the warmer side 388 

of the domain while the parcels themselves move toward the north. However, our inline-budget-389 

retrieval results show a much more complicated quantitative picture than the conceptual one in IC92. 390 

      Generally speaking, PGF𝑣 contributes negatively to the evolution of inertial force as the area 391 

with weakening (i.e., less positive) PGF𝑣 extends upward as the band grows (Fig. 7d-f). Comparing 392 

the distribution of COR𝑣  and PGF𝑣  suggests that the sustaining positive inertial force over the 393 

slantwise ascent is mainly due to the less-negative COR𝑣 overpowering the less-positive PGF𝑣 (Fig. 394 
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7d-l). However, the broadly distributed PGF𝑣 can have dominant effects outside of the slantwise 395 

ascent. Specifically, PGF𝑣 exhibits weaker values over a wide isosceles-triangular region covering 396 

from the top of slantwise band to the surface, and so a negatively-tilted patch of negative inertial 397 

force develops below the band (e.g., Fig. 7d-f and j-l). This explains the deeper and more intense 398 

return flow in the lower flank than the upper side of the slantwise convection (Fig. 2). To the north 399 

of the triangular area, strong PGF𝑣 overpowers COR𝑣, leading to positive inertial force enhancement 400 

that helps the upper-northern part of the slantwise band accelerate northward.  401 

      Compared to ∆𝑦 = 10 km, the PGF𝑣  feature in ∆𝑦 ≤ 5 km is more pronounced, exhibiting a 402 

more vertically oriented spatial distribution with smaller values reaching higher altitudes and a 403 

slightly stronger PGF𝑣 to its north (Fig. 7d-f). On one hand, the negatively-tilted negative inertial 404 

force can penetrate the 𝑣  core, tending to break the 𝑣  contours into two segments across the 405 

convective cell. This results in a detached instead of linearly-tilted slantwise band at finer grids (Fig. 406 

3). On the other hand, the locally stronger PGF𝑣 accelerates 𝑣 of the detached upper band much 407 

more so for ∆𝑦 ≤ 5 km than for ∆𝑦 = 10 km (Fig. 7j-l).  To sum up, the weakening of the south-408 

pointing COR𝑣 is critical for sustaining and accelerating the horizontal motion over the slantwise 409 

ascent region as the north-pointing PGF𝑣 is generally weakening there. Meanwhile, the localized 410 

strengthening of PGF𝑣, especially to the north of the 𝑤 core (Figs. 6a-c and 7d-f), accelerates and 411 

extends the upper-northern part of the slantwise band northward. While the COR𝑣 evolution does 412 

not show a significant grid-spacing sensitivity at the early stage, the PGF𝑣 effect becomes more 413 

pronounced at finer grids. 414 

4.4 Maintenance of the slantwise band and its large-scale feedbacks 415 

      As upright convection lasts, it transports more low zonal momentum upwards and thus increases 416 

the imbalance between PGF𝑣 and COR𝑣 at upper levels while the inertial force weakens at lower 417 
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levels (Fig. 8). A locally strengthened inertial force above the upright convection has been observed 418 

over both squall lines and frontal regions (Zhang and Cho 1992, Browning et al. 2001). Here, the 419 

apparently stronger inertial force over the upper slantwise band in ∆𝑦 ≤ 5 km (relative to the ∆𝑦 =420 

10 km case) lasts until 20 h, causing 𝑣 contours with gentler slopes there (Fig. 8).  421 

      Having examined the detailed dynamics during the evolution of slantwise convection, we return 422 

to their links to the large-scale feedbacks. Recalling Fig. 4, a question remains as to how exactly 423 

does the better-resolved upright-convection-associated features in ∆𝑦 ≤ 5 km contribute to the 424 

faster and stronger neutralization of CSI, i.e., larger release of environmental SCAPE, hence leading 425 

to larger precipitation and vertical momentum fluxes than the coarser-gridded simulations? 426 

Although both 𝜃e
∗ and 𝑀g surfaces become buckled locally during the development, the later state 427 

when the CSI circulation is about to cease shows that the slopes of the 𝜃e
∗ surfaces change more than 428 

that of the 𝑀g surfaces from their initial states (Fig. 9). The 𝜃e
∗ surfaces become flattened not only 429 

over the region traversed by the slantwise band but also in the column below. In the example given 430 

in Fig. 9, for an air tube lifted from the surface at 𝑦 ~400 km, the flattened 𝜃e
∗ surfaces become 431 

increasingly parallel to the 𝑀g surfaces over time and lower the LSNB by 1-2 kilometers by 24 h. 432 

These factors lead to a smaller surface integral between the 𝜃e
∗ and 𝑀g surfaces at the later time, and 433 

thus smaller SCAPE for air tubes initialized at the same near-surface location.  434 

      The more parallel 𝜃e
∗ and 𝑀g surfaces in ∆𝑦 ≤ 5 km than ∆𝑦 = 10 km are especially noticeable 435 

at low levels. While both ∆𝑦 ≤ 5 km and ∆𝑦 = 10 km capture the strong 𝜃e
∗ increase over the lower 436 

flank of the slantwise band as some cross-𝜃e
∗ return flow brings the higher-𝜃e

∗ downward, enhanced 437 

low-level warming only occurs in ∆𝑦 ≤ 5 km (Fig. 10). This warming is caused by the continuous 438 

positive vertical 𝜃e
∗  advection due to the descending flow associated with the resolved upright 439 

convection (Fig. 10 d-e). Meanwhile, for ∆𝑦 = 10 km, the sloped downdraft becomes mostly 440 
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parallel to the surrounding 𝜃e
∗ surfaces at low-to-middle levels (Fig. 10a-b). While the evaporative 441 

cooling of precipitation partially offsets the warming in the lowest 2 km, a patch of positive 𝜃e
∗ 442 

anomaly persists between 1.5~3.5 km in ∆𝑦 ≤ 5 km even after the upright convection weakens (Fig. 443 

10f). Thus, adequately resolving upright convection formed by the early-stage slantwise motion can 444 

have a major impact on the CSI release and corresponding moist-symmetric stabilization.   445 

5. Additional sensitivity tests and potential limitations 446 

5.1 Vertical grid spacing   447 

       Because the local thickness of the slantwise band can be small in a convectively stable 448 

environment (as shown here and in PW93), a high vertical resolution is needed to adequately resolve 449 

it. PW93 suggested ∆𝑧 ≤170 m and we used ∆𝑧 ≤125 m for all simulations. Another issue worthy of 450 

consideration is that when the horizontal and vertical grid spacings are not changed consistently, 451 

spurious gravity waves, appearing as short-wavelength variations, might be generated (PW91). This 452 

is particularly important for simulating a narrow sloping thermal feature because resolving the slope 453 

depends on the ratio of ∆𝑦 and ∆𝑧, which may result in a discontinuous “stairs-like” feature that 454 

introduces perturbations into the mass field (Lindzen and Fox-Rabinovitz 1989). Huang’s (1999) 455 

numerical study on slantwise convection with a fixed ∆𝑦 = 10km but different vertical grid 456 

spacings also supports this finding. PW91 proposed the following guideline to mitigate such effects:  457 

                                                          AS ≤ 1, where AS ≡
∆𝑝/∆𝑦

𝑠
 ,                                                  (7) 458 

∆𝑝 and ∆𝑦 are the grid spacings in pressure coordinates and horizontal grid length, respectively, and 459 

𝑠 is the slope of the slantwise/frontal structure on (𝑝, 𝑦) coordinates. In our simulations, (7) is 460 

satisfied for all the simulations with ∆𝑦 ≥ 5 km.  461 

To test whether our finer-grid simulations are affected by the inconsistent horizontal and 462 

vertical grid length, we carried out additional simulations with an increased vertical resolution to 463 
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320 and 640 levels for ∆𝑦 =2 and 1 km, respectively (both result in an AS~0.96, as in the 5-km run). 464 

In those simulations, the convective features within the slantwise updraft do not change significantly 465 

and the fields sometimes appear even nosier outside of the primary band than for their coarser 466 

vertically gridded counterparts. The inconsistency between this result and those of PW91 and Huang 467 

(1991) may be caused by other factors (physical and/or spurious) that were absent in both past 468 

studies with a horizontal resolution of 10 km, namely increased upright convection owing to the 469 

buckling of 𝜃e
∗ surfaces and the presence of non-hydrostatic dynamics.  470 

5.2 Tests with cumulus parameterization schemes 471 

      Our results suggest that the ability to resolve embedded upright convection has important 472 

impacts on the CSI neutralization process. It is therefore of interest to know whether the inclusion 473 

of available parameterization schemes for upright convection can bring the ∆𝑦 = 10 km simulation 474 

closer to the converged results for ∆𝑦 ≤ 5 km. Two different convective schemes are tested. In a 10 475 

km-simulation with the Kain-Fritsch scheme (Kain 2004), the deep convection parameterization is 476 

never activated due to the shallowness of the convective layer. Another test for ∆𝑦 = 10 km uses 477 

the Tiedtke scheme (Zhang et al. 2011), which shows a minor enhancement in the total precipitation 478 

starting from the beginning of the simulation, but it does not appear to be physically associated with 479 

the slowly developing slantwise band as simulated in ∆𝑦 = 5 km (not shown). The rest of the bulk 480 

properties (i.e., SCAPE and upward momentum flux) also do not change significantly (not shown).  481 

These results suggest that, although the upright convective cell is the key feature differentiating the 482 

coarser- and finer-grid simulations, the use of existing upright convective parameterizations at 483 

coarser resolution does not necessarily improve the representation of this feature.  484 

5.3 Generality of the embedded upright convection 485 
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      Although the results presented herein are derived from a single idealized setup, embedded 486 

upright convective cells are believed to be general features during the development of slantwise 487 

convection. The parcel (tube) theory guarantees that CSI release must be accompanied by some 488 

degree of positive 𝜃e
∗ advection. Whether this advection can induce the overturning of 𝜃e

∗ surfaces, 489 

i.e.,  
∂𝜃e

∗

∂z
<0, depends on the environmental stability and the strength and vertical slope of the 490 

circulation. For weaker stabilities and stronger ascent rates, both of which are associated with more 491 

intense and meteorologically significant slantwise bands, the probability of this overturning is 492 

particularly high. The formation of convective instability above a developing slantwise band has 493 

been extensively documented in both observational and numerical studies (e.g., Bennetts and 494 

Hoskins 1979, Bennetts and Sharp 1982, Thorpe and Clough 1991, IC92, PW95).  495 

5.4 Limitations of the 2D framework 496 

      Strictly speaking, symmetric instability theory is applicable only to two-dimensional flow. 497 

However, real-world slantwise bands have 3D structures such as a finite length and some variability 498 

along the direction of symmetry (the thermal wind direction; 𝑥), partially due to the chaotic nature 499 

of atmosphere with turbulence, non-symmetric environmental conditions, etc. Jones and Thorpe 500 

(1992) investigated the 3D nature of slantwise band by considering two possible situations in a 3D 501 

model: (a) the region with CSI is assumed 2D, i.e., extending infinitely along 𝑥, but the trigger to 502 

release the instability occurs only locally; or (b) the region that contains CSI has a finite length in 𝑥. 503 

Both scenarios result in circulations that gradually become more elongated in 𝑥, forming the quasi-504 

linear but finite-length banded structure with some degrees of horizontal tilt/orientation from 𝑥. 505 

They found that the magnitude and direction of this tilt are associated with the viscous properties of 506 

the flow. Interestingly, the growth rate in scenario (b) depends on a ratio of the length of the CSI 507 

region in 𝑥 and the horizontal wavelength of the circulations in y (along temperature gradient). The 508 
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longer the CSI region is in 𝑥, the larger the corresponding slantwise growth rate. Thus, for CSI to 509 

occur in the 3D world, there exist minimum thresholds in both the width and length of the CSI region.  510 

      Other caveats in the 2D framework could arise from the deficiency of the 2D model in 511 

representing the realistic 3D physics. One example is that 2D models generally provide a poor 512 

representation of 3D atmospheric turbulence. Zhang and Cho (1995) conducted a 3D simulation of 513 

an Eady wave, building on an earlier 2D study of Knight and Hobbs (1988). They documented the 514 

differences introduced by the inclusion of the third spatial dimension, such as the curving features 515 

of the quasi-linear rainbands and their 8-10 degrees deviations from the along-front (i.e., 𝑥) direction. 516 

Moreover, 2D models tend to simulate updrafts that lean downshear, leading to weaker growth of 517 

the slantwise band. They associated this problem to the unrealistic representation of divergence, 518 

vortex stretching, and tilting in 2D models when environmental wind shears are strong. Nevertheless, 519 

as in Jones and Thorpe (1992), their 3D simulated results conformed in many aspects to the CSI 520 

theory and its 2D interpretations. 521 

6. Conclusions  522 

      Recent climatological studies have reinforced the potential global importance of slantwise 523 

convection, raising questions about whether large-scale models can resolve slantwise convection and 524 

under what conditions should it be parameterized. To address these questions, the present study 525 

simulates isolated free moist slantwise convection (the process by which conditional symmetric 526 

instability, or CSI, is released without continuous external forcings) in a baroclinic environment that is 527 

initially unstable to slantwise displacements but inertially and conditionally stable. The simulations are 528 

conducted in an idealized, non-hydrostatic, 2D (𝑦–𝑧 plane) framework with the Weather Research and 529 

Forecasting (WRF) model. The sensitivities of the slantwise convection to the horizontal (cross-band; 530 

along the temperature gradient) grid spacing (∆𝑦; varied from 40, 20, 10, 5, 2 to 1 km) are examined 531 
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to determine the necessary grid spacing to robustly capture the band dynamics and larger-scale 532 

feedbacks. While ∆𝑦 = 40 and 20 km are too coarse to sustain the slantwise circulation, ∆𝑦 =  10 km 533 

can reasonably capture its general feature, including the spatial extent (i.e., 400-500 km horizontally 534 

and 8 km vertically) and the timescale to reach peak intensity. However, the slantwise-convection-535 

associated large-scale impacts are found to converge numerically at Δ𝑦 ≤ 5 km. We utilize an inline 536 

momentum-budget retrieval method to identify the dynamical processes that account most for the grid-537 

spacing sensitivity. 538 

      We found that the key feature that differentiates the converged and non-converged bulk properties 539 

is closely related to a major upright convective cell that emerge within the slantwise band at low levels 540 

only for ∆𝑦 ≤ 5 km. The upright cell develops when the growing sloped updraft enters a shallow 541 

conditionally unstable layer, which forms at around 4-5 h due to the strong positive 𝜃e
∗ advection by 542 

the developing slantwise ascent itself. The 𝑤-budget shows that ∆𝑦 ≤ 5 km can resolve the localized 543 

convective cell better, releasing conditional instability with an order-of-magnitude stronger non-544 

hydrostatic force (i.e., imbalance between the vertical pressure gradient and buoyancy; PGBUOY𝑤) than 545 

∆𝑦 = 10 km. 546 

      As for the horizontal flow of the slantwise band, the 𝑣 acceleration depends on the inertial force, 547 

i.e., imbalance between the horizontal pressure gradient force (PGF𝑣; initially positive toward the north) 548 

and the Coriolis force (COR𝑣; initially negative toward the south). COR𝑣 plays a self-sustaining role in 549 

the slantwise convection evolution as it becomes less negative while slantwise ascent transporting 550 

lower zonal momentum u upward. The changes of PGF𝑣 exhibit a more complicated spatial distribution. 551 

On one hand, the widespread weakening PGF𝑣  leads to a reversed inertial force extending to the surface 552 

which is responsible for the deep and intense return flow over the lower flank of the slantwise ascent. 553 

While COR𝑣 shows a relatively small grid-spacing sensitivity at the early stage, PGF𝑣 exhibits a more 554 
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distinctive feature at finer grids. The weakening PGF𝑣 at low levels can penetrate the slantwise ascent 555 

and break the 𝑣 contours across the embedded convective cell for ∆𝑦 ≤ 5 km. On the other hand, the 556 

localized strengthening of PGF𝑣 to the north of maximum updraft becomes more pronounced at finer 557 

grids, leading to a stronger northward acceleration and extension of the upper-level (detached) band 558 

than the coarser-grid runs. 559 

       The resolved upright convection promotes a faster release of CSI. The embedded upright 560 

convective cell in finer-grid simulations continuously transports more air with low u upward, leading 561 

to a stronger inertial force that enhances the northward accelerations at upper levels. Moreover, the 562 

descending cross-𝜃e
∗   flow associated with the upright convective cell strengthens the positive 𝜃e

∗ 563 

advection beneath the slantwise updraft, causing additional warming of 𝜃e
∗ at low levels for ∆𝑦 ≤ 5 km. 564 

This warming helps flatten 𝜃e
∗ surfaces to be closer to geostrophic absolute momentum (𝑀g) surfaces 565 

and lower the level of slantwise neutral buoyancy, resulting in a larger consumption of slantwise 566 

convective available potential energy (SCAPE), i.e., larger adjustment toward a slantwise-neutral state. 567 

Therefore, accumulated precipitation and the domain-averaged vertical momentum flux both increase 568 

in magnitude with decreasing ∆𝑦 until 5 km is reached. While this study shows that the smaller-scale 569 

upright convective processes can have significant impacts on the larger-scale environments, we 570 

reiterate that slantwise convection itself is still dominantly driven by the hydrostatic forcing (buoyancy; 571 

which is three orders of magnitude larger than the non-hydrostatic forcing), and therefore ∆𝑦 = 10 km 572 

can still reasonably capture its general feature.  573 

      The current findings suggest that numerical models may not adequately resolve critical properties 574 

associated with the development of slantwise convection with a horizontal grid spacing coarser than 575 

around 5 km. Because slantwise convection can exist in an environment without CAPE (as shown 576 

herein), existing parameterizations for upright convection may not properly capture it. Thus, either 577 
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these schemes should be adapted to account for slantwise convection and its larger-scale feedbacks, or 578 

new schemes for pure slantwise convection should be developed (e.g., Emanuel 1983a, PW93, Schultz 579 

and Schumacher 1999). A few studies (e.g., Lindstrom and Nordeng 1992, Balasubramanian and Yau 580 

1995, Ma 2000) have shown that inclusion of slantwise convective parameterization in numerical 581 

models improves forecasts of precipitation, jet, and/or cyclone intensity, but these schemes have not 582 

been commonly employed. Chang et al. (2013) and Zappa et al. (2013) compared the historical 583 

simulations from the phase 3 and 5 of the Coupled Model Intercomparison Project (CMIP3 and CMIP5) 584 

with the reanalysis data, respectively, and both found significant biases in extratropical storm tracks 585 

properties. Considering that slantwise convection is climatologically important in the midlatitudes (e.g., 586 

Glinton et al. 2017), particularly for rapidly deepening cyclones (Chen et al. 2018), implementing a 587 

slantwise convection parameterization in climate models may be beneficial for their general forecast 588 

skill.  589 
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 735 

Figure 1. Initial conditions: (a) relative humidity (shading; %), geostrophic wind (gray solid; m s-1), 𝜃e
∗ 736 

surfaces (black dashed; K), 𝑀g surfaces (black solid; m s-1) and (b) saturation equivalent geostrophic 737 

potential vorticity, 𝑀𝑃𝑉g
∗ (shading; PVU; see (1)). The yellow contours of 0, 0.2, and 0.4 K indicate the 738 

initial potential temperature perturbation. (c) Shows the initial SCAPE (bar; J kg-1; see (2)) at the location 739 

where the corresponding 𝑀g surface intersects the ground. 740 

  741 
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 742 
Figure 2. Results for ∆𝑦 = 10 km. (a) The time evolution of the 99th percentile 𝑣 (black; m s−1) and 𝑤 743 

(gray; cm s−1) over the entire domain. (b) The slantwise transverse circulation (𝑣, 𝑤) (vectors), wind 744 

speed (contours starting from 0 m s−1 with an interval of 1 m s−1), RH≥100 % (light blue shading) at 9 745 

h. The lower panel shows the SCAPE (gray bar shows the current value while the solid gray line shows 746 

the initial value; J kg−1), recorded at the location where the sloped 𝑀g surface intersects the ground. (c) 747 

Same as (b) but for 21 h.  748 

 749 

  750 
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 751 

Figure 3. The slantwise convection for ∆𝑦 of (a) 1 km, (b) 2 km, (c) 5 km, (d) 10 km, (e) 20 km and (f) 752 

40 km at 16 h. The uppermost panel shows areas with RH≥100 % (light blue shading) and the transverse 753 

circulation (𝑣, 𝑤) (vectors; strong ascent with 𝑤 > 5 cm s−1 and decent with 𝑤 < −5 cm s−1 are marked 754 

in red and blue, respectively). The lower two panels show the accumulated precipitation (black bars; mm) 755 

and SCAPE (gray bars; J kg−1), respectively, and the latter is shown at the location where the 𝑀g 756 

intersects the ground.  757 
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 758 

Figure 4. The time evolution of the (a) 99th percentile vertical velocity of the domain, (b) domain-averaged 759 

SCAPE difference from the initial time and (c) domain-averaged precipitation. (d) 48-hour- and domain-760 

averaged zonal momentum flux for experiments with different horizontal grid spacings as indicated in the 761 

legend. The area used for these calculations is bounded by 𝑦 =200 and 1000 km. 762 

  763 
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 764 

Figure 5. The estimated 𝜃e
∗ advection (shading) and 𝑤 (gray solid and dashed lines indicate the positive 765 

and negative values with an interval of 5 cm s−1, respectively) for (a) ∆𝑦=10 km and (b) ∆𝑦=5 km at 5 h. 766 

The concurrent local 𝜃e
∗ tendency (shading), 𝜃e

∗ (black dashed contours) and the conditional instability, 767 

i.e., 
∂𝜃e

∗ 

∂z
< 0, (red contours with an interval of −1x10−3 K m-1) are shown in (c) for ∆𝑦=10 km and in (d) 768 

for∆𝑦=5 km. The location of maximum 𝑤 is also noted. (e)-(h) are the same as (a)-(d), respectively, but 769 

at 9 h. For ∆𝑦 = 5 km, all fields are averaged onto the same 10-km grid to smooth out the smaller-scale 770 

noise.  771 
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 772 

Figure 6. Inline budget analysis of 𝑤 at 7 h. Each shaded panel from left to right shows the (a)-(c) 773 

advection (ADV𝑤), (d)-(f) net vertical pressure gradient and buoyancy force (PGBUOY𝑤), (g)-(i) curvature 774 

(CUV𝑤) (solid and dashed white contours indicate positive and negative values, respectively, with an 775 

interval of 2.5× 10−5 m s−2), (j)-(l) the net force of PGBUOY𝑤  and CUV𝑤 [(5); the damping term is small 776 

and thus not shown] and (m)-(o) the total tendency. All terms have a uniform unit of m s−2. The top, 777 

mid- and bottom rows are for runs with ∆𝑦=10, 5 and 2 km, respectively. The black contours indicate 𝑤 778 

with an interval of 5 cm s−1 (positive and negative values shown in solid and dashed lines, respectively). 779 

For ∆𝑦 ≤ 5 km, all fields are averaged onto the same 10-km grid.  780 
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 781 

Figure 7. Inline budget analysis of 𝑣 at 7 h. Each shaded panel from left to right shows the (a)-(c) advection 782 

(ADV𝑣), (d)-(f) horizontal pressure gradient force (PGF𝑣), (g)-(i) Coriolis force (COR𝑣) (solid and dashed 783 

white contours indicate positive and negative values, respectively, with an interval of 5× 10−4 m s−2), 784 

(j)-(l) the net force of PGF𝑣 and COR𝑣 [(4); the curvature term (CUV𝑣) is small and thus not shown] and 785 

(m)-(o) the total tendency. All terms have a uniform unit of m s−2. The top, mid- and bottom rows are 786 

for runs with ∆𝑦=10, 5 and 2 km, respectively. The black contours indicate 𝑣 with an interval of 2 m s−1 787 

(positive and negative values shown in solid and dashed lines, respectively). For ∆𝑦 ≤ 5 km, all fields are 788 

averaged onto the same 10-km grid.  789 
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 790 

Figure 8. The net force of PGF𝑣 and COR𝑣 (shading) for ∆𝑦 = (a) 10 km, (b) 5, and (c) 2 km runs at 18 h. 791 

The black contours indicate 𝑣 with an interval of 2 m s-1 (solid for positive and dashed for negative values). 792 

For ∆𝑦 ≤ 5 km, all fields are averaged onto the same 10-km grid.  793 
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 794 

Figure 9. Conditions after the CSI adjustment at 24 h for ∆𝑦 = (a) 10 km, (b) 5 km. The upper panel shows 795 

the transverse circulation (𝑣 , 𝑤 ) (gray vectors), the 𝑀g  (solid blue) and 𝜃e
∗  surfaces (dashed blue), 796 

RH≥100 % (light blue shading). The lower panel shows the SCAPE (blue bar; J kg−1) at the location 797 

where the 𝑀g intersects the ground. The black solid line in the lower panel shows the initial SCAPE values. 798 

Some example of SCAPE calculation for hypothetical air tubes lifted from near the surface at 𝑦 ~ 400 km 799 

are marked in red. Thick solid and dashed lines in the upper panel indicate the corresponding 𝑀g and 𝜃e
∗ 800 

surfaces at the initial time (black) and 24 h (red), respectively.   801 
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 802 

Figure 10. The 𝜃e
∗ (dashed contours) and the 𝜃e

∗ deviation from its initial field (shading) at (a) 15 h, (b) 24 803 

h and (c) 36 h for ∆𝑦 =10 km. For earlier times (a) and (b), the transverse circulation (𝑣, 𝑤) is also shown 804 

(vectors). Areas with RH≥100 % are hatched with horizontal black lines. (d)-(f) are the same as (a)-(c) 805 

but for ∆𝑦 =5, whose fields shown here are averaged onto the same 10-km grid. 806 
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