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Abstract

Optics is receiving increasing attention as an attractive technology to implement high per-
formance backplanes. The growth in the fields of digital telecommunications and parallel
computing is demanding backplanes with ever-increasing interconnection densities and data
transfer rates [2, 5).

As a possible solution to the limitations of electrical backplanes [9], research into free-
space photonic backplanes is underway at McGill University [i]. The feld of research
into photonic backplane architectures is new and relatively small amounts of literature are
available on the subject. Hence, the research effort at McGill represents one of the first

architectural level studies in the field of [ree-space photonic backplanes.

As part of the research program underway at McGill, a photonic backplane architecture
has been proposed [27] and is currently under construction [1). Due to the novelty of the
backplane architecture there was a need for a preliminary investigation into its feasibility
and capabilities, A large analytic performance model which could analyze the numerous
architectural variations of the backplane has been developed [25]. In this thesis a software
toal, based on the analytic model in {25], has been developed for broad design space ex-
plorations of the backplane architecture. The modelling approach is general and can be
extended to the analysis of arbitrary networks and backplane architectures. However, this
thesis will focus on the design space exploration of internally nonblocking ATM switches
on various backplane architectures. Throughout the thesis, the synchrononous smart pixel

array design from June 1994 will be assumed,



Résumé

De plus en plus, la technologie optique se dévoile comme étant une solution viable aux
systemes d’interconnexions 4 haute performance des cartes dlectroniques. Les avancoments
dans les domaines des télécommunications digitales et de Minformatique des ordinateurs par-
alleles requicrent des systémes d'interconnexions i densités grandissantes ot des transforts

de données & débits croissants (2, 5.

Les recherches entreprises & "université McGill [1] sur les systémes d'interconnexions
optiques offrent une solution poteniiclle aux limitations technologiques des systémes d’inter-
connexions électriques [9]. Le domaine de recherche axé sur Parchitecture des systémes
d’interconnexions optiques est récent et jusqu'i présent Leés peu de Lravanx ont été publids.
Les recherches & McGill représentent done un des premiers efforts dans le domaine de

'architecture des systémes d'interéonnexions opligues.

Un des éléments de la recherche & McGill consiste & la conception [27] et la mise en
ceuvre [1] d'une architecture pour un systéme d’interconnexions opliques. A priori une
étude de faisabilité était nécessaire dtant donné 'aspect pionnier d’un tel projet. Un modele
analytique complexe a été develeppé [25] pour permetire une évaluation de la performance
sous divers parametres architecturaux. Cette thése présente un logiciel basé sur le modéle
analytique de [25). Le logiciel fournit un outil d’exploration i Pensemble des concepts
possibles pour un systéme d’interconnexions optiques. Le modéle utilisé se veut général de
sorte & étre applicable a I’analyse de réseaux arbitraires. Cependent, cette thése porte plus
particulierement sur 'exploration du design de commutateurs ATM & congestion interne
hasés sur fonds de paniers variés. Tout au long de cette thése, le design du smart pixel

array synchrone datant de juin 1994 sera sous-entendu.



Acknowledgements

The anthor wishes to gratefully acknowledge the thesis supervision of Professor Ted Szyman-
ski. His enthusiasm and encouragement have made this thesis possible. The opportunity

to work in this new and exciting field of research was most appreciated.

I wish 1o thank to Jacck Slaboszewicz, whose unwavering dedication to the Microclec-
tronics and Computer Systems laboratory kept the computer systems running smoothly,
day or night. He was always willing to answer my many questions whenever I ran into

difliculties.

Thanks Lo my fellow students in the lab, especially Eric, with whom [ could always count
on to engage in stimulating and enlightening discussions on a myriad of topics. Thanks to
Beting who gave me a warm welcome to the lab and having shown me its social side when
I started in the fail of 1992. The friendships I formed tnade my stay in the lab an enjoyable

orn,

Thanks to my dear friend Kris for her companionship over the last three years. The
conversations we shared always made the daily commute to and from the university a

pleasure,

Finally, thanks to my parents, for it is with their constant support and guidance that I

close to pursue my studies into graduate school.



Funding Acknowledgments

The Canadian Institute for Telecommunications Research (CUTR), a member of the
Center of Excellence program in Canada, is funding a Major Project in Photonic Deviees
and Systems. The Major Project is organized into four projects located thronghout Canada,
including the “Optoclectronic Devices”, “Oploclectronie Packaging Concepts”, *QOptical

and Optomechanical Hardware™ and “Large ATM Architectures™ projects [1].

One goal of the Major Project is to demonstrate a free-space photonic backplane hased
on smart pixel arrays. To meet this objective, a photonic backplane architecture has heen
proposed and a mathematical performance model has been developed [25]. ‘T'he backplane
architecture is currently under development at McGill University and a demonstrator which

interconnects four printed circuit boards in planned for the Fall of 1995,

In this thesis a software tool which implements the mathematical performance model
in [25] has been developed. The research contained in this thesis was supported in part
by NSERC Canada Grant OGP0121601 and by the CI'TR through Project 94-3-4 enti-
tied “Large ATM Architectures”. This rescarch was performed in Lthe Microelectronics
and Computing Systems Laboratory (i.c., the MACS Lab.) at McGill University, ‘The
use of computing equipment on loan to the MACS Laboratory from the Canadian Micro-
clectronics Corporation (CMC) through its 1993, 1994 and 1995 Equipment Loans is also

acknowledged.

iv



Contents

Abstract i
Résumé ii
Acknowledgements iii
1 Introduction 1
LU Motivalion . . . o o e e e e e e e e e e e e e e e e 2
.11 Eleetrical Backplanes . . . . . . o oo 0 v s e e e 2

1.1.2  Tree-Space Optical Backplanes . . . . .. .. .. ... ... .. 3

1.2 Author’s Contribulion . . . . . . o v i i i e e e e e e e 5
0 T 1 R T ]

2 Overview of the Hyperplane 8
2 S T T 1 S 8
2.1.1  Parallel Optical Channels . . . . . .. ... ... ... ... ..., 8

2,12 Nodes . .0 0o e e e e e e e 9

2,13 Smart Pixel Arrays . . o v 0 o i i e e e e e e e e e e 10

214 Modeof Operation . . . . . o o i i i i i it it e e e e e e e 12

2.2 Alternate Structures of the Basic Hyperplane . . . . .. ... ... .. ... 13
2.2.1 Single-Stream Circular Hyperplane . . . .. ... ... ... ..... 13

2.2.2  Dual-Stream Circular Hyperplane .. ... ... ... ... ... . 13



228 Embeddings . .. 0o e Ll

2.3.0 Linear Hyperplane © o o0 00000 o000 16
2.3.2  Dual-Stream Circular Hyperplane .00 00000000000 L . 22
2ol SUIUIALY v o e e e e e e e e e e e e e e 27
Design Goals of the Software Tool 28
3.1 Hardware Configurations . . . . . . o 0 0o oo o i ot 20
3.2 Operating Conditions . . . v o . L oot e e e e e 30
3.3 Performance Measures . . . . o oL L e e 31
3.3.1 Unbuffered Analysis . .. . .o o o0 oo sl
33.2 Baffered Analysis . . . . .. .. ... L g
3.4 Maoadeling Accuracy and Computation Complexity .. .. .. ... .. ... 32
3..1 Unbuffered Analysis . . . . .. .. 0 o o e 32
3.4.2 Buffered Analysis . . . . . . . L o e e 33
3.5 SoftwareInterlace . . . .. o L e e Hh
3.5.1 Numerical Analysis Interface . .. 0. 0000 oo o0 34
3.5.2 Numerical Visualization Interface . . . . o o o v o o oo 0oL 45
3.6 Hierarchical Design . . . v v v v o o o i i e e 36
3.6.1 Nuwerical Analysis Software Structure . . . .. .. ..o oL 36
3.6.2 Numerical Visualization Software Strueture . . .. L ..o 0oL . 17
37 SUMIMALY & v v v e e e e e e e e e e e e e e e e e e gh
Analytic Model of the Hyperplane 39
4.1 Theoretical Performance Analysis . . . . . . . . o o oo v oo 349
4.2 Packet Time-Slot Duration . .. .. ... vt i v i i i i v e w v 40
4.2.1 Embeddings in the Lincar Hyperplane . . ... ... ... ... ... AQ)
4.2.2 Embeddings in the Dual-Stream Circular Hyperplane ... . .. .. 11

vi



4.3 Probability of Packet Blocking and Acceptance . . 00 0 000000 42

4.3.1  Single-Stream Circular Hyperplane . .00 000000000000 42
1.3.2  Linear liyperplane - Sequential Channel Assignment . . . . . . R 1
4.3.3  Lincar Hyperplane - Interleaved Channel Assignment . . . . . . AT
4.3.4  Dual Stream Cirenlar ilyperplane .. . ... . .. e e e e 52
4.5  Polsson Model of the Binomial . . ... ..., ... ... .. ... 55
4.4 Network Throughput . . .. . .. ..o 0. N 57
4.4.1  Linear liyperplane . . .. .. e e e e e e e e e s Y]
4.4.2  Dual-Stream Circular Hyperplane . .., .. .., e e e e e 59
4.5 Input Queuing Analysis . . ... .. 0 oL oo e e e 59
451 M|MY oo QuevewithY Servers . . .. ... ... ...... . 60
452 M|M|Y |Q, Queue with ¥ Servers . . .. ........ | ¥
1.6 Internally Nonblocking Networks . . . .. ... ... ... e e e e e 64
40,1 Crosshar. . ... ... ..o i, e e e e e e . 64
4.6.2 Knockout Switch . . . .... ... ... .. ..., P
4.6.3 Fully Connected Network . ... ..... e e e e e e e e G4
4.6.1 Dilated Crossbar . . . . . ... .. . . . o L. R
4.6.5 Crossout Swileh . . ... .. . v . o oo e e 65
AT OBUmMmMary ... . e e e e e e e e e e e e e D
Software Operation 66
5.1 Introduction . . . . .. e e e e e e e e 66
5.2 Numerical Analysis . . . .. ... e e e e e e e e e e e e .. 66
5.2.1 Embedded Networks . . . ... .. ... ..... C e e e . 72
5.3  Numerical Visualization . .. .. .. e e e e e . T4
5.1  Analysis Considerations . .. ......... e e e e e e .79
5.5 System Requirements ... ............. P S .. 80

vii



8 Numerical Results 81

6.1 Introduction . . . . . o oo e e e e Nl
G.2  Linear llyperplane . . . . . . o e e 82
G.2.1  Unbuffered Analysis . . . . . .. .. .. . . e N2
6.22 Buffered Analysis . . . . . 0 o 85
6.3  Dual-Stream Cireular Hyperplane . . . . . . .. .. o o o ... 8T
6.3.1 Maximized Edge Bandwidth LBmbedding . . .. .. .. ... ... .. NT
G.3.2  Minimized Propagetion Delay Embedding . . . ... ... ... ... 89
6G.3.3  Optimized Edge Bandwidth and Propagation Delay Fmbedding . . . 89
6.1  Effect of Hardware Parameters and Operating Conditions . . . . .. .. .. )
6.4.1 Effect of the Network Size on Performance. . . .. . ... . ... 40
6.4.2 Effect of the Offered Load on Performance . . . .o L oL 0oL L, 9l

6.4.3 Effect of the Number of Optical Bit-Channels on Performance, . .. 9

6.4.4  Effect of the Clock Frequency on Perlormance. .o . ..o 0L L. Y

6.4.5 Effect of the Packel Size on Performance. . . . .. ... .. ... .. 05

G.D  SUIMMALY . . . . i et e e e e e e e e e e e e e e 07

7 Conclusions 09
Bibliography 101
A Numerical Analysis Software 194
A.l Top Level Routine for the Dilated Crossout Switeh . . . . . . . .. ... .. 104

A.2 Probability of Blocking Routine for the Dilated Crossout Switch

viil



List of Figures

2.9

2,10
2,11
2,12
2.1

2.14

2.15 Optimized bandwidth and propagation delay embedding of a Crossout switch

3.1

Board-to-board interconnect with bulk optics . . .. . ..
Board-to-board interconnect with micro-optics . . .. ..

Board-to-hoard interconnect with holographic clements . .

Free-space photonic backplane. . . ... .. ... .. c .
A basic smart pixel array .. . .00 0o 0000
Variations of the basic smart pixel array . . ... ... ..
Single-stream circular hyperplane . . . . . .. .. ... ..

Dual-stream circular hyperplane . ... ... ... e

Embedding template of the hyperplane . . . . .. .. ..
An N =16Crossbarswitch . ... ... .........

Hypergraph model of an N = 16, L = 8 Knockout switch

An N = 16,a = 2,b =4 dilated Crossbar switch . . . . ..

An N = 16 Fully Connected network . . . . ... ... .

An N =16,C =4, =4 Crossout switch . . . . ... ..
AAN=16C=8K=4d,a=2,b=4 dilated Crossout switch . . . .. ...
Maximized edge bandwidth embedding of a Crossout switch . . . . .. ...

Minimized propagation delay embedding of a Crossout switch . . . . . c e

A window of the numerical analysis interface .. ... ..

..........

..........

-----------

10
11
13

15
17
18
19

23
24
25
26
27

34



3.2
3.3
3.

1.6

A window of the numerical visualization interface . . . . . . .. . ..

Structure of numerical analysis section of the soltware tool

LI T TR T R

Structure of the numerical visualization section of software tool . . . . .

Embedding of an N = 16,0 = 4, = | Crossout in the single-stream

cireular hyperplane . . . . . o L e e e
Sequential assignment of nodes to logical chawnels . . ... . ... ... ..
Interleaved assignment of nodes to logical channels

I T T S

Blocking probability for interteaved versus sequential chanuel assigniment. . .

Maximized cdge bandwidth embedding of the N = 16, = 1, = 4

Crossout switch in the dual-stream circular hyperplane . . . .

Minimized propagation delay embedding of the ¥ = 16, = 4, = 4

Crossout switch in the dual-stream circular hyperplane .

Maximized edge bandwidth and minimized propagation delay embedding of
the N = 16, = 4,C = 4 Crossout switch in the dual-stream cireular

hyperplane . ... ...........

LI S T L e e e N )

Markov chain model for an M | M | Y | 0o quene

L O L L} + 8 e s e

Markov chain model foran M | M | Y | Q, queue . . . .

Hyperplane Architecture selection menu . ., , .
Channel Assignment selection menu .. . .. .. ...
Embedding Scheme selection menu . . . . . . ... ...
Probability Computation Model selection menn . . . . . .. . .. e
Hardware Settings and Operating Conditions window . . . . .. e
Parameters of the Design Space Exploration window . . ... ...
Network Size and Offered Load Point window . . . . . . ..
CurveMenu . ... ...... i,

Anoutput graph window .. ... ...............

36

37

Hl

R

el

hh

(i)

(2

67
(N
GY

i



3.2
3.3

3.1

4.6

4.8
4.9

A window of the numerical visualization interface .

I L T T T T S T A |

Structure of numerical analysis section of the software 100l

Structure of the numerical visualization seetion of software toal . . ., . . .

Imbedding of an N = 16,0 = 4,k = 1 Crossout in the single-stream

cireular hyperplane . . . . . .. o 0L,

L T R T Y T )

Sequential assignment of nodes Lo logical channels . .
Interleaved assignment of nodes to logical channels . . . .

L R T B R}

Blocking probability for interleaved versus sequential channel assignment ,

Maximized cdge bandwidth embedding of the N = 16, = ,(' = |
Crossout switch in the dual-stream cirenlar hyperplane . .. . . . . .. ..
Minimized propagation delay embedding of the ¥ = 6, N = 4,(" = 4

Crossoutl switch in the dual-stream circular hyperpiane
ypery

------------

Maximized edge bandwidth and minimized propagation defay cmbedding of
the N = 16,K = 4,C = 4 Crossoul switch in the dual-stream circular

hyperplane . . .. .. ... ... . . o ..
Markov chain model for an M | M | Y | 0o quene . .

Markov chain model for an M | M |Y | Q, quene . . . . ..

Hyperplane Architecture selection menu . ., . . . ..
Channel Assignment selection menu . . . .. .. ..
Embedding Scheme selection menu . . . ... ... L.
Probability Computation Model selection menn . . . . . ..
Hardware Settings and Operating Conditions window
Parameters of the Design Space Exploration window . . . .
Network Size and Offered Load Point window . . . . .. ... ...
CurveMenu . ... ..........

An output graph window . . ... ..........

3

A6

HY

Hh

{i0

G2



5.0 Three ditnensional analysis space of the nnmerical analysis rontine . . . . .

6.1

.4

G.h

6.4

G.7

6.8

(.9

G.10

G.11

6.12

Network throughput in the linear hyperplane using the June 1994 smart pixel

arcay design . L L L L L e e e e e e e e e e e s
Losses in the linear hyperplane using the June 1994 smart pixel array design

Packet time-slot duration characteristics in the linear hyperplane using the

June 1994 smart pixel array design . . . . ..., e e e

Buflered analysis of the lincar hyperplane using the June 1994 smart pixel

ATy dOSIEI L L e e e e e e e e e e e e e e e ..

Losses for buffered lincar hyperplane using the June 1994 smart pixel array

design . . .. .. e e e e e e e e e e e e e

Unbuffered analysis of the dual-stream circular embeddings using the June

1994 smart pixel array design . .. . .. e e e e e e e s

Effect of offered load on bandwidth and blocking probability using the June

1994 smart pixel array desigh . . . o oo o L o e e e e

Ellect of Z (optical bit-channels) on the packet time-slot duration using the

June 1994 smart pixel array design . .. ... 0L, e e

Lfleet of Z (optical bit-chanuels) on the aggregate bandwidth using the June

1994 smart pixel array desigh . . . o o o o o e e e e

Effect of B (clock frequency) on the aggregate bandwidth using the June

1991 smart pixel arvay design . . . ..o o0, e e e R

Effect of P (packet size) on the packel time-slot duration using the June 1994

smart pixel array design . . . .. e e e e e e e e e b e s

Effect of P (packet size) on the aggregate bandwidth using the June 1994

smart pixel array design . . ... ... e e e e e e v

82
83

34

86

87

38

92

93

95

96

97



Chapter 1

Introduction

A new research program, the Photonic Systems and Devices Major Project, has heen un-
dertaken at McGill University under the anspices of CUT'R, the Canadian Institute for
Telecommunications Research. The goal of this Major Project is Lo construet a free.space
optical backplane with a terabit/s aggregate bandwidth, Concurrent with its development,
it is desired to identify novel, large scale ATM switching architectures made possible by the
high connectivity and throughput envisioned for the backplane. Sueh a backplane would
have applications for large scale systems in the fields of information processing, telecom-

munications and paraliel computing [1].

Over more than one year's time, a preliminary conceptual model of the free-space pho-
tonic backplane gradually took shape. During ils evolution, the need arose for analytic
material to model the backplane. Due to the extremely large number of different architee-
tural configurations and operating conditions for the backplane, it becamne vital 1o have a

software tool which could implement the analytic material,

The goal of the work described herein was to produce this software tool for the parpose
of performing an analysis or design space exploration of the backplane. However, there was
a deeper purpose behind developing the tool. Bertsekas and Gallager of MI'T have stated:
“The analytical material is used to generate a deeper and more precise understanding of
the concepts. Although the analytical material can be used to analyze the performance of
various networks, we believe that its more important use is in sharpening one’s conceptaal
and intuitive understanding of the ficld; that is, analysis should precede design rather than

follow it [3]).” It is under this light that the value of the soltware tool can be appreciated,
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CHAPTER L INTRODUCTION 2
1.1 Motivation

The motivation for the project is described below, As clock frequencies and the demand
for greater 1/0 have risen, the limitations to the thronghput of clectrical backplanes have
hocome apparent. These limitations have provided the impetus for turning to an alternative
Lechnology, namely, photonics, to implement backplanes, A review of the some of the past
research on free-space optical backplanes is presented following a discussion of the difficulties

of electrical technology.

1.1.1 Electrical Backplanes

T'he industries of computing and telecommunications have seen much growth over the past
decade or so. The computing field has moved from single processor machines to massively
parallel machines operating on multiple data streams. The telecommunications industry
has moved towards integrating voice and data transport functions into one packet switched
network in the form of ATM switching. Both of these applications are fucling the demand
for high speed backplanes to interconnect large numbers of nodes at very high bandwidths
[5].

Current electronic backplanes are capable of very high bit transfer rates while maintain-
ing a reasonable level of interconnect. However, as an ever-increasing number of transistors
are integrated onto a single chip, the number of associated pin-outs necessary has not in-
creased proportionately as shown by Rent’s rule [2]. With the emergence of very high speed

GiaAs cirenitry, the physical limits of electronic interconnects are being reached [8].

Among the issues that limit the throughput achievable using electrical backplanes are
transmission line limitations, crosstalk, clock distribution and skew, power distribution,
thermal dissipation [6] and interconnection density. When vr (where v is the signal prop-
agation speed and 7 is the signal rise time) is comparable to the distances between ICs,
transmission lines are necessary for clock and data distribution [9]. At several GHz, losses
are on the order of 0.1 dB per cm [9]. Another limiting factor is crosstalk that worsens as the
operaling frequency increases, The electrical interconnect density is limited by several fac-
tors: the number of [/0 pads on the chip boundary, minimum spacing required to prevent

capacitive and inductive coupling between lines [7] and increasing loss due to decreasing
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wire cross-section which increases resistance due to the skin effeet at high frequencies,

Among commercial buses, the highest clock rates are in the 100 MUz vange with a

parallelism of 256 lines giving a 3.2 Ghyte/s throughput ar a 5V logic level [11].
1.1.2 Free-Space Optical Backplanes

Due to the aforementioned obstacles optical technology lor high speed backplanes has begun
to receive considerable attention. The various types of free-space backplanes generally [all
into one of three different categories: bulk optical, micro-optical and holographic. The
difficulties with these approaches are the packaging of components, alignment accuracy
needed and resolution of the optics [7] while the main advantage is the very ligh interconnect

density.

Bulk Optical Implementation

A free-space optical bus, which uses bulk optical commponents, has heen reported in [12].
The interconnects between boards are done with a laser array source which images onto an
array of SEED [20] devices. A beam splitter is used Lo direct the laser array onto the outpnt
pad where it is modulated and then reflected back up. ‘I'he bean splitter then deflects the
signal to a mirror that directs the signal down to the input pad of the next board, thus

establishing board-to-board interconnect shown in Fig, 1.1,

s
bourd outpul pad urray

input pad array
Figure 1.1: Board-to-board interconnect with bulk optics
A five stage free-space optical switching network was reported in {13]. A fully intercon-

nected 32x16 switching fabric was built with an array of SEED devices and macro-optic

components. The stages were reported to operate at 50 Mbits/s with 15 active inputs and
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oitLpnts,

The twain difficulties with Lhese implementations are maintenance of the alignment
aceuracy and the packaging of such a system for mass production. The connectivity is
offectively inereased through the use of Lthe third dimensjon as opposed Lo two for electronics.
A similar scheme was proposed in [14] that used microprisin couplers instead of bulk optics

to transmit signals between boards with polymer based buses.

Micro-Optical Implementation

Using an array of selfoc microlenses, a free-space optical bus was reportied in [15). The
system consists of a backplane into which PCBs can be mounted as shown in Fig. 1.2.
The transceivers (photodetectors) on the boards consist of thin layers of amorphous silicon.

T'hese are transparent, allowing optical signals to propagate through to all boards.

trunspurent pca

detectans ...

[ ~asan | §
1

e buckplune
®.-8-8-8-- |- _~<

Y 14 RV

.~ selfoc microlenses

Inser arruy

Figure 1.2: Board-to-board interconnect with micro-optics

Using selfoc microlenses of 4 mm diameter, 190x190 channels can be supported in a
2.3 mm square area {16]. Among the advantages are alignment which is simpler than for
bulk optical systems due to fewer degrees of freedom, improved thermal stability and a

large space-bandwidth product.

Holographic Implementation

Reported in [17] is a holographic method of interconnect between integrated circuits and
multichip modules shown in Fig. 1.3. A computer generated holographic plate is suspended

1 mm above the 1Cs and a mirror 2 cm above that. The GaAs transmitters contain surface
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emitting lasers which generate an array of optical signals, T'hese laser arrays pass throngh
sub-holograms which fan-out the signal and reflect oft the mirror down through other sub-
holograms that act as single lenses to focus the beams onto detectors below. Experiments
lhave shown that a density of over 1100 connections/em? can be achioved. While alignment
concerns are less than that of bulk optics, wavelength variations due to temperature and

power source fluctuations need to be controlied.

holographic / \ \

plate

e § I — =t

Sub
hologram

hent sink CuAs ‘
ransmitter receiveny

Figure 1.3: Board-to-board interconnect with holographic clements

Even more powerful holographic designs have been proposed in [I18), which can be
accessed dynamically, where the hologram can support different interconnection patterns

within one plate,

1.2 Author’s Contribution

The author’s contribution to the CITR Photonic Backplane program [I] has been four-
fold. The first has been in aiding the development of the analylic model by recognizing
mathematical constraints, defining new performance measures, adding relinements and im-
plementing new operational schemes. T'he second has been in developing a software Loaol,
based on the analytic model, with which a broad design space exploration can be performed,
Much effort was devoted to creating a well-structured, hierarchical tool which could he cas-
ily revised and expanded in order to accommodate future madifications to the backplanc.
Much effort was also devoted to optimizing the code in order to provide a tool that is

computationally efficient. Having written the software, the third contribution has heen in
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performing a broad design space exploration with the tool. With the knowledge gained
from the exploration, the author has helped to optimize the throughput of the backplane
by highlighting its efficient operating point. The last and most important contribution has
been the greater conceptnal and intuitive understanding gained into the subtleties of the

operation of the various hyperplane architectures.

1.3 Overview

In order to describe the software tool, its design goals, hierarchy and its capacity to model
the various backplane architectures, the backplane, hereafter called the hyperplane [28, 26]
is first deseribed. A review of the hyperplane is presented in Chapter 2, The first section
contains a description of the structure and the main components. The second section
then presents two variations on the basic hyperplane. They are the single-stream circular
and dual-stream circular hyperplanes. The third section presents the hyperplane when a
number of internally non-blocking networks are embedded. They are the Crossbar switch,
the dilated Crossbar switch, the Knockout switch [19], the Fully Connected network, and

two novel networks called the Crossout and the dilated Crossout switches [25, 26).

In developing the software, a number of goals had to be set. They described in Chapter
3. The tool should be powerful enough to perform a thorough design space analysis and yet
be easy to use. To this end, the high level functionality and user interfaces are described.
The software tool is divided into two parts: a numerical analysis section followed by a
numerical visualization section, which provides the user with a simple method of viewing
the numerical results. Lastly, the hierarchy of the software is presented revealing the ease
with which functions can be added or modified. With this logical structure, future variations
Lo the basic hyperplane, operating modes and embedding schemes can be accommodated

without difficulty.

T'he numerical analysis portion of the software is based on a large analytic model,
derived in [25, 26] ! and reviewed in Chapter 4, of the different hyperplanes and networks.
The first four sections provide the derivation of the various performance measures related

to the unbuffered hyperplane. These measures include, the packet time-slot duration, the

""I'he papers are presently in the journal subsmission process which typically takes a few years to complete.
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probability of packet blocking and network throughput., "The last section provides the
derivation of the performance measures for the buffered hyperplane (with input quenes).
These measures include the expected number of packets in the quene and the expected

delay. The buffers considered are FIFO inputl queues of infinite and finite size.

The analytic model of the hyperplane is implemented by a software tool. The anthor
presents a guide to its operation in Chapter 5. The second and third sections deseribe the
numerical analysis and numerical visualization parts of the tool, respectively. ‘T'he various
assumptions made in implementing the model are stated and justified. The last seetion
dlescribes the system requirements and some practical considerations when performing a

design space exploration with the tool.

Having developed the software tool, it is used to perform a design space exploralion
of the pholonic backplane. Chapter 6 presents the numerical results of that exploration.
A thorough analysis of the lincar hyperplane’s ability to embed six different networks is
presented. A similar analysis is done with three specific cases of the dual stream circular
hyperplane. The variations between the different networks simulated by the various hyper-
planes under different operating conditions and configurations are shown. As a result of
the initial analysis, all causes of any degradation of thronghput were fonnd, It is shown

that the model provides an excellent understanding of the design space of the hyperplane,

Chapter 7 draws conclusions about the work.




Chapter 2

Overview of the Hyperplane

2.1 Structure

The free-space photonic backplane, presented in [22, 27, 28], is reviewed in this chapter.
The hackplane consists of four main components: nodes, smart pixel arrays [24], an opto-
mechanical support structure and parallel optical channels shown in Fig. 2.1. The individual
nodes are printed circuit boards or multi-chip modules which are slotted into the support
structure at regular intervals, in an analogous fashion to boards being slotted into an

electrical bus.

Communications within a node are electrical, while those between nodes are accom-
plished through the free-space optical channels in the backplane. These optical channels
impinge upon each node’s smart pixel array. The array acts as an opto-electronic interface
which converts the optical signals into electrical ones {or the processing elements of each

node and vice versa.

T'he backplane is envisioned to have between 10 000 and 100 000 parallel optical chan-
nels, each carrying a serial bit-stream. These optical bit-channels are to operate between
100 Mbit/s and 1 Gbit/s yielding an overall peak capacity in the terabit/s range. This

connection intensive, high capacity interconnection network is called the hyperplane,

2.1.1 Parallel Optical Channels

I'ke hyperplane is a linear structure where the N nodes in the backplane are placed in a

row. A sct of Z frec-space optical bit-channels, implemented using laser beams, originates

8
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Figure 2.1: Free-space photonic backplane

at node 1 and traverses the backplane to node N. This enables node ¢ to transmit data to
node j, where 1 € i < j £ N. Communications in this direction are known as upstream.
Stmilarly, there exists another Z optical bit-channels which originate at node N and traverse
the backplane in the reverse direction to node 1. This permits transmissions from node j§

to node i, Communications in this direction are known as downstream,
2.1.2 Nodes

The nodes are composed of two parts, a processing clement and a message processor. The
processing elements can be general purpose processors such as those found in massively
parallel processing machines or more specialized components such as the switching clements

found in telecommunication switches,

The optical interface for each node, described below, is implemented with a smart pixel
array which can modulate the outgoing optical bit-channels and sense the incoming optical
bit-channels. By setting the state of each cell in the smart pixel array, signals or packets

of information can be received or transmitted through the backplane.

The message processor is the interface between the processing clement and the smart
pixel array of a node. It is responsible for implementing the backplane communication
protocol by controlling the transmission and reception of data to and from a node. If the
backplane is operated with input queues, the message processor has the additional task of

managing the queue.
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Figure 2.1: Free-space photonic backplane

at node 1 and traverses the backplane to node N. This enables node i to Lransmit data to
node j, where 1 € i < 7 £ N. Communications in this direction arc known as upsircam.
Similarly, there exists another Z optical bit-channels which originate at node N and traverse
the backplane in the reverse direction Lo node 1. This permits transmissions from node j

to node i. Communications in this direction are known as downstreamn,
2.1.2 Nodes

The nodes are composed of two parts, a processing clement and a message processor, The
processing clements can be genera! purpose processors such as those found in massively
parallel processing machines or more specialized components such as the switching clements

found in telecommunication switches.

The optical interface for each node, described below, is implemented with a smart pixel
array which can modulate the outgoing optical bit-channels and sense Lhe incoming optical
bit-channels. By setting the state of cach cell in the smart pixel array, signals or packets

of information can be received or transmitted through the backplane.

The message processor is the interface between the processing clement and the smart
pixel array of a node. It is responsible for implementing the backplane communication
protocol by controlling the transmission and reception of data to and from a node. If the
backplane is operated with input queues, the message processor has the additional Lask of

managing the queue.
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2.1.3 Smart Pixel Arrays

A smart pixel array [24] is composed of an array of smart pixel cells. Each cell is capable
of transmitting and/or receiving one bit through the one optical bit-channel that is in its
path. ‘Ihe cells are implemented using GaAs based FET-SEED technology [10]. Each cell
has a receiver and a transmitier along with some minimal logic. The receiver operates with
differential signals and so is composed of two multiple quantum well (MQW) photosensitive
diodes {20]. The transmitter is also differential and composed of two MQW diodes which
¢t modutate two incoming laser beams which are then sent out. The cells are grouped into
rows of w cells. The rows are referred to as logical oplical communication channels or simply
logical channels{24). Transmission and reception of data are done through these channels, w
bits at a time. The logical channels are grouped C' at a time to form a communications slice.
In addition to the C optical channels, a basic slice has two electrical access channels which
are w hits wide, One clectrical channel is used to receive data from the message processor
to be transmitted over a specific logical channel in the backplane. The other electrical
channel is used to send incoming data from a logical channel to the message processor.
Finally, I slices are assembled to form a complete smart pixel array. A smart pixel array
then has a total of K'-C logical channels which corresponds to a total of Z = wK C optical
bit-channels. A representative example of a basic smart pixel with w = 8 bit wide channels,
C' = 4 logical channels per slice and K = 4 slices is shown in Fig. 2.2 for a backplane with

7 = 128 optical bit-channels.

20000008 9090000 804¥+— clectrical access channel (receiving)
00000000 Q0000000
basic 00000000 00000000 logical optical channels (w bits,
communications slice 00000000 | | 00000000 > B op i)
[s]elelelslelels] QO000000
20000000 900800899 +|— clectrical access channel (sending)
20000000 00000809
00000000 00C00000
00000000 00000000
Q0000000 Q0000000
0000000 00QO0000
290000000 20000086

Figure 2.2: A basic smart pixel array
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The basic communications slice is able to inject and extract one row at a time. Given a
fixed number of optical bit-channels, the number of slices can be varied within a smart pixel
array by changing the combination of logical channels per slice and width of the individual
channels. Since each slice represents eloctrical access to the logical channels of that slice,
increasing the number of slices per array increases the ratio of clectrical 1/0 bandwidth to
optical I/O bandwidth.

Alternately or in addition to increasing the number slices, the capabilities of a slice can
be enhanced. The basic slice allows for one transmission at a time. By having s olectrical
access channels for receiving data from the message processor, multiple rows of data can
be sent out through s logical channels, Similarly, the basic slice allows for only one channel
out of C incoming logical channels to be received and sent to the message processor. ‘Uhis
can be expanded by having b clectrical access channels for sending data to the message
processor. s is known as the input dilation of a slice and b is known as the output dilation

of a slice. Several variations of the basic smart pixel array arc shown in Fig. 2.3.

[T X»)

D oee| fomee O
O ve| [#see Q

«000Q000000000000 ¢
«0000000000000000
¢« 000000000000 0000
«00Q00CO000000000
«0000C00000000000
« 0000000000000000
= 0Q00000000000000
« 0000000000000 000 «
» 000000Q000000Q000
s QOQ00000000C000000
« 0000000000000 0Q00
«0000000000000000 .
«0000000000000000 =
«000000000Q0000000
«000000000000Q0000
+ 0000000000000 000

sssssess OOO0O000CC000000Q0 e
ssssacss OOO0O000000Q000000

() K=}, C=l6, s=1, h=), w=l6  (b) K=l. C=16,5=1, hal, w=16 (c) K=4, Caf, y=2, hud, wal

Figure 2.3: Variations of the basic smart pixel array

In the backplane, all nodes have identical smart pixel arrays. The smart pixel array
allows a node to access the K -C logical channels in the backplane. The channels are
assigned to nodes in such a manner that communication between nodes can take place
without collisions. Each node has a sender-reserved channels used for the simultancous

transmission of data. a is known as the input dilation of a node. The first node may
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transmit over the first 2 channels in the first slice, the second node may transmit over
the next ¢ channels in the first slice, ete., and the last node may transmit over the last a
channels in the last slice. In this manner the ¢ transmitters of the N nodes are assigned to
the A -C logical channels. In order (o receive data, a node will listen to all A'+C channels

in the backplane except for its own set of 4 channels used for transmission.

Various operating configurations of a smart pixel array

The smart pixel array in Fig. 2.3¢ is worth further consideration. The K slices of an array
are always operated in parallel and normally independent of one another. However, this
need not always be the case. Each of the four slices has a channel width of eight bits. In
practice, the slices can be grouped in pairs to form an array with, effectively, two slices
whose channel width is now 16 bits. Instead of pairing the slices, all four slices may be
grouped so that the channel width is effectively 32 bits. In general, any number of slices

can be grouped to form one effective slice, with a greater channel width.

lustead of, or in addition to, grouping slices, the transmitters within a slice or across
slices may be grouped. The slice is set foran N = 16 node backplane with a = 2 transmitters
per node, & = 4 slices, C = 8 channels per slice and a channel width of w = 8 bits. 1t is
possible to change the effective width of a channel, by pairing the two transmitters within a
slice Lo transmit two halves of a packet (a packet typically being several bytes of data). The
elfective number of transmitters per node then becomes ¢ = 1 and the effective number of
channcels per slice C = 4. A wide variety of configurations are possible which can change the
offective number of transmitters, slices, channels per slice and channel width. Among the
possibilities are (e = 1, N =32, =8, =4,w=8),{¢=2,N=8,C =4, K =4,w = 8),
{(a=d,N=8,C=8,A=1Lw=32),(e=8,N=4,C=8,K =4,w=_8),

2.1.4 Mode of Operation

The hyperplanes described in this thesis are synchronous and operate on a high speed clock.
I'his clock governs the transfer of data between nodes in the backplane. Each optical bit-
channel operates at the clock frequency of the backplane. During each clock period, the

dataon the A'C channels of one smart pixel array is transferred in parallel to a neighbouring
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smart pixel array, i.e., from one node to its neighbouring node. While the fundamental unit
of time is the period of the backplane’s clock, time is grouped into larger units callod packet
time-slot durations [27] made up of several clock periods. During a time-slot, a node is able

to transmit an entire packet (normally several bytes) to another node,

2.2 Alternate Structures of the Basic Hyperplane

2.2.1 Single-Stream Circular Hyperplane

The linear hyperplane described so far has two streams for communication and necessarily
so, If node ¢ wishes to transmit to node j, where i > j, it does so through the upstream
channels; to reach node &, where & <, it must use the downstream channels, If there was
a link that closed the linear structure, i.e., an optical connection from node N to node |
then there would be no need for two separate channels. The hardware resources of the two
channels could be combined into a unidirectional channel of twice the bandwidth as shown
in Fig. 2.4, Closure will require some additional hardware in the form of bulk oplics al

both ends to steer the light around the loop [28, 26].

Bulk optics

=]

a-.lqn 3 =% K |
s

Figure 2.4: Single-stream circular hyperplane

2.2.2 Dual-Stream Circular Hyperplane

Instead of combining the upstream and downstream channels into one unidirectional ring,
they can be left as separate streams and configured as two counter-rotating rings [28, 26].

Each ring then has the same number of optical bit-channels as cach stream in the lincar
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version. T'his configuration has significant advantages over both the linear and single-stream

hyperplanes as will be shown in the following seetion.

bulk optics PCB optical channels

|
3 =

K r
W B

Figure 2.5: Dual-stream circular hyperplane

2.3 Embeddings

One of the strengths of the hyperplane is its connection intensive nature and ability to
efficiently embed any other conventional network. The hyperplane can be modeled as
a hypergraph with a number of vertices and a large number of edges which qualify the

backplane as being connection intensive [25].

A number of common networks are embedded into the hyperplane to demonstrate its
performance and flexibility. The networks can be modelled as graphs or hypergraphs [33).
The task of embedding corresponds to mapping the graph or hypergraph of a network onto
the hypergraph of the host, being the hyperplane. To illustrate the embeddings, a model or
template of the hyperplane is deseribed [21, 25]. It is upon this template, shown in Fig. 2.6

that various networks will be embedded.

"T'he template represents a backplane which can support up to 16 nodes (the nodes corre-
spond to vertices). Each node has a smart pixel array in both the upstream and downstream
channels. The arrays, as an example, have K = 4 slices and C, an undetermined number of
channels per slice. There are 2K vertical lines emanating from each node which represent

electrical access channels of width w bits.
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Figure 2.6;: Embedding template of the hyperplane

The K vertical lines on the left half of each node represent Lhe electrical channels (one
for each of the A slices of the smart pixel array) used to receive packets from other nodes,
The packets arrive over the logical channels in the backplane. Each one of the K lines
represents 26 electrical channels since cach slice has b receivers (Lhe factor of Ltwo is to
accommodate for the two smart pixel arrays necessary for the upstream and downstream
communications). The packets received at the slices of a node’s smart pixel array are sent

to the node's message processor through the electrical channels.

The K vertical lines on the right half of each node represent the clectrical channels
(one for each of the K slices of the smart pixel array) used to send packets over Lhe logical
channels in the backplane to the other nodes. Each one of the & lines represents 2s electrical
channels since each slice has s transmitters and must accommodate the two smart pixel
arrays for the two streams of communication. The packets originate from a node’s message

processor and are sent through the electrical channels to the slices of the node’s smart pixel

array.

The horizontal lines represent logical channels that traverse the length of the backplane,
The channels are divided into two sections. The upper halfl is for downstream communica-

tions, i.c., from right to left, while the lower half is for upstream communications, i.c., from
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loft to right. ‘The logical channels are composed of w optical bit-channels, i.c., the same

whlth as the electrical access channels.

Connections helween nodes are represented by bold circles, solid squares and bold hori-
zontal lines, A bold circle represents a logical channel on the slice of a smart pixel array of a
node where a packet can be extracted. Similarly, a solid square represents a channel where
a packet can be injected into the backplane. A bold horizontal line connects one transmitter
{a solid square) Lo one or more receivers (bold circles) and represents a two-node or multiple

nade connection.

2.3.1 Linear Hyperplane

Embeddings in the linear hyperplane are straightforward. There are two streams of Z [ree-
space optical bit-channels each: one for transmissions upstream and the other downstream,
Consider one of a edges emanating from node 7 which spans nodes 1 to N. The portion
of Llie edge which spans nodes 1 € j < i will be embedded into the downstream channels,
while the portion of the edge which spans nodes ¢ € 7 < N will be embedded into the
upstream channels. Thus, all aV nodes will have a part of an edge in both the upstream
and downstream channels except for the edges emanating from the outer nodes 1 and N.
Since aN edges share Z optical bit-channels, the width of an edge will be Z/aN bits.
Consider a transmission of a packet from node 1 to node N. It will take N — 1 clock
cycles for the packet to traverse the intermediate nodes and arrive at node N. This delay

is referred Lo as propagation delay.

Crossbar Switch

The hypergraph model [33] of an N = 16 one dimensional Crossbar is shown in Fig. 2.7a.
The network has N iuputs and N outputs. Each input can send packets over a broadcast
bus or hyperedge. Each output may receive from exactly one of the N inputs at one time.
The embedding is shown in Fig. 2.7b. There are only two vertical lines from each node
which represent the two electrical access channels: one for transmission and the other for
reception of packets. Recall that each line actually represents 2 lines to accommodate for

the 2 smart pixel arrays necessary for both streams of communication.
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Figure 2.7: An N = i6 Crossbar switch

Node 1 uses only its upstream transmitters while node N uses only its downstream

transmitters.

The smart pixel array of a Crossbar would have &' = | slice and €' = N channels per
slice. In other words, all the logical channels would reside on one slice. Since the Crossbar
has input and output dilations of one, the slice would have s = | transmitter and b = |
receiver. The logical channels are Z/N bits wide. It is not strictly necessary for the smart
pixel array to be configured in exactly this manner. As mentioned earlicr, any array that

effectively has one slice and a single transmitter and receiver will be suitable,
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Knockout Switch

The Knockout switch, proposed by Yeh, Hluchyj and Acampora [19] is similar to the Cross-
bar but has an N-to-/, concentrator on each one of the outputs, where L is the number of
receivers per output. The advantage of this scheme over that of the Crossbar is that each
oulput is able to receive up to L packets simultaneously. The hypergraph model is shown
in g, 2.8.

. b
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N-to-L
concentrator
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Figure 2.8: Hypergraph model of an ¥ = 16, L = 8 Knockout switch

The embedding of the Knockout switch is virtually identical to that of the Crossbar
from the point of view of the embedding template. The output dilation is not explicitly
shown in the figure. In order to accommodate the L receivers, each vertical line should
be considered as being b = L electrical channels operating in parallel instead of a single
channel as is the case for the Crossbar and other networks with an output dilation of one.
‘I'he smart pixel arrays for the Knockout switch would be similar to that of the Crossbar
excepl that the slice must have b = L receivers. The L receivers increase the complexity of
the array rather significantly. The logical channels have the same width as in the Crossbar

switch.

Dilated Crossbar

The dilated Crossbar is similar to the Crossbar and Knockout switches, except for the

multiple transmitters per node. This allows for a > 1 packets to be sourced by each input.
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(b) Embedding of an N=16, a=2, b=4 dilated crossbar

Figure 2.9: An N = 16,a = 2,b = 4 dilated Crossbar switch

Each output has an aN-to-b concentrator which allows for the reception of up to b packet
simultaneously. The hypergraph model of a dilated Crosshar with & = 2 transmitters and
b = 4 receivers per node is shown in Fig. 2.9a. The upstream channels of an embedding
are shown in Fig. 2.9b; the downstream channels would be similar, just as the two streams
of the Crossbar are symmetric. As with the Kncckout switch, the output dilation cannot
be explicitly seen in the embedding. The vertical lines should be considered as b channels

emanating from the smart pixel array to the node’s message processor.

The smart pixel array for the dilated Crossbar is similar to that of the Crossbar and

Knockout switches but has intermediate complexity. The array would effectively have one



CHAPTER 2. OVERVIEW OF THE HYPERPLANE 20

slice containing € = aN channels per slice, b receivers and s = a transmitters. The number
of edges to be embedded is aN as opposed to N for the Crossbar and Knockout switches.
Conscquently, given a fixed number of optical bit-channels, the width of the logical channels

will be reduced by a factor of a, i.c., w = Z/aN bits, to accommodate for the input dilation.

Fully Connected Network

A graph model of an N = 16 Fully Connected network is shown in Fig. 2.10a. Unlike
the other networks presented in this chapter, the Fully Connected network is a graph and
not a hypergraph. The edges are direct links between exactly two vertices (or nodes) and
not broadcast links such as those in the hypergraph networks. Every node has an edge
Lo every other node in the network. The embedding is shown in Fig. 2.10b. Since every
node is directly connected to every other node, there must be ¢ = N transmitters per
node. This is implemented using a smart pixel array with X' = N slices, C = 1 channel
per slice and s = 1 transmitter per slice. Node 1 uses 15 upstream transmitters and none
ou the downstream array while the opposite is true for node N. The intermediate nodes,
| < i< N,use N —i—1 upstream transmitters and ¢ downstream transmitters, This
means that N 4 1 transmitters per node remain unused, i.e., just over half which represents
a significant inefficiency in hardware utility. The same could he accomplished by having
an array of K = 1 slice, ¢ = N channels per slice and s = N transmitters for the slice.
As N grows large, the number of transmitters per node will be limited to some number
less than N due to hardware costs. The transmitters can be mapped to several outgoing
channels to maintain full connectivity. However, each node will only be able to source a
limited number of packets less than /V. Since there are N(N — 1)/2 edges embedded in Z
optical bit-channels, the width of an edge is 2Z/(N(N — 1)) bits.

Crossout Switch

The Crossout switch is a novel network proposed in [25). Its hypergraph mode! is shown in
Fig. 2.11a. It is similar to the Crossbar and Knockout switches but unlike the latter which
has a single N-to-L concentrator per output, the Crossout switch has K concentrators per

output each of size N/K-to-b and has intermediate complexity. Thus each concentrator
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Figure 2.10: An N = 16 Fully Connected network
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operates on i subset of the N incoming logical channels. The embedding is shown in
Fig. 2.11h. The smart pixel array used for cach node has K = 4 slices, C = 4 channels
per slicey, s = 1 transmitter and b = 1 receiver per slice. Since the Crossout switch has N

edges, the width of the logical channels is Z/N bits.

Dilated Crossout Switch

The dilated Crossout switch is similar to the Crossout switch, except for the multiple
transmitters per node. This allows for @ > 1 packets to be sourced from cach node. The
graph model of a dilated Crossout switch with ¢ = 2 transmitters and b = 4 receivers per
node is shown in Fig. 2.12a. The embedding is shown in Fig. 2.12b. The smart pixel array
used for each node has K = 4 slices, C = 4 channels per slice, s = 2 transmitters and b = 3
receivers per slice, Given the same number of optical bit-channels, the width of the logical
channels will be reduced by a factor of a4 over that of the Crossout switch to accommodate
the dilation. As with the Knockout switch, the output dilation cannot be explicitly seen in
the embedding. The four vertical lines on the left half of each node should be considered

as b channels emanating from the smart pixel array to the node’s message processor.

2.3.2 Dual-Stream Circular Hyperplane

Embeddings in the dual-stream circular hyperplane can be accomplished in three distinct
manners [26). As with the linear hyperplane, there are two streams of Z free-space optical
bit-channels each; one for transmissions upstream and the other downstream. However, each
stream is actually a ring due to closure of the ends. Nodes are then able to send packets over
the ¥-to-1 link which did not exist previously. This capability, which is not present in the
lincar hyperplane and may not scem significant, leads to the different embedding schemes.
T'hree schemes are presented below for the Crossout switch, of TFig. 2.11, to illustrate the
impact of the dual stream hyperplane. Although not shown explicitly, these embedding

schemes apply equally to the other networks presented above.



CHAPTER 2. OVERVIEW OF THE HYPERPLANE

CAPLID S OO a0t b b=

Jl L -¢ J H_ 9 U % )1 é
Ally L B | AL XU X
A 4 1 %" _% a DI
A1y ALY [Lf] T4 SURAIRY, i/ 1/ [/
ofio 3 j
] ,L" ) 3 1 {If
A r _1- i_% ’, BFA
I n i XL IIX
el
[ A 1 L i re
& LITL 10, & L 1L L 1] L 117
) T )4 LE 1 X
X S LI IVIE i ¢ L | §
¥ wé"Fr I EILEIIEIL AL + 14 FH{th ” AA

i i i iV N Sy Wy NS N S W R S V)
i 2 3 5 6 7 8 9

(a) Hypergraph model of an N=16, C=4, K=4 Crossout

" U LA L L S e
e e e s i e e e
ot el b i » et ﬂ = l” | — -
et Bt Lr
SRR EE e
:F ‘ I—- - F i -
“{H i bl i 4 r l‘
. ﬁ 11 i iH—a ! nt 3 " :
:: ,3 1 .‘.‘.: .+ w l E ; T '.I = [._.
: 1 ! I I E LS S IL
'mm f 1 H=tr: 11 3 it e - Tl s

! 2 3 4 5 6 7 8 9 1wl n 211314115 16

(b) Embedding of an N=16, C=4, K=4 Crossout

Figure 2.11: An N = 16,C = 4, K = 4 Crossout switch

Thvme



CHAPTER 2. OVERVIEW OF THE HYPERPLANE 24

;_La. 4

i

-ﬂ..

1 T

A —m — iiiF
illilX F Q 3
\_.__.v__....ﬂ \_.._..‘,___J

I -k lﬁ

(a) Hypergraph model of an N=16, C=8, K=4, a=2, b=4 dilated crossout

-4 ﬁ U—& 0] iﬂ: “H 144 "I"HH lﬁ 4
l":‘ o 111 1 _)_
g 1?’ 1L T

: i HE S i i

j% 11 ] 1 = I 1 e T

: 18 1 E : o —E H LEOtI) ! b u nx EEE
g N

b _} i TS —m. ttin heshan 1y
i RS 3 s
1 1 P p— ' ;::: = - - :E:

i M .:I][I I P :— : 111 E : :

:: g 0 " . :.‘ l:: Vs g p— :j:

H e i Pipuney -y :::

+EE

11 11 ; 1 e ? . > sunl e I
it ﬁ ===t HLii g
H 2 3 4 5 6 7 8 9 0|1 121113 t4]]15]]|16

(b) Partial embedding of an N=16, C=8, K=4, a=2, b=4 dilated crossout

Figure 2.12: An N =16,C =8, K = 4,a = 2,b = 4 dilated Crossout switch
Maximized Edge Bandwidth Embedding

In the first scheme, the embedding can be done such that the channel width or edge band-
width is maximized. By embedding half of the a/N edges of a network in one ring and the
other half in the other ring, the e N nodes will share a total of 2Z bit-channels. The channel
width is then 2Z/aN bits. In the worst case, the propagation delay will remain tobe N -1
clock cycles since transmissions from node i to node i — 1, where ¢ < N/2, in the upstream
channels will require traversing N — 1 other nodes. The same is true in the downstream

channels for transmissions from node ¢ — 1 to node i where i > N/2.

An cmbedding of an N = 16,C = 4,K = 4,a = 1,b = 1 Crossout switch where the
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Figure 2.13: Maximized edge bandwidth emLedding of a Crossoul switeh

edge bandwidth has been maximized is shown in Fig. 2,13, Despite the two teansmitlers
per node in the diagram, they are effectively one transmitter. They should be thought of as
two halves of one transmitter with an effective width which is twice that of transmitters of
the Crossout switch in the lincar hyperplane shown in Fig. 2.11. In order Lo accommodate
the two coupled transmitters, the number of reccivers per slice must be at least two. These

two receivers are effectively one recciver of twice the channel width as a single receiver.

It should be noted that this embedding corresponds Lo the single-strean circular hypor.
plane with 2Z optical bit-channels. ‘Thus, the single-stream circular nyperplane, offers no

advantages over the dual-stream architecture,

Minimized Propagation Delay Embedding

In the second scheme, the embedding can be done such that the propagation delay is mini-
mized. An embedding of an N = 16,C =4, A = 4,a = 1,b = 1 Crossout switch under this
scheme is shown in Fig. 2.14. By embedding all the N edges in both rings, Lransmissions
never have to traverse more than N/2 intermediate nodes. Consider a transmission from
some node i to some other node j, where 1 € i < j £ N. If the distance in one ring is
dl > N/2, then the distance in the other ring will he N ~ d1 < N/2. Since an edge from
a given node always exists in both rings, a transmission some node 7 can be sent out using

that ring in which the distance is shorter. In the worst case, the propagation delay will be
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N /2 clock cycles, Since all aN edges are embedded into each of the Z optical bit-channels

of both rings, the width of the logical channels is Z/aN bits per edge.

Maximized Edge Bandwidth and Minimized Propagation Delay

In the third scheme, the embeddings can be done such that edge bandwidth can be max-
imized and the propagation delay minimized simultaneously. An embedding of an N =
16,C =1, K = 4,a = 1,b = | Crossout switch where the bandwidth has been maximized
amdd the propagation delay minimized is shown in Fig. 2.15. Consider the second scheme,
deseribed above, which minimizes the propagation delay. Each embedded edge spans N /2
nodes. Half of each logical channel remains unused since there is no edge or portion of
an cdge which occupies it. These edges can be packed twice as densely so that two edges
oceupy the same set of logical channels without overlapping, e.g., from node 1 to node N/2
and from node N/2+ 1 to node N, The aN edges would now occupy only half of the logical
channels in each ring. This now means that the width of each edge can be doubled by
allocating two lJogical channels instead of one per edge. In this manner, the edge bandwidth
is maximized, i.e., 2Z/aN, while maintaining the minimized propagation delay of N/2 clock

cycles,
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2.4 Summary

The hyperplane was reviewed in this chapter. Its structure and main componenls were
described in the first section. Two variations of the basic linear hyperplane, the single-
stream and dual-stream circular hyperplanes, were then described in the second section. In
order to illustrate the connection intensive nature of the hyperplane, a number of common
networks were embedded in the linear hyperplane. Finally, three special embedding schemes

which apply to the dual-stream circular hyperplance were described.



Chapter 3

Design Goals of the Software Tool

In designing the software tool, a number of goals were kept in mind. As stated by Bertsekas
and Gallager, analysis should precede design rather than follow it [3]. The motivation
behind this is that a thorough understanding of network or system operation should be
gained prior to any attempt being made to design and optimize a network based on educated
guesses or past experimentation with similar systems [4]. This understanding removes
some of the uncertainty which is inherent in the design process. Thus, above all else,
the fundamental goal in designing the software is to provide a tool which will allow the
network designer or system level architect to develop an intuitive understanding for the
cffects that various parameters have on design and operation. Given this understanding, a
network can be developed where the available hardware resources are used efficiently and
the ideal operating point has been selected which meets all applicable constraints related to
technology and specifications related to standards. It can then be stated with reasonable

confidence that the highest level of performance possible has been achieved.

Having established the primary goal, a number of secondary goals which are necessary
to build the software tool are identified. Due to the complexity of the hyperplane there
are many differing configurations related to architecture, various possibilities for network
embedding schemes and an infinite range of operating points and conditions under which
it may function. To fulfill its role as a tool capable of being used for broad design space
explorations, the software must have a flexible mathematical model to analyze the numerous
incarnations of the hyperplane. In developing the model, the suitable level of abstraction

needs to be determined. For the system level architect minute or very intricate details are

28
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neither needed nor desirable as they would detract from the main purpose of modeling at
the system level. Along the same lines, there are a large number of performance measures
which characterize all aspects of the operation of the hyperplane. Only a subset of those

which are of relevance are actually calculated.

In writing the software code to implement the mathematical model, steps must be
taken to ensure that the computations arc relatively unintensive yot still be sufliciently
accurate so that incorrect conclusions are not drawn. At the top level, all of the individual
routines should be assembled in such a way that the software has a sound logical internal
structure. This would allow for future innovations, be they related to Lhe architecture,
device technology or the operating conditions, to the hyperplane to be accommodated.
Finally, the user of the tool should not be unnecessarily burdened with the nnderlying
functions, file handling etc., of the software. A suitable front end which hides these aspeets

is needed. The following sections in this chapter discuss in greater detail these goals.

3.1 Hardware Configurations

Firstly, the sofiware must model two different types of hyperplanes: the lincar and dual-
stream circular. The single-stream circular is not modeled since it offers no advantages over
the dual-stream version. The dual-stream circular hyperplane under the maximized edge

bandwidth embedding scheme is equivalent to the single-stream circular hyperplane.

The linear hyperplanes can be operated in two different modes. Recall that each node
transmits over « channels which are reserved for it. For cach node, the assignment of
the subset of the a transmission channels to the available aN channels is arbitrary. Two
particular channel assignment schemes, one denoted seguential and the other interleaved,
presented in the following chapter, are considered. The software should model the impact

of these two schemes.

The dual-stream circular hyperplane has some advantages over the linear version. As
outlined in the previous chapter, three different embedding schemes are possible for the net-
works being considered. By varying the manner in which edges of a network are embedded
into the two counter-rotating rings, the bandwidth can be maximized, the propagation de-

lay minimized or both achieved simultaneously. The software should allow for cach different
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case Lo be modeled.

Sceond, the software must mode] two parameters, related to the hardware, which define
the capacity and scale of the hyperplane. The first parameter is the number of {ree-space
optical bit channels denoted by Z. For cither hyperplane, the peak capacity is directly
proportional to the number of optical bit channels. The capacity is limited by the optical
hardware used to generate the parallel beams of light, where each beam carries a single
bit. As optical technology improves, the density and number of optical bit channels will
increase. The second hardware parameter is N, the network size given by the number of
nodes. Scalability of the architecture is an important concern as future systems may require
ever increasing number of nodes to be supported by the backplane. The software should be

able to model the effects of incorporating varying numbers of nodes into the backplane.

3.2 Operating Conditions

Once the hardware configuration is decided upon, there are three parameters which affect

the operation of the hyperplane which the software should allow to be altered and modeled.

The clock frequency, B, of the backplane determines the rate at which bits are trans-
ferred from one smart pixel array to an immediately neighbouring array, i.e., between adja-
cent nodes. The operating frequency of the clock depends upon the maximum rate at which
the optical receivers in the smart pixel array are able to switch. Presently, GaAs/AlGaAs
multiple quantum well diodes are being used in the smart pixel arrays as receivers. As the
fabrication process matures or alternate elements are used, the maximum clock rate will

change. The software should model operation of the backplane at any clock frequency.

Transfers between nodes are done using a fixed packet size. For ATM standards a cell
is defined as 53 bytes long. The packet size, P, directly affects the time duration of a
time-slot, which in turn affects the throughput of a network. The software should model

transmission of packets of any arbitrary size in bits.

Backplanes, whether part of a telecommunications switch or the interconnection net-
work of a multi-processor machine, will face varying loads at different times. Ideally, the
hyperplane should be able to carry traffic regardless of the offered load, denoted «, without

significant loss of packets. The software should be able to model the hyperplane under any
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traffic load.

3.3 Performance Measures

Any software tool which is to be used for a design space exploration for the development
of the hyperplane must compute and present all the relevant performance measures. ‘'he
optical backplane being an entirely new endcavour, there are a large number of character-
istics to be explored. The relevant aspect of the hyperplane must be examined in order Lo
achieve a thorough understanding of its operation. These measures should be computed as
a function of the number of nodes in the backplane, the number of optical bit-channels, the
operating clock frequency, packet size and the traffic load where appropriate. The hard-
ware configurations and operating conditions can then be set so that the best performance
can be obtained for various applications. The soltware models the hyperplane under two

conditions: unbuffered and buffered.

3.3.1 Unbuffered Analysis

In the unbuffered analysis, several important measures are identified, along with their re-
lated ones, which the software should compute. These are the packet time-slot duration,

the probability of packet blocking, the loss rates and throughput.

The packet time-slot duration, described in Chapter 4, is a crucial parameter which
affects the throughput of networks embedded in hyperplane. It is dependent upon the type

of hyperplane and the particular embedding scheme being used.

All of the networks examined here are internally nonblocking. In the presence of permu-
tation traffic no blocking occurs at any of the output ports since there is never more than
one packet destined for any one output. However, given random traflic, the possibility that
multiple messages are destined for the same output port or node exists. The probabilitics
of blocking and acceptance in the circular hyperplanes are dependent upon the embedding

scheme and are different from that of the linear hyperplane.

The final measure is the capacity of the networks embedded in the hyperplane to carry
traffic. Among the aspects to be examined are the aggregate bandwidth, the node band-

width, the edge bandwidth, the unused capacity of the backplane and the loss rate due to
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bloeking of packets at the output ports.

3.3.2 Buffered Analysis

Networks, such as the hyperplane, may be operated with some type of buffering, in prac-
tice. The software should be developed with the capability to model the hyperplane’s

performance when nodes are buffered with FIFO input queues.

T'he software models two types of queues, a hypothetical infinite size queue and a real-
izable one with queues of finite size, &,. The parameters of interest are the throughput of
the quenes, the expected number of packets in the queue, the expected delay of a packet
through the queue. For the [inite size queue, losses can occur when the queue becomes full,

lience, the probability of packet loss and the packet loss rate are of examined.

3.4 Modeling Accuracy and Computation Complexity

For the software tool to be practical, a balance must be found between modeling accuracy
and computation complexity. A very low level of abstraction will result in a highly accurate
model of the hyperplane but will incur the penalty of excessively long computation time.
Since this tool is intended for the system level designer, a number of simplifications can be
made which will not unduly compromise the correctness of the analytic model but allow
for significant savings in computation time. The tradeoffs used to achieve this goal for the

unbuffered and buffered analysis of the hyperplane are presented below.

3.4.1 Unbuffered Analysis

In considering the unbuflered analysis, the bulk of the computational complexity will lie
within the functions needed to calculate the probability of packet blocking and acceptance.
These probabilities are modeled exactly using binomials and involve large summations, as
will be shown in the following chapter. While this binomial model is exact, the computation
time can become exceedingly long. This difficuity can be addressed in a couple of different
ways.

One approach is to truncate the computation of the probabilities once a certain error

tolerance has been reached. In this way, the computation time can be drastically shortened.
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At the same time, it can be guaranteed that the result is accurate within a certain, known,
percentage. The other approach is to approximate Lhe binomial model with a Poisson
model. It provides a less accurate analysis but is computationally much less intensive. The

summations have finite bounds in practice and avoid using combinations.

It has been decided that the software should allow the user to select between three
different probability or computational models with an increasing speed versus decreasing
accuracy tradeoff, the first being an exact binomial model, the second an approximate

binomial model which uses truncation and the third being a Poisson model,

3.4.2 Buffered Analysis

In the software tool, the hyperplanc is operated in a synchronous fashion; packet transmis-
sions are initiated only at the beginning of a packet time-stot duration. The transmissions
are governed by the clock which controls transfers of packets between nodes in the back-
plane. When analyzing input queues, the appropriate model would then be a diserete-time
Markov chain. As is well known, this type of analysis requires solving systems of lincar

equations for the state of a queue [25).

A much more tractable solution is to apalyze the input queues through the use of
continuous-time Markov chains. The solutions to the state of the quene are well known
closed form equations. The continuous-time model azsumes that the inter-arrival times of
packets to a queue are random and occur throughout a continuous time period. Despile
this misrepresentation, the model provides a very good approximation to the behaviour of
the queue over time periods which are much greater than one packet time-slot duration.
With this approach the goal of keeping the software routines for the input queuing analysis

relatively simple can be met.

3.5 Software Interface

In order that the software tool be simple to use yet powerful enough to carry out a thorough
and wide design space exploration, the interface should meet certain criteria. [t should
require little or no knowledge from the user of the internal software functions or structure.

This goal is achieved with an intuitive, fully automated menu driven interface which hides
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the underlying operation. The second criterion is that the interface provides full control

over the hardware configuration, operating conditions and the computation model.

An obvious division of the software is into two parts according to the intended function.
The first part is an interface which allows the user to set up an analysis of the hyperplane
under a particular hardware configuration and a set of operating conditions. The second

part is an interface to control the visualization of the numerical results.

3.5.1 Numerical Analysis Interface

As stated previously, the design space for the development of the hyperplane is large. Of
the large number of the parameters which characterize the hyperplane, several of them are
interdependent and cannot be set arbitrarily. Here, the goal is to provide the user with
an interface that is intelligent and presents all the parameters in an organized manner. A
sample of one of the windows used for the numerical analysis interface is shown in Fig. 3.1.
This particular window allows the user to set the packet size, queue size, clock frequency,
number of optical bit-channels, etc. With similar windows that complete the interface, the
user is provided with full control over the architecture type, network embedding scheme

and the computational model.
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Figure 3.1: A window of the numerical analysis interface
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3.5.2 Numerical Visualization Interface

The numerical analysis section encompasses over 24 different performance measures, most
of which are computed over a three dimensional design space. The goal in developing
the numerical visualization interface is to facilitate handiing the large amount of data
generated. The interface provides a set of windows which allows the user to specily a
particular range over which graphing should be done and then select a particular measure
to be graphed for each of the networks. A sample window of the numerical visualization
section of the software tool is shown in Fig. 3.2. The window is used for plotting the
performance measures calculated in the numerical analysis section. The window includes a
set of interactive controls among which include options for rescaling and resizing the axes.

Details on the functionality of the visualization part of the tool are provided in Chapter 5.
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Figure 3.2: A window of the numerical visualization interface
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3.6 Hierarchical Design

T'he software can very rapidly lose its usefulness as a tool for design space exploration if it
cannot model Muture innovations to the hardware and changes to the operating modes and

conditions.

In order to delay the eventual obsolescence of the tool, the software should be written
in a highly structured and hence hierarchical manner. The goal is that changes to the
technology can be easily reflected in the software by modifying the particular function
or functions which model the change. The software must be carefully structured so that
changes can be made to specific routines which have a global effect. In this manner an

update need not be made over a large number of routines and can be kept relatively isolated.

3.6.1 Numerical Analysis Software Structure

T'he structure of the numerical analysis section of the software tool is shown in Fig. 3.3. The

Architecture
Embedding scheme

Channe) assignmeni
Computution model
Hundware configucution

Operuting conditions Pucket time slot duration

Probubility
@ Bundwidth
Loss rutes
Crossbar @ Finite queue size
Dilated Crossbar Infinite queue size
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Fully Conncected

[ Binomiul - exact
Crossout Binomial - npproximute

Dilated Crossout Polsson
[~ Binomial - exact
Probability Linear - sequential Binomial - approximate
| Poisson

[ Binomial - exact
Linear - interleaved Binomial - approximate
| Poisson

Figure 3.3: Structure of numerical analysis section of the software tool

first hall under Interface gives the user complete control over the parameters of the design
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space cxploration to be performed. All of these parameters are organized into different
sections. The second part under Networks contains the routines used to calenlate the
various performance measures for each one of the embedded networks. The analysis is
divided into three sections: unbuflered and buffered operation, and probability routines,
The unbuffered section contains a set of functions which caleulate various measures such
as bandwidth., The buffered section contains the routines for analyzing performance under
input queuing. The probability section is subdivided into three parts to accommodate
three different models: circular, lincar-sequential and linear-interleaved. Within cach one

of these, three different probability computation models are stored.

This hierarchy facilitates future revisions anu additions to the software tool. New net-
works, output queuing, different blocking probability models, other performance measures,
ctc., may be added with ease. Even different hardware configurations, embedding schemes,

operating modes and points can be analyzed by adding or modifying the necessary fune-

tions.

3.6.2 Numerical Visualization Software Structure
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Figure 3.4: Structure of the numerical visualization section of software tool

The structure of the numerical visualization section of the software tool is shown in
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Fig. 3.4. The first part under Interface organizes the routines for displaying the parameters
of the last analysis in a logical manner. The second part under Performance Measures
organizes the performance measures that were calculated under logical sections. The last

part under Graphing Utilities stores the graphing utilities under appropriate sections.

As with the numerical analysis structure, the goal of having implemented such a struc-
Lure is to allow future revisions and additions to the tool. The addition of new networks,
performance measures, three dimensional plots, graphing utilities, etc., can be done by

simply adding routines under the appropriate sections.

3.7 Summary

The design goals and considerations of the software tool were presented in this chapter. In
order for the software to be useful as a tool for performing design space explorations, the
Lool must be capable of modeling the numerous architectural configurations and operating
points of the backplane. The tool must then present the results in an informative manner

so that an insight can be gained into the operation of the backplane.



Chapter 4

Analytic Model of the Hyperplane

In this chapter, the mathematical model and various performance measures for the hy-
perplane, which was presented in {25, 26), is reviewed. The anthor then identifies some
mnodifications to those measures that allow for a somewhal different perspective on the
operational characteristics of the hyperplane. The anthor also presents a novel embedding

scheme and accompanying analysis for the Crossout and dilated Crossout switches,

4.1 Theoretical Performance Analysis

A generalized model for the dilated Crossout is derived in first five sections.  Specilic
instances of this mode!l are derived in order to provide models for the Crossbar, dilated
Crossbar. Knockout, Crossout switches and the Fully Connected network. To develop the

generalized model, the following parameters are defined.

¢ Z = the number of free space optical single bit-channels in each direction, upstream

and downstream
o P = the size of a packet in bits
¢ B = the bit rate of the backplane
e N = the number of nodes in a network
¢ K = the number of communications slices on a smart pixel array

¢ C = the number of logical channels on a slice

39
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e «v = the probability a node has a packet to send in a time-slot

e a = the input dilation of a network

e s = the number of transmitlers per slice

o b = the number of packets which a slice can simultancously extract

e ¢ = the number of edges in a network

4.2 Packet Time-Slot Duration
4.2.1 Embeddings in the Linear Hyperplane

The packet time-slot duration [27] is the time during which a node may transfer a packet
1o another node. The time-slot is composed of two parts: the transmission delay and the
propagation delay., The transmission delay, T', given in Eqn. 4.1, is the time required for
a node Lo inject a P bit packet into the backplane over an edge of width Z/e bits. Once
injected into the backplane, the packet must travel, through intermediate nodes, over the
cdge to its destination node. In order to accommodate the worst case, i.e., transmission
between Lhe two furthest separated nodes, the propagation delay is set to (N —1)/ B seconds.

I'he packet time slot duration, 5, is given in Eqn, 4.2.

%]
T= 5 scconds (4.1)
Pe
S+ (N-=-1
S = [d.l B( ) seconds (4.2)

The propagation delay portion of the packet time-slot duration represents an inefficiency
in throughput. During that time, the sending node is idle and no longer transmitting.
Consequently, the channel is partially unused. The efficiency and inefficiency of the packet

time-slot duration are useful indicators of the hyperplane’s operation. They are given in

5
Bl +(v-1) '

Equs. .3 and 4.4,

efficiency = |.
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N -
[+ v -1

It should be noted that the analytic models in [25, 26, 27, 28] have been modified

incfliciency =

(4.1)

to reflect the June 1995 smart pixel array design. The net effeet of the new design is
that the propagation delay is “programmable” and the throughput can approach 1, The
reader is referred to [25, 26, 27, 28] for the final analytic models. (‘These papers are in the
journal submission process whici: can take a few years to complete.) However, the analyses

presented in this thesis are concertned solely with the June 1994 smart pixel array desig.

4.2.2 Embeddings in the Dual-Stream Circular Hyperplane

The circular hyperplane, with two counter-rotating rings of Z optical bit-channels each, can
support three different embedding schemes [26] as described in Chapter 2. Bach embedding

affects the packet time-slot duration as outlined below.

Optimized Edge Bandwidth Embedding

The edge bandwidth can be maximized, i.c., doubled, if half the edges of a network are em-
bedded in one ring while the other half are embedded in the second ring. T'he transmission

delay is then halved and the packet time slot duration becomes

[85]+ (v -1)
B

S =

seconds {4.5)

Optimized Propagation Delay Embedding

Instead of maximizing the edge bandwidth, the propagation delay can be minimized, i,
almost halved. With two counter rotating rings, when all the edges are embedded in both
rings, the distance between furthest nodes is only halfway around the appropriate ring. ‘The
packet time slot duration becomes

[Zl+E -1

S = —— B seconds (4.6)
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Optimized Edge Bandwidth and Propagation Delay Embedding

In the case of the networks analyzed here it is possible to realize an optimal edge bandwidth
and propagation delay embedding at once.

[B1+E -0
B

5= seconds (4.7)

4.3 Probability of Packet Blocking and Acceptance

All of the networks analyzed are internally nonblocking, For any given node blocking or
packet loss occurs whenever the number of packets arriving at a slice on a smart pixel
array exceeds b, the number that can be removed from that slice [26). Conversely, packet
acceptance occurs when a packet is received at a smart pixel array and forwarded to the

message processor on the node.

In this section, three distinct blocking probability models are presented; one for the
single-stream circular and two for the linear hyperplane. The derivation for the circular
hyperplane was presented in [26] and is reviewed here. The first derivation for the linear
hyperplane is based on the sequential assignment of nodes to logical channels presented in
[25). After reviewing that derivation, the author presents a refinement where it is assumed
that a node may no longer transmit a packet to itself. The author then presents a second
derivation that relies on the novel interleaved assignment of nodes to logical channels. It
is demonstrated that the probability of blocking is decreased for the Crossout and dilated
Crossout switches, Having presented the probability analysis for the linear hyperplane,
the requirements for accurately calculating probabilities of blocking and acceptance for the

three embedding schemes in the dual-stream hyperplane are discussed.

All the derivations are for the dilated Crossout switch. Though the other networks have

unique blocking probabilities, they are all special cases of the dilated Crossout switch.

4.3.1 Single-Stream Circular Hyperplane

Consider the embedding of an N = 16,C = 4, i = 4 Crossout in the single stream circular
hyperplane shown in Fig. 4.1. Since there is only one stream, each node has one smart pixel

array instead of two as is the case for linear and the dual-stream circular hyperplancs. As
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Figure 4,1: Embedding of an ¥ = 16,C = 4, K = 4 Crossoul in the single-stream circular
hyperplane

a very important consequence, all the incoming packets to a node arrive on one array and
arc not distributed over two arrays. The derivations of the probabilities of blocking and

acceptance are based on this embedding for which the following assumptions are made
e traflic is random and uniform
¢ all nodes are independent and statistically identical
o a node is equally likely to send a packet to any other node including itself

The probability that a node has a packet to send is a. The probability that packet is
destined for a particular node is a/N. A slice can receive at most C packets at once, The

probability that exactly j packets, in a particular combination, are destined for the slice is

r=(5) (-%) (4.8)
The probability that any j out of C packets are destined for a slice is given by the lollowing

binomial ) Cmi
= CN(eY (e t
e (5) (Y69

The probability that j < b packets arrive at a slice and can therefore be received without

e 2 (5) G (-9

j=1

loss is

The probability that j > b packets arrive at a slice and hence only b are received is

e 5 (5) 305"
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The expected number of packets that are received at a slice and sent to the message-
processor is the sum of the expected number of packets, j < b, received without loss and
the expeeted number of packets, j > b, received with loss and is given by
N . Cmi c . Omi
f C a\? ( o ) ? C ( a )J ( o ) J
E Precived = . —] [1=-= N — -—= 4,12
reecived j‘zj ( ] ) (N) N +j=zb;l ] N 1 N ( )

The expected number of packets that are received at a slice and not sent to the message-
processor are those arriving beyond b and is given by

o 3 (-1 ( < ) (&)Y (1-2)" (4.13)

J=b+1

The conditional acceptance probability of packets over all K slices at a node for the dilated
Crossout switch is given in Eqn. 4.14.

K

PA = —EPcceived (4'14)

o
The conditional blocking probability can be calculated as 1-PA or directly from Eqn. 4.13
as flollows.

re = gp,, (4.15)
ao

4.3.2 Linear Hyperplane - Sequential Channel Assignment

Consider the embedding of an N = 16, K = 4,C = 4 Crossout switch in the linear hyper-
plane and its smart pixel array shown in Fig. 4.2a (only the upstream channels are shown).
The second assumption, made for the single-stream circular hyperplane, which states that
nodes are statistically identical, no longer holds. Consider the smart pixel array of node
x in the upstream direction where 1 < # < N. It can receive packets from nodes 1 to z
but not nodes z 4 1 to N, Thus, each node has a different number of incoming packets.
In the single-stream circular case, this situation does not arise due to the closure of the
rings; cvery node has the same number of incoming packets. The probabilities of blocking
and acceptance must now be calculated for each node individually. An average over the N

nodes will give the network’s overall blocking and acceptance probability.

Assume that the nodes are assigned to logical channels sequentially as shown in Fig. 4.2b.

Starting with the first node, its transmitters are mapped to the first logical channels of the
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Figure 4.2: Sequential assignment of nodes to logical channels

first slice. The transmitters for the second node are mapped to adjacent logical channels on
the same slice. When the slice is full, mapping proceeds to the next slice.' This assignment
can also be seen in the embedding of Fig. 2.11a. Consider node four. T'he four incoming

channels from nodes one to four are mapped to first slice while the other slices remain

unused,

The probabilities can then be calculated as follows. Consider node z that may reccive
packets from nodes 1 to &. The number of possible incoming channels at node z is ar.
Since each slice has C channels, the number of full slices is given by |az/C]. I the number
of incoming channels does not fit on an integral number of slices, there will be one slice
that is partially full. The number of channels, W, on the partially full slice is given by

W =az-C [%,”—J (4.16)

The expected number of packets received at a full slice is given in Eqn. 4.12. Similarly, the

expected number of packets received at the partially full slice, ERF;, is given by Eqn. 4.17.

ERP. = Zb:J( VJV ) (%)5(1_%)w—5+

j=1

()@ 6-3)" i

YThe ordering of slices is actually irrelevant; the sequential assignment scheme requires only that Lrans-
mitters from neighbouring nodes are mapped to the same slice until {ull.
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The expected number of packets reccived at node z, in the upstream, is the number of
full slices times the expected number of packets received at a full slice plus the expected
number of packets reccived at the partially full slice and is given by

ir

ER;- = I-E'J Igprecefvcd 'I" ERPJ: (4‘18)

The expected number of packets received in the downstream is derived similarly. It is
asstimed that a node may transmit a packet to itsell in the upstream but not in the down-
stream. The expected number of packets received at node z over both streams is given
by K, 4+ ERN_.. llence the probability of acceptance over the N nodes at a normalized

offered load of « is given by Eqn. 4.19.
1 N
PAy = —= (2,.; ER; - ERN) (4.19)

I'he blocking probability can be calculated simply as 1-PA, or directly as follows. The
expected number of packets lost at a full slice is given by Eqn. 4.13. Similarly, the expected
number of packets lost at a partially full slice is given in Eqn. 4.20.

w i W-j
w o’ o I
ELP,= Y (j-b) ( . ) (—) (1 - —) (4.20)
j=bi I J\N N
The expected number of packets lost at node z is the number of full slices times the expected

number of packets lost at a full slice plus the expected number of packets lost at the partially

full slice and is given by

EL. = l%“’J EPoy + ELP, (4.21)
Thus, the probability of blocking, PB,, is given by
1 N
PB, = — (2;::l EL. - ELN) (4.22)

The author now presents a refinement to the above model. The third assumption,
which states that a node may transmit a packet to itself, is changed - it is now assumed
that & node may not transmit to itsell. This refinement brings the model closer to what
an actual implementation would be. The af/N terms in the previous equations are changed
to /(N = 1) since a node may transmit to only ¥ — 1 other nodes rather than N. In

the upstream, node 1 will no longer receive any packets, Nodes 2 to N, will then receive
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packets from nodes | to N — 1. ER,, given in Eqn. 118, which defined the expected number
of packels received at node x can now be thought of as defining the expected number of
packets received at node z 4+ 1. The downstream is identical. Therelore, the probability of

acceptance and blocking are given by

en = 8 S (5) () O )

2 (§) F) (- 5) ) ¢
() () (- )"

N

i=

W ; Wi

144 o J I J

b S ( . )( ) (1-—-—-) (4.23)
Plary® J N-1 N -1

N-1

P = %

aN r=1

121 (S0-9(5) =) 0-75)") +
jéu_b)( H ) (ﬁ)J(' - FQ:T)W_J} (4.24)

4.3.3 Linear Hyperplane - Interleaved Channel Assignment

The author now presents a novel embedding scheme that relies on an interleaved channel
assignment scheme. There is an inefficiency in assigning nodes to channels in a sequential
manner. Consider 2 smart pixel array for an N = 16 node network that has A = 4 slices and
C = 4 channels per slice. As explained above node five would sce its first slice filled. The
blocking experienced on the first slice would be equivalent to that of a 4x4 Ciusshar. The
other three slices have no incoming channels and consequently their receivers are unused

which is an under utilization of resources.

This premature filling of slices can be avoided if an interleaved channel assignment
scheme 15 followed. The embedding of an N = 16, K = 4,C = 4 Crossout switch with

an interleaved channel assignment is shown in Fig. 4.3a (only the upstream channcls are
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Figure 4.3: Interleaved assignment of nodes to logical channels

shown). This embedding should be contrasted with the embedding shown in Fig. 4.2a of
the same Crossout switch with a sequential channel assignment. The transmitters from
neighbouring nodes are mapped to channels on adjacent slices as shown for the smart pixel
array in Fig. 4.3b. In the interleaved example above, the fifth node has one incoming
channel on each of the four slices. Since there are four slices, blocking will be altogether
avoided until node six, where the first slice has two incoming channels, from nodes one and

five on the first slice (assuming that there is only one receiver per slice).

Consider node z + 1, where 1 < z < N. Of the slices on its smart pixel array, some of
them will have Wy = |az/K | incoming channels while the others will have W, = [az/ K]

incoming channels. The number of slices with W incoming channels is

. _ ] ax~Kx|az/K| ifax> K
K= { 0 ifaz < K (4.25)
The number of slices with Wy incoming channels is
. =) K=(az - K »|az/K]) ifaz2> K
ka= { 0 itz < K (4.26)

The interleaving scheme is optimal for the Crossout network, but is sub-optimal for

the dilated Crossout switch where there are a > 1 transmitters per node. From the above
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equations it can be seen that interleaving is implemented in groups of ¢ transmitters {rom
a node, In other words, the a transmitters of a node are mapped to a single slice. 1In order
for the scheme te be optimal for the dilated Crossout switch, transmitters belonging to
the same node, as well as those transmitiers from adjacent nodes, should be mapped to

channels of different slices.

The derivation of the expected number of packets on the slices with W, and W, incoming
channels is analogous to that of the circular hyperplance’s partially full slice. The expected
number received on each one of the R slices and similarly, on cach one of the A’ slices are

given below.

b j Wy—j
EPRy, = ZJ( ‘g‘ ) ( = 1) (1 - N“_ 1) + (4.27)

b j Wa—j
. W o 2 ‘ 2-2 .
EPRg, = ZJ( J? )( _1) (1— N"_ 1) + (4.28)

£ N

i=l

%b(Wz)( o )j(l— o )Wz‘j
j=b+1 J N-1 -1

The probability of packet acceptance is then

9 N-1

Phi= o X Uy EPRi )+ Ko BIPRK,) (4.29)

The expected number of packets lost at each one of the /'y and K3 slices are given by

EPLy, = % G-b) ( VJ‘(! ) (WE"__I)’(I - N"_—l) e (4.30)

j=b41
W j Wa—j
. W2 a \! a 2 .
EPLy, = (J —b)( . ) (——-—) (l - ) (1.31)
2 j=¥+l J N-1 N-1
The probability of packet blocking is then

9 N-1

PB; = — Z (K -EPLg, + K2+ EPLg,) (4.32)
acN =
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Numerical Comparison between the Interleaved and Sequential Channel As-

signment Schemes

‘he decrease in blocking probability produced by the interleaved scheme with comparison
to the sequential channel assignment scheme is shown in Fig. 4.4. The network is an
N =64,K = 8,C = 8,a = 1,b = 4 Crossout switch under full load (o = 1). The four

graphs examine the cffect on blocking probability when varying b, ¢, C and N,

In Fig. 4.4a, the number of receivers per slice, b, is varied from one to seven. With seven
receivers PR, = 2.82x10~!1 and PB; = 3.53x107'5, The improvement is almost an order
of magnitude. With an increasing number of receivers per slice, the interleaved scheme
shows greater improvement over the sequential scheme. The improvement is due to the fact
that the interleaved scheme will have no blocking until there are more than Kb incoming
channels to a node whereas the sequential scheme will block as soon as there are more
than b incoming channels, The reduction in blocking probability provided by interleaving
is proportional to the number of receivers per slice when the number of transmitters is one.
For example when & =5, PB,/PB; = 4.86.

In Fig. 4.4b, the number of transmitters per node, a, is varied from one to four (the
nuntber of channels per slice is increased by a factor of ¢ to compensate). For ¢ = 1,
PR, = 3.90x10-7 and PB; = 1.03x10~7 which shows a decrease in blocking by a factor of
almost 4. As a increases there is a decrease in the advantage provided by interleaving. The
decrease is due to that fact the granularity with which interleaving is done is increasing,
i.c., in groups of ¢ channels instead of a single channel at a time. If the interleaving was
done with individual transmitters and not a simultaneously, the interleaved scheme would

maintain the same advantage as the number of transmitters increased.

In Fig. 4.4¢, the number of channels per slice, C, is varied between 8, 16, 32 and 64. As
C increases, or conversely the number of slices decreases (given the fixed network size), the
advantage of the interleaved scheme decreases. At the extreme when C = N, the Crossout
degenerates into an NxN Crossbar. When there is only one slice, both schemes produce

identical results, This is expected since no interleaving is possible with a single slice.

In Fig. 4.4d, the network size, N, is varied from 64 to 8192 nodes. The number of

channels is increased to compensate for the increase, i.e., the number of slices is kept



CHAPTER 4. ANALYTIC MODEL OF THE HYPERPLANE 1

" w'

- ;

glu'“
imerleaved

inteckeaves

| 1 ) 4 5 [ F] A 4
b revelvers per slice a: Lisnuliers
() Probability of blocking vs. number of recelvers (b) Probubllity of blecking va, sumber of mnsimiiters
for un N=fid, Ku¥, Cull, am/, am! crossoul for an Nagd, Ku¥, Calo, bud 0 = fceosm

' C SEEmERE
: ) . acvpueniial
S g Bi*
w : e L
T | BTN 47 i AR s e
gm-s B ". ‘ y ’ Iniﬂlcinv:_'d‘ o ' % ineeleuved
1w’ . w”
[ It 32 [ o B0 2% 302 W4 MK ane MEND
C: channels per slice N: nclwink sire
(¢) Probability of blocking vs. number of channels {4) Peohability of blocking vs. netwesk shee
for an Naf, KuN/C, uml, bud, ot n} crossoul forun Km¥, CaN/K, um !, bad, (& =] crossiul

Figure 4.4: Blocking probability for interleaved versus sequential channel assignment

constant at 8. For N = 64 nodes, PB, = 3.90x10~7 and PB; = 1.03x10™7; for N = 8192
PB, = 1.70x10~% and PB; = 6.25x10~7. Thus, as the network size increases, the advantage
of the interleaved scheme over the sequential scheme decreases and does so Lo a constant
factor. This decrease is due to the fact that as the number of channels per slice increases and
the number of slices remains constant, the relative ‘amount’ of interleaving decreases for the
given network size. This can be inferred from Fig. 4.4¢c where the N/ K ratio is increasing
as C increases (and K decreases). The same is true here as the N/K ratio increases by
virtue of increasing N rather than C. If on the other hand the number of channels per
slice is fixed at 8 and the number of channels per slice increased with the network size, the

interleaved scheme would maintain its advantage over the sequential scheme.

The interleaved scheme decreases the packet loss rate for networks. This decrease is
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due to the fact that the loss rate is directly proportional to the probability of blocking,
P11, as will be shown in Section 4. Ilowever, the benefit to the aggregate bandwidth is
minimal, ‘The bandwidth is direcily proportional to the probability of acceptance, P4, as
will be shown in Section 4. Consider the following. Suppose that a reduction in PB from
101 10 107" is achieved with the interleaved scheme for a given Crossout switch. The
corresponding increase in PA will be from 0.9999 to 0.99999 and so, represents an increase

of only 0.009% for the aggregate bandwidth.

4.3.4 Dual Stream Circular Hyperplane

Each node in the dual-stream hyperplane has two smart pixel arrays per node as opposed
to one for the single-stream hyperplane. Packet arrivals from all the other nodes in the
backplane are not uniformly and identically distributed over both arrays similar to the
linear hyperplane. Consequently the nodes are no longer statistically independent as was

assumed for the single-stream circular hyperplane.

Maximized edge bandwidth

Consider the minimized propagation delay embedding of the Crossout in the dual stream
circular hyperplane shown in Fig. 4.5. 1t can be seen that the probabilities of blocking and
acceptance derived for the single-stream hyperplane do not apply. The second assumption
being invalid as is the case for the linear hyperplane. In either stream every node cannot

receive packets from any other node. Thus, all nodes are no longer statistically identical.

Consider the smart pixel array of node 7 in the upstream direction. It may receive
packets from nodes 1 to 8 but not from nodes 9 to 16, Despite the fact that halfl of the
nodes in the upstream are no longer transmitting, all of the slices on the arrays of each
node are full and not half empty. They remain full because each node from 1 to 8 now
transmits over two logical channels at once instead of one. This doubling of edge bandwidth
or channel width results in effectively halving the number of logical channels on a slice from
(=41 =2,

If it is assumed that a node may transmit to itself the calculation of the blocking

probability would require that C = 2 instead of C = 4 and all nodes could be considered
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Figure 4.5: Maximized edge bandwidth embedding of the N = 16, A’ = 4,(' = 4 Crossout
switch in the dual-stream circular hyperplane

identical. If the assumption is made that a node may not transmit a packet Lo itself, two
situations would have to be considered for nodes in cither stream. Consider node i, where
1 € i< 8,in the upstream. Its smart pixel array will sce three out of four slices full but
the last slice only partially full since the node does not transmit Lo itsell. Consider node j,
where 9 < 7 € 16, in the upstream. Its smart pixel array will see all of its slices filled. Thus

an exact calculation of the probabilities would have to take these factors into account.

Minimized propagation delay

Consider the minimized propagation delay embedding of the Crossout in the dunal stream
circular hyperplane shown in Fig. 4.€. As with the maximized edge bandwidth embedding,
the second assumption (that all nodes are statistically independent) made for the single
stream circular hyperplane does not hold. The nodes in cither stream cannot reccive packets

from all other nodes. The nodes are then no longer statistically identical.

Consider the smart pixel array of node four in the upstream direction. It may receive
packets from nodes 1 to 3 and nodes 12 to 16. The packets arrive on the first three channels
of the first slice, the last channel of the third slice and all four channels on the last slice.
In general, half of the channels will not have any incoming packets while the other hall will

cover a contiguous group of channels over several slices. The situation is similar for the



CHAPTER 4. ANALYTIC MODEL OF THE HYPERPLANE 54

A L u

11T
LITTTTT

:
: 3
2

i1
3

e "

i

|

NERl

]
]

THEIIT
bil-111
ke dRI

i

i

11 11l

HEN BB IEE

Figare 4.6: Minimized propagation delay embedding of the ¥ = 16, K = 4,C = 4 Crossout
switch in the dual-stream circular hyperplane

lljl!ll

L{_ 9|0 II| 12 |3| 1411 15]] 16

downstream direction.

The embedding shown can be considered to have a sequential assignment of transmit-
ters of nodes to logical channels. This embedding could be optimized with an interleaved
assignment as presented earlier. In either situation, an exact calculation of blocking prob-
ability would require careful consideration of the pattern of arriving packets onto the slices

of the smart pixel array for each node.

Optimized propagation delay and edge bandwidth

Consider the optimized edge bandwidth and propagation delay :n sedding of the Crossout
in the dual-streamn circular hyperplane shown in Fig. 4.7. As with the previous two em-
beddings, the second assumption made for the single-stream circular hyperplane does not
hold. The nodes in either stream cannot receive packets from all other nodes and are thus

no longer statistically identical.

The doubled edge bandwidth causes the effective number of channels per slice to be
halved as was the case for the maximized edge bandwidth embedding. Furthermore, each
node in the upstream cannot transmit to any other node, but only to those within a distance
of N/2. Thus the probability that a node has a packet destined for another node in a stream

is /(N /2). The analysis needed for an accurate calculation of blocking probability would
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Figure 4.7: Maximized edge bandwidth and minimized propagation delay embedding of the
N =16, K = 4,C = 4 Crossout switch in the dual-stream circular hyperplane

have to take these factors into account.

4.3.5 Poisson Model of the Binomial

The binomial model for the probability of acceptance and blocking for the dilated Crossout
switch tends to be somewhat computationally intensive, especially for embeddings in the
linear hyperplane. The binomial can be approximated using a Poisson modet which provides

sufficient accuracy for a first order model [26]. The following well known theorem is quoted.

Theorem 4.1 A binomial distribution with paremeters n,p converyes to the Poisson dis-

tribution with parameter A if n — oo and p — 0 s.L. np = A is constant,

Proof

PIX =k = ( n ),m ek (4.43)

n!
mp"(l —-pn—-k
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Single Stream Circular Hyperplane

For the statistically independent nodes in the circular hyperplane the Poisson approxima-
tions of Eqn. 4,14 and Eqn. 4,15 yield

- b —aC/N 00 —QC/N ]
K (aC/N bb S CMMaC/NY

PA = (4.34)
ac i=1 J=b+1 Jt
2 ‘“C/N aC[NY
PB = ac Z G- (-1 ) (4.35)
j=bt J:

Linear Hyperplane - Sequential Assignment

For the linear hyperplane with a sequential assignment scheme, the Poisson approximations
of Eqn, 4.23 and Eqn. 4.24 yield

N-1
ra = 2o b &l (4.36)
(zb:J '“c/(N"”(aC/(N - 1)) i -aC/(N—l)(aC/(N - 1))1)

gt j=b+1 7!

=1
(i SNV @WN - 1Y e-a“’f“"-')(auf/uv—l))f)]
j=1

' )
J: j=bt1 gt

N-1 % e=aC/(N-1) — 1)V
Pp = 2 g[lﬂgJ 3 (G- b) (eC/(N = 1)) |

3
aaN j=bt1 7

0 e=aW/IN=1)(4 -
ST il /LB
j=b1

(4.37)
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Linear Hyperplane - Interleaved Assignment

Ior the linear hyperplane with an interleaved assignment scheme the Poisson approximation
of Fqn. 4.29 and Eqn. 4.32 yield

9 Nzt
PA == (1.38)
=1
& emeWIHIN=D oW, /(N - 1)) 0 a—aW /(N=1)( o1V LY
K ZJC (0'1 1/( ) +b Z 4 (0' (N =1)) L
i=1 J: j=bt1 Je
X ( b jc—awz/(N-l)(awz/(N — )y b i e~ W/ (N=D (o Wy (N = 1))
=1 it =t it
2 = °° e=eW/IN=U(aly, /(N - 1))
PB = K i~ b ;
aalN g [HJ.E‘(J ) 7! +

o 55 - e -y

: (4.39)
J=b41 J!

4.4 Network Throughput

4.4.1 Linear Hyperplane

The hyperplane is clocked at a rate of B bit-clock cycles per second. During one period,
a bit on a single optical bit-channel can be transferred from one smart pixel array Lo an
immediately neighbouring array. By operating Z bit-channels in paraliel, a peak theoretical
bandwidth of ZB bits/s exists in both the upstream and downstream directions. If the
backplane is clocked at 1 Gbit/s and an array of 1024 optical bit-channels is used then a
capacity of 1 Thit/s is realized.

As mentioned previously, the analyses in (25, 26, 27, 28] have been revised to model
the June 1995 smart pixel arrays, which allow a variable propagation delay, The variable
nature of the propagation delay allows the throughput to approach unity. The reader is
referred to [25, 26, 27, 28] for the revised analysis. The reader is reminded that this thesis

concerns itself solely with the June 1994 smart pixel array design.

For any given network that is embedded in the synchronous hyperplane, time is divided

into packet time-slot durations. During each time-slot a packet can be transferred from one
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node Lo any other node in the network. For a single node with @ transmitters, the number
of bits per clock cycle that are transferred in a time-slot is given by «P/§ where P has units
of bits/packet and .5 seconds/packet. For all N nodes operating at a bit rate of B, this
then becomes N P/S. With contention at the output ports, some fraction with probability
P13 will not be delivered. The probability of acceptance derived in the previous section
is conditional, i.e, it assumes that a node has a packet to transmit. The unconditional
probability is found by multiplying by a. The complete expression for aggregate bandwidth
(25] is given by Eqn. 4.40. As the architecture is scalable and able to accommodate large
numbers of nodes in the backplane a more relevant measure of throughput is the bandwidth

available to individual nodes, BW,,, given in Eqn. 4.41,

BW, = i‘“‘l(;ﬂbits/s (4.40)
BW, = ﬂ‘(’;ﬁ’ibits/s (4.41)

While BW, and BW, are measures of actual carried traffic, they do not necessarily
indicate of the peak capacities available which are useful measures an:d the author identifies
as follows. The peak edge bandwidth, BW,, which is defined as the maximum throughput
supported per edge, is given by Eqn. 4.42. It is a measure of the maximum available
bandwidth for cach transmitter on any given node. Each of the networks has a maximum
possible throughput based on their embedding. The peak capacity, BW,, for a network is
defined as the aggregate bandwidth at full load in the absence of blocking. It is given in

Eqn. 1.43.

BW, = %ﬁbits/s {4.42)
BW, = “":.:,P bits/s (4.43)

Complementing the measures of bandwidth are the measures of loss rates. The loss rate,
BWi,ss, is defined in Eqn. 4.44. It is identical to the equation for aggregate bandwidth
except that PA has been replaced by PB. The sum of the loss rate and the aggregate
bandwidth does not equal the capacity of the backplane (as will be explained later). The
unused capacity, BWypysed is defined as the peak available bandwidth of the backplane less
the peak capacity at a given offered load.

BWi,,, = ﬁcﬂg—mﬁbits/s (4.44)



CHAPTER 4. ANALYTIC MODEL OF THE HYPERPLANE 59

pl
BWonused = @ (zB - E'NS—') bits/s (4.45)

4.4.2 Dual-Stream Circular Hyperplane

There are two embeddings in the dual-stream circular hyperplane that maximize the edge
bandwidth. Half of the e edges of a given network are embedded into the Z optical bit-
channels in the downstream ring while the other half are embedded into the other ring,.
Thus the e edges share 2Z channels unlike the lincar hyperplane where ¢ edges share 7
bit-channels, in both streams. Thus the aggregate bandwidth for the maximized edge
bandwidth schemes is considered to be 2Z B bits/s.

4.5 Input Queuing Analysis

The nodes in the hyperplane zan be buffered with the addition of FIFO input quenes which
the message processor has the task of controlling. Each queue is modeled as a continuous
time M | M | Y | oo queuing system, with memoryless inter-arrival time distribution and
memoryless service time distribution {25]. The arrivals are modeled by a Poisson process
and the departures are assumed to be adequately modeled also by a PPoisson process, Bach
queue can have Y > 1 servers and either an infinite or finite size. The packels arrive at
the queuecs at a rate of A packets per second defined in Eqn. 4.46. The maximum service
rate is fimqr packets per second given in Eqn. 4.47, It is defined as the maximum rate at

which the servers can inject packets, which will be accepted into the backplane, in packets
per second.

aZB
= 4.46
A PN packets/s (4.16)
p= oA packets/s (4.47)
Snctwork

While the queues should be modeled as discrete-time queues, the continuous-time model

suffices. The former requires iteration to arrive at a solution while the latter analysis yields

closed form solutions {26].

There are a number of measures of importance in the queuing model. Among them are
expected number of packets in the queue, expected packet delay, packet loss probability

and packet loss rate. First the infinite queue will be analyzed then the finite size queue, It
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is desired to solve for the state of the quene under equilibrium conditions, from which the

aflorementioned measures can be calculated,

4.5.1 M| M |Y |co Queue with Y Servers

"The analysis for Lthe infinite size quene was presented in [3] and is quickly reviewed here. Let
I denote the equilibrium probability that the queue has i packets. Under the equilibrium
conditions, the forward rate of flow must be equal to be backward rate of flow. The rate of
a forward transition from state P; to state Py is always equal to the arrival rate A. The
rate of backward transitions depends on the state from which the transition takes place.
For states F; where 0 £ ¢ £ Y the rate is iy, A state with only ¢ packets in the queue can
only lose packets at a maximum rate of gt despite the existence of Y > i servers. For the
remaining states ¥ < 7 the rate is Y u. An illustration of the Markov chain is shown in

Fig. 4.8,

A A A A A A
M 2u 3 Yy Yi Yp

Figure 4.8: Markov chain model foran M | M | Y | o0 queue

Since the flow balance property must hold (under equilibrium) between any two states,

the following can be written,

APO = l,uPl
AP, = iuP;
APy_y = YuPy

APi.y = YpP; (4.48)
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By rearranging to isolate P

P =5
= R

By allowing p= A/Yn

OF THE HYPERPLANE

i4 1
P = Po“i{’) 0<igy
Yy .
P = P Vi pi>Y
It remains that Py be found explicitly. Knowing that 32, P = 1 leads to
Y )
YR+ Y Pi=1
i=0 i=¥ 41
L, Y &
p] 1
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i=0 ) =Y 41
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(-1.490)

(-1.50)

(4.51)

(1.52)

(1.53)

Eqn. 4.53 is mathematically equivalent to that found in Kleinrock [32]. llaving lound the

probability of an empty queue explicitly, the probability that the queune has { packets is

then also known. The expected number of packets, Ezp[C], in the queuc is found by taking

the expectation over the queue states

o0

SiP+ Y ik

i=0 i=Y+1

v
EzplC] =
EzplC] = P
Ezp[C]

Y i Yy oo
AY Y i
OZt——( z{,) + l’g—Y' Z ip

i=0 ¢ i=Y +1

A L I L O N R 3

Y
T e + U e

(4.54)

(4.55)
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The expected packet delay, Exp[D], of a packet through the queue can be found using
Little’s Law [29]. It states that the expected delay is equal to the expected number of
packets in the queue over the throughput. For an infinite size queue there are two discrete
cases of throughput, If the arrival rate, A, is less than the aggregate service rate, Y, the
throughput is A, Packets cannot leave the queue at a greater rate than at which they arrive,
If Lhe arrival rate is greater that the aggregaie service rate, the throughput is Yy, Packets

cannot leave the queue at a greater rate than can be serviced. The expected delay is then

Ezp[D] = Pif\’lg ifA<Yp (4.56)
Ezp{D) = -E—x}f;[tﬂ ifA>Ypu {(4.57)

Since the queue size is infinite packet loss cannot occur. Even if the arrival rate is
greater than the aggregate service rate, packets are never dropped but rather added to
the quene. In such situations, the number of packets in the queue grows indefinitely and

consequently so do the expected packet delay and number of packets in the queue.

4.5.2 M| M]|Y|Q, Queue with Y Servers

Having reviewed the analysis for the infinite size queue, the analysis for the finite size
queue [31] is briefly reviewed. While the infinite queue model provides an indication of
performance in the presence of input buffering it is a hypothetical one. A more realistic
model is one using a queue of finite size, Q,. The Markov chain model [32] is shown in

Fig. 4.9. Note that Q, > Y. Let P; denote the equilibrium probability that the queue has

A A A A A A
oo go
K 2u Yu Yu Y

Y

Figure 4.9: Markov chain model foran M | M | Y | @, queue
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i packets. Let X denote the arrival rate of packets to the quene and p is the departure rate

from each server. Let p = A/ (V).

/\Po = lﬂ.f’l

APy 21

APy, = YubPy
APy = YpPyy

APg,-1 Py, (1.58)

The probability of an emply queue is given by

1
: . 1.50)
’ ¥ o) V)Y —pWa—Y (
:-— ( P) I { \{"2 pl ,l)-h

P =

Having found the probability of an empty queue, the expected number of packets in Lthe

queue, Fzp[C], is given by

Y Qs
EzplC] = Y iR+ ) iR
i=0 i=Y+1
Np)  (Yp)Y [ 1-(Q,=Y)p?=Y14(Q, - ¥ = NV
EzplC] = [Z( p) ¢ p) p(p (Qs=Y)p “_:)(22 )p
—— QI_Y
(Y + 1)1——”—,,—)] (1.60)

The expected packet delay, Ezp[D), is, again, found using Little’s Law. For the finite
size queue, unlike the infinite size queue, there is only one case for throughput, EepT'P).
It is defined as the product of the arrival rate and the probability of the quene not being

full.
Ezp[TP)= M1 - Po,) (4.61)

The expected packet delay is then

Ezp[C)

Ezp|D] = —X(lTP—Q_)

(1.62)
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4.6 Internally Nonblocking Networks

‘I'he performance measures derived in the previous sections are general in nature, applying
to the dilated Crossout switch. The Knockout switch, Fully Connected network, Crossbar,
dilated Crossbar and Crossout switches can be considered as special cases of the dilated

Crossout switch, The differences between these networks are detailed below [25, 26].

4.6.1 Crossbar

‘I'he hypergraph model of an N xN Crossbar has e = N edges [33]. The Crossbar is a special
case of the dilated Crossout switch where (N,C, K, q,b)= (N, N, 1,1,1).

4.6.2 Knockout Switch

"T'he hypergraph model of an NxN L Knockout switch has e = N edges [33]. The Knockout

switch is a special case of the dilated Crossout switch where (N,C, K,a,b) = (N, N, 1,1, L).

4.6.3 Fully Connected Network

An N node, Fully Connected network has ¢ = MNZ—"Q edges in both the upstream and
downstream channels. Unlike the other networks considered here, there are no broadcast
channels - all the edges are direct links from a transmitting node to a single destination
node. The Fully Connected network is a special case of the dilated Crossout switch where
(N,C,K,a,b) = (N,N?,1,N,N). Its blocking probability is identically zero since every
node can accept all N — 1 packets arriving simultaneously from the other N — 1 nodes.

Thus, no packet loss due to blocking will ever nccur.

The aggregate bandwidth of the IFully Connected network depends not only on the
embedding but also the number of transmitters available on each node. In theory, each
nade could have a maximum of N — 1 transmitters, one for each outgoing edge. However,
this would be impractical due to the hardware costs of implementing N — 1 transmitters
per node and complexity in controlling them. Instead, a sub-optimal but practical number,

Y < N - |, transmitters per node are used.
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4.6.4 Dilated Crossbar

An aNxbN dilated Crossbar switch is very similar to the regular Crossbar. 1ts hypergraph
model has e = aN edges [33]. Each node has an input dilation allowing for the transmission
of « packels simultancously and an output dilation allowing for the reception of b pack-
cts simultancously. The dilated Crossbar is a special case of the dilated Crossout where

(N,C,K,a,b) =(N,aN,1,a,b).
4.6.5 Crossout Switch

The Crossout switch has nodes with input dilation of one. Like the Crosshar it has ¢ = N

edges. The Crossout switch is a special of the dilated Crossout switch where (N, C, K, a,b) =
(N,C, K, 1,b).

4.7 Summary

In this chapter the general analytic model and various performance measures for the hyper-
plane were described. The packet time-slot duration, the probabilities of packet blocking
in the single-stream circular and linear hyperplanes, the thronghput and loss rates were
described. Two input queuing models were then brielly reviewed. Finally, the specific

instances of six internally non-blocking networks were discussed.



Chapter 5

Software Operation

5.1 Introduction

The analytic model of the hyperplane, described in the previous chapter, is implemented in
software. The author presents a guide for operating the software to facilitate its future use.
The tool is divided into two sections: (i) numerical analysis and (ii) numerical visualiza-
tion. The first section provides the user with the tools to perform an analysis of different
hyperplane architectures under a variety operating conditions. The latter sectior allows

the user to view the output of the previous analysis and assess the results.

5.2 Numerical Analysis

The analysis portion of the tool is started by typing analyze_hp at the Matlab command
line. In order to provide a simple method of performing a design space exploration, a fully
automated, menu driven interface is presented. Upon startup an initial title window is dis-
played. Since there are a large number of parameters relating to the hardware architecture
to be configured and operating conditions to be set, a series of menus are presented which
guide the user through the choices. Once all the choices have been made, the analysis
proceeds to compute the performance measures described in Chapter 4. Upon completion
the results are saved into a single data file. They can be viewed using the visualization

portion of the software tool described in the next section.

G6



CHAPTER 5. SOFTWARE QPERATION 67

Hyperplane Architecture

Following the title window is the first menu, shown in Fig. 5.1. It presenls two choices
for the architecture of the hyperplane which are the linear and the dual-stream cirenlar
models. The selection is made by clicking on the desired hyperplane type. The single-

stream hyperplane is not modeled as it does not have any advantages over the linear model,

The analysis of the linear hyperplane can be of two orders of magnitude slower than
that for the circular version, due to the difference between the functions that ealeulate the

probabilitics of acceptance and blocking for the two hyperplanes.

e ALY

| 1, Linear Mode!
E 2. Clrcular Model = Dual Stream .

Figure 5.1: Hyperplane Architecture selection mena

Channel Assignment

If the linear model is chosen, a choice must be made regarding the node (or Lransmitter in
the case of dilated networks) to logical channel assignment scheme. The two choices are the
sequential assignment and the interleaved assignment (Fig. 5.2). The latter decreases the
probability of blocking for the Crossout and dilated Crossout switches that have multiple

independent slices. The channel assignment has no effect on the other networks.

Embedding Scheme

If the dual-stream circular model is chosen instead of the lincar model, one of three em-
bedding schemes, as discussed in Chapter 2, must be selected. The three choices wre shown
in Fig. 5.3. The first scheme maximizes (doubles) the edge bandwidth of the embedded

network. The second scheme minimizes (approximately halves) the propagation delay and
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Figure 5.2: Channel Assignment selection menu

the third scheme achieves both simultaneously. The highest throughput is achieved with

the third setting at no addition cost to hardware as compared to the first two schemes.

1. Meodmized bandwidth

2. Minimized propagation delay
3. Maximized bandwidth and minimized deley

Figure 5.3: Embedding Scheme selection menu

Probability Model

‘I'here are three choices for the probability model as shown in Fig. 5.4. They represent a
trade-ofl'in speed versus accuracy, It is recommended that the second setting be used when
very accurate, but not exact, results related to throughput and blocking probability are
required. The accuracy is almost always identical to that of the exact model but is far less
computationally intensive, The accuracy is maintained due to careful rounding off which,
in some cases, results in some error in the 15th significant figure, but often produces no

error whatsoever.

The third setting should be used whenever reasonably accurate results for all measures
except for those that are directly proportional to the probability of blocking are required.

The Poisson model is the quickest and produces very good results with regards to all the
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| 1. Exact Binomial model (siow)

2. Approximate Binomial model (fast)
3. Polason Model (lastest)

Figure 5.4: Probability Computation Model selection menu

measures that are not directly dependent on the probability of blocking. The probability
of blocking may be incorrect by an order of magnitude when it is on the order of 10~ or
less. However the corresponding error in the probability of acceptance will be small, e.g.,
less than 10~3%, since PA =1- PB.

In addition to the three seitings, the probability model depends on the hyperplane
architecture selected and the embedding scheme as described in Chapter 4. The appropriate
model is automatically selected once the architecture is chosen. In the case of the dual-
stream hyperplane, the probability model used is that of the single-stream hyperplane which
assumes that every node receives packets from every other node. While this is not true due
to the nature of the embeddings as described in Chapter 4, the accuracy is deemed sullicient

for a first order analysis for design space exploration purposes.

Hardware Settings and Operating Conditions

Having decided upon the architecture, channel assignment or embedding scheme, ana prob-
ability computation model, there now remain a number of hardware paramelers and oper-
ating conditions to be set. The menu presented in Fig, 5.5 lists the seven parameters and
shows their default settings. These can be changed to the desired valurs according to the
particular exploration being done. Rudimentary checks are performed to ensure that the

numbers entered are within their proper respective ranges.

1. The packet size, P, is the size in bits of the packets of data that are transmitied

between nodes. The minimum size is eight bits. Should a value less that this be
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Figure 5.5: Hardware Settings and Operating Conditions window

entered, the setting will be forced to eight. The upper bounded is unlimited. The
default setting is 432 bits; this was chosen as it is representative of a 53 byte ATM
cell defined by the SONET standard [3] plus an 8 bit header.

A new value is entered by first clicking onee on the number and then typing over the
entry. In order for the update to take effect the mouse pointer should be moved off

the window as typing Return does not work.

. The quene size, Q,, defines the number of packets an input queue can hold not

including the one with the server. The size is lower bounded by 1. No upper limit is
sel. Should a value less than this be entered, the setting will be forced to four. The

default setting is a queue size of 32 packets.

. The clock rate, B of the backplane is specified in MHz. No bounds are enforced on

the clock rate except that a zero is not accepted.

. Analyses of the networks are perforined over a range of offered loads. Since the

offered load is normalized the range is always from zero to one. The user can specify
the number of increments to be taken. The inverse of the number of increments is

used as the initial load value as well as the step size. The default setting for the
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number of increments of load is 100, This converts to a step size of 0,01 which is also
used as the initial value in the range. (Using an initial value of identically zero would
have necessitated the special handling in the queuing analysis equations.) The range
over which the iterations are to be performed is shown in the line below the entry for
load. If the user sets the number of increments to 40, for example, the range display

would reflect the new setting by displaying the values of 0,025, 0.050,...,0.975, 1.

The default of 100 was chosen since it provides for smooth curves when plotting
the measures, such as the expected packet delay, which vary versus offered load, A
second reason relates to the fact that for certain networks, infinite queues saturale or
‘blow up’ at very low values of offered load. If too few increments are selected, i.e.,
the step size is too large, the point at which the quene saturates may be hypassed.
When plotting curves, the one for that particular nevwork may not appear at all, ‘e
minimum number of increments is two; the networks would be analyzed at normalized
offered loads of 0.5 and 1.

The number of free-space optical bit-chanunels 7, is lower-hiounded by 16, Should a
value less than this be entered, the setting will be foreed to 16. No upper itound is
placed on Z. The default setting is 1024. Thi: value was chosen so that comiined

with a clock frequency of 1 Gllz, the peak capacity of the hyperplane would be !
Thit/s.

The number of optical bit-channels is an upper limit on the number of nodes that can
be supported as each node (or transmitter in the case of dilated networks) mast have
least one optical bit-channel. Should Z be decreased to a value which is less than
the current maximum network size, the maximum network size will be decreased (o
the largest integer multiple of the minimum network size, less than 7. Should be Z
be decreased to a value that is lower than the minimum network size, it will be set
to hall of Z and the maximum network size will be set to Z. These adjustments are

done automatically and the changes are reflected in the appropriate buttons,

Analysis of the networks is done not only over a range of offered loads but also over a
range of network sizes, i.e., the number of nodes in a network. ‘The minimum network

size has a default setting of 64 nodes. This value is used as both the increment and
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5.2.1

initial value for iterating over a range of network sizes.

‘I'be minimum network size is lower bounded by one and upper bounded by Z/2. The
upper bound is 1o allow for a maximum network size equal to Z. The range is then

from Z/2 to Z nodes.

It is recommended that the minimum network size be set to approximately one six-
teenth the maximum network size. This size provides for reasonably smooth graphs

when plotting curves versus network size and avoids excessive computation,

The maximum network size is the upper limit for the iterations over the range of nodes.
The maximum network size must be an integer multiple of the minimum network size
and be upper bounded by Z. The upper bound is set since every trausmitter on each
node must be assigned its own channel. ! Network sizes entered that arc not integer

multiples of the minimum are rounded to the nearest multiple.

The line below the entry for maximum network size displays the iterations over the
range of network sizes. The starting value is the minimum network size and continues
in increments of the minimum size until the maximum is reached. The display is

automatically updated to reflect any changes in any of the associated parameters.

Embedded Networks

A fow assumptions have heen made for the networks, except for the Crossbar, described in

Cliapter 2 which are embedded in the hyperplanes. For each one of the networks, one or

more parameters such as the input dilation, the number of slices, ete., has been fixed in the

software to some arbitrary value. The settings are described below.

In order to change these values, the user will have to modify the code for the particular

network in question. The routines are found in the /dse.tool/analysis/networks/ path.

Fach routine has the prefix switch_and is followed by the name of the network and a suffix

ol .m, The parameters are found at the beginning of each routine.

V'I'liis i not strictly true for certain embeddings where multiple transmitters use the same logical channels.
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Dilated Crossbar

The input dilation, i.c., transmitters per node, has boen set to - Input dilations a > |
imply that the maximum network size that can be embedded is N = Z/a, sinee the total
number of transmitters, aV, cannot exceed, Z, the number of optical bit-channels available,
Thus the maximum network size that can be supported is reduced by a factor of 4 over
the regular Crossbar. The software, however, does not wmodel this limitation, The channel
width is taken to be Z/eN which may be a fractional number. This can be corrected, il

desired, by skipping the caleulations when the limit of ¥ = Z/a has been reached.

The output dilation has been set Lo b = B, For N < 8 there is no blocking since the

number of packets destined for a node can never exceed the nmmber of receivers,

Knockout switch

The Knockout switch has the same properiies as an NxN Crossbar except for an N-to-1,
concentrator 1t each one of the N outputs, An output dilation of L = 8 has heen set. For
an infinite size Knockout switch, this produces a blocking probability on the order of 10=7

al full load.

Fully Connected network

The Fully Connected network is different from other networks in that it does not block
given any traffic pattern. Thus no calls to routines are made to calenlate probabilitios; the
acceptance probability is set to 1 and blocking Lo zero. The computation time needed is

very short.

As with the dilated Crossbar, there is a limitation on the number of nodes which ean he
supported by the backplane. The Fully Connected network has M—‘%'—'l edges which must
be less than Z since cach edge must have its own logical channel. "This lmitation is not
modeled by the software. For a hyperplane with Z = 1024 logical channels, the largest Folly
Connected network that could be supported i: 15 nodes which would reqguire w = D90
optical bit-channels.

The number of transmitters per node is set at 4 in the software. This could be increasoed
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up to N — | which would show an increase in the throughput but with greater hardware

cost,

Crossout Switch

The Crossont switch can have several different configurations. The number of slices, K has
been fixed to 8, ‘T'he number of channels per slice is determined by the number of nodes in
the network, i.e., C = N/8. The number of receivers per slice has been fixed to 4. When
nelwork sizes are small, i.e., 32 or less, the nuwber of channcls per slice will be less than

or equal Lo 4, in which case the probability of blocking becomes identically zero.

Dilated Crossout Switch

The dilated Crossout switeh is identical to the Crossout switch except that cach node may
have multiple transmitters. As with the dilated Crossbar, the maximum number of nodes,
i.e., network size, permissible is Z/a. The input dilation has been set to 4. The number
of slices have been set to 8, while the number of channels per slices is dependent on the

network size, i.e., ¢ = aN/8.

5.3 Numerical Visualization

lu order Lo provide a simple method of visualizing the results of a design space exploration,
a fully antomated menu driven interface is presented. The visualization portion of the tool
is started by typing visualize_hp at the Matlab command line. Upon startup an initial
title window is displayed. The data from the last numerical analysis is loaded into Matlab’s

workspace,

Parameter Display

“ollowing the title window, the parameters used in the design space exploration are dis-
played in the window shown in Fig. 5.6. The upper half of the window contains the choices
made in the numerical analysis routine regarding the hyperplane architecture, channel as-

signment mapping or embedding scheme, and probability mrdzl. The lower half displays
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Figure 5.6: Parameters of the Design Space Exploration window

the packet size, input queuc size, bit rate and the number of optical bit-channels in the

single-stream.

Network Size and Offered Load Point

Following the parameter display window, the window shown in Fig. 5.7 appears. Most of
the performance measures calculated vary with both network size and offered load, te.,
they could be plotted as three dimensional graphs. lowever, the graphing routine plots
the performance measures as two dimensional graphs, i.e., against either network size or
offered load. When graphing a given measure versus network size, the offered load at which

the plot is generated must be fixed and vice versa.

The range of network sizes over which the analysis was performed is shown., By default
the selected network size is the largest one. The user may change this to any network size
within the range. Should a value which is lower than the minimum size be entered, the
setting will be forced to the minimum network size. Similarly, if the value entered is above
the range, the setting will be forced to the maximum network size. Any value entered that
is within the range must be an integer multiple of the minimum network size. If the value

is not a multiple, the setting will be rounded to the nearest multiple.

The number of points of offered load over which the analysis was performned is also
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Figure 5.7: Network Size and Offered Load Point window

shown. By default the offered load point is set to the maximum or full load. The user may
change this by entering any integer within the displayed range. Upper and lower bounds

are enforced in a manner identical to that for the network size.

Curve Menu

Plotting of the individual curves is done through a menu shown in Fig. 5.8 which appears
once the network size and offered load point have been set. There are a total of 21 per-
formance curves, The user can select any one by clicking on the desired menu item. The

menn is then closed and a graph window, shown in Fig, 5.9, is opened.

One curve is plotted for cach of the six networks. The curves are plotted one at a time
s0 that the user can place a label by clicking beside the associated curve. The network to
which the current curve belongs to is shown in the command window along with its colour

according to the list below.

1. Dilated Crossbar switch - yellow

2. Dilated Crossout switch - magenta
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1. Tranamisalon dalay (T) v, network size
2. Propagation delay (P) vs. network sice
3. Pachst tma sict duration (S) vs. network siza

4, ineficiency (P/5) va. natwork size

5, Eficiancy (T/5) va. network, size

6. Prohabiikty of blocking v, network size
7, Probabty of blocking va. olerad load

B. Apgregete bandwidth va. network size

8. Aggregate bandwidth vs. offered kaad
10. Node bandwidth vs. network stze
11, Node bandwidth vs. offered laad

12. Loas rate vs. natwark skze

13, Loss ratg vs, ofered load

14.Loss rata due to blocking v, network size

15, Los3s rate due to biscking vs, offered load
16. Expected # of packets in the infinite queue va. ofizred load
17. Expecied # of packets in the finkte fueus ve. offered load

18. Expected dalay i the Infinke queue v, ofiered load

19, Expected dalay in the Anita guoue v, ofered load

20, Packet foss probayiity vs. ofered load

21. Packet loss rate va, oflered load

Figure 5.8: Curve Menu

-1
-1
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Figure 5.9: An output graph window

3. Knockoutl switch - red

.

1. Crossout switch - cyan

LY

5. Crossbar - yellow

6. Fully Connected network - green

Ounce ihe six curves have been labeled, the user can use the tools to modify several of
the graph and figure properties. The range of either x or y axes can be changed. A new
value is entered by clicking on the current value of the axis and typing over the entry. For

the new value to take effect the mouse must be moved off the graphics window.

There are five pulldown menus at the top of the figure window. The Grid Setting menu
has two choices, On and Off, which allow the grid to be turned on or off. The X Axis Type
and Y Axis T'ype menus have two entries - Linear and Log. The axes can be independently
changed to achieve linear, semilogarithmic or log-log graphs. The Font Name and Font Size

menus allow the type and size of the numbers on the axes to be altered.
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Once the sixth curve of the graph has been labeled, the menu for selecting curves
reappears. If a new performance measure is selected the currently displayed graph is erased

and the new one plotted. Otherwise the graph can be closed.

5.4 Analysis Considerations

As mentioned in Chapter 3, the analysis is performed over a three dimensional space, 'The
performance measures are plotted as two dimeusional graphs versus either offered lomd or

network size. These can be viewed as slices in the x-2z and y-z planes, of the plot shown in
Fig. 5.10.
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Figure 5.10: Three dimensional analysis space of the numerical analysis routine

If a set of graphs versus a wide range ol network sizes (at full load) is desired, the
number of increments of offered load should be set to a minimum, i.c., two. This minimizes
the amount of unnecessary computation. Similarly, if a set of graphs versus offered load is
desired (for a particular network size), the number of increments of offered load should be
set high, e.g., 100 to obtain smooth curves. However, the range for the network sizes should
be set to the smallest possible. For example, if curves versus offered load are needed for

a neiwork size of 64 nodes, the minimum network size should be sel to 32, Lthe maximum
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network size 1o 64 and the number of increments for offered load to 100.2 Even if both sets
of curves, i.e., Lthose versus network size and offered load are required it is often better to
perform two separate analyses. Covering an entire two dimensional space of network size

and offered load is unnecessary unless three dimensional plots are being generated.

5.5 System Requirements

The software tool was developed on a Unix platform using Matlab 4.2. The software
encompasses over 150 routines totaling over 10000 lines of commented code. To illustrate a
representative portion of the software, the first section of the appendix contains the Mailab
code which calculates the performance measures for the dilated Crossout switch. The
second seclion of the appendix contains the Matlab code for the calculation of blocking
probability for the dilated Crossout switch in the linear hyperplane with an interleaved

channel assignment scheme.

The memory requirements depend on the extent of the analysis which is user-defined.
Calculations over 16 network sizes and 100 different offered loads result in 5 Mb data files.
Regarding computation time, exact calculations for the linear hyperplane can be extremely
intensive. As a representative figure, the calculations of the probabilities of blocking or
acceplance for an N=1024 Crossbar, at a fixed offered load, take upwards of one minute to
complete on Sun Sparc 5 workstation. The amount of time required for a complete analysis
of the hyperplane depends on the architecture type, probability computation model and

the range over which the design space exploration is carried out.

*The minimum and maximum network size cannot. be set equal to each other due to software coding
rensons,



Chapter 6

Numerical Results

6.1 Introduction

In order to assess the usefulness of the software tool, a design spice exploration of the
hyperplane is carried out. One of its intended applications is being the backbone of alarge
ATM switch with an aggregale bandwidth exceeding 1 Thit/s. As such, the analysis is
performed around an operating point of P = 432 bits per packel, # = (024 optical bit.
channels in the single-stream, B = 109 clock cycle/s and a queue size of Q, = 32 packets.
The analysis examines the hyperplane supporting from N = 16 to N = 1024 nodes, over

normalized offered loads from 0 to 1 and is presented in the following two sections.

The results of the exploration for the linear and dual-stream hyperplanes are presented
in the next two sections. The last section examines the impact of varying the hardware pa-
rameters of network size and the number of optical bit-channels and the operating poinls of
offered load, clock frequency and packet size, upon the packel time-slot duration, aggregate

bandwidth and their efficiencies.

As mentioned in Chapter 4, the analytic medels in [25, 26, 27, 28] have been modified
to reflect the final design of the June 1995 smart pixel array. The net effect the new design
is that the propagation delay is “programmable” and the throughput can approach 1. The
reader is referred to [25, 26, 27, 28] for the final analytic models. The reader is reminded,
however, that the analyses presented in this thesis are concerned selely with the June 1991

smart pixel array design.

81



CHAPTER 6. NUMERICAL RESULTS 82

6.2 Linear Hyperplane

6.2.1 Unbuffered Analysis

The capacity of the linear hyperplane is a throughput of LO2Ix 10" bits/s. The plot of
aggregale bandwidth in Fig. G.1a reveals that eaell ol the sis networks have throughpnts
that are below the maximum. The throughputs are virtually constant for all networks
except the Fully Connected., The dilated Crossbar and dilated Crossout switches earry a
greater amount of traflic than their single transmitter counterparts, ‘The Fully Conneeted
network has a throughput which is comparable to the other networks, but only for networks

with a very small number of nodes. T'here are four factors which contribute to the unused

capacity.
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Figure 6.1: Network throughput in the lincar hyperplane using the June 1994 smart, pixel
array design

The first factor is the probability of blocking, shown in Fig. 6.2a, thal arises from
the inability of nodes to accept all the packets that may be reccived simultancously. ‘The
dilated networks are seen to have greater blocking probabilities than those with a single
transmitter per node. Since the former sources more packets there are greater numbers

of packets arriving at any given destination. The Fully Connected network has a blocking
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probability of identically zero and so never experiences any packet loss. The Crossbai has
1B = 0.26167 which is less than P13 = 71 (= 0.36G788) as N — o for the classical Crossbar.
This reduction in blocking is due to Lhe etnbedding in Lthe two separate streams of the linear
hyperplane, For networks other than the Crosshar this is not the critical component for
loss ol thiroughpnt as the bloeking tends to be relatively low. In other words, PA > (.99;
setting ’A equal to one wonld only increase the throughput by less than 1%. The loss
rales due Lo blocking shown in Fig. 6.2b, however, are directly proportional to PB. The

Crossont and Kunockont switches experience the least loss,
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Figure 6.2: Losses in the linear hyperplane using the June 1994 smart pixel array design

The second factor is the propagation delay portion of the packet time-slot duration for
the networks shown in Iig. 6.3a. This constitutes an idle time after a packet has left its
originating node is being passed through intermediate nodes while the destination node
waits. The impact can be seen by considering Eqn. 6.2 for aggregate bandwidth at full
load under the assumption that the propagation delay is zero. The result shows that the
hypergraph networks except the Crossbar would have throughputs virtually equal to the
capacity of the backplane.
aN(PA)P

=1

H

aggregate bandwidth = bits/s
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Figure 6.3: Packet time-slot duration characteristics in the lincar hyperplane using the June
1994 smart pixel array design

= (PA)Z B hits/s (Crosshar) (6.1)
~  Z DB bitsfs (other hypergraph networks) (6.2)

The unused capacity of the backplane results almost entirely from the propagation delay.
The efficiency of the packet time-slot duration, i.c., the fraction which is transmission delay,
is shown in Fig. 6.3b. A close correlation can be seen in comparing this graph with tha
of aggregate bandwidth for the dilated Crossbhar, dilated Crossout, Knockout and Crosshar
switches. The fraction of aggregate bandwidth over maximum capacity of the backplane is
the same as the cfficiency. The dilated networks are at approximately 60% efficiency, the
Knockout at 30% efficiency and the Crossbar slightly lower due to its moderate blocking
probability. While the Fully Connected network displays very high efficiency, its throughput

is very low. The cause is addressed next.

The third factor concerns the usage of the edges embedded into the hyperplane. If a
network has fewer transmitters than embedded edges, the number of packets that can be
transmitted (in each packet time-slot duration) is limited by the number of transmitters
available. Consequently, a number of edges will be idle. Depending on the connectivity of

the particular network, this can cause the throughput to be several times smaller than it
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otherwise would be, The only network which suffers this inefficiency is the Fully Connected
network. With 4 transmitters per node, ﬂ“_}’.;‘l_:; N edges are always idle which represents
a severe under utilization of resources. The nuinber of transmitters can be increased but

not withont additional hardware cost.

‘I'he fourth factor is the transmission delay which is given by [P/ E]. If the packet size is
not an integer multiple of the channel width, then an extra clock cycle is needed to transmit
the last word of partially complete bits, This inefficiency is insignificant compared to the

olhier Lhree,

In order from the most to the least significant causes of low throughput are, propagation
delay, the probability of blocking, the unused edges in the case of the Fully Connected

network and the extra clock cycle needed to transmit a partially full channel.

6.2.2 Buffered Analysis

The performance of the infinite size queue is seen in Fig. 6.4a,b. As the packet arrival rate
approaches the rate at which the servers on the queue are able to handle the incoming
packets Lhe number of packets in the queue approaches infinity. For a given network the
normalized offered load at which this occurs is analogous to the fraction of peak aggregate
bandwidth which the network is able to carry. For example, the dilated Crossout has a
bandwidth of approximately 0.65 Tbit/s which is 65% of the peak capacity of 1024 Gbit/s.
It should be recalled that the analysis was performed using the June 1994 smart pixel
array design. The final design of the June 1995 smart pixel array allows the throughput to
approach 100%. The queue for the dilated Crossout is seen to saturate at a load of .6. Thus,
the saturation point for each one of the networks reflects its throughput; the abscissa can
be considered as the fraction of maximum throughput (1024 Gbits/s) rather than offered
load. The expected packet delay through the queue is proportional to the packet time-slot
duration. The delay is on the order of 1 us when the offered load is below the saturation

point,

Fig. 6.4c,d plots the performance of the finite size queues which is similar to that of the
infinite quene. When the offered load exceeds the saturation point, the queue reaches its
maximum capacity of 32 packets. The expected packet delay peaks at approximately 32

times the packet time-slot duration. At this point, the packet loss occurs unlike the infinite
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Figure 6.4: Buffered analysis of the linear hyperplane using the June 1994 smart pixel array
design
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Figure 6.5 Losses for buffered linear hyperplane using the June 1994 smart pixel array
design

case which never loses packets. The probability of packet loss is shown in Fig. 6.5. The
dilated networks are seen to have a very low loss probabilities and loss rates for offered loads
that are less than 0.1. Even under full load the losses are low - this should be contrasted
wilth the loss rates of Fig. 6.2a, for the unbuffered networks, which are several orders of

magnitude larger.

6.3 Dual-Stream Circular Hyperplane

[n order to compare the linear and dual-stream architectures, the latter is analyzed under
the similar hardware configurations and same operating conditions. The number of optical
bit-channels in a single-stream is held constant at Z = 1024. The packet size is held at
P = 432 bits; the clock frequency is held at B = 1 GHz; the queue size is held at @, = 32

packets. The three embedding schemes described in Chapter 2 are analyzed below.

6.3.1 Maximized Edge Bandwidth Embedding

The maximized edge bandwidth embedding results in doubling the channel width of the

embedded networks. The performance of the networks is shown in Fig. 6.6a,b. The dilated
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networks experience the greatest gain in throughput (Fig. 6.6a) due to short packet time-siot
durations, Their transmission delay is relatively large in comparison to the propagation
delay and so derive the greatest benefit from the reduction of transmission delay. The
Crossont and Knockout switches experience a similar gain, but smaller. This gain is due
to their propagation delay being greater that the transmission delay for the linear case.
The Crossbar, curiously, does not show any improvement at all, While the packet time-slot
duration does decrease, there is an increase in the probability of blocking which offsets the
potential gain in bandwidth. Recall that the Crossbar has a higher blocking probability in
the (single-stream) circular hyperplane as opposed to the linear hyperplane (0.36 versus.
0.26). Overall, the throughputs are a lower fraction of the peak capacity, which is 2.048
Thits/s, due to the lower transmission delays which decreases the efficiency of the time-slot
duration (Fig. 6.6b). This decrease is seen in comparison to the graph of efficiency shown

in IMig, 6.3,

6.3.2 Minimized Propagation Delay Embedding

The minimized propagation delay embedding approximately halves the delay. The per-
forinance of the networks is shown in Fig. 6.6c,d. The throughputs (Fig. 6.6¢c) for all
networks increase due to shorter packet time-slot duration. In contrast with the maximized
cdge bandwidth embedding, the dilated networks do not benefit as much as the Crossbar,
Knockout and Crossout switches. The undilated networks have a relatively short trans-
mission delay compared to their propagation delay and so derive the greatest benefit from
the reduction in the latter. The dilated networks derive a similar benefit but less so. The
throughputs are a greater fraction of the peak capacity, which is 1.024 Thbit/s, due to the
higher efficiency of the time-slot (Fig. 6.6d) which is expected due to the shorter propaga-
tion delays. Compared with the maximized edge bandwidth embedding, the throughputs

for the undilated networks are greater and that for the dilated networks is comparable.

6.3.3 Optimized Edge Bandwidth and Propagation Delay Embedding

The simultancously maximized bandwidth and minimized propagation delay embedding
results in doubling the edge bandwidth and approximately halving the delay. The perfor-

wance of the networks is shown in Fig. 6.6e,[. The packet time-slot duration is the shortest
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of all the embeddings. This results in approximately doubling the throughputs (1ig. 6.6e)
when compared with the lincar hyperplane embeddings. As a fraction of peak capacity
which is 2,048 Thit/s, the cfficiency shown in PFig. 6.60 is almost identical to that of the
lincar case. The decrease in propagation delay which would raise the efficiency is offset by
a comparable decrease in the transmission delay time. Despite this, from the point of view

of usage of hardware resources this embedding scheme provides the highest throughput.,

6.4 Effect of Hardware Parameters and Operating Condi-
tions

As part of the design space analysis, five parameters are examined for their impact of the

performance of the linear hyperplanc. They are

¢ N: number of nodes on the backplane

«r: offered load

Z: number of free-space optical bit-channels

B: clock frequency of the backplane

P: packet size in bits

‘The linear hyperplane architecture is assumed to support N = 64 nodes in the backplane,
operate at a load of @ = 1, have Z = 1024 optical bit-channels in each stream, operate at a
clock frequency of B = 1.0 GHz, and transmit packets of size P = 432 bits. In each of the
following subsections, all the parameters are held constant except for one which is varied
over a wide range. This allows the effects of one particular parameter to be isolated and

studied carefully for its impact on throughput.

6.4.1 Effect of the Network Size on Performance

The aggregate bandwidth of the networks except for the Fully Connected network is practi-
cally independent of the number of nodes embedded in the hyperplane as shown in Fig,. 6.1a.

As N becomes large, i.e. N > 64 the aggregate bandwidth for the hypergraph networks is
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given by Equ. 6.3, For the dilated networks this value is approximately 0.643 Thit/s and
04 °Ihitfs Tor the Crossomt and knockout networks,

anN(PAYP

| llf'g I+(N_l,

aa( PA)P-B

Lt

F3

aggregate bandwidth =

bits/s/ (6.3)

The Fully Connected network is different where increasing N severely degrades perfor-
mance as its throughput is proportional to 1/N shown in Equ. 6.4 and Fig. 6.1a. Tor a
network size of N = 16 nodes, the throughput is 0.419 Thit./s but drops to 7.97 Gbit/s for
N = 1024 nodes,

aNP
[ZEFE v -1)
H
al.B

ﬁ;-_{-? bil.S/S (64)
24

aggregate bandwidth =

Of equal importance is the node bandwidth (Fig. 6.1b). Since the aggregate bandwidth
remains almost constant w.r.t. N for the hypergraph networks, the node bandwidth must
then decrease as a function of 1/N. The node bandwidth for the Fully Connected is similar

but decreases as a function of 1/N%,

6.4.2 Effect of the Offered Load on Performance

A crucial aspect of a backplane’s performance is the ability to carry traffic under different
olfered loads. The aggregate bandwidth for networks of size N = 64 is shown in Fig. 6.7a.
"T'he results show that the carried traffic is linearly dependent with the offered load. The
Mocking probability is shown in Fig. 6.7b. For offered loads below 40%, the blocking

probability is below 102 for all networks except the Crossbar.

6.4.3 Effect of the Number of Optical Bit-Channels on Performance

Bandwidth is affected by the transmission delay portion of the packet time-slot duration.
The transmission delay (in clock cycles) is given by is given by Eqn. 6.5, where ¢ = aN for

hypergraph networks and e = N(N — 1)/2 for the Fully Connected network.

transmission delay = l-—};.l clock cycles (6.5)
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Figure 6.7: Effect of offered load on bandwidth and blocking probability using the June
1994 smart pixel array design

I Z is increased to the point where it equals Pe, the transmission delay portion of
the packet time-slot duration can be reduced to a single clock eyele. The chaunel width
will have increased to the point where an entire packet can be transmitted in one clock
cycle without having to be divided into several pieces. VFor hypergraph networks of 64
nodes with an input dilation of one, this occurs at Z = 27648 optical hit-channels, For the
Fully Connected network, this occurs only at the much larger value of 7 = 870912 optical

bit-channels.

lHowever, the propagation delay remains constant since, regardless of the channel width,
a packet must still travel the length of the backplane, i.c., from node 1 to node N in the
worst case. With a sufficiently large Z, the transmission delay reaches a lower bound of
one, Increasing Z beyond this point is of no use as the packet time-slot duration consists
almost entirely of propagation delay and is equal to N/ B scconds, given by Eqn. 6.6, and
is shown in Fig. 6.8b.
(5] + v -1

§ = seconds
D

(1)+(N-1)
B

seconds
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Figure 6.8: Effect of Z (optical bit-channels) on the packet time-slot duration using the
June 1994 smart pixel array design

= % seconds (6.6)

The efliciency of the packet time-siot duration, given by Eqn. 6.7, reaches a lower limit of
1/N and is shown in Fig. 6.8a. 1t should be noted that this is an extreme case; such a

configuration would not be used in practice.

cfficiency = - [%c-]
[Zl+v -1
1

(1)+(N-1)
1

= % (6.7)

The transmission delay being equal to one, the aggregate bandwidth reaches a peak,
given by Eqn. 6.8, and is shown in Fig. 6.9a. The aggregate bandwidth peaks at 0.173
I'bits/s for the dilated and fully connected networks, 0.432 Tbits/s for the Knockout and
Crossout networks and 0.315 Tbits/ for the Crossbar.
aaN(PA)P

14(N-1)

= aa(PA)P:-B bits/s (6.8)

aggregate bandwidth =



CHAPTER 6. NUMERICAL RESULTS

1 Effect of Z on bandwidih
- ——rrre —sre - -
Dilatéd’crossout: k=8, n=4. h=d
- Dilated crosshar: a=1, b=8
]
2
S 2
E 10
=
2
2
=
2 : 3 Crosshar
210 P | Knogkou: L=8
ftu / s leoﬂsbul: k=8, bad|
/.- Fully connected Y=4
W o -
10 — s -
i0* 10’ to’ 10° 10°

Z: optical bit channels

(a) ngpregate bandwidth vs. Z

Ol

Effect of Z on efficicney ol bandwidih

o Dilnted erussout: keB, asd, hed
Dilmed crossbar a=d, b=8

=

!\nm.kuul.L-—B
| Crossout: k=8, b=4
1077} . . Fully.conaceted Y=

SRR Crossbur
-4\_' Y '
1 N .
2 3 4 s ,
10 T R 0 1
Z: aptical hit chasnels

Fraction of peak aggregaie bandwidth

(b) fractionat bandwidih vs, 2

Figure 6.9: Effect of Z (optical bit-channels) on the aggregate bandwideh using the June

1994 smart pixel array design

The peak theoretical bandwidth of the backplane, Z 3, increases linearly with the num-

ber of optical bit-channels. Increasing Z beyond Pe causes the fraction of peak capacity

used to successfully deliver packets to decrease as 1/Z. "This [ractional efficiency is given

in Eqn. 6.9 and is shown in I"ig. 6.9b.

fractional cfficiency

aa{ PA)P

aggregate bandwidth
VA
__aaN(PA)P

78 (Ld—‘g" ""’“)

B
aaN(PAYP
Z(1+(N-1))

Z (6.9)

6.4.4 Effect of the Clock Frequency on Performance

As is expected, any change in the clock frequency has a direct effect on the thronghput.

The relationship is one-to-one where any change in B results in exactly the same change in

throughput. Fig. 6.10a shows that the aggregate bandwidth is directly proportional to the
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Figure 6.10: Effect of B (clock frequency) on the aggregate bandwidth using the June 1994

smart pixel array design

optical bit rate. In Fig. 6.10b, the carried traffic is seen to be a fixed fraction of the total

capacity.

6.4.5 Effect of the Packet Size on Performance

As the packet size P is increased, Fig. 6.11a shows that the packet time-slot duration in-

creases and does so almost linearly once the transmission delay is much larger than the

propagation delay (Eqn. 6.10). The efficiency of the packet time-slot duration asymptoti-

cally approaches one (Eqn. 6.11) as shown in Fig. 6.11b.

Spackct = |-

o~ [-}—;E] clock cycles

efficiency =

R

|

Zl+w-

%]

-

NP N

] +(V-1)
1

NP
e

(6.10)
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Figure 6.11: Effect of P (packet size) on the packet time-slot duration using the June 1994
smart pixel array design

1

(6.11)

An increase in P is reflected in an increase in throughput due to the higher efficiency
of packet transmissions. The aggregate bandwidth is given by Eqn. 6.12. The aggre-
gate bandwidth for the dilated networks is almost cqual to Z 3 bits/s which is the peak
throughput of the hyperplane. At the current operating point of P=432 hits, the through-
put is 0.650 Thits/s for the dilated networks, 0.310 Tbits/s for the Crossout and Knockout
switches and .235 Thits/s for the Crossbar. From the graph of Fig. 6.12 it can be seen
that any increase in packet size, from P = 432 bits, would produce a signilicant increase in
throughput. By doubling the packet size to 864 bils, the throughput hecomes 0.786 Thit/s
for the dilated networks, 0.468 Tbits/s for the Crossout and Knockout switches, and 0.350
for the Crossbar. Tripling the packet size to 1296 bits results in throughputs of .853 Thits/s
for the dilated networks, 0.574 for the Crossout and Knockout switches and 0.432 Thits/s
for the Crossbar. The Fully Connected network does not benefit greatly from an increase
in packet size. The efficiency of its packet time-slot duration is quite high due its very
long transmission delay and is not affected much by increasing packet size. As mentioned

previously, its low throughput is due to the large number of unused edges.
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Figure G.12: Effect of P (packet size) on the aggregate bandwidth using the June 1994
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aaN(PA)P
a(PA)ZB
(PA)ZB bits/s at full load (6.12)

aggregate bandwidth =~

R

1R

6.5 Summary

The numerical results of a design space exploration of the linear and dual-stream circu-
lar hyperplanes were presented in this chapter. The analysis was performed around an
operating point of a packet size of P = 432 bits, Z = 1024 optical bit-channels in the
single-stream, a clock frequency of B = 1.0 GHz and a queue size of Q, = 32 packets.
The analysis examined the hyperplanes supporting from N = 16 to N = 1024 nodes, over

normalized offered loads from 0 to 1.

The impact of varying the hardware parameters of network size and the number of
optical bit-channels and the operating points of offered load, clock frequency and packet

size, upon the packet time-slot duration, aggregate bandwidth and their efficiencies was



CHAPTER 6. NUMERICAL RESULTS b

then examined. Each parameter was varied one at a time, while holding the remaining ones

constant. In this manner, the eflects of each parameter on throughput were isolated.

As a result of the design space exploration, an ellicient architecture and operaving point

for the hyperplane were identified,



Chapter 7

Conclusions

The analytic model presented in [25, 26] describing the hyperplane architecture [27, 28] has
been implemented in software. This software has provided a tool which greatly facilitates
design space explorations of the hyperplane by automating the numerical analysis and

subsequent visualization of the results.

Validation of the software tool is two-fold. Firstly, the numerical analysis portion of the

tool allows the user to specify the:

o hyperplane architecture: linear or dual-stream circular

network embedding scheme for the dual-stream circular hyperplane

— maximized edge bandwidth embedding
— minimized propagation delay embedding
— optimized cdge bandwidth and propagation delay embedding

channel assignment scheme for the linear hyperplane

- sequential assignment
— interleaved assignment

probability computation madel

— exact binomial model
— approximate binomial model

— Poisson model

operating point: clock frequency, packet size, offered load, queue size, etc.

the range and granularity of the analysis

99
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Secondly, the numerical visualization portion of the tool allows Lthe user to visualize
the results in a manner such that a deeper insight can be gained into the operation of the

hyperplane. These results have helped in identifying a more eflicient operating point.

The software was used to perform a design space exploration of the hyperplane to eval-
uate its suitability for applications such as large scale ATM switches. ‘T'he analysis covered
the unbuflered and buffered linear hyperplanes, the maximized edge bandwidih, the min-
imized propagation delay, the simultancously optimized edge bandwidth and propagation
delay embeddings in the dual-stream circular hyperplane. From the results of the analysis

it can be concluded that:

1. The dual-stream circular hyperplane with the optimized edge bandwidth and propa-
gation delay embedding provides the highest throughput, The throughput is approx-
imately twice that of an equivalent linear hyperplane. However, Lhe latter does not

require the extra bulk optics need to form a ring [26, 28].
2. The addition of buffering with FIFQ input queues greatly reduces the packet loss rale.

3. The throughput of the embedded networks in the hyperplane can be improved by
modifying the packet size to the nember of optical bit-channels ratio. ‘This ratio
should be made as large as possible relative to the number of nodes in the network.
This increase has the effect of maximizing the transmission delay and minimizing the
propagation delay, which makes packet transmissions between nodes more efficient in

their use of the logical channels.

4. The novel interleaved channel assignment scheme for the Crossout and dilated Cross-
out switches produces a significant reduction in the probability of packet biocking
and hence loss rate. Depending on the particular configuration of the switch, i.e., the
number of slices, channels per slice, transmitters per node and receivers per slice, the

improvement may be an order of magnitude. However, the increase in throughput is

negligible.

In conclusion, it can be said the software tool is invaluable for performing design space

explorations which will aid the continued evolution of the free-space photonic hackplane.
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Appendix A

Numerical Analysis Software

A.1 Top Level Routine for the Dilated Crossout Switch

The top level routine which analyzes the dilated Crossout switch is presented below, T'he
routine calls a number of subroutines which calculate various quantities such as the packet

time-slot duration and the probability of blocking.

A et i et b %
% Dilated Crossout
AR e e L LS L P e L L Pt %

fprintf(’\nDilated crossout\n’)

a_dxout = 4; % four transmitters per node
b_dxout = 4; % output dilation

k_dxout = 8; % 8 slices

Y_dxout = 4;

for x = 1:N_points
fprintf(’Network size = }d nodes (/d of %d)\n’,x*N_step,x,N_points);

N = x»N_step; % let number of nodes range from [N_low:N_high]
C = a_dxout*N/k_dxout; % let a_dxout#*N = C#k

104
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7S aininiiaieieieiehinieieieinieteinatain ittt %
% derivation of packet time slot duration
% - transmission delay, T
% - propagation delay, P
% - packet time-slot duration, S
% - inefficiency of packet time-slot
% - efficiency of packet time-slot
I/ttt ateh ekt h
edges_dxout = a_dxout*N;
T_dxout{x) = transmission_delay(B,P,Z,edges_dxout);

[

P_dxout{x) propagation.delay(HP,scheme,N,B};
[S_dxout{x), ...

ineff_dxout{x), ...

eff_dxout(x) ] = packet_time_slot(T_dxout(x),P_dxout(x));

o mTmmmosmesens wemoes %
% peak edge bandwidth
homomomomssemmmesness %
. E_dxout(x) = edge_bandwidth(Z,B,P,edges_dxout);
ARkttt ettt %

% carrying capacity of dilated crossout embedded in hyperplane:
i the throughput at full load in the absence of blocking

l/ LR XL R R LR P R R R R R R R R P R v P Y L N []
.

capacity_dxout(x) = capacity(a_dxout,N,P,S_dxout(x));

l/. --------------------- ./.
% axpected service time

P
7. --------------------- %

PA = acceptance(HP,accuracy,channel,N,C,k_dxout,a_dxout,b_dxout,1);
mu_dxout(x) = a_dxout*PA/(Y_dxout*S_dxout(x));

for y = 1:alpha_max,

alpha = y/alpha_max;
7Sttt tein ittt deietetuiiaietel A
% probabilities of packet acceptance and blocking
L R R Ny e Ly L L L L T T rrrm
% S 1
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PB_dxout(x,y) = blocking(HP,accuracy,channel,...
N,C,k_dxout,a_dxout,b_dxout,alpha);

PB = PB_dxout(x,y);

PA_dxout(x,y) = 1 - PB_dxout(x,y);
PA = PA_dxout(x,y);

et A

% aggregate, node bandwidth

h TTrToTmmmoooosmessyossons %

[aggBW_dxout(x,y) ,nodeBW_dxout(x,y)] = ...
bandwidth(a_dxout,alpha,N,PA_dxout(x,y),P,S_dxout(x));

h TTemTmemmSmooSsssneennanes 4

% unused capacity, loss rate

/St %

[unused_dxout{x,y),loss_dxout(x,y)] = ...
loss_unbuffered(alpha,Z,B, aggBW_dxout(x,y),PB,PA);

 Sahkhhh it 4
% lambda = offered load in packets/(nodexseconds)
% rho = normalized load

z nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn ll
L]

lambda
rho_dxout(x,y)

alpha*lambda_max(x);
lambda/ (Y_dxout*mu_dxout{x));

.I P P R E A P R R Y P R R Rl ll
(] L]

% expected number of packets in the infinite queue

} expected number of packets in the finite queue (zize Qs)

% expected delay of a packet in the infinite queue

% expected delay of a packet in the finite queue

% rate of packet loss in finite queue

% probability of packet loss in finite queue

% throughput of infinite queue

% throughput of finite gqueue

t Siiateieiuiniieiniuhdaiaeitaiuiietainiietaiuieeistaairiaiaiuirniuitinie ittt %

[Exp_C.inf_dxout(x,y), ...
Exp_C.Qs_dxout(x,y), ...
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Exp_D_inf_dxout{x,y), ...

Exp_D_Qs_dxout(x,y), ...

1r_Qs_dxout(x,y), .

1p.Qs_dxout(x,y), ...

tp_inf_dxout(x,y), ...

tp_Qs_dxout(x,y)] = gstate(Qs,lambda,mu_dxout(x),Y_dxout);

end 4 for y = 1:alpha_max

end 4 for x = 1:N_points

A.2 Probability of Blocking Routine for the Dilated Cross-

out Switch

‘T'he routine which calculates the probability of blocking for the dilated Crossout switch in
the linear hyperplane under the interleaved channel assignment scheme is presented below.
This routine is an implementation of Eqn. 4.32. The routine takes advantage to loop

unrolling techniques.

hm oot e e e e e e e e e e me o a e %
h

% Unbuffered Dilated Crossout Switch

% Binomial Formulation

4

A e ittt Tttt h
AN = number of nodes in the Hyperplane

“C = each optical crossbar slice has C channels

Ik = number of crossbar slices on each smart pixel array

ha = the number of transmitters per node; alsc input dilation

4 b = each slice can extract b packets simultaneously

% alpha = Prob[node has a packet to transmit]

function x = pb2i_other_bin_fast(N,C,k,a,b,alpha)
% The acronym for naming the function stands for:

%“ pb  : probability of blocking ('pa’ would indicate probability
% of acceptance)
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h2 : for the two streams of the linear hyperplane

% (no number is used for the single-stream circular hyperplane)
hoi : interleaved channel assignment (’s’ would indicate the

% saquantial channel assighment scheme)

% other: assumes that a node does not transmit to itself, i.e.,

% transmits only to other nodes

% bin : binomial model (’pois’ would indicate the Poisson model)

% fast : the routine optimized for speed by loop unrolling

% (*apprx’ would indicate the approximate model

2 'slow’ would indicate the slow and direct implementation)

% Returns the conditional probability of acceptance for the
% dilated Crossout switch in the Hyperplane, based on the binomial model

if Cxk ~= axN,
error(* C+k does not equal aN’),
end

[/ aeiateiesiininieteieieie ettt ittt ettt %
% if the output dilation, b, per slice is greater than

% the number of channels on that slice, then all

% packets will always be received; having b > C is

% pointless since only up to C packets will ever arrive

l, ----- LR L R o N i A A - o LN/
L] L}

if C<b,
fprintf(’ Warning: C should be greater and or equal to b\n’);
x=0;
return

end

% -~ all packets always accepted “~ Y

if C==
x=0;
return
end

.‘ ----------------------------------------------------------- .’
L

% in all other cases, must compute the acceptance probability

II R Y PP L Y Y R Y L LR R L L L ] ll
L] "
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h Trmommmmmomsmmooossemesonnnsenesmnnens 4
% this optimized version does not return
% valid results if a>1 -- call
% the approximate version instead
B TommmonmoTemmosmoSsoonomsTanesmnnaenes %
if a1,
x=pb2i_other_bin_aprx(N,C,k,a,b,alpha);
raeturn
end
2ttt 4
% let’s handle the cases where the slices are full
 Aiaiet ittt ettt ettt h

here = alpha./(N-1); % store repeatedly used value
not_here = 1 - here; ) store repeatedly used value
balance = here/not_here; ) store repeatedly used value

Sttt [
% compute and store the binomial values that will be needed;

% each successive combination can be computed from the previous

% value by multiplying by (C-j+1) and dividing by j

% each successive (alpha/N)~j * (i-alpha/N)~(C~j) term can be

% computed by starting with (i-alpha/N)"C and then multiplying

% for each j by (alpha/N) / (1-alpha/N)

7/ Sintaiuiainiein ettt inieinte et eidedadatetie ettt %

partial_W = zeros(1,C);
for W = b+1:C

Wl = W+l;
binomial = zeros(i,W1); % dimension binomial vector
binomial(1l) = 1*not_here"W; % initial value of binomial at j=0

/et h
% precompute value of binomial at j=b; this is
% used as a reference value to break out of the
% loop below which calculates all the binomials
/Siuiieiiteintetieiettninat %

binomial(b+1) = choose(W,b)*here b*not_here~(W-b);
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ket %
% compute and store the binomial values that will be needed;

% each successive combination can be computed from the previous
% value by multiplying by (W-j+1) and dividing by j
ekttt tiehatsieei et )

for j = 1:W1,

binomial(j+1) = binomial(j)*(W1-j)/j * balance;

'l L A N RN N N NN La N8 N N N RNl B N N N X N .
L *

% if the current binomial is 16 orders of magnitude
% less than the largest relevent binomial, i.e.
% binomial(b+1) then exit the loop;

% Using this ratio to exit the loop is better than
% setting a fixed limit, since it will accomodate
% any pb to be calculated no matter how low

if binomial(j+1)/binomial(b+1) < 1e-1E break; end

end

h TTomTTmommsssssssmesssnesssnene .
% for b+l to W packets arriving only
% b packets can be received

rieteeiintinteliadatatetatet ettt %
for j = b+l:WM,

partial_W(W) = partial_W(W) +(j-b)*binomial(j+1);
end

end }, for W = 1:C1

partial_slices = kxk;
full_slices = k*(k+1)/2 - k;

packets_partial_slice = partial_slices * sum(partial_W(b+i:C-1)) + ...
full_slices*partial_W(C);

x = 2/(a*alphasN) * packets_partial_slice;





