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Arriver, c'est rien

t'occupe pas de ceux qui

se lamentationnent:

on arrive pas...

on arrive jamais à arriver...

Ça compte pas.

Partir! C'est ça qui compte.

D'ailleurs pour croire qu'on peut arriver

faut déjà être complètement parti!

Je m'égalomane à moi-même, Marc Favreau (Sol)
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Abstract

An alI-digital technique for the measurement of the jitter transfer function of charge-pump

phase-Iocked loops is introduced. Input jitter may be generated using one of three methods.

They allow trade-offs between test dock frequency. hardware requirernents and accuracy.

AIl the methods rely on delta-sigma modulation to shape the unavoidable jitter quantization

noise at high frequencies. This jitter noise is filtered by the lowpass characteristic of the de­

vice-under-test and has a minimal impact on the test results. For response measurement, the

phase of the output signal is compared against ajitter threshold. As the stimulus generation

and output analysis circuits are digital and do not require calibration, this jitter transfer

function measurement scheme is highly amenable to built-in self-test. The technique can

also be used to adaptively tune a PLL after fabrication. The validity of the scheme was ver­

ified experimentally with off-the-shelf components.
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Résumé

Une technique digitale pour mesurer la réponse de fréquence à la gigue de circuits de ver­

rouillage de phase utilisant des pompes à charge est présentée. Le signal de phase servant

de stimulus peut être généré à l'aide de trois méthodes. Elles permettent des compromis en­

tre la vitesse d'horloge, le matériel requis et la précision. Toutes utilisent la modulation del­

ta-sigma pour façonner l'inévitable erreur de quantization de telle sorte qu'elle apparaisse

surtout dans les hautes fréquences. Cette erreur est filtrée en majeure partie puisque le cir­

cuit vérifié à une réponse de fréquence passe-bas. L'impact sur les résultats du test est donc

réduit. Pour mesurer la réponse du circuit, la phase du signal de sortie est comparée à un

seuil de détection. Puisque la génération du signal d'entrée et l'analyse du signal de sortie

sont faits dans le domaine numérique et ainsi ne nécessitent pas de calibration, cette tech­

nique de mesure de la réponse de fréquence à la phase peut-être employée pour l'auto-vé­

rification intégrée. Cette technique peut aussi être utilisée pour ajuster un circuit de

verrouillage de phase après fabrication. La validité de la méthode est démontrée à l'aide

d'expériences faisant appel à des composantes commerciales.
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Claim To Originality

The core of the original work on the measurement of phase-Iocked loop characteristics is

located in Chapters 4 and 5. Appendix A, Section A.4 introduces a new circuit required for

the above purpose while Appendix B demonstrales an application.

• Chapter 4 introduces three methods for stimulating phase-locked loops for test pur­

poses. Unlike prier art, these methods are almest entirely digital. Digital phase modula­

tion using delta-sigma modulation, presented in Section 4.1.3. allows the creation of

bandlimited phase jitter using a test dock frequency which is a small multiple of the

phase-locked loop operating frequency. The use of delta-sigma modulation in the time­

domain for digital-to-analog conversion is a first. The second method, presented in Sec­

tion 4.2, has been presented before for communications purposes. Nevertheless, its use

as a stimulus method has never been proposed before. AIso, in this section appears the

first report of the non-linearity inherent to this method. Then loop injection using a

charge pump, another novel method, is described in Section 4.3. While it allows the use

of a lower test dock frequency, it requires an additional charge pump in the phase­

locked loop. Finally, an analysis of the effects of delta-sigma modulation on internai

nodes of bandlimited circuits addresses an important concem of designers.

• Chapter 5 explains a method for evaluating jitter at the output. The jitter threshold cir­

cuits of Section 5.4 are adapted from a standard phase-Iocked loop test. Using this and

one of the three stimulus method, the first comprehensive method for measuring the jit­

ter transfer function of charge-pump phase-locked loops on-chip is introduced. Engi­

neering trade-offs between the various implementations are discussed. Furtbermore,

the accuracy of the measurements is quantified.
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• In Appendix A, Section A.4, a new type of delta-sigma moduJator which has been

labelled slope-limited is introduced. This device is used in a digital phase modulation

scheme but could find its way in other applications.

• Appendix B presents a method for generating bandpass type anaJog signaIs using a

phase-Iocked loop tested as described in Chapters 4 and 5. This application could prove

usefuI in implementing BIST of wireless communications products.
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Chapter 1 : Introduction

Every manufactured product, from cars to computers, must he verified for correct operation

before being shipped to buyers. Customers expect working produets and therefore a bad

part finding its way to the retail market will cost dearly both in repair costs and in damaged

reputation. A weIl known illustration of this faet is in the auto market where Japanese car

makers benefit from a good reputation for reliability and may thus set higher retail priees

than their American counterparts [1]. In that respect, integrated circuits (lCs) are no differ­

ent than any other manufactured good. However, in contrast to larger products, a sound fab­

rication process does not guarantee defect-free [Cs at the end of the manufacturing line.

Indeed, the extremely small size of the features, on the order of the diameter of a human

hair, makes the fabrication process very sensitive to the environment. At critical times, a

dust particle or minute vibrations are sufficient to ruin a device. As these conditions may

only be controlled to a certain extent in the factory clean rooms, the electronic industry is

accustomed to the idea that a portion of any production run will he defective. However. a

method must exist ta sereen bad parts before they are shipped to costumers. This manufac­

turing step, called IC testing, is an important operation of the fabrication process and cao

aecount for a significant portion of the final eost of an [Co

1.1 Economies of Integrated Circuits Testing

Contributions from a large nunlber offactors, sorne of which are very difficult to quantize

enter into the test cast of an le [2]. These factors may be divided inta two groups with re­

spect to their recurring nature. In the frrst group are the non-recurring test costs which gen­

erally OCCU! before full-seale production begins. They are eharged once and are constant

regardIess of the number of devices eventually fabricated. Non-recurring engineering costs

for test include the lime spent by designers to make an le easier to test, an activity which

l
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is labelled design for test (OFf). AIso a significant responsibility for engineers is the plan­

ning of the test procedures after the design has been signed off. Ta these manpower expens­

es must be added the cast ta operate the resources used in these tasks such as computers for

simulations and testers for test debugging. Finally, a factor which is rather difficult ta eval­

uate is the time-to-market delay incurred because of the development of the tests. While it

is weil known that delays with respect to competing products will result in lost revenue, it

is hard to come up with a model ta quantify this statement. On the other side are the costs

associated with individual manufactured unit. The first contributor is the extra silicon area

required for the OFf circuits. However, the largest portion of the test costs is generally the

actual test operation. The price per chip is the test time of a device multiplied by the oper­

ating cost per unit time of the tester. Figure 1.1 illustrates the different contributions to the

test cost of an lC.

Testers have now become the largest capital spending items of semiconductor manufactur­

ers. This equipment manipulates wafers or packaged ICs, applies the test vectors and mon-

• Off and test
design

computing and testing
resources

time-to-market
delay

! -

+ +

Figure 1.1: Cast of test: (a) Non-recurring costs. (b) Per manufactured unit.

tester
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Figure 1.2: Relative test cost vs. percentage of good chips shipped [4].

ilors the responses. Because of increased circuit performance, the cost of high-end

automated test equipment is expected to reach ten million dollars haJf-way ioto the next de­

cade [3]. Obviously, the test time of a single le is an important parameter. However, it

should not he considered in isolation from the other factors. Any test solution must address

the whole test cost equation.

Another concept, fault coverage, is not represented in the above analysis but is pivotai to

the economics of le testing. It is defined as the number of faulty parts identified by the test

procedure over the total number of defective devices. Obviously, it should he as close to

100% as possible. Undeniably, faulty parts not identified by the tester will result in repaîr

or return cast. Nevertheless, silicon manufacturers usually seule for a fault coverage be­

tween 90% and 99.9% for a given test. This is because uncovering the remaining faults re­

quires an inordinate amount of effort, both in test development and in test time as illustrated

in Figure 1.2. The marginal cost of uncovering these hard-to-test faulty devices becomes

larger than the penalty for letting them through.

1.2 Built-In Self-Test

With shrinking manufacturing costs and increasing performances, the significance of inle­

grated circuit testing has ballooned. This issue has reached the criticallevel for a class of

3
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device referred to as mixed-signal ICs. These devices are usually composed mostly of dig­

ital circuits which perfoon signal processing. However, to interface these computing en­

gines to the physical world, anaIog circuits are required. Common examples of this type of

circuit are analog-to-digital converters, digital-to-analog converters, phase-locked loops

and sensors. While these circuits typically occupy less than 10% of the total silicon area of

a mixed-signal le, their test cast is approaching half the total cast of the product [5].

A number ofsolutions have been proposed by researchers, most of them adaptations of dig­

ital testing ideas. In fact, digital test methods have succeeded sa far in coping with the ex­

ponential growth in circuit size. The main reason for this success is the integration of these

test solutions in computer-aided design (CAO) software. In contrast, analog test rely mostly

on ad-hoc solutions. Yet, it should be mentioned that analog test CAD lools have emerged

recently but they fall short of industry's expectations.

A DFf concept which offers great promises is buHt-in self-test (BIST) [6]. Though the ex­

pression is used for widely different schemes, it generally implies the inclusion of sorne or

Mixed-signal
Tester ,

,,.,
,,,

,
,,,

1,

Digital
Tester ,,,

,

,
,

1,
1

Figure 1.3: (a) TraditionaI mixed-signal testing. Cb) Built-in self-test.•
$$$$ \

Analog signais $$
between tester and DUT ...... ___�

(a)

010111011

\
Digital signaIs

between tester and DUT

(h)
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all of the test functions on the same die as the deviee-under-test (DUT). Test can thus be

repeatedly performed throughout the manufacturing process without requiring complex

testers. Furthennore, as the output analysis circuitry is on the die, BIST also alleviates the

need for complex buffers to drive signais off-chip. This feature is most important for high

speed anaIog signaIs. Yet, this solution is not free as an le which is BIST capable will usu­

aIly require more silicon area for implementation. However the tester needs no longer to be

capable of generating anaIog signais. Significant savings in capital costs are thus expected.

Figure 1.3 illustrates these differences between traditional mixed-signal testing and an ide­

al BIST scheme.

Placing analog signal sources and measuring instruments on-chip is not an easy task. In­

deed, the integrated circuits economics dictate a minimal silicon area overhead to prevent

the gains on the tester from being written off by a more expensive fabrication cast incurred

for BIST. Furthermore, as these circuits will he used ta characterize others, their function­

ality must be guaranteed. Again, ta prevent overhead costs from rendering a BIST solution

unattractive, they should involve little or no calibration. Fortunately, digital circuits address

this latest concem. In fact, the functionality of digital circuits can be tested easily and they

exhibit excellent immunity to noise sources. Moreover they are more flexible than analog

circuits as they can be handily programmed or reconfigured. While analog sources or in­

struments may not be built out of digital circuits only, most of the signal processing can be

handled in the digital domain and consequently, the dependency on analog component re­

duced. Therefore, digital circuits will be preferred over anaIog circuits wherever possible

for circuit blacks implementing BIST.

1.3 Phase-Locked Loop Testing

The phase-Iocked loop (PLL) is a mixed-signaI block used in a large number of applica­

tions such as frequency synthesis, phase demodulation, dock distribution and timing re­

covery [7]. As such, it is essential for systems like wireless phones, optical fiber links and

micro-computers. PLLs are even expected to appear soon on other purely digital circuits

such as field-programmable gate arrays (FPGAs) and digital signal processors (DSPs).

5
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PLL-based circuits are difficult to characterize because the parameters assessing their per­

formance may not be extracted easily from the signais. Precision anaIog signal sources and

measuring instruments are necessary [8]. This problem is recurrent ta the characterization

or testing of aImost any mixed-signal or analog circuit. However, as a PLL is the ooly an­

alog black on many mixed-signal chip, its test requirements directly translate into inflated

product cost. Looking for solutions. test engineers are tempted to break the task and verify

sub-blocks independently. This strategy has been successfully applied ta digital testing

problems. On the other hand, analog circuits are much more complex and do not lend them­

selves very weIl to this methodology [9]. Furthermore, the nature of the phase-Iocked loop

renders this solution unattractive as the tight feedback makes it difficult to relate the spec­

ifications from the PLL level to the block level. Test development is further hampered by

the computational power required by even simple simulations of the PLL. This is due to the

order of magnitude spread in the time constants of the device. BehavioraI simulation could

reduce the cornputing burden but, because of the feedback around these blocks, complex

rnodels are required [10]. There is thus a seriaus need ta address the issue of PLL testing

from a different angle.

The work herein is limited in scope ta the class of PLL operating on digital signais. The

phase information of these signais is contained in the transition times. While these transi­

tions are asynchronous, the signais are quantized to two levels, Le. binary. These PLLs usu­

ally rnake use of sequential phase detectors which require charge pumps and are thus called

charge-purnp PLLs [11].

1.4 Dissertation Goals

This thesis will investigate techniques ta integrate sorne of the PLL test functions on-chip,

thereby redueing the requirements on the tester. In following the philosôphy developed in

the mixed-signal test group at MeGill, the dependency of the testing seheme on analog

components shall he redueed to a minimum. As a matter of faet, digital circuits are more

reliable and henefit from established design and test methodologies. In chis thesis we ex­

plore the verification of PLL eharacteristics using mostly synehronous digital circuits. It
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implies that the stimulus signais cao only change at the clock edges and that the output sig­

nals may only be sampled at the same dock edges. This would seem like an unbearable

constraint as jitter, bath created and measured, is quantized to the test dock periode The re­

sults of any test would thus be severely limited in precision. Yet, it will be shown that tbis

hurdle cao be overcome using a technique caIled delta-sigma (dl:) modulation. The ulti­

mate aim is to propose a complete BIST scheme for PLLs integrating both a signal gener­

ator and the output analysis function aIongside the DUT. Deviees compliant to this method

would he testable with a simple and inexpensive digital tester.

1.5 8mal) Dissertation Outline

Chapter 2 will explain the problem of IC testing. This will help locate the proposed scheme

in the spectrum of solutions introduced in recent years. The phase-Iocked loop will be the

topic ofChapter 3. There, the notation in use in the core chapters will be explained. Various

specifications which apply to PLLs will be described. AIso, the literature will be reviewed

for testing solutions targeting specifically PLLs. Chapter 4 will examine stimulus genera­

tion. After discussing solutions ported from analog instruments, digital methods similar ta

those employed in CUITent manufacturing tests wiU be investigated. Finally novel solutions

suitable for BIST will be proposed. Then, Chapter 5 will expIain output analysis and test

methodology. Again, a number of methods will be examined, leading to a very simple so­

lution. Experiments are described in Chapter 6 where results are displayed. A brief summa­

ry and a look a future research will compose Chapter 7. Appendix A will explain the key

technique of delta-sigma modulation and will take a look at the problem of generating dig­

ital signais on-chip. A novel circuit, the slope-limited delta-sigma modulator will aIso be

described in this Appendix. Finally, the use of the phase modulation and PLL test tech­

niques for the generation of bandpass anaIog signaIs will be discussed in Appendix B.
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While testing of digital circuits has matured to the point where most of the engineering

work is performed by CAD tools, analog and mixed-signal testing solutions are mostly ad

hoc. To understand the reasons for this lag, il is necessary to take a step back and look at

the global issues of integrated circuits testing. First the distinction between design valida­

tion, or characterization, and production test must be clearly established. Following tbis,

functional testing, a manufacturing test strategy which insures all the specifications are sat­

isfied, will he presented. However its weakness lies in the test duration which sometimes

make this solution inapplicable. Thus two methods for reducing the test rime, test set order­

ing and inductive fauit analysis, will be introduced. FinaJly, an introduction to analog and

mixed-signal BlST for measuring specifications will be provided. It should he noted that

improving controllability and observability of internai nodes, a significant topic of mixed­

signal testing, will not be covered here as it is not relevant to this dissertation. A section in

the following chapter will specificaIly address PLL testing.

2.1 Design Validation Versus Production Test

Figure 2.1 illustrates a typical integrated circuit design flow. From specifications, a design

is created in schematic foern and verified using a circuit simulator such as Spice. This de­

sign is modified a number of times until the simulations show it complies to the specifica­

tions. However, computer simulations rely on models which cao only represent reality to a

certain extent. Furthermore, as circuit simulation can be computationally intensive, only a

subset of the specifications are verified. For example, transient analysis is performed for a

small number of frequencies which are thought to capture the important aspects of the de­

vice behavior. It is thus necessary to fahricate a small number of devices before full-scale

production. Functionality must then be Cully verified to insure that the models used for the
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Figure 2.1: Typical integrated circuit design flow.

design were accurate and that the extrapolations which were not verified through simula­

tions are correct. This operation is called design validation or characterization. It requires

accurate digital and analog instruments such as signal generators, oscilloscopes or spec­

trum analyzers.

•

Once validated the le may be volume manufactured. However, even after thorough design

characterization, the fabricated devices may fail to meet specifications. A number of prob­

lems inherent to the semiconductor manufacturing process can occur. A dust particle for

example could prevent the deposition of a metal trace and cause an open circuit. Alterna­

tively, bad process control could result in a thin gate oxide causing transistors to break

down at abnormally low voltages. AIso random variations in the distance between two pol­

ysilicon layers could result in intolerable mismatch between two capacitors. These issues

are unavoidable and can ooly he reduced but not eliminated by semiconductor process îm­

provement. Regardless of their origin, the above mentioned problems are lahelled defects.

However, it should he noted that defects do not necessarily result in a faulty circuit. In fact,

a goal of le designers is to desensitize their design to process variations and defects. This
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can be performed by leaving head room between the specifications and actuaJ circuit per­

formance, by employing circuit techniques such as negative feedhack and by adding redun­

dancy. Furthermore, multiple fauIts may cancel each others and have a reduced impact on

performance. Hence searching for defects is sufficient for the purpose of testing but it is not

the optimal strategy. It should be clear that the purpose of production test is to screen de­

vices that no longer meet specifications because of defects, not to find defects per se.

Clearly, design validation and production rest have different goals and different constraints.

[n design validation, all the specifications must be verified and, in case of failure, the loca­

tion of the problem should be revealed. On the other hand, the cast of production test can

be a significant part of the final device cost. The aim is therefore to minimize the total test

cast while identifying most if not all defective parts. Verifying ail specifications may not

be necessary as a defect causing a circuit failure willlikely affect many metrics and thus

can be uncovered with any one of a number of measurements. This idea will be explained

in more details in the following section.

2.2 Production Test Strategies

Various production test strategies may he called upon to reduce the test cost of an le. As

explained in Section 1.1, a large number of factors enter the test cost equation. Test time

has traditionally received more attention as it impacts the number of expensive testers that

must be bought by a manufacturer. However, the test cost equation should be studied glo­

baIly.

2.2.1 Funetional Testing

As the frrst goal of production testing is to insure product quality, the basic strategy, re­

ferred to as functiouaI testing is to verify the compliance of the device to ail specifications.

The device under test (DUT) is treated as a black box as ooly its input-output characteristics

are of interest. This procedure is suniIar to device characterization except that the cause or

origin of an error is usuaIly not meaningful. Functionai verification is generally the indus­

try' s choice for anaiog and mixed-signal testing.
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The main advantage ofcomplete functional verification is that the fault coverage is by def­

inition 100%. AIso, test development is reiatively straightforward. However, this type of

test requires complex signal sources and measuring instruments to extract performance

metrics such as frequency, power or jitter. Expensive mixed-signal testers are thus neces­

sary. AIso, the number of test vectors required to perform the test is usually quite large and

the test time may be very long. Consider for example the verification of an integrated ser­

vice digital network (ISDN) transceiver [12]. A full activation from cold start requires con­

vergence of the echo canceller, convergence of the decision feedhack equalizer and

recovery of the data dock. The worst case activation time specified by the underlying stan­

dard is 15 seconds, clearly an unacceptable test time in a production environment. Further­

more it would require the ATE to generate and analyze complex communication

waveforms. Therefore, alternative test strategies must be employed.

2.2.2 Test Set Ordering and Trimming

AlI the tests necessary to verify compliance to the specifications compose the test set of a

DUT. Sorne of these tests will be failed more often as they are more sensitive ta process

variations. Since the test cost is directly proportional to the average time an IC spends on a

tester, it makes sense ta arder the tests such that those with low yield are performed tirst.

As soon as a device fails a test, it is dropped and another device begins the test sequence.

Furthermore, sorne of the tests may be highly correlated. lntuitively, a fault (for example a

short circuit) which degrades a measure will possibly affect negatively other measures. It

is thus possible that a test will never uncover a fauIt if it is performed after other tests. They

are thus dropped from the test set.

The procedure for modifying the test set is depicted on the left side of Figure 2.2. A layout

of the DUT is the starting point. A large number of devices are fabricated and tested for all

the specifications. Using the results obtained for the yield of the different tests, the test set

may be ordered and trimmed. Algorithms for exact ordering [13] and heuristic ordering [14,

15] have been presented.
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Figure 2.2: Test set trimming and ordering.

2.2.3 Inductive Fault Analysis

•

The drawback with test set ordering and trimming is that a large number of devices must

be tested for ail specifications before statistically sufficient data is obtained. The first fab­

ricated devices thus require very long test tirnes. As an IC tester is very expensive, a large

sum can be saved by doing the test set ordering and trimming before fabrication starts. The

manufacturing process is instead emulated on a computer with defects injected in the layout

according to process statistics. The resulting virtual devices are simulated to obtain the pa­

rameters relevant to the specifications instead of being placed on a tester as shown on the

right side of Figure 2.2. This analysis is performed on a large sarnple of random process

conditions in a Monte Carlo fashion. This procedure has been labelled inductive fault anal-
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ysis (IFA) and was first introduced for digital circuits [16] before being extended to analog

circuits [17].

The major drawbacks of this technique are that a comprehensive fault model is difficult to

obtain and that in maximizing the fault coverage, a large number of simulations are re­

quired. Significant research work is going on to reduce the computational requirements, for

example by using hierarchical models [10]. However, the only experimental work pub­

lished to date shows that IFA for analog circuits results in unacceptably high number of es­

capes (faulty devices that succeeded the tests) because of unmodeled faults [18]. Il can be

concluded that IFA is not suitable for circuits with high specification complexity where

faults from process tolerances play a significant role. Nevertheless, IFA has been success­

fully implemented in CAD tools for digital circuits where gates show !ittle sensitivity to

process variations. Proponents of this technique for mixed-signal circuits expect the ever

increasing power ofcomputing machines to allow more complex models and therefore bet­

ter resuIts.

The introduction of IFA and the concept of fauit coverage have led to the appearance of

benchmark circuits, first for digital applications [19] and now for analog and mixed-signal

devices [20]. These benchmarks however are not meaningfui for functional tests where the

fauit coverage is inherently 100%. As the test solutions in this dissertation are intended to

measure specifications, benchmark figures are not appropriate.

2.2.4 Structural Testing

An alternative to the black box approach of functional verification is to make use of the

knowledge of the circuit to break down the verification problem ioto smaller, more man­

ageable test problems. As most of the time the behavior of these sub-circuits may only he

Ioosely related to specifications, IFA must be employed to compare the quality of the struc­

turai tests to the functionaI tests they intend to replace.

The advantage of this approach is that the numher of test vectors is usually much smaller

and therefore the test time and test costs are reduced. Also the stimulus and response signais

may possibly he simpler thus requiring cheaper instruments. It does oot come as a surprise
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therefore that structural testing is the standard today in digital testing. Although it is still

evolving, the fault model is relatively simple and digital simulations can be performed eas­

ily. In mixed-signal and analog verification, structural testing has been impeded in part by

the excessive computational power required for simulations of faulty circuits but mostly by

the difficulty in mapping physical defects to a set of analog faults [9].

2.3 BIST for Analog and Mixed-Signal Circuits

•

While BIST of memory arrays is widespread and BIST of datapath structures is finding its

way into actual products, no commercial part yet integrates BIST for a mixed-signal circuit.

This lag may be attributed to the large spectrum of analog circuits and specifications and

also to the difficulty of performing reHable analog measurements on-chip. A number of

schemes has nevertheless been proposed by researchers. However, most of them apply

solely to a particular type of circuit such as switch-current or switch-capacitor filters and

measure only a subset of the specifications. Because of their specialized applications, they

will not be described here. However, the more general concept of instruments-on-a-chip

deserves an explanation.

,.......--- digital network

Figure 2.3: A typical mixed-signal le for telephony applications.
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2.3.1 Instnlments-on-a-Chip

A straightforward implementation ofBIST is to maye the analog instruments, bath the sig­

nal sources and the measuring units, to the integrated circuit. This usually involves sorne

digital circuits, a digital-to-anaIog converter (DAC) and an analog-to-digital converter

(ADe). In fact, sorne IC may aIready include these circuits. Such is the case for a telephone

line chip, illustrated in Figure 2.3, aIso dubbed a voice CODEC (coder-decoder). It serves

to interface the analog phone line and the digital phone company switching netwark. The

DAC and the AOC may be used ta perform analag measurements. However, before they

do so, they must be verified to insure accuracy.

In a scheme introduced by Ohletz and labelled H-BIST, it is proposed to connect the output

of the DAC to the input of the ADC so that a digital-input digital-output circuit is obtained

[21]. A pseudo-random input is applied and a digital signature is compacted at the output.

After test completion, this signature is compared with the value expected from a fault-Iess

circuit. This scheme is a straightforward application of digital BIST. However it suffers

from two shortcomings. First, a fault in one of the block could be offset by a fault in the

other black. This problem is called fault-masking. The second pitfall exists because of the

very nature of anaIog circuits. lndeed, while digital circuit behavior may be described with

discrete vaIues, the performance of analog circuit must be explained with continuous vari­

ables. Therefore, specifications usuaIly list a nominal response and a tolerance band. Be-

circuits
meeting

specifications

~~!R~~~uncertainty
~ zone

circuits
outof ~"""~J
specs

specifications space measurements space

Figure 2.4: Mapping of analog circuits to non-specification measures.
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cause of this variance on the accepted behavior, there may be many signatures indicating

correct circuits. Furthermore, sorne signatures may originate from both valid and faulty cir­

cuits. This situation is illustrated in Figure 2.4. It can be seen that the boundary between

good and faulty circuits is clear when deaIing with specifications. On the other hand, for

measurements unrelated to specifications, there may exist a zone where a decision cao not

be made regarding the functionality of a circuit.

2.3.2 MADBIST

The two shortcomings of the previous concept are addressed in a scheme called mixed an­

alog-digitaJ BIST (MADBlST) [22]. Fault masking is avoided by first verifying the ADC

on its own before closing the loap. This, however, requires the generation of an analog sig­

nai ta stimulate the AOC. Therefore, to implement the BIST capability in the mixed-signals

le of Figure 2.3, a lowpass delta-sigma (LU:) oscillator and a multiplexer have been added.

This lowpass LU: oscillator is an anaJog sinewave generator which is entirely digital except

of a I-bit DAC [23]. A description of this circuit may be found in Appendix A, Section

A.5.2. A diagram of the test setup for the ADC is shown in Figure 2.5. A pulse density mod­

ulated (PDM) signal from the lowpass LU: oscillator is applied to the input of the AOC. In

the PDM bit stream is a high-quality low-frequency sinewave and high-frequency quanti­

zation noise. This noise is removed by the anti-aliasing filter (AAF) leaving a spectra11y-

Mixed Ana1o~Digita1
Integrated Circuitr----------------,

Digital Signal 1
Processing ~......;...~ 1

Unit 1
,....---'-....... ,,
...........iiiiii""'...... ,

1 multiplexer

/
1L ~

Figure 2.5: MADBIST test of an analog-to-digital converter.
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pure sinusoid to excite the remaining circuitry. The digital output of the ADe is then ana­

Iyzed by the digital signal processor (DSP) to separate the signal and the noise using a fast

Fourier transform (FFf) or a digital fliter. Analog measures such as signal-to-noise ratio

(SNR), gain tracking and frequency response may then be obtained. Furthermore, the Iow­

pass dl: oscillator may be adapted to provide muiti-tone signals (24]. This feature allows

intermodulation distortion measurements [25] and rapid frequency response tests. A further

advantage of MADBIST is that the results are digital representations of analog specifica­

tions. Therefore, the classification the devices or binning is straightforward, requiring oruy

two digital comparators. The tolerance inherent to analog circuits is taken into account.

As most of the LU: oscillator is digital, it can be tested almost fully using weil established

digital methods. This leaves only the l-bit DAC and the multiplexer unverified in series

with the DUT. These analog circuits are very small and thus much less likely than the DUT

to be hit by defects. Nevertheless, should this occur, then the effect will either be cata­

strophic and easily noticed or subtle but causing signal degradation. The test results would

show lower performances and a rejection of a good device is possible. However the accep­

tance of a bad part is unlikely.

After the ADC has passed all the tests, the DAC may now be verified by placing them in

cascade. A digital signal, generated by the LU: oscillator or the DSP, excites the DAC. The

analog output is sent to the ADC which converts it back into digital form. A digital tilter or

FFf implemented by the DSP may then separate the noise from the signal. After the DAC

is characterized, other analog circuits may be tested by placing them between the DAC and

the ADC.

The MADBIST scheme illustrates the preeminent features to be found in a successful

BIST. First, untested circuits should not be used to verify another circuit unless failure

modes of the former are predictable and cao be accounted for. Secondly, the continuous na­

ture of analog specifications must be treated appropriately. That is, the tests must allow for

a range ofacceptance. Finally, digital circuits should be used as much as possible since they

do not require calibration.
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2.4Summary

An overview of mixed-signal and analog production testing was provided. It was shown

how, given a set of specifications, the functional test set of an le is obtained. Test time may

then be reduced by ordering and trimming the test set. As testers are expensive and because

it is heneficial to optimize the test set before first silicon, inductive fault analysis is often

used to simulate the fabrication and testing phases. However, this strategy has yet to gain

acceptance for analog circuits. The concept of built-in self-test was explained and a solu­

tion for CODECs was described. Finally, desirable features of analog BIST schemes were

reviewed.
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The first description of phase lock appeared in the 1930's as a new method for radio recep­

tian [26]. However, the first widespread use of phase-Iocked loops (PLLs) was in the syn­

chronization of horizontal and vertical scan in television receivers [27]. PLLs aIso proved

useful early in receiving the weak signaIs subject to Doppler shift from spacecrafts [9].

The fundamental task of a PLL is to aJign the phase of an oscillator signal with the input

signal. From this apparently simple behavior, important functions may be derived. Notably,

PLLs are used for frequency multiplication and channel selection, as buffers and filters for

clock signais and for recovering a periodic signal from a signal with missing transitions.

This chapter will first explain charge-pump phase-locked loops (PLLs) and study their

mathematical model. Typical applications of these devices will then he presented. The met­

rics used in characterizing PLLs will be examined as weil as the procedures for measuring

them in a laboratory. Finally, the literature will he surveyed for papers related to PLL test.

3.1 Charge-Pump Phase-Locked Loop Structure

PLLs can he divided in two categories according ta their input signal and consequently their

phase detector. Historically, PLLs operated on sinusoids. They relied on combinational

phase detectors such as analog multipliers and exclusive-or gates. Today, this type of PLL

is employed mostly for high frequency applications such as frequency synthesis in wireless

communication systems. The alternative is the use of a sequential phase detector. As the

name implies, these phase detectors have sorne form of memory implemented with latches
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Figure 3.1: Charge-pump phase-locked loop functional block diagram.

or flip-flops. Since these devices are built from digitallogic, only the signal transitions be­

tween two binary states are significant. They are thus particularly suited for digital signais

where the phase information is coded in these transitions. Because the output of sequential

phase detectors is discrete and multi-valued, a charge-pump is required for digital-to-ana­

log conversion. Hence PLLs equipped with sequential phase detectors are commonly 1'1­

belled charge-pump phase-Iocked loaps.

A block diagram of a simple charge pump PLL [Il] is shown in Figure 3.1. To the left, a

sequential phase detector (PD) compares the transitions of the input and output signais. The

output of the phase detector is a muIti-valued digital signal and thus a charge pump is re­

quired for digital-to-analog conversion. A lowpass tilter removes short-term variations and

shapes the PLL characteristics. This tïlter is usually tïrst-order and is implemented with

passive components. The voltage-controlled oscillator (VCO) in tum generates a signai (a

square wave for charge-pump PLL) whose frequency depends on the amplitude of its ana­

log input. With the help of negative feedhack, the VCO frequency is slowed down or in­

creased until the phase of the input and output signal align. A counter may be inserted in

the feedhack loop to lock the VCO to a lower frequency reference signal.

Sequential Phase Detector

A number of sequential phase detectors have been introduced over the years. As PLL ap­

plications are numerous and diverse, different phase detector circuits are implemented in

specific situations. A very popular one is the tbree-state phase-frequency detector (PFD)
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Figure 3.2: Three-state phase-frequency detector.
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[28] illustrated in Figure 3.2. It is composed of two tlip-tlops triggered by one of the two

input signals. Their reset Hne is controlled by an AND gate to insure that only one output

may be high at any time. The PFD compares the edges of the input signal and the voltage­

controlled oscillator (VeO) output and asserts the up signal if the input signal is leading or

the down signal if it is lagging the veo output. The pulse duration is equal to the time dif­

ference between the signal edges. This type of phase detector is thus linear with respect to

phase difference. Furthermore, it is sensitive to a frequency difference as weil, resulting in

increased acquisition range and lock speed for the PLL. Typical waveforrns out of this PFD

are shawn in Figure 3.3. [t is assumed here that the tlip-flops are positive-edge triggered.

In part (a), the veo output is late and the phase detector places a pulse train on the up Hne

ta increase the veo frequency. [n part (b), the VCO frequency is tao high and the down

output is triggered. This PFD however cannat tolerate missing transitions which can occue

in sorne applications.

1 1

1 1

Input signal
1 1 1 .

Output signal . 1

t t . 1 1 1 1 1

Il 1 1

up ii 1
,

· 1 1 1 1 . . 1

down · 1 1 1 1 . . 1· 1 1 1 1 ,
1 1 1 1

(a) (b)

Figure 3.3: Phase detector waveforms: (a) Output lagging. (b) Output has higher

frequency.•
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Charge Pump

Charge pumps may be of two kinds: voltage and CUITent. Their schematics are illustrated

in Figure 3.4 with their respective first-order passive filters. Current charge pumps are usu­

ally preferred because voltage charge pumps are not as precise since the amount of charge

injected depends on the voltage at the output node. This makes it difficult to predict the

charge-pump gain and consequently the PLL behavior.

up -t
VCO input IT VCO input

down-t r:
(a) (b)

Figure 3.4: Charge pumps with first-order filters (a) Voltage. Cb) Current.

The purpose of the filter is two-fold. First it sets the closed loop behavior of the system.

PLL characteristics such as jitter rejection and lock time will depend on the loop band­

width. ft must also filter high frequency components introduced by the charge pump.

The loop tilter is traditionally implemented with passive components, as illustrated in

Figure 3.4, exeept for rare implementations where DC gain is necessary. Its parameters are

therefore dependent on the absolute value of resistors and eapacitors which are very sensi­

tive to proeess variations. In faet, for seleeted applications, filter components must be

trimmed after the integrated circuit fabrication. The loop filter transfer function is typically

first-order or second-arder. However, the tilter may also have to implement higher-order

poles which have little influence on the loop characteristics but will remove the undesired

high-frequency content of the pulses created by the charge pump.
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Voltage-Controlled Oscillator

The voltage-controlled oscillator (VCO) generates a signal, either a square wave or a sinu­

soid, whose frequency is set by the input voltage. The characteristics of a VCO include the

center frequency, the sensitivity, or frequency gain, and the linearity of its transfer function.

VCO are also rated for their ability ta reject power supply variations which is the mecha­

nisrn accounting for most of the interna! noise sources of the PLL.

The VCO must use sorne kind of unstable circuit to achieve oscillation. It is therefore no

surprise that its characteristics will vary widely with process variations. For the purpose of

this work, it is not required ta understand its internaI behavior. Interested readers are direct­

ed to the abundant literature on the subject. The two types of VCO used in charge-pump

PLLs are the multivibrator [29,30] and the ring oscillator [31,32].

3.2 Phase-Locked Loop Mathematical Model

The PLL operation is generally non-linear. Nevertheless, a steady-state linear approxima­

tion is very useful in understanding its behavior and identifying the trade-oCfs involved.

However, it should be remembered that any conclusion reached with the help of models

must be validated with experimental results. This section will introduce the continuous­

time and discrete-time model of the PLL. Then a simple example will be presented ta com­

pare the two models and highlight sorne performance measures.

The charge-pump PLL is a time-varying circuit because of the presence of switches. It

seems therefore that the theory on linear time-invariant (LTI) networks may not be in­

voked. However, in most applications, the PLL changes state by only a small amount each

cycle. As such it might be useful to average the behavior of the PLL over a few cycles sa

that LTI tools may be used. For this ta give meaningful results, the bandwidth of the PLL

must he significantly smaller than the input frequency [11] .
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3.2.1 Continuous-Time Model

The continuous-time model of a PLLy illustrated in Figure 3.5, is derived in a number of

textbooks [7]. The terms 9ls) and 80 (s) are the phase of the input signal and the output sig­

nal, respectively. Kp is the eombined gain of the phase detector and charge-pump circuits

given in A/rad or V/rad depending on the type of charge-pump. The gain of the VCO is de­

noted Ko and is stated in radIV. If a counter is present then its effeet is lumped into this

constant by dividing the VCO intrinsic gain by the counter length (N in Figure 3.1). Using

simple arithmetic, it can be found that the closed-Ioop equation governing the operation of

the PLL is

_ 9 0 (s) _ K . G(s)
H(s) - 9

i
(s) - s+K.G(s)' (3.1 )

•
where K = K p · Ka. H(s) is also labelledjittertransfer function since the input and output

variables refer to the phase of the respective signais. The system is lowpass with order one

larger than the filter transtèr function G(s). The output of the phase detector is also called

the phase error 9is) and is defined as 9,(s)-90 (s). It may be useful to examine the relation

between tbis value and the input phase signai. From the diagram shown in Figure 3.5, the

following equation cao be derived:

s=----
s+K·G(s)

(3.2)

This transfer function has a highpass nature owing to the fact that it reduces to zero as

s---+O.

PFD+CP lowpass filter VCO

Figure 3.5: Continuous-time model of a phase-Iocked loop.•

......................
• •• •• •· ~----~••• •..... ...............•

G(s)
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PFD+CP. .
• •• •• •8i(z) ~.__"~.1--~-'-"
••• •..... ...............•

Filter+ VCO

F(z)

Figure 3.6: z-domain model of a phase-iocked loop.

3.2.2 Discrete-Time Model

•

The continuous-time model yields satisfactory results for PLLs equipped with combina­

tional phase detectors and therefore processing sinewaves. On the other hand, the phase of

digital signals is contained in the signal transitions and is thus better represented as a dis­

crete-time sequence. Therefore, the analysis of PLLs operating on digital signaIs should be

performed using difference equations or z-transform tools. Indeed, it has been shawn that

the discrete-time model is more accurate for these devices, especially at high jitter frequen­

cy [33]. The z-domain representation of a charge-pump PLL is shown in Figure 3.6.

Ir should be noted that the gain of the phase detector (Kp ) is scaled down by f-.!.-. ,the pe-
t'co

riod of the VCO dock. The closed-loop equation is now

K p · F(z)

1 + K p . F(z) ,
(3.3)

50

Figure 3.7: (a) Continuous-time impulse response. (b) Impulse invariant transform.
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where F(z) is the impulse invariant transfonn of KoG(s) . This transfonn preserves the val-
s

ues of the impulse response of the continuous-time system at the sample times of the dis-

crete-time representation. Figure 3.7 illustrates this relationship between a continuous-time

impulse response and its impulse invariant transform.

3.2.3 Example: Second-Drder Charge-Pump Phase-Locked Loop

From the equations presented above, it may he difficult to get a grasp on the PLL operation.

To iHustrate how this theory is applied, a simple PLL will he analyzed. A current charge

pump and first arder passive filter such as that seen in Figure 3.4 (b) are assumed. The filter

transfer function is

•

1
G(s) = R + sC'

Using Eq. (3.1), the jitter transfer function is found to be

1
s+­Re

H(s) = KpKoR K K .
") P 0

s- + KpKoRs + -e-

(3.4)

(3.5)

While the filter is first-order, the system is second-arder because the VCO aet as an inte­

grator on phase. This continuous-time transfer function will be compared ta the discrete­

time mode!. First, note that

F(s) = KoG(s) = KoRCs + 1 = K O[.!. + Re].
s C:2 C:2 S

S S

(3.6)

The impulse response of F(s) is found by taking the inverse Laplace transform, resulting in

•

K
h(t) = c?[t + RC]u(t).

The impulse invariant property requires that

Ko
h[n] = c[nT + RC]u[n],

(3.7)

(3.8)
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where T is the VCO periode The inverse z-transform of Eq. (3.8) is then computed and the

result is

F(z) = K o [ Tz-
1

RC ] = RK [Z - (1- T I(RC»]
C 'J + _1 oZ .,.

(l_z- I )- l-z (z-l)-

For simplification, let a. = 1-TIRC, resulting in

F(z) = RKozez - a~ .
(z-l)-

(3.9)

(3.10)

Substituting Eg. (3.10) into Eq. (3.3), the following transfer function describing the PLL in

the discrete-time domain is obtained:

z(z - a)
(3.11 )

•

•

f [55 MHz

Kp 8x 10-7 A/rad

Ko 5x 108 rad/V*s

R 1kn

C 220 nF

Table 3.1: Parameters for an OC-3 compliant phase-Iocked loop.

Typical parameter values for a device compliant with the OC-3 synchronous optical net­

work (SONET) [34] specifications are shown in Table 3.1. Using these values in the ex­

pression for the continuous-time model (Eq. (3.5», it is seen that the system is

characterized by a pair of poles located at 730 Hz and 63 kHz. A left-hand-plane zero is

also present at 723 Hz. The jitter transfer function using the continuous-time mode! (Eq.

(3.5» and the discrete-time model (Eq. (3.11» are plotted in Figure 3.8. Bath models yield

similar results except at high frequencies. In Figure 3.8 (b), it can be seen that the jitter

transfer function peaks before the roll-off. This cao he attributed to the presence of a trans­

fer function zero at a lower frequency than the pales. This behavior is unavoidable in clas­

sica! PLL architectures. The maximum gain of the jitter transfer function is in fact called
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jitter peaking. This is an undesirable feature as it Ieads to the accumulation of jitter in

strings of repeaters for data communication networks [35]. For PLLs in these applications,

a bound is placed on jitter peaking such as 0.1 dB for the OC-3 specification. The other pa­

rarneter of interest in the magnitude response of the jitter transfer function is the PLL band­

width defined as the frequency where the gain reduces by 3dB from the DC level.

m­
E.
cu
~-O.l

Q.
E
ct

-0.2

discrete-time
model

PLL
bandwidth

continuous-time
model \

........ ~

-la

m-20
J2,
~-Jo

2
:a-40
E
<-50

01========::::::::::;:-------1

-~OL....l----,O-·----10'=------'----:'0. ~o·~o: ,0J

Frequency (Hz) Frequency (Hz)

(a) (h)

Figure 3.8: litter transfer function (a) Up to Nyquist frequency. (b) Magnification

of the jitter peaking region.•
3.3 Applications of Charge-Pump Phase-Locked Loops

The design, and thus the test, of a particular PLL strongly depends on the application tar­

geted. This section will thus examine the two foremost applications of charge-pump PLLs.

They are the recovery of the dock signal in digital data transmission and the distribution of

system docks.

3.3.1 Timing Recovery

•

Most digital communications systems such as wireless phones, disk drives or fiber optic

links transmit or store ooly data signais. UsualIy, it is not desirable or feasihle to send or

save the clock signal with the data. This clock signal is nevertheless embedded in the re­

ceived signal through the data transitions. PLLs are essential in recovering this clock signal
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received
data Register t---~ retimed

data

: non-linear:
. function .....- ......... . . . . ...

PLL dock

•

Figure 3.9: Digital receiver using a phase-locked loop.

at the receiver. The dock signal thus obtained is then used to regenerate the data signal with

the help of a register as illustrated in Figure 3.9.

The received data signal may be strongly corrupted by the communication channel, adja­

cent symbols or noise. Furthermore, it may presen[ long runs of the same symbol without

transitions. Clock recovery thus necessitates state-of-the-art PLLs because of the high data

rate and stringent jitter requirements. The effect ofjitter for data regeneration can be visu­

alized with the help of an eye diagram such as the one displayed in Figure 3.10. It is ob­

tained with an oscilloscope triggered at the same frequency as the data rate. The four

possible transitions of a binary alphabet are c1early visible on each side. These transitions

are fuzzy lines a.s inter-symbol interference and noise from the communication channel are

present. The PLL dock should be phase locked to the ideal sampling instant, where the

noise margin is maximum. Any jitter is likely to reduce the tolerance on noise. In faet,

ideal sampling instant

•
o

eye opening

0.5
time

Figure 3.10: Typieal eye diagram.
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should the peak-to-peakjitter exceed the eye opening then errors will occur even in the ab­

sence of noise.

The data signal must exhibit significant power at the dock frequency or the PLL will not

lock. Figure 3.11 shows the power spectral density of random signais for three different

line signal codings [37]. The frequency scale is relative to the dock frequency of the trans­

mitted signal. Two line signal codings have spectral null at the clock frequency. Therefore

sorne non-linear processing would he performed before feeding this kind of signal to the

PLL.

•

,,
iD -5 :
"0 1- ,
Qi-10 :!
~ 'io ':

... 1 •

... l'
_-15 :
... l'
Q) l'

N "i-2
0

t
r

o ,
Z-25

Binary antipodal (NRZ)

Alternate mark inversion (AMI)

Manchester

•

Figure 3.11: Power density of random signais using different line signal codings.

3.3.2 Clock Distribution

Timing information in large silicon systems has been traditionally distributed using a dock

tree as depicted in Figure 3.12. Because of buffer delay, transmission line effects and load

capacitance CL, the dock signal at the leaves will be delayed with respect to the master

clock. Furthermore, as other chips have different clock trees and different skews, it be­

cornes increasingly difficult ta synchronize data exchanges.

A PLL may he used ta reduce this skew. The circuit of Figure 3.13 phase locks the distrib­

uted clock ta the reference dock [38]. This arrangement also allows the distribution of a

frequency multiple of the reference dock with the addition of a counter in the feedhack

loop. Having a 10w-frequency reference dock on a printed circuit board reduces electro-
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Transmission line

o
o
o

Integrated circuit

Buffer

printed
circuit
board

•
reference

dock

a
: o _ ~

o

Figure 3.12: Clock tree on integrated circuits.

magnetic interference and power consumption. PLL-based dock distribution is essential in

large micro-pracessors as internai dock frequencies reach a few hundred megahertz [39].

Other digital ICs such as digital signal processors (OSP) and field-programmable gate ar­

rays (FPGA) are expected ta fo!law suit.

Clack distribution...•.•••.........••...
CP+
tilter

reference
dock ----~•

......................
L-- --1. Counter ....· __---------------'

Figure 3.13: Clock skew reduction using a phase-Iocked loop.

3.4 Phase-Locked Loop Metrics

•

Specifications for PLLs may be stated in numerous ways according to the applications. In

fact, the abundance of metrics may confuse newcarners to the PLL acea. Il is therefore use­

fuI to classify the specifications in three groups: first those measuring the input-output char­

acteristics of jitter in steady-state operation, then the metrics assessing the internai noise

sources of the PLL and finally the specifications qualifying the dynamic or transient oper-
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ation. In tbis section, various metrics of PLL performance will be described as weIl as the

test setup used to measure them.

3.4.1 Transfer Function in Steady-State Operation

The specifications in tbis group describe the jitter input-output behavior of the PLL after

lock has been acquired. They will be most usefui in applications where the PLL operates

on a signal at the output of a noisy channel or for dock recovery. On the other hand, these

specitïcations would be less important when the PLL is driven by a crystal for example.

litter Transfer Function

The jitter transfer function is the relation between the jitter in the input signal and jitter at

the VCO output as described in Eq. (3.1). Tht: parameters of interest on the curve are the

bandwidth and the jitter peaking. Figure 3.14 illustrates a test setup for the measurement of

the jitter transfer function [8]. The signal source generates an RF signal which is modulated

with the source signal from a spectrum analyzer using an Armstrong phase modulator [40] .

The resulting signal is used as the dock signal for a bit generator. The dock signal recov­

ered by the PLL is then downconverted to obtain the phase argument.

Annstrong phase modulator................................
Bit

generator
r--------r-s---:.--1dock data

...............................
Spectrum
analyzer

"--------t source input t---------J

Figure 3.14: litter transier function test fixture.
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liner Tolerance

litter tolerance is a measure of amount of phase drift in the input signal that can be accom­

modated in dock recovery circuits before significant bit errors result. A frequency modu­

lated sinewave is used as the dock for stimulus generation. The mechanism which leads to

errors can be understood by studying the linear model of Figure 3.5. The wrong data will

be recovered when the phase error, eit), corresponding to the time difference between the

VCO output and the input signal exceeds the eye opening of the data (illustrared in

Figure 3.10). Yet, for the VCO to track the input signal, a sinusoidal phase error ait) must

he created. The jitter tolerance test thus measures the maximum input jitter which can be

generated without the phase error going above a threshold set by the eye opening. Intuitive­

ly, at low frequency, the open loop gain is large and the maximum error signal will be able

to help the VCO track large frequency deviations. On the other side, the small open loop

gain at high frequency makes the same phase error result in a much smaller frequency de­

viation at the output of the VCO. Jitter tolerance is traditionally quoted as the peak-to-peak

jitter Uitterpp) in unit intervals (ui) l instead of the maximum frequency deviation (~/) of the

FM signal used for the stimulus. To find the relation between these two measures, first note

that the instantaneous frequency of a modulated signal is

J{t) = le +~! . cos (21C!mt) , (3.12)

wherefc is the carrier frequency and!m is the modulating signal frequency. The phase is the

integral of the frequency and is thus defined as

«PU) = 21t! f(1:)dt = 21tJct + J~! . sin (21Cfmt ) (rad).
o ln

Finally the peak-to-peak jitter will be twice the phase deviation:

jitterpp = 2f~J (rad) = Ôtf (ui).
m 1t m

(3.13)

(3.14)

•
The transfer function defined by the maximum amplitude of the input jitter tolerated is in

fact the inverse of the phase error transfer function as defined in Eq. (3.2). As 6e(s) is fixed

1. L ui =21t rad
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• Sine
generator

FM
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bit
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dock data

data
regenerator
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Figure 3.15: Jitter tolerance test setup.

by the size of the eye opening, the corresponding input jitter aies) is determined and thus

the transfer function 8i(s)/8e(s) is computed. The corner frequency is therefore the same as

the bandwidth of the jitter transfer function. It diffees from this last metric in that the VCO

frequency range will limit the jitter tolerance at low frequencies. A standard test set-up used

to measure jitter tolerance [8] is illustrated in Figure 3.15. The two left most blocks gener­

ate a frequency modulated sinewave which is used as the clock input of the bit generator.

The data is then sent to the device-under-test (DUT) which recovers the dock and makes

decisions on the data (refer to Figure 3.9). The bit receiver then compares this with the data

sent. The amplitude of the sinewave is increased until the BER reaches the threshold. The

procedure is repeated for different sinewave frequencies .

3.4.2 Internai Noise Sources

The following set of metrics measures the phase noise generated by the PLL blocks which

appears at the output. The main source is generally the VCO. However, the pattern jitter

introduced by the phase detector and by the high-frequency content of the pulses from the

charge pumps aIso contribute ta phase noise.

lifter Histogram

To assess the jitter present in the output dock or in the retimed data, a histogram is con­

structed from the timings of the zero crossings over a large number of periods. In the case

of dock recovery circuits, the input of the DUT cao be a signal containing a maximum

number of transitions or a pseudo-random bits signal (PRBS). The latter type will usually

generate more jitter because long runs of zeros or ones reduce the rate at which the VCO

input is adjusted. From the histogram, three parameters can he extracted. The most impor­

tant one is the standard deviation or root-mean-square (RMS) value of the jitter distribu-
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tion. The rnean of the jitter distribution with respect to the zero crossings of a reference

signal may also be stated. Finally, the peak-to-peakjitter is sometimes quoted. These quan­

tities can be stated in absolute time values, or relative to the dock frequency and expressed

in degrees.

Phase Noise

The phase noise is a measure of the signal power near the carrier frequency on the power

density spectrum. This power density denoted in units of dBclHz where the subscript c de­

notes that the measure is relative to the carrier power is quoted at a given frequency offset

from the carrier fr~quency. Figure 3.16 illustrate how phase noise is measured from a pow­

er density spectrum plot. The power has been normalized to a 1 Hz resolution bandwidth.

In this example, the phase noise happens to be 60 dBc/Hz at 100 Hz. This metric is mostly

used for frequency synthesizers.

power (dBmlHz)

-20

-80
"-- ~ frequency (Hz)

le .fc + 100

Figure 3.16: Measurement of phase noise on a power density spectrum plot.

3.4.3 Dynamic Operation

The final set of metrics ta be discussed describe the characteristics of a PLL when out of

lock. Transient measurements are used to obtain these metrics. Generally, the results of

these tests are predictable using the steady-state rneasurernents and thus they are not nec­

essary to characterize the device. However in sorne applications, there exist mechanisms to

aid in acquisition which are later disabled and thus not measured if the device is always in

phase-lock during the test.

35



•

•

•

Chapter 3 : Charge-Pump Phase-Locked Loops

Phase Step or Frequency Step Transient

A phase step is applied at the input of the PLL and the error signal at the output of the

charge-pump is monitored. Of particular interest in many applications are the acquisition

and settling times. For example, in frequency synthesis for wireless communication the

transient will result in power leakage into other channels. In portable computing devices,

sorne chips are powered down when idle and upon powering up, must be able to acquire

timing lock quickly.

Capture Range and Lock Range

To realize these tests, a sine wave (jitter free signal) is applied at the input of the PLL. The

frequency is varied and the range in which the PLL is in lock is recorded. The frequency

range obtained when going from out-of-Iock to lock is defined as the capture range while

the frequency range in which lock can be held is denoted the lock range. The lock range

depends only on the frequency range of the veo while the capture range is aIso a function

of the phase detector. For sequential phase detectors, the capture range is the same as the

lock range. These metrics are usually not quoted for charge-pump PLLs. However, lock

range will set an upper amplitude bound on jitter tolerance as it limits the maximum fre­

quency deviation of the FM signal used in that test.

3.5 Production Test of Phase-Locked Loops: Literature

Review

Relatively few papers have appeared in recent years on production test of PLL. Other ana­

log circuits such as ADCs, DACs or filters have generated larger bibliographies. The papers

on PLL may be classified in four broad categories. Those in the first set suggest improve­

ments to automated test equipments (ATE) in order to maintain measurement accuracy in

the face ofever higher PLL operating frequencies. In the second group are communications

regarding test strategies for system ICs incorporating PLLs. Theny the application of induc-
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tive fault analysis (IFA) and structural testing ofPLL are grouped together. Finally, the last

set includes papers on the topic of on-chip measurement of PLL specifications.

3.5.1/mproving Automatic Test Equipmentfor PLL Test

With reduced silicon device dimensions, the test timing accuracy cannot keep up with the

fast decrease of the device under test (DUT) dock period [3]. ATE manufacturers must re­

sort to alternative test strategies to be able to measure the ever faster devices. In [41], the

authors propose a digital time interpolator to achieve a timing accuracy better than the

tester dock frequency. This solution will be exarnined in details in Chapter 5.

Another suggestion is to use a vernier strategy to improve the output signal sampling reso­

lution [42]. The output is sampled at a dock rate slightly larger than the phase-Iocked loep

frequency. In the example given in the paper referenced above, a 32-bit sequence is repeat­

ed at a i25 Msymbol/s rate for a 256 ns periodic signal. The output is captured using a dock

with a 256.0625 ns period. Thus each sample will have a 62.5 ps offset within the peried

when compared to the previous one, as illustrated in Figure 3.17. Thus 4096 samples will

cover the whole sequence. Now since jitter noise is not deterministic, a large number of

equivalent cycles are captured to obtain a probability distribution of jitter. This method al­

leviated the limitation of the sampling rate but requires very good timing accuracy never­

theless.

data sequences ••• '1'" 2.5.6. ~~ ••• "1' + ~..
clock sampling limes ~ 256.0625 ns1 + +
time within sequences 0 ps 62.5 ps 125 ps L87.5 ps

Figure 3.17: Measurement using a vernier strategy.

3.5.2 /ntegrated Circuits with PU: Test Strategies

One paper discusses test of a PLL as a building block of an IC [12]. This IC is an integrated

services digital network (ISDN) U-transceiver. The U-interface is located at the contact

point between the access line and customer' s equipment such as a modem. A PLL is re­

quired to derive a synchronization clock from the incoming data. As a very low loop band-
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width is required, the authors have ruled out functional testing because of the long transient

time. Fortunately, most of the PLL components are external to the chip and may be tested

separately using conventional methods. Thus, the filter and the veo which are usually the

most difficult blocks ta test are not a concem here. Only biasing circuitry of the veo needs

he verified. As tbis situation is not representative of the level of integration found today,

this strategy is of Httle interest.

3.5.3 Inductive Fault Analysisfor PLL

PLLs offer great challenges for lFA. Sorne components such as the VCO are very sensitive

to process parameters. Therefore small modeling errors will render the result meaningless.

Also the simulation of PLL is known to be computationally very expensive, owing to the

mathematical stiffness of the problem. Two papers address the use of hierarchical models

to speed up simulations involving PLLs [43, 44]. However, in the absence of a thorough

study of the effectiveness of IFA for rnixed-signal circuits, le manufacturers are reluctant

to adopt trus technique.

3.5.4 Design For Test Techniques For Phase-Locked Loops

Papers on improving the measurement of PLL specifications with circuit structures on the

die have appeared only recently. One such design for test (DFT) scheme targets ring oscil­

lators which are cornmonly employed as veos [45]. A diagram of a circuit adapted for this

technique is shown in Figure 3.18. During normal operation of the PLL, the VCO input

contraIs the bias level of the inverters and the feedhack loop is closed. To measure the VCO

•

analog test _
reference

Figure 3.18: Design for test strategy for ring oscillator (VCO).

clk

digital
output

VCO
output
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frequency range, the ring oscillator is tumed into an open loop circuit by disconnecting the

feedback. The delay through the inverter chain is then measured using two flip-flops at each

end by varying the clock frequency. The delay is thus compared against different values of

dock period. Measurements are repeated for different bias levels as set by the analog test

reference input.

On the other hand, a company named LogicVision recently announced a built-in self-test

scheme for PLLs. Specifications measured would include the lock range, the lock time and

the jitter transfer function. Details have not been released yet as a patent has been applied

for. However the method is claimed to be digital and non-intrusive [46].

3.6Summary

The charge-pump phase-Iocked loop is an important building block for integrated circuits.

With the ever increasing complexity of lCs and the divergence of on-chip and board dock

speed. PLLs will likely be part of an ever increasing proportion of chips. There exists a

large number of metrics to evaluate PLL performance according to the host application.

The Level ofresearch activity on PLL test has traditionally been low. However, with the an­

nouncement of a commercial product, the interest level should take off.
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The traditional procedure for testing an analog device is to apply a signal at the input and

measure the output response. For example y to obtain the frequency response of a filter, a

sinewave is used to stimulate the circuit and the amplitude and phase of the output signal

are evaluated. However, testing an arbitrary analog device may be very expensive. The sig­

nal sources and the measuring instruments cao be very complex. Notably, it is the case for

PLLs as explained in Section 3.4. Thus, methods for characterizing this device on a test

bench may not be directly ported on-chip. Unfortunately, the test circuitry would he very

sensitive to process variations y requiring a significant test effort itself, and the area over­

head would be too large. Yet, for circuits based on a negative feedback loop such as a PLL,

other options are available for test stimulus and measurement. In fact, because of the loop

dynamics. a test signal may be injected at any point and stimulate the whole circuit. Fur­

thermore. the loop behavior may. in theory, be measured at any node. While the problem

of signal measurement in the PLL will be addressed in the following ehapter, the different

strategies for PLL stimulation will be studied here.

Figure 4.1 illustrates the continuous-time model of a PLL. The four possible nodes for test

signal injections are labeled with the variables S/s), Sis), Sis) and 80 (s). Note that two

nodes appear to have been left out. They are in faet scaled versions of other nodes and, as

phase detector
and charge pump filter

G(s)

veo

•
counter

lIN ~------..,..I

Figure 4.1: Phase-Iocked loop continuous-time model.
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suchy are not considered distinct. Nowy the list of candidate nodes for device stimulation

should he curtailed by an important criterion, the possibility of introducing a summing op­

eration for the test signal injection at the appropriate point in the circuit. Each of the afore­

mentioned node will be examined for this requirement. Firsty as the input variable y denoted

elS)y refers to jitter on a digital signal, a summing operation at this point of the circuit may

he performed by a variable delay circuit. This technique will be described in greater length

in upcoming sections. The output variable, eo(s), is of the same nature and therefore a sim­

ilar solution may be applied. On the other hand, it is very difficult ta sum a signal at the

input of the VCO, labelled evfs) on the diagram. The quantity represented by this variable

is a voltage for which no simple circuit exists for addition. Finally, the last candidate node

is the input of the loop filter, equivalent ta Kp9ers). It tums out that its possible use for test

signal injection is conditional on the type of charge pump and the details of the filter im­

plementation. For a current charge pump or the combination of a voltage charge pump and

an active fil ter, the summation of signaIs may he implemented easily. However, no trivial

solution is available for a voltage charge pump coupled with a passive filter. Fortunately,

this configuration is seldom employed in modem designs as it results in non-lînear PLL

characteristics.

This chapter explores the three different methods for generating a stimulus suitable for a

PLL. Each proposition will be evaluated for its amenability to buHt-in self-test (BIST). Ex­

plicitly, signal sources must have four essential characteristics to qualify for on-chip inte­

gration. First, circuits which require calibration using off-chip analog instruments should

be avoided. Otherwise y the test of the PLL with extemal instruments is merely replaced by

a similar effort to calibrate the signal source. AJso, the silicon area required for the source

implementation should be relatively small when compared to the device under test. Finally y

the signal source should also provide sufficient accuracy and offer sorne degree of pro­

grammability.
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4.1 PLL Input Test Signal

The characterization of a charge-pump PLL through its input signal requires the generation

of a square wave (digital signal) whose phase, sometimes called jitter. can be controlled.

Conceptually, this signal may be obtained from a sinusoidal signal fed to a comparator.

This signaI, s(t), is thus expressed as

s(t) = sgn(sin[21tfc t + S(t»)). (4.1)

where sgn is the signum (sign) function.h. is the carrier frequency and S(t) is the instanta­

neous phase. The amplitude of the signal is irrelevant as s(t) is a binary digital signal. Here

the two levels are assumed to he + land -1. The Înstantaneous frequency of the argument

of the signum function, f;, is defined as

l d
fi = f e + ?d-8(t)._1t t

(4.2)

•
Returning to Eq. (4.1), the instantaneous phase should be a sinusoidal function because the

jitter transfer function which is the aim of this work (refer to Section 3.4.1) is a frequency

domain measure. It is therefore of the form

S(t) = Asin (21t//), (4.3)

wherefj is the jitter frequency and A is its amplitude. Using chis definition in Eq. (4.1), the

resulting signal may thus be represented as

s(t) = sgn(sin[21t/c t + A sin (21tfl)]) , (4.4)

Replacing 8(t) in Eq. (4.2) with the corresponding expression in Eq. (4.3), the frequency of

a carrier which is phase modulated with a sinusoidal signal is

(4.5)

•

It cao he seen that the desired stimulus is equivalent to a carrier which is frequency modu­

lated (FM) with a sinewave. Fortunately, this type of signal is common and a nurnber of

circuits have been introduced over the years for its generation. Sorne of these circuits wiU

he reviewed next. Their limitations will be exposed and the need for a different approach
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will be argued. Finally, delta-sigma (dI) digital phase modulation, a fullYdigital scheme.

will be introduced.

4.1.1 Analog Frequency Modulated Signal Generation

Frequency modulated signals may be generated with analog circuits such as those shown

in Figure 4.2. In part Ca), a low-frequency sinewave is fed to the input of a voltage-con­

trolled oscillator (VeO). The carrier frequency is equal to the veo output frequency far a

zero input value. Oscillators and VCOs are very sensitive to pracess variations and there­

fore, calibration is mandatory before these circuits can be used. The VCO is especially dif­

ficult to calibrate 50 a different arrangement, illustrated in Figure 4.2 (b), is usually

preferred for broadcast FM generation. In this circuit, the carrier is amplitude modulated

(AM) by the low-frequency sinusoid. As the narrowband FM spectrum is very similar to

the AM spectrum, the output signal is a sufficient approximation. This scheme still requires

the tuning of two analog oscillators. Furthermore. it is difficult to make them programma­

ble to obtain FM signais of varying characteristics.

• low-freq uency
oscillator

va1tage-controlled
oscillator

(a)

carrier
oscillatar

low-frequency
oscillator

(b)

FM
signal

•

Figure 4.2: FM signal generator: (a) With veo. (b) With amplitude modulation.

4.1.2 Digital Synthesis ofa Frequency Modulated Signal

As discussed in ehapter 2, sensitive analog circuits are not suitable for BIST applications.

Digital circuits are a better choice as they do not require calibration, are very acclJrate and

may he programmed for various signal characteristics. Therefore, the preferred solution for

analog signal generation in BIST is to combine signal processing in the digital domain and

digital-to-analog conversion. In fact, the latter operation may also henefit from a shift of

the signal processing burden from analog ta digital. A technique which realizes this is delta-
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jitter
amplitude

carrier
frequency

jitter
frequency

•

•

Figure 4.3: ROM-based digital frequency synthesis.

sigma (M:) modulation. It can be viewed as a coding scheme for compressing analog or N­

bit signaJs into single-bit streams. A detailed explanation is provided in Appendix A.

The most straightforward and versatile digital signal generation scheme is a ROM-based

frequency synthesizer followed by a digitaJ-to-analog converter (DAC). A diagram of an

FM synthesizer using this technique is illustrated in Figure 4.3. At the upper right-hand cor­

ner, the jitter frequency argument is integrated to obtain a phase signal. This signal then ref­

erences a ROM where sine samples are stored. The output is a sinewave scaled by the

desired jitter amplitude to obtain the instantaneous phase S(t). The result is then added to

the phase of the carrier and a digital FM signal is generated with the help of a second look­

up operation. The modulated signal is converted to the analog domain with the help of an

N-bit DAC. A comparator finally generates the jittery square wave. There are two problems

with this proposition for a BIST application. First, the ROM implementation requires a

large silicon area and so does the multiplier. However the biggest problem lies with the

DAC and the smoothing fil ter. As these circuits are analog, they cannot be verified with

digital methods before the PLL test. In faet, the DAC may be more difficult to t~st than the

PLL.

A possible solution would be to move the comparator just after the ROM. before the digital­

to-anaiog conversion. Then the input of the DAC would become a single-bit signal. This

arrangement is illustrated in Figure 4.4 Ca). One-bit DACs are very simple to design and are

inherently linear. To examine the effects of trus modification. signais from this circuit are

compared with signaIs from the circuit of Figure 4.3 and the results are displayed in
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digi~al -1 'H I-bitr ~~~~~
FM: sIgnal ---l DAC signal

(a)

desired signal constrained signal

-1 L_-===__~=====--__~==~_~====::::!
o

time
(b)

Figure 4.4: Performing the comparison digitally: (a) Block diagram. (b) Signals.

Figure 4.4 (b). The dots show the discrete values of the digital sinusoidal signal. These

points are connected by the continuous line representing the signal that would result from

a perfect digital-to-analog conversion. The solid square wave is derived from it using an

idealized sign operation. This is the desired signal. The dashed square wave shows the re­

suit when the comparison is performed in the digital domain. Obviously, significant errors

result because the signal transitions are constrained ta the dock rising edges. Ta reduce the

magnitude of theses errors and thus improve accuracy, a solution is ta increase the ratio of

the clock frequency to the PLL frequency. However, in most applications, the PLL frequen­

cy is too large to afford a ratio that would lead to sufficient signal quality.

4.1.3 Delta-Sigma Digital Phase Modulation

Looking at Figure 4.4 (b), il can he seen that performing the comparison in the digital do­

main results in errors in the zero crossings. They occur because these zero crossings are

constrained to the clock edges. This situation is analogous to the general problem ofdigital­

to-analog conversion. Indeed, this latter operation aims at representing a continuous signal
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with discrete values. Simïlarly, for jitter generation, it is desired to use a square wave with

transitions constrained ta the dock rising edges ta represent an FM signal with zero cross­

ings which faH in between dock events. There is thus an exact mapping between the two

problems where one domain is voltage or current level and the other is time (phase). It is

therefore natural to examine how the quality of digital-to-analog conversion with coarse

quantizers can be improved and see if any solution can be adapted to jitter generation. It

tums out that the technique named delta-sigma (LU:) modulation is suited for this purpose

[47]. It is described in details in Appendix A. In a nut shell, the error which occurs because

of quantization at a given time is taken into account for the following quantization opera­

tions. If the bandwidth of the device using the signal is much lower than the rate at which

the quantizations are performed, then the adjustments to the errors make the quality of the

signal almost as good as if no quantization occurred. LU: modulation is also referred to as

noise-shaping because, in the frequency domain. the power from quantization error is 10­

cated mostJy at high frequencies while the signal is low frequency.

LU: modulation may be applied to jitter generation in the following way [48]. For each PLL

cycle. a value for the instantaneous phase is quantized to a dock edge. The error created is

recorded and will influence the phase of larer PLL cycles. The use of LU: modulation on

phase is pictured in Figure 4.5. The vertical dashed lines are rising edges of the dock signal

with the thicker ones defining the zero reference for phase in each cycle. Six different cy-

apparent jitter +.J;
1 1 1

1 1
1

•
1

-1t 0 +7t
"!" 2'

phase

Figure 4.5: Delta-sigma modulation ofjitter.
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digital
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mo~ulated phase· 8(n)
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Figure 4.6: Digital phase modulation circuit.

des of a signal where transitions are restricted to the rising edges of the clock are shawn at

the top of the figure. Stacking them vertically while aligning the reference phase, the prin­

ciple of LU: phase modulation may be visualized. Here, by toggling the phase between rrJ4

and rc/2 radians, on average a jitter of 31t18 radians is created. This averaging is performed

because the bandwidth of the PLL which will use this signal is much smaller than the rate

of phase switching. A similar principle was demonstrated for the generation of dock sig­

naIs with programmable frequency [49]. This scheme is not limited to constants but may

also generate complex signais such as sinewaves.

Figure 4.6 illustrates a circuit that can realize this scheme. The signal at the upper left is a

pulse whose period is an integer multiple of the test clock period. Using a string of registers,

denoted z-l, signais with different phases are created. The output of one of these registers

is arbitrarily denoted reference and is assigned an index of o. These signals are routed to a

multiplexer where a multi-bit digital signal, denoted 1p(n) selects the desired phase. This

signal is labelled the phase index signal and is updated at every PLL cycle. Because p(n) is

encoded using a L11: modulator, the phase of the output signal, denoted 8(n), will be noise­

shaped.

L p(n) is the time-domain representation. P(z) is also used to refer to the same sig­

nal but in the frequency domain. Other variables will also abide by this notation.
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Figure 4.7: Typical digital phase modulateà circuit waveforms.

The operation of this circuit can be better understood by examining its signals. Figure 4.7

shows typical waveforms in tbis circuit for a test clock ifs) 8 times the reference signal fre­

quency (je). In fact, the ratio of the two frequencies is denoted as the oversampling ratio D.

Ts and Tc are the periods of the test dock and the reference signal, respectively. The dotted

lines represent the test clock edges with the thick ones indicating zero phase references. It

can be seen that the reference signal is delayed by a constant three dock periods with re­

spect ta the pulse signal. On the other hand, the positions of the pulses of the modulated

signal are dictated by the values ofp(n) in each cycle. Specifically, the phase index signal

p(n) represents the number of dock cycles the output signal is delayed with respect to the

reference signal. It is limited ta the range -D12 to +D/2 as will be explained later.

For each PLL cycle, the time delay relative ta a pulse at the reference position is therefore

p(n) . Ts' The instantaneous phase of the output signal is then expressed as

?~ le ?~
Sen) = p(n)TST = 2~p(n)-f = p(n)ÏJ (rad). (4.6)

e S

It is obvious from the example in Figure 4.7 that the possible positions of the pulses in the

modulated signal are very limited within a period. This observation caises questions about

the significance of any test result obtained with such a coarse signal. Howevec, PLLs are

frequency selective with respect to jitter. In fact, the jitter transfer function is lowpass and

the device filters high-frequency jitter. When incorporating a~ modulator in the signal

generator, quantization noise is shaped to high frequencies. In fact, the encoded signal from

a lowpass LU: modulator, such as p(n) in Figure 4.7, contains a high-quality low-frequency

sinewave and high-frequency quantization noise as illustrated with the top curve of
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Figure 4.8: Phase power density spectrums: (a) Nyquist interval. Cb) Signal band.

•

Figure 4.8 (a). Because the PLL is lowpass and is designed to reject high-frequency com­

ponents in the loop, the quantization noise will be mostly filtered as shown with the lower

curve. Figure 4.8 (b) shows the signal band in more details. A similar filtering principle was

demonstrated for a voice CODEC, another analog lowpass circuit [22]. Because of the low

noise level, the output phase of the PLL may he considered to be a pure sinewave. This is

of course an approximation that will be verified later. Section A.5 of the Appendix exam­

ines in details how, practically, a noise-shaped sinusoidal signal can be generated on chip.

4.1.4 lmproved Delta-Sigma Digital Phase Modulation

In the circuit of Figure 4.6, p(n) may vary between -D/2 and +D/2 as larger values couId

result in collisions with pulses from adjoining cycles. The digital phase modulation is thus

limited to jitter values between -1t and +1t. Fortunately, a different circuit may be used to

generate arbitrarily large jitters. However a fundamental limitation, causality of edges,

•

desired phase 0 31t12 _ --31t12
{\

modulated signal --.1l n....n
/ ""actual phase 0 Ttl2 -Ttl2

Figure 4.9: The effect of non-causal pulses.
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must still be respected. That is, the pulses must arrive in the correct order and not at the

same lime. A violation ofthis rule is illustrated in Figure 4.9. The desired phase at each cy­

cle is displayed on the top line with the resulting modulated signal below. However, pulse

arrivaI must be causaI and the actual phase as experienced by the PLL is different. In

Figure 4.7, the pulse signaI is active for the duration of the clock period, Ts. At the output,

pulses should not be produced in consecutive dock periods or they will be meshed together

in a large pulse, occluding one rising edge. On the other hand, if pulses of haIf the clock

period (retum-to-zero pulses) are used then the two pulses may appear in consecutive clock

cycles. This will he the case from now on.

Using simple modulo arithmetic, the aforementioned condition may be stated in a more for­

mal language. The eausaIity of pulses forces p(n+ 1) to be larger than p(n)-D+ 1. This con­

dition must be taken into account when generating p(n). Figure 4.10 shows a block diagram

of the improved phase modulation method. The two left most blocks are aIso found in the

previous scheme except that the LU: modulator now enforees the constraint. The last two

blocks replace the multiplexer implementation which would be too bulky here as it would

extend over many PLL periods.

The diagram of Figure 4.11 shows an implementation of the last two blocks. The operation

is fairly simple. From the phase index signal p(n), the signal d(n) corresponding to the de­

lays between the pulses is computed. After a pulse is generated, a new value ofd(n) is load­

ed into the delay register. When the content of the delay register is not zero, the delay

register multiplexer is set in reverse counting mode and the modulated signal is idle. The

delay register is decremented until it reaches zero. At tbis point, three events are triggered.

First a new value for p(n) is fetched. Then the multiplexer at the input of the delay register

is set to load a new value of d(n). FinaIly, a pulse is generated and incorporated in the mod-

digital constrained p(n) conversion den) pulsesignal - delta-sigma - to -
generation - oscillator - delays - generation

Figure 4.10: Improved phase modulation method.
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• p(n)

o

_.J1

•

modulated signal

Figure 4.11: Delay extraction and pulse generation circuits.

ulated signal. Note that there is no explicit zero phase reference anymore as the position of

each pulse is relative to the previous one.

Figure 4.12 shows signals that could be obtained from the circuit of Figure 4.11 for a value

ofD equal to 4. It can be seen that d(n) represents the number of dock cycles the modulated

signal is idle between two pulses. There is however an important implementation issue with

this scheme. The circuit generating p(n) must be capable of supplying data within a test

clock period. Ts, to satisfy the circuit of Figure 4.11 while the circuit of Figure 4.6 con­

sumes only one value of p(n) for each PLL period, Tc. At first glance, it may thus appear

that the circuit generating p(n) in Figure 4.11 must now be D times faster. However, it

should be pointed out that on average, this circuit will require an input value at a rate equal

to the PLL frequency. In practice, the circuit generating p(n) will be operated at the PLL

p(n)

d(n)

300

o 3

-2

1

-1

4

1

5

•
modulated

signal

Figure 4.12: Example signais from improved phase modulation circuit.
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frequencY,fe, and the variable input data rate of the circuit of Figure 4.11 will be accom­

modated with a frrst-in first-out (FIFO) buffer.

The phase index signal, p(n), is an arbitrary waveform, generally a sinewave, encoded with

a slope-limited delta-sigma modulator. This device, described in Appendix A, Section A.4,

is a .1r. modulator which implements the constraint discussed above. Except for the use of

a special delta-sigma modulator, the generation ofp(n) may be performed using any of the

three methods explained in Section A.5 of the Appendix. For the methods where p(n) is

computed off-chip, the delays, d(n), defined as

d(n) = p (n) - p (n + 1) + D - 1 (4.7)

may be stored on-chip instead of p(n). The area of the circuit will be reduced as d(n) re­

quires less bits for storage and because of the removal of the arithmetic operations shown

in the upper part of Figure 4.11. Furthermore, the limitation on the amplitude of d(n) intro­

duced by the finite number of bits allocated for ilS storage can be expressed as another con­

straint, in addition to causality, on the operation of the~ modulator.

The number of quantization levels can now be very large. ln fact, it is only limited by the

stability of the~ modulator operating with the above constraints. This topic is covered in

Appendix A, Section A.4. It should be noted that the quantization noise power is approxi­

mately constant when going from the circuit of Figure 4.6 to this new implementation if the

quantization step remains the same. Therefore as the signal amplitude increases, so does

the signal-ta-noise ratio (SNR) and better test results are obtained.

4.2 Modulation of the PLL Feedback

The second access point for stimulus injection in the PLL is the output. It may seem odd to

actually use an output terminal to stimulate a device but it should be reminded that this cir­

cuit is a closed loop. Therefore, feedhack ensures that every block is stimulated by the test

signal.
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Figure 4.13: Delta-sigma fractional-N synthesizer.

Since the output signal is a jittery digital signal, the addition of a stimulus is performed

much like that for the input signal as described in Section 4.1. A variable-length counter

implements a programmable delay allowing jitter ta be added or subtracted. A black dia­

gram of the resulting PLL is illustrated in Figure 4.13. A baseband signal encoded with a

dt modulator selects the counter length and therefore the instantaneous delay for each PLL

cycle. This circuit was introduced a few years aga for frequency synthesis under the label

of delta-sigma fractional-N synthesizer [50]. In that application, the purpose of the variable

length divider is to allow the synthesis of sinewaves whose frequencies are not limited to

integer multiples of the input frequency. Therefore, in synthesizers, a counter with two

lengths is sufficient. Consequently, the LU: modulator which encodes the baseband signal

will have a single-bit output for toggling between the two lengths. On the other hand, for

clock distribution applications the output frequency will he an integer multiple of the input

frequency. In this case, two supplemental counter lengths, one larger and one sma11er are

necessary to allow jitter with both positive and negative values to he added. This require­

ment that both positive and negative deJays he produced imposes the constraint that a

counler must already he present in the PLL. Otherwise only positive values ofjitter can be

added and thus sinewaves may not he injected without an undesired OC component.

Modulation of the PLL feedhack is equivalent to digital modulation of the PLL input as il­

lustrated in Figure 4.14. For simplicity, ooly the phase detector and signal injection point
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Figure 4.14: Comparison of digital modulation methods: Ca) input. (b) feedback.

are shown. Obviously, test signaJs injected in the input signal or in the feedback path will

have the same effect on the circuit except for a negligible sign change. Therefore. results

obtained with any one of these methods applies to the other. They are interchangeable from

a theoretical point of view. Practically, however, digital modulation of the input signal ne­

cessitates an extemal reference (dock) frequency of a much higher frequency. On the other

hand, it does not require the presence of a divider in the feedhack loop.

Furthermore, the modulation of the PLL feedhack is a non-lînear operation and distortion

may result. This cornes about because the quantization step in the time-domain. as set by

the counter in the feedhack path, is the output signal period, denoted To' This value is not

constant but rather depends on the output frequency,fo' On the other hand, the time quan­

tization step at the input is the dock period, Ts, which is a constant. An expression can be

obtained linking To to the output jitter. First, the output signal, sO' is defined as

(4.8)

where le is the frequency of the reference input and N is the average value of the counter

length. The output period is defined as

•
T ( ) _ 1 _ 21t

o t - foU) - dsoU)'

dt

(4.9)
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Using Eq. (4.8) in Eq. (4.9), the following expression is obtained,

l
ToCt) =-----­

l d8o (t)'
Nlc +? d_1t t

(4.10)

It should be noted tbat the frequency deviation is much smaller than the center frequency

of the veo, a relation denoted as

l d8o(t)
- «Nic'21t dt

(4.11)

Therefore Eq. (4.10) simplifies to

(4.12)

•
The second term in Eq. (4.12) is the relative frequency deviation. Its maximum value is de­

fined as the modulation index in FM signais. While insight is difficult to grasp with the pre­

vious equations, their behavior can be understood using simulations. Figure 4.15 shows the

powerdensity spectrum, obtained with the help of simulations, of the outputjitter, 8o(s), at

low frequencies. The bottom curve was obtained with digital phase modulation of the input

while the top curve represents modulation of the feedback. Although not shown on this

graph, the two curves are identical at larger frequencies. It cao be seen that the second meth­

od results in a higher noise floor at low frequencies and that the second harmonie is visible.

1
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Figure 4.15: Phase power density spectrums of two signais using different phase

modulation techniques.•
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Nevertheless, this does not degrade significantly the SNR over the Nyquist band because

the noise level at higher frequencies is larger and similar for both. However, here the mod­

ulation index of the output signal is a small 0.4%. The effect of the non-linear behavior of

the digital modulation of the PLL feedhack will become significant for larger maximum

frequency deviations.

4.3 Test Signal Injection with a Charge Pump

The last option for the stimulation of a PLL is the injection of a test signal at the input of

the loop filter as shown in Figure 4.16. This signal source, represented here by the variable

6jz), is injected through a second charge pump with gain Kx. It should be understood that

this signal source is not ajittery digital signal but an anaJog signal represented by a voltage

or a current. However, this signal, when referred back across the phase detector is equiva­

lent to input jitter. Meanwhile, the PLL input signal, also called the reference signal, is a

constant frequency square wave and whereby the input jitter 9/z) will be zero.

A test with this signal injection method is not theoretically a functional test as access to an

internaI node is required as weil as sorne knowledge about the charge pump implementa­

tion. However the measures obtained can be directly related to PLL metrics. This setup will

be used to evaJuate the characteristics of the PLL through the measure of the transfer func-

Test sigllal injection

1

: 9jz)

Figure 4.16: Discrete-time model of phase-Iocked loop modified for signal

injection.•

PFD+CP· .· .· .
e;(z) --.-.__o(+t--~---II'" •..·.... . .

Lp Filter
+VCO

F(z)
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tian from Sjz) to Sa(z). Examining the model ofFigure 4.16, it can be seen that this transfer

function will he equal ta

(4.13)

It is thus equivalent within a multiplicative constant to the jitter transfer function defined

previously in Eq. (3.1).

•

The test signal injection is simpler than it may seem at tïrst thought. A second CUITent

charge pump is placed in parallel with the phase detector charge pump and both outputs are

tied in a CUITent summing node as shown in Figure 4.17. In this schematic. the impedance

ZF implements the loop filter and Vc is the controlling voltage of the VCO. The accuracy

of this analog-to-digital conversion is a function of the matching of the two CUITent sources

Ip and Ix, typically ranging between 0.1 % - 1% in monolithic form. As it will be shawn

later, the charge-pump mismatch will lead to a jitter gain offset which can be subtracted

from the results. Another method for nulling a mismatch would be ta repeat the test with

the input of the charge pumps interchanged. That is. what used ta be the test charge pump

Test charge pump

Figure 4.17: Circuit modifications for signal injection in the phase-locked loop.

l-bit test signal~
PLL charge pump ~

to----------------o+-.......-----o VC

n-+-1
u~

1
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is now connected to the phase detector output while the PLL charge-pump is used for test

signal injection. This has the effect of averaging the mismatch error.

The test signal needs to be encoded on a single bit and this may be accomplished by LU:

modulation (see Appendix A). For a spectral test such as the jitter transfer function9the de­

sired test signal is a sinewave. The one-bit test signal will thus contain a very high-quality

sinewave and high-frequency quantization noise. Most of this noise is fiItered out by the

inherent lowpass characteristics of the PLL as explained in the section 4.1.3.

•

It is important ta note that the dock period for signal injection must he an integer multiple

of the reference signal period ta prevent aliasing of the quantization nüise back in the PLL

passband. This condition implies that the signal injection frequency cannot be higher than

the reference signai frequency. Because of this limitation on the signal injection frequency,

simplification of the scheme through the use of a single charge pump and time-sharing is

not possible. Therefore, in applications which cannot afford the extra charge pump or re­

quire high accuracY9 another method should be selected.

4.4 Maximum Jitter Amplitude in the Presence of

Quantization

A PLL has a limited range of input frequencies. This is usually set by the tuning capability

of the VCO and is referred to as the lock range. Any PLL test must therefore ensure that

the frequency of the stimulus signal remains within the lock range of the DUT. This restric­

tion is more of a concern for noise-shaped signais such as those used in the jitter generation

linear range

Figure 4.18: Effeet of quantization noise on the signal swing of sensitive nodes.
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Figure 4.19: Typieal signaI at the input of the VCO: Ca) One cycle. Cb) Zoom.

•

•

schemes of this ehapter. At many PLL nodes, the residual quantization noise in the test sig­

naI will increase the signaI swing. Here, the residuaI quantization noise refers to the input

signal noise that is not attenuated by the loop dynamies. To avoid meaningless test results,

this effect must be aceounted for so that aIl signaIs in the PLL remain within their linear

range.

Figure 4.18 illustrates the situation for a eritical PLL node, the input of the VCO. The volt­

age at this node will vary to aIlow the VCO to track the jittery signal. However, quantiza­

tian noise will inerease the voltage swing by an amouot Ô at eaeh end. The test designer

must make sure that the resulting voltage deviations remain within the range of input ta the

VCO for linear operation. A typical signal that eould be found at the input oode of a VCO

for a PLL driven by a M: modulated signaI is shown in Figure 4.19. It was obtained from

simulations of a PLL with the passive filter described in Figure 3.4 (h) 00 page 22 and the

parameters listed in Table 3.1 on page 27. Part (a) illustrates a full cycle while part (h)

shows in more details the lime intervaI where the maximum is loeated. The signal consists

of a high-frequeney square wave superimposed on a sinewave. While the sinewave ampli­

tude is only 9.5 mV peak-to-peak, the quantization noise is pushing the voltage range to

aImost 20 mV peak-to-peak.

To obtain an expression for the added voltage swing, S, it should he noted that the maxi­

mum disturbance will oceur when the sinewave is at its maximum or minimum and a quan-

59



Chapter 4 : Stimulus Generation
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Figure 4.20: Open loop model for voltage swing due to quantization.

tization step of relative value ~ is added. This event is contained within a single period of

the VCO signal. Therefore, as the VCO output is constant, the circuit cao be analyzed in

open loop configuration. Figure 4.20 illustrates the mode!. A quantization step in the test

signal is tumed into a pulse of duration ~ times the period of the phase detector, Tc. The

pulse amplitude is denoted K[. representing the gain of the test signal injection circuitry. It

will generally be equaJ to Kp, the gain of the phase detector and charge-pump circuits of

the PLL except when an extra charge pump injects the test signal (see Section 4.3). Finally,

tbis pulse is shaped by the PLL loop filter.

The input to the filter, :cft), is the sum of two steps of equal magnitude, one of which is in­

verted and delayed. This signal is thus expressed as

(4.14)

The output of the filter, y(t), wiIJ be its convolution with the tilter impulse response, g(t),

and is denoted

y(t) = :c(t) • g(t). (4.15)

This signal will have two discontinuities at t = 0 and at t = ~. Tc. The magnitude of Ô

is the amplitude of the discontinuities in the output signal. It will thus be proportionaJ to the

immediate response of the filter to a step function. This is denoted in the time domain as

•

Ô = Hm xCt) • g(t) = lim K[u(t) • g(t)
O+-l O+-t

The equation may he reformulated in the frequency domain resulting in

ô = K[G(s) 1 .
S~OCl

(4.16)

(4.17)
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As an example, this theory can be applied ta the simple passive Re filter of Figure 3.4 (h)

with test signal injection using the PLL charge pump. This could be, for example, the meth­

od of digital phase modulation of the input. The transfer function of the filter is

1
G(s) = R+ sC. (4.18)

Using this function into Eq. (4.17), the following expression is obtained for the disturbance

li = K p(R + s~) = KpR .
s~oo

(4.19)

•

•

For the values quoted in Table 3.1 on page 27, the maximum bound on Ô is found to be

Ô= 8xlO-7 Nrad x 2x x 1 kil = 5 mV. (4.20)

This value is consistent with the simulation results shown in Figure 4.19.

4.5 Summary

Various techniques for the generation of square waves with controlled sinusoidal jitter were

presented. First an analog solution consisting of an FM generator and a comparator was

presented. Direct digital synthesis methods were then explored. It was argued that these

techniques, used in analog instruments and in automatic test equipments, are not suitable

for on-chip implementation. Therefore, three methods for stimulating PLLs were intro­

duced. The first one is dubbed digital input phase modulation using delta-sigma modula­

tion. It is non-intrusive but requires a test dock frequency at least four times the PLL

frequency. The second one is the modulation of the signal in the feedhack path of the PLL.

It requires a lower external reference frequency but the PLL must have a counter in the

feedhack loop. Finally, the last method proposed is based on injecting a test signal directIy

at the input of the loop filter in the PLL. While it requires an extra charge pump, it allows

testing the PLL using a test dock of the same frequency as the reference signal. Finally, the

limitation on jitter amplitude because of quantization noise was derived.
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The second component of any test. after the generation of a stimulus. is the measurement

of the response from the device-under-test (DUT). Generally. evaIuating jitter involves

measuring the instantaneous period of a signal with a counter. However. as the operating

speed of devices get closer to the test dock controlling the counter. the accuracy achieved

is not sufficient. This chapter will examine various schemes for the analysis of jitter in a

digital signal.

5.1 Direct Jitter Quantization

The measurement of time intervals. and thus jitter. is traditionally performed with a

counter. This device records the number of rising edges of the dock in a time span. Obvi­

ously, the accuracy is then limited by the period of the counter. When sampling a signal

with a test dock. a transition occurring at any time between the two dock events will be

sensed on the second one. The mapping between the instantaneous phase, 8(t), and the mea­

sured phase, e(t), is therefore not one-to-one as depicted in Figure 5.1. The quantization

step, ~. is defined as

21t!C 21t
d =T = D (rad), (S. 1)

8(t), ...

•

+7t r- _- t Â
1

.• - -t. - - - -~-:-- - -1- - ... 8(t)-7t __ +Tt

1

- -Tt T...
Figure 5.1: Quantization ofjitter in sampling measurements.
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wherefs is the test clock frequency andfc is the PLL reference frequency. D is equal ta

f sIf c and is denoted the oversampling ratio. It assumes a value of 8 in Figure 5.1 as 8

quantization steps appear in a 21t interval. The quantization step is thus set ta 1tI4.

The problem of measuring the jitter in a signal is thus simiIar to analog-to-digital conver­

sion. The theory deveIoped for this latter application may be used to evaluate the quality of

measures obtained. Different factors such as the signal amplitude y the quantization step and

the number of points recorded will have an influence on trus. Under reasonable assump­

tions y the quantization noise power, PN• is equal to

•

")

d-
PN = 1_.... = --.,.

f 12D-

For a sinusoid with amplitude A, the signal power, Ps, will be

Hence, the signal-ta-noise ratio (SNR) is

SNR = Ps = 6~2 =6A 2D2
.

PN Li-

(5.2)

(5.3)

(5.4)

•

A large value for A or D is necessary ta yield a decent measurement accuracy. Figure 5.2

shows the measured SNR with respect to the signal amplitude for two different values of

0.5 1 1.5 2
signal amplitude (u.i.)

Figure 5.2: Signal-ta-noise ratio of measured jitter signal.
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clock ratio. The acceptable minimum measurement SNR is defined by the accuracy de­

sired. Typically, a 40 dB SNR is aimed for. To achieve trus, a solution is to increase D

which is equivalent to increasing the test clock frequency. However, for a fast PLL, a large

value of D may not be an option. Yet, because the signal is narrowband, sorne techniques

may be used to somewhat improve the quality by isolating the signal from the noise using

a filter or a fast Fourier transform (FFf) but these solutions are computationally expensive.

If an FFf is used, then a multi-tone test can be performed. In a muiti-tone test. sinewaves

of different frequencies are summed and simultaneously applied to the input of the device

under test. The FFf is performed on the output to extract the PLL gain at each sinewave

frequency. Thus, with a single input signal, the transfer function may be measured at many

frequencies. However, there is a practical issue with concurrent FFf processing. The output

of the counter and thus the input to the FFf is a variable-rate signal whose frequency is

equal to the instantaneous frequency of the PLL. However, the average rate of this signal

is the PLL input signal carrier frequency and on-chip processing may he performed with

the help of a first-in first-out (RFÛ) buffer. Altematively, this signal may either he stored

00 the chip with a RAM and later processed or dumped ta the tester. Another solution is to

send the digital data directly to the tester but it then requires a high-speed link.

In conclusion, direct measurement of jitter using a counter is not possible for fast PLLs be­

cause the test dock frequency can not he made significantIy larger than the PLL frequency.

However, it is feasible for low-frequency PLLs where il would allow fast testing using

muiti-tone measurements.

5.2 Analog Phase Measurement

The accuracy achievable with measurements of jitter using a counter is not sufficient.

Methods to increase the accuracy beyond the dock period should thus he investigated. In

the PLL itself can be found a device that performs time measurements. By defmition, the

phase-frequeocy detector (Figure 3.2) compares two signais and asserts one of the two out­

put lines for a duration equal to the time difference between the rising edges of the input
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Figure 5.3: Analog phase measurement.

phase
detector down

input
signal

reference

•

•

signais. To convert this time difference to a voltage, a charge pump and a ti1ter are used.

Figure 5.3 illustrates an analog time interpolator based on this principle. The capacitor in­

tegrates the current at the output of the charge pump and the time difference may then be

read as a voltage. Once a measure is performed, the capacitor is discharged to allow for the

next measurement. The limitations of this measuring scheme are obvious. First, it suffers

from integral non-linearity because the absolute values of the current sources and the ca­

pacitor are highly dependent on process variations. Furthermore the reset phase in which

the capacitor must discharge severely limits the rate of operation. However, analog phase

measurement has been used to measure statie jitter with a tilter for averaging in place of the

integrate and dump circuit [51].

5.3 Digital Time Interpolation

The limitation of the clock period may be more easily overcome using digital measuce­

ments. The circuit which allows this feat is the calibrated delay line [52]. A typieal delay

•

start

Encoder

Figure 5.4: Time digitization using a delay Hne.
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tine for the digitization of short time interval is shown in Figure 5.4. The stop signal is used

to capture the position of the start signal propagating through the delay lïne. Because the

delays are process and operating conditions dependent y the delay line must be conlinuously

calibratedy an operation usually involving a delay-locked loop. Yet, matching errors will

cause significant differential non-linearity. Furthermore, digitization of small lime inter­

vals using delay lines demands significant silicon area and requires very careful layout.

Calibrated delay lines have reportedly been used in automatic test equipment (ATE) [53].

Nevertheless, the area overhead is too large far this measurement methad to be used in a

BIST scheme.

5.4 Comparing Jitter With a Threshold

•
It was shown in the previous sections that the exact gauging of the jitter response Siz) is

thus rather difficult. This is especially truc within the limitations imposed by a BIST appli­

cation. Fortunately, using the test clock, a measure that can be made with good accuracy is

whether So(z) is above or below a phase threshold. However, this analysis strategy requires

a modification of the usual measurement procedure. Generally, an input signal is applied

to a DUT and the output is measured exactly. Herey for a given jitter frequency, an output

jitter level is selected and the amplitude of the input jitter is varied. Ultimately the test sig­

nai amplitude that results in the selected output jitter is obtained and used to compute the

jitter transfer function. The edges of the test ciocky assumed to be jitter free y will be used to

establish this threshold. Figure 5.5 illustrates how tbis cao be accomplished. The dashed

lines represent the rising edges of the test dock with the bold ones indicating the rising tran­

sitions of the reference dock. The output signal is sampled at positive test dock edges until

two adjacent samples yield a 0 followed by al, indicating a rising edge of the signal. If this

zero jitter
rreference

1 • • • •

jitter larger

t 1 k I-than lhresholdest c oc
. ris~nç e?gf} .. .

. validai!
.. ~nt.~..
, t l' ..
1 l' t •

. ..
1 • •
1 •

samples 0 0 0 0 1 1 1 1 0 0 1

Figure 5.5: Comparing a square wave against ajitter threshold.•
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rising edge occurs in intervals immediately before or after the reference test dock edge,

then jitter is below threshold; otherwise, an error is generated. Retuming to Figure 5.5, a

vector is composed of the three samples obtained using the positive test dock edges which

are dasest ta the reference clock rising edge. Obviously, when this veetor is equal to 000

or Ill, it can be conduded that the jitter is larger than the threshald. Over a tirne interval,

the number of eITors is counted and a bit error rate (BER) measure can he obtained. This

averaging is done to prevent glitches and noise sources from signifieantly affecting the final

result. In Figure 5.5, a ratio of the test dock frequency over the reference signal frequency

of 8 allows a minimum value for the phase threshold of 1tI4. Larger values could also be

used for the threshold by allowing more test dock cycles in the valid interval.

This jitter analysis method requires a test dock frequency at least three times the reference

frequency. Three periods of the test dock for a PLL period is the limiting case as two of

the dock periods must compose the valid interval, leaving one ta catch jitter above thresh­

old. A different scheme however can he used that compares jitter against a 1t rad threshold

using a 50% dutYcycle test dock of the same frequency as the reference clock [54]. Should

the test clock fail to exhibit a 50% dutYcycle then the results will be affected. The severity

of the error will depend on the extent of the statie and random components of the dutYcycle

Sampling

data:

vco
. ~~!e~~ __ .

Ca)

Error
detecuon

, error _1 counte~

î
reference

Figure 5.6: (a) Circuit to evaluate a 1t radjitter threshold. (b) Typical wavefonns.•
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variations. This topic will be explored in Section 5.5. Figure 5.6 (a) illustrates how it can

be implemented with a few gates and registers. To the left, a dummy data signal is frrst gen­

erated with the help of a toggle register clocked with the negative edge of the reference sig­

nal. The threshold is then verified by sampling this data signal with bath the reference

clock, used at the input of the PLL, and the jittery VCO output signal. When the output jitter

exceeds 1t rad, sarnpling errors will happen because the output of the PLL will slip a data

cycle. This is shawn in Figure 5.6 (b) where an error occurs when the jitter goes from O.91t

ta 1.11t. This circuit is somewhat similar to the circuit used for the jitter tolerance test (see

Section 3.4.1).

A single frequency jitter test is performed with the following procedure. An input jitter,

a;(z) or aiz), is applied ta the PLL and its amplitude is modified until the maximum value

resulting in output jitter below threshold is found. The fastest strategy for obtaining this in­

put jitter amplitude is to use a binary search algorithm. The initial amplitude, denoted Ao'

is zero and the initial increment, denoted do, is 0.5. A test is performed with amplitude

Ao+do' If the VCO output jitter is lower than the threshold then the next amplitude A/will

be Ao+~o' Otherwise, the amplitude remains the same (A/=Ao)' The increment is then di­

vided by two and the procedure is repeated until the desired accuracy is achieved. The mea­

surement uncertainty associated with the signal amplitude following k such steps will be

~';2, or 2-(k+/). However, arbitrary accuracy can not be achieved as noise sources are al­

ways present. The identification of these sources and the evaluation of their effect is the

topie of the following section

5.5 Accuracy of Jitter Threshold

The accuracy of the results obtained with a jitter threshold measurement technique will de­

pend on many factors. The sampling of the PLL output signal by the test clock is the critical

action. Figure 5.7 depicts this operation. The output of the PLL is captured at discrete lime

instants by a flip-flop with the heip ofa test dock. Six different sources oferrors are located

on the diagram. These factors may he divided in two categories. The frrst one includes ef­

fects leading to a constant (static) jitter. The second set groups sources of randomjitter. As
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Figure 5.7: Factors contributing to measurement accuracy.

they result in different types of errors in the measurements, they will be analyzed separate­

ly.

•

•

5.5.1 Sources ofStatic litter Errors

PLL static jitter may be eaused by mismatch and offsets in the PLL. Statie jitter will add to

the jitter from the input signal and thus modify the effective outputjitter threshold. Its effect

can only be reduced by using a jitter threshold mueh larger than the jitter noise. Altema­

tively, as it results in a gain offset independent of frequeney, it could be accounted for and

subtraeted from the final results. This will be diseussed in the next ehapter. Another impor­

tant issue is the analog behavior of digital components at high speed. For example, the de­

lay of the flip-flop used to sample the output signal may become significant at very high

frequencies. This also leads to statie jitter. Finally, for the signal injection method, the

matching of the two charge pumps is obviously a cause of errors. While it does not create

a statie jitter, its effeet on test results is similar.

5.5.2 Sources ofRandom litter

The primary source of random jitter at the output is the jitter quantization noise from the

input signal which passes through the PLL. While for simplification it bas been assumed

that the outputjitter is a sinusoid, it is in faet eorrupted by this noise. A measure of the qual­

ity of the output jitter is the signal-to-noise ratio (SNR). A nurober of parameters will in-
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fluence the effective output jitter SNR: the jitter creation dock frequency, the LU:

modulator noise transfer function, the number of quantization bits and the PLL order and

bandwidth. The effect of the PLL bandwidth and of the number of quantization levels can

be seen in Figure 5.8. This graph shows the simulated SNR of the output j itter with respect

to the ratio of the cutoff frequency of the PLL over the operating frequency. Curves are dîs­

played for three quantization granularities. The bottom one is a I-bit signal for the jitter in­

jection technique. The top two curves are muiti-bit signals suitable for digital phase

modulation. A second-order LU: modulator is employed and the output jitter amplitude is

held constant at 1C. Two obvious conclusions may be drawn. First, the signal quality increas­

es with the number of quantization levels. Secondly, as the loop bandwidth increases, more

noise is passed through and the output jitter sinewave quality decreases. For referellce, dig­

ital data communication systems such as SONET mandate a relative loop bandwidth of

about 0.1 %. It is interesting to note that for each frequency point of ajitter transfer function,

the SNR of the measured output jitter will remain constant. As a proof, first note that, under

a white noise assumption for the quantizer error, the noise present in the output jitter does

not vary with the signal frequency. Furthermore, as the output jitter threshold is fixed, the

output signal amplitude is constant and so is the signal power at that node. The SNR is thus

constant over the whole frequency range.

digital
modulation

Ô =1tI4 Ô =1tI2
;

al 60
~

a:
z 40(J)

20 ..

o

10-5 10-4 10-3 10-2 10-1

relative bandwidth

Figure 5.8: Signal-to-noise ratio of the output jitter versus the PLL relative

bandwidth.
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Another parameter that will affect the accuracy of the results is the amount of jitter present

in the test dock. In fact, the timing accuracy is a fundamentallimitation of any digital test.

However, the dock signal should be generated by a tester and, provided a sound floorplan,

this source of error should be negligible.

A more significant problem is the random jitter generated intemally by the PLL. Much like

static jitter, random jitter from different sources will add to the desired signal and modify

the effective threshold. However, because of the randomness, the exact effect on the results

may not be predicted. The only available solutions, albeit partial, are to reduce randomjitter

contributions wherever possible, ta increase the jitter threshold and to average out the ef­

fects of noise by repeating the test many times.

5.5.3 Effect ofRandom Jitter on Results Variability

Any measurement will entail sorne uncertainty. Yet, the accuracy of the measures is a very

important factor of test design. The objective of this section is to find the accuracy that cao

be achieved with the use of a threshold for measuring sine wave amplitude.

First, the signal at the output of the PLL, soft), can be described in the time domain as

so(t) = sgn{sin[21t!et+Asin(21t!/+'Pj)+n(t)]}, (5.5)

wherele is the carrier frequency. A is the jitter signal amplitude whileIj is its frequency and

'Pi is its initial phase. The jitter signal described by these three parameters is the input jitter

stimulus modified by the PLL transfer function. n(t) is a phase noise (jitter) term. This last

component is assumed to be unrelated to the signal and statiooary. Because the output is a

digital signal, only the positions of the rising edges of this signal are of interest. A discrete­

time notation may thus be used where k is a time index of these events. They will occur

when the expression inside the square brackets evaluates to a multiple of 21t. Now, let the

phase of the jitter sinusoidal function be denoted $(t). It is equal to

(5.6)

The analysis cao be simplified by assuming that ep(t} is uniformly distributed at the rising

edges of the VCO output. This cao he justified by ooting that the carrier frequency is much
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Figure 5.9: Probability density functions: (a) Sinewave. (b) Gaussian noise.

larger than the jitter frequency and that the test duration encompasses a large number of si­

nusoidal phase periods. The analysis method consists in counting the number of eerors for

a given input jitter frequency and amplitude. Now. an error will be recorded when the ab­

solute value of the signal jitter is larger than the jitter threshold, fT' a condition denoted as

• lA sin (<j)[k]) + n[k]1 > l T . (5.7)

Note that the time index is irrelevant here because the first component of the left hand side

is cyclo-stationary while the second is stationary. Typical probability density functions of

the two components are shown in Figure 5.9. The probability density function (pdf) of the

left side of the inequality will thus be the convolution of the pdfof a sinewave and Gaussian

distribution. An example is illustrated in Figure 5.10

The determination of the jitter transfer function at a given frequency to a [-bit precision in­

volves performing [measures to find the input signaIjitter amplitude resulting in the select­

ed output signal jitter threshold. For each measure, an error rate, E, defined as

E = i {IASin(tjl[kl~ n[kll > JT} •

N=O

(5.8)

•
is computed where M is the number of PLL cycles in the test. This error rate is compared

with a predetermined error level, ET' and the current bit is set to 1 if it is helow that thresh­

old and to 0 otherwise. A bit will he set incorrectly when the measured value of the error
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Figure 5.10: Probability density functions of sum of sinewave and

Gaussian noise.

•
rate is on the wrong side of the error threshold. Ta quantify the test accuracy, the probability

of a bit being set to zero, PCE > ET) with respect to the amplitude must be computed. Since

the solution of Eq. (5.8) is very elaborate, Monte Carlo analysis is used. A simulation was

thus performed where P(E > ET) was calculated for various ratios of signal amplitude ver­

sus threshold level. The resuIts in the form of a cumulative density function are shown in

Figure 5.11 for five different values ofSNR. For each curve, two parameters are of interest.

The first one is the median of the pdf which is determined by the amplitude at which the

0.5 0.6 0.7 0.8 0.9
relative signal amplitude

Figure 5.11: Probability of threshold test succeeding versus signal amplitude.
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probability is 0.5 on the graphe Since this value is different from unitY, where the amplitude

is equal to the threshold, it implies that a systematic error will he introduced. For example,

since the amplitude leading to 0.5 probability for the 34 dB SNR curve is 0.63, a 4 dB av­

erage measurement error cao he expected. However, tbis systematic error will rernain con­

stant over the whole frequency range and may thus he accounted for when interpreting the

results. Of more concem is the spread of the curves as it leads to a variability in the test

results. It is obvious from the graph that the uncertainty will increase with decreasing SNR.

5.6 Summary

Various methods for analyzing jitter in a square wave were presented. It was argued that

analog methods can not achieve sufficient accuracy while digital phase interpolation re­

quires tao much silicon real estate. The simplest implementation tums out to be a jitter

threshold. However, it requires a different methodology. The factors contributing to the ac­

curacy of the measurement were analyzed.
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Experiments are essential in verifying the models relied upon in a synthesis work. This is

especially true of PLLs as many simplifications are necessary to obtain the generally ac­

cepted model. Furthermore, experimental work is usefui in evaluating the extent of second­

order effects which could otherwise onfy be assessed with extensive simulations. Obvious­

Iy, the ultimate validation of a proposed built-in self-test (BIST) method would be to ap­

pend it to a commercial product. However, this opportunity does not exist in an academic

environment. The alternative is to design the device ta be tested before adding the test cir­

cuitry. This is clearly not possible within the time frame of a graduate degree. As the design

cycle of an IC (conception, fabrication and test) approaches 10 months, errors become very

costly. Furthermore, it requires students to master all the subtleties of IC design on top of

their core competency as the device under test (DUT) must approach commercial ICs per­

formances. Ultimately, a student could be performing design work from the system level

down ta the transistor. Clearly, this is not possible. Therefore, in practice, the implementa­

tion of system ideas in silicon is restricted to university groups which are vertically inte­

grated. The remaining acceptable solution is to prototype the device using off-the-shelf

components on a bread-board. While a discrete-component implementation presents differ­

ent characteristics from ICs in terrns of matching, tolerance, parasitics and speed, the mea­

sured data is nevertheless closer to reality than sin1ulation.

6.1 Experimental Set-up

A self-test capable PLL prototype was built on a bread-board to verify the jitter transfer

function measurement scheme. An overview of the complete test setup is provided in

Figure 6.1. Only off-the-shelf analog components were designed in and populated the

bread-board. On the other hand, the digital circuits are coded in VHDL, a hardware descrip-
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workstation digital modules FPGA bread-board

J!'!;HP-mbUS 1~I=======a-I[jD
Figure 6.1: Prototyping system hardware.

tian language, and then cornpiled for an FPGA target. Digital modules provide parameters

to the digital control circuitry and read results from the FPGA according to a program run­

ning on a workstation.

•

The schematic of the analog portion placed on the bread-board is shown in Figure 6.2. The

DUT is centered around a VCO from a 74HC4046 monolithic phase-locked loop. Howev­

er, because this IC uses a voltage charge pump and since its phase detector could not be

separated frorn this block, the phase detector is irnplemented on the FPGA. The charge

pump is built out of discrete NPN and PNP transistors, a resistor and analog switches from

a 74HC4066. The charge pump circuit is in faet the critical circuit for determining the max­

imum frequency of the test. It was operated at 100 kHz as parasitics of the board and the

time constants of sorne components, notably the analog switches, did not allow for a higher

frequency. However, the measurement scheme should be extendable to much higher fre­

quencies as the prototype circuits are similar in nature to the PLL components.

vco
output

..
74HC4066

·2N3402

"2N3704

Figure 6.2: Analog portion of experimental set-up on bread board.•
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Figure 6.3: Circuit ta maintain the CUITent sources in their linear region.

A circuit is aIso required ta maintain the transistors composing the CUITent sources inside

their linear region when the switches are open. It is shown in Figure 6.3 for one of the two

charge pumps. On the right side are the components implementing the active charge pump

and the fil ter, while on the left is a CUITent sink based on an op-amp to avoid charge build

up when switches are open and thus saturation of the transistors composing the current

sources.,

Two different PLL architectures are used to qualify the BIST method. The first one has the

VCO locking to the input reference frequency and therefore no counter. This architecture

is used to verify the digital modulation of the input method and the test signal injection with

a charge pump method. Sînce the other PLL stimulus technique, digital modulation of the

output, requires a counter in the feedhack path, a different architecture is necessary to ver­

ify ils behavior.
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6.2 Experiments Without a Counter in Feedback Path

A diagram of the digital portion of the test setup for the first architecture is shown in

Figure 6.4. Two types of digital signais for jitter creation (p(n) and ose) are generated by a

lowpass~ oscillator programmed on the FPGA. It uses 24-bit buses to achieve a tunability

of 55 parts per million of its dock frequency. A 3-bit quantizer in addition to the standard

l-bit quantizer makes the signal generator capable of multi-bit output (refer to Figure A.IO)

for the purpose of digital phase modulation. Ir should be noted that apart from the quantizer,

~ modulator circuitry is not duplicated as it will be operated in a time-shared mode at dou­

ble speed for multi-bit operation.

The input to the PLL can be set to accommodate both jitter generation methods. For the

100p jitter injection scheme, a 100 kHz square wave is presented to the input of the phase

detector. Alternatively, this input cao also be the same signal phase modulated with the help

of a 800 kHz test dock. Eight jitter steps are therefore possible, resulting in a 1tI4 quantiza­

tion.

Various jitter threshold circuits are also implemented on the FPGA. The 1t jitter threshold

circuit of Figure 5.6 (a) will be employed in conjunction with the loop jitter injection. On

the other hand, thresholds of 7tl2 and 7tl4 are implemented for the digital phase modulation

method, taking advantage of the higher test dock frequency.

pen)

Figure 6.4: Digital portion of tirst architecture.•
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For each test, a warm-up stage of 214 data cycles is executed to remove transients before a

2 16 data cycles test stage is performed. The error threshold is set ta 64, corresponding ta a

bit-error rate (BER) of 10-3. A control module buBt around a finite state machine selects

the amplitude of the input jitter for the ensuing test according ta the output of the jitter

threshold circuit, using the binary search algorithm. At each frequency point, the amplitude

is resolved to an aecuracy of 15 bits within 13 seconds. The entire digital circuitry for all

the experiments requires 81 percent of the resources of an XC40 10 FPGA. This experimen­

tal setup is connected to a workstation through ua modules to allow a deiving software to

set the 10wpass LU: oscillator frequency as weil as rearl the amplitude after a frequency test.

The jitter transfer function measurement is carried out for both the jitter injection and the

digital phase modulation techniques on three PLL configurations having different band­

widths and damping values. Table 6.1 summarizes the main parameters of these experi­

ments. The same current value is used for both charge pumps (lx = lp).

Experiment 1 Experiment 2 Experiment 3

R 1.0 kil 2.2 kil 3.3 kil

Cl 2.0 IlF 5.1 ~ LO JlF

C2 LOO pF 480pF 100 pF

Ix 47 IlA 47J.1A 471lA

Kp 7.5 J.LAlrad 7.5 J.LAlrad 7.5llNrad

Ka L75 kradIV 175 kradIV 175 kradlV

Table 6.1: PLL without counter experiments parameters.

The results of the experiments on the first configuration are shown in Figure 6.5. A mea­

sured jitter transfer function for each jitter generation method is displayed. Note that the

transfer funetions are presented in the continuous-time domain as designers are more famil­

iar with this representation. The dotted line represent the theoretical jitter transfer function

as predicted from the values of the components displayed in Table 6.1. The phase modula­

tion scheme used a rcl2 threshold for tms experiment. The curve shows a 0.4 dB offset

which can he attributed mostly to the static jitter of the PLL. A 0.4 dB value for this offset
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2 jitter inie'ction

1 p ase modulation
CD
~ 0 --lfiéory------
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Figure 6.5: Jitter transfer function: no counrer. experiment 1.

represents a 450 ps (4.5%) statie jitter. For the other jitter creation scheme, the signal injec­

tion dock was chosen to be 50 kHz, that is half the PLL rate, in order to demonstrate the

flexibility in selecting this parameter. The offset is larger, possibly because of mismatch

between the two charge pumps realized out of discrete transistors. In fact, subtracting the

static jitter value calculated previously, the charge pump mismatch is evaluated using the

results of Figure 6.5 to be 8.8%.

Table 6.2 summarizes the features of the curves after removal of the offsets for all the ex­

periments. The results of the first experiment can be found in the second and third column.

Both methods yield similar results for the PLL bandwidth and jitter peaking. The theoreti­

cal predictions are slightly off, most probably because of the parasitics of the setup which

were not accounted for in the calculations.

R= 1.0 kQ R=2.2 kil R= 3.3 kil
C f =2J.lF CI = 5.1 J.1F C, = 10 J.lF

3dB J.p. 3dB j.p. 3dB j.p.
(Hz) (dB) (Hz) (dB) (Hz) (dB)

signal injection 238 1.49 435 0.42 --- ---

phase modulation 234 1.29 395 0.24 541 0.04

theory 283 1.71 466 0.22 694 0.05

Table 6.2: PLL without couoter results summary.
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Figure 6.6: litrer transfer function: no counter, experiment 2.

Tbe jitter transfer functions measured in the second experiment are shown in Figure 6.6.

This PLL exhibits a Iarger bandwidth and is more damped. It can be seen tbat the curve ob­

tained here with the jitter injection technique is of lesser quality. This came about because

the larger bandwidth yields a lower output jitter SNR. From the graph of Figure 5.8, it cao

be seen that this SNR is barely over 20 dB. On the other hand, the digital phase modulation

still shows a smooth curve because of the 3-bit quantization which results in lower noise

levels. The meaningfuI parameters are summarized in the two middle columns ofTahle 6.2.

Jltter InJec 1 n

)
_ 0 --- ..-'ifiêoij-·--··----· .............
CO ....
~-1 ..-c
'ca -2
C'

-3

-4
1
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2

10
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Frequency (Hz)

Figure 6.7: litter transfer function: no counter, experiment 3.
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The filter impedance was further increased for the third experiment. The measured jitter

transfer functions are shawn in Figure 6.7. Obviously, the curve obtained with the jitter in­

jection technique is of poor quality. This problem is caused because a current is being in­

jected in a large impedance. As a result, the circuit node where the test signal is injected

cannot handle the large voltage swings. In other words, the charge pump and the VCO

probably venture out of their Iinear range because of the large charge injected on each cy­

cle. This issue was discussed in Section 4.4. On the other hand, the digital phase modulation

scheme is less disturbing ta the circuit bccausc of the 3-bit quantization. Indeed, multi-bit

quantization results in lower noise levels. Even though the high frequency input jitter noise

does not show up in the output signal, it must still be absorbed by the PLL. This noise re­

duces the dynanuc range of sensitive circuit nodes. To further attenuate this problem for

phase modulation, a lower threshold value of 7tl4 was selected as it a1lows for smaller input

jitter amplitudes. The resulting curve is much smoother. Again, the meaningful parameters

are displayed in the two right most columns of Table 6.2. Entries for the jitter loop injection

method are missing because the quality of the curve does not allow for the extraction of its

appropriate parameters.

6.3 Experiments With a Counter in Feedback Path

A diagram showing the digital portion of the test setup for the second architecture is drawn

in Figure 6.8. A 800 kHz test dock is required for the j itter threshold circuit and it must

f(n)

+

•

variable .....-_....,
.--------....... counter

800 kHz
test clock~. ...--.....-t

"---_....
jitter

vco ~------+tthresholdoutput

frequency

amplitude

Figure 6.8: Digital portion of second architecture.

1--....... f(n)
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therefore be divided by 8 to generate a 100 kHz reference signal. The signal controlling the

variable length counter is generated by a lowpass LU: oscillator programmed on the FPGA.

In contrast to the circuit in the previous section, it uses an 8-to-l multiplexer to obtain a 3­

bit signal instead of time-multiplexing the LU: modulator. The average counter length is 8

and therefore the VCO carrier freqllency will be 800 kHz.The jitter transfer fllnction was

measured for two PLL configurations having different bandwidths and damping values.

The value of the components used in the experiments are summarized in Table 6.3.

Experiment 1 Experiment 2

R 470n 1.2kn

Cl 2.0 f.lF 10 f.lF

Cz 100 pF 100 pF

Ix 47 JlA 47 J.lA

Kp 7.5 JlAlrad 7.5 J.lA/rad

Ko 175 kradIV 175 kradIV

Table 6.3: PLL with counter experiments parameters.

The results of the first experiment are shown in Figure 6.9. The measured jitter transfer

function is plotted with a solid line. For comparison, a transfer function obtained using the

measured values of the discrete components and PLL theory is plotted with a dashed line.

6,---....-.......-------......----.-----,

4 modulation ~",~ ...
2 of output .,_•••-

~CD ••• - •••-
o ------.-
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Figure 6.9: litter transfer function: counter in feedback, experiment 1.
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Figure 6.10: litter transfer funetion: counter in feedbaek, experiment 2.

It ean be seen that the experimental results are quite similar to what is predicted by theory.

However, a 0.6 dB offset is noticeable. Il can be attributed to the statie jitter of the PLL

arising from mismatch in the up and down charge pumps. The measurement of a jitter trans­

fer function with a larger damping value (inereased R and C) is shawn in Figure 6.1 O.

The features of the measured jitter transfer function are compared with the theoretical pre­

dictions in Table 6.4. Much like the results of the previous section, the match is quite good

eonsidering the faet that parasitic effects were not factored in the theoretical predictions.

R=470Q R= 1.2 kil
CI =2.0 IlF CI = 10 JlF

3 dB j.p. 3 dB j.p.
(Hz) (dB) (Hz) (dB)

experimental results 208 4.73 264 0.07

theory 219 4.61 317 0.23

Table 6.4: PLL with counter results summary.
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6.4Summary

The functionality of the jitter transfer function measurement scheme was verified with ex­

periments. The test prototype was built out of discrete analog components and an FPGA.

Measurements were first made with both jitter injection using a charge pump and digital

phase modulation of the input for three different PLL configurations. The experiments were

then repeated with a PLL including a counter and the digital modulation of the output meth­

ad for two contïgurations. Comparison of the test results with theoretical predictions ob­

tained from PLL components values show that the method is sound. However care must he

exercised in selecting the jitter stimulus method and the test parameters, the test dock fre­

quency for example, to avoid results of low quality.
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7.1 Short Summary

A PLL jitter transfer function measurement technique has been presented. It is entirely dig­

ital except for the possible addition of a charge pump. The technique is suitable for buHt-in

self-test since it does not require trimming. Three methods were introduced for the creation

of jitter, allowing trade-offs between test dock frequency on one side and loading, com­

plexity and accuracy on the other side. Outputjitter is analyzed using ajiuer threshold. Ex­

perimental results were presented which suggest this scheme could be successfully

implemented on silicon.

7.2 Overhead for BIST Implementation

For any integrated measurement scheme, the area overhead is obviously a major concem.

While the digital portion of the experimental setup of Chapter 6 uses a large portion of the

FPGA, a much more compact implementation is possible. Indeed, a~ oscillator was se­

lected as the signal generator because of its versatility since a complete jitter transfer func­

tion was sought. However, in many applications, a smaller number of signal frequencies

and amplitudes are necessary and a fixed-Iength periodic byte stream could generate the

signais for the cost a few kilo-bits of RAM. For example, ta verify that the bandwidth of

the PLL is smaller than sorne value, only one test is required. Exact figures for overhead,

or measurement lime depend heavily on the PLL application. Moreover, one should not

have a dogmatic stance about overhead as the addiùon of the on-chip measurement circuits

adds vaIue to a system. The economic gains from a BIST may far overweight the cast of

extra silicon.
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7.3 Significance of Original Results

The jitter transfer function measurement method in trus work allows the verification of PLL

compliance to specifications using a low-speed digital interface instead of high-speed ana­

log instruments. This is especiaJly important for a number of digital integrated circuits

which are devoid of analog blocks except for a PLL. While these ICs would normally re­

quire a high-speed mixed-signaJ tester, our BIST proposai makes them testable with a much

less expensive low-speed digital tester. Furthermore, our proposed method is the only work

published that addresses the measurement of PLL characteristics as a whole.

Three different methods have been presented for stimulus generation allowing trade-offs

between speed, accuracy and complexity. A wide variety of PLL configurations may thus

be accommodated. Two of the signal generation methods are novel while the third one has

never been employed in test applications. In particular, digital phase modulation of the in­

put is the first reported use of delta-sigma modulation in the phase (time) domain for digi­

tal-to-analog conversion. In fact, all these signal generation methods rely on delta-sigma

modulation. The effect of the quantization noise inherent to this technique on the dynamic

range of internaI PLL nodes was studied and bounds useful for test design were ohtained.

The output signal analysis method is very simple. It thus has a small impact on the test over­

head. The accuracy ofthis jitter measurement method was examined. AlI the error sources

were identified and their effects on the results were described.

7.4 Future Work

Three directions are possible for the future of this project. The first one is to consolidate the

gains by implementing the jitter transfer function measurement scheme alongside a PLL

from a commercial part. Integrating the stimulus generation and jitter analysis circuits with

a sub-micron process and performing the test at a few hundred megahertz would dissipate

any doubt about the possibility of BIST for high speed PLLs. However, this requires a sig­

nificant effort as weIl as collaboration with an industrial partner to obtain a state-of-the-art

device. The second research persPective is the possibility of measuring the jitter output us-
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Figure 7.1: Applying delta-sigma modulation concept to jitter measurement.

ing sorne application of delta-sigma modulation. This concept is illustrated in Figure 7.1.

The jitter threshold circuit only performs a coarse quantization. However, the decision is

fed back and subtracted from the input. The effect is that the error occurred because of

quantization is taken into account for the following decisions. lt is expected that, with a

suitable jitter filter, an integrator for example, quantization noise can be shaped outside the

signal band. Ta recover the desired signal, decimation is performed on the digital output.

The result is a more accurate jitter measure and the possibility ta perfonn multi-tone tests.

However important issues must be solved to actually implement the concept of Figure 7.1.

Foremost is the analog nature of the jitter summer and the jitter integrator which may re­

quire calibration. Aiso note that such an apparatus would not be able to measure PLL jitter

noise as this signal is highpass with a large bandwidth.

The final direction is the exploration of the use of the tools disclosed in this work ta mea­

sure other specifications of the PLL such as lock range, lock time or jitter noise.
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Appendix A: Delta-Sigma

Modulation

Delta-sigma modulation [ is a technique that allows the encoding of a bandIimited signal,

either digital or analog, onto a very small number of bits. An error is created by this quan­

tization operation but it is filtered such that its power appears mostly at high frequencies,

away from the frequency band occupied by the signal. This feat is realized by feeding back

the quantizatian errar ta a filter and summing it with the input before the next quantization

is performed. With the help of delta-sigma modulation, arbitrary signals, such as a sinusoid,

can be represented by a square wave (l-bit signal) with the difference being composed

mostly of high-frequency noise. This noise may later be filtered to recover the original sig­

nal plus minimal in-band noise. The one-bit format is especially useful in analog signal

generation as one-bit digital-to-analog converters (DAC) are easy to design and are inher­

ently Hnear.

A.t Delta-Sigma Modulation Basics

L1I modulators, or oversampling converters, are extensively used in data conversion cir­

cuits. They have replaced traditional schemes, labelJed Nyquist converters2, in most appli­

cations where the dock frequency may be made significantly [arger than the signal

bandwidth. Even though LU: modulators used in DACs and in anaJog-to-digital converters

1. Aiso referred to as sigma-delta (~) modulation (see [47]).

2. Nyquist converters use a clock frequency twice the maximum frequency compo­

nent of the input signal in accordance with Nyquist theorem.
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•

(AOC) sbare many features, we will be mainly concemed with the former as our goal is

analog signal generation.

•
The purpose of a LU: modulator in the context of digital-to-analog conversion is to encode

the input sucb tbat there is a reduced number ofquantization levels at the output. The output

signal may ultimately be encoded into a single bit stream. However, reducing the number

of quantization levels involves adding an error signal corresponding to the difference be­

tween the quantized signal and the original signal. This error signal is labelled quantization

error or quantization noise. Figure A.l illustrates the quantization error for a sinusoid of

amplitude equal to one with nine quantization levels. It can be seen that tbis quantization

error is quite large.

•

In fact, the power of the quantization error power for al-bit encoding is so large that it

would not be practical with Nyquist conversion. Instead oversampling and noise shaping

techniques must be used. The difference between Nyquist conversion and oversarnpling

cao be highlighted by observing their characteristics in the frequency domain. Consider a

single tone input to each converter. The power sPectral density appearing at the output are

those seen in Figure A.2 (a) and (b). In Nyquist conversion, as the sampling frequency ifs)

is equal to twice the bandwidth of the signal (fb), the quantization noise power, illustrated

by the shaded area, is distributed between OC and/ho Consequently, the noise floor, repre­

sented by a broken tine, is high. Note that even though the quantization noise is shown bere
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Figure A.2: (a) Nyquist conversion. (b) Oversampling conversion

(c) Noise shaping.

as white, it is usually not the case for most signaIs. This simplification is lIsed ta help visu­

alize the difference between the types of conversion. When sampling at a larger frequency

(oversampling), the quantization noise power is the same, but is spread over a larger fre­

quency band. Therefore the in-band noise. defined as the noise falling between 0 andfb' is

reduced and the noise floor is lower. The ratio of the Nyquist frequency ifN) to the band­

width of the signal frequency band is termed the oversampling ratio (OSR):

OSR = IN = 1s/2 .
lb lb

~ modulation further filters out most of the quantization noise in a signal band by using

noise shaping techniques resulting in the power spectrum shown in Figure A.2(c). It is ev­

ident that the in-band noise is significantly reduced.

To achieve noise shaping, a feedhack loop is built around the quantizer. While the transfer

function of the signal to the converter output is unaffected, at least in the signal band, the

transfer function from the quantizer ta the output represents a filter with significant atten­

uation in this signal band. This topic will he further developed in the following section. A

generic LU: modulator topology is shawn in Figure A.3. The blocks M(z) and N(z) are dis­

crete-time blocks that implement the required noise shaping behavior. LU: modulators may

be divided in different categories according to the location of the signal band. LU: modula­

tors shaping the quantization noise to high frequencies, as illustrated in Figure A.2 (c), are

labelled lowpass (LP) and were introduced first [55,56]. They are widely used in low fre­

quency data conversion applications such as telephony and digital audio. Other flavors of
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Figure A.3: Generic delta-sigma modulator.

~ modulation were later introduced. Bandpass ~ modulators for example shape the

quantization noise ta bath the low and high ends of the Nyquist interval [57]. The signal

band can therefore be lacated at any ratio, up to ane-half, of the dock frequency.

A.2 Mathematical Model of Delta-Sigma Modulators

~ modulators are highly non-linear circuits because of the presence of a quantizer. How­

ever, the theory on linear systems is much more developed than that for non-linear systems.

Linear analysis is thus applied to LU: madulators to provide insight into their behavior. For

linear analysis, the quantizer shown in Figure A.4(a) is thus replaced by a two-input SUffi­

mer circuit with one input coming from the original source and the other attached to a signal

source Q(z) representing the quantizatian noise, as shown in Figure A.4(b).

However, the characteristics of the quantization error strongly depends on the quantizer in­

put signal. Nevertheless, it has been observed that in most instances, the quantization error,

for a signal below the saturation level of the quantizer, approximates additive white noise.

It should he emphasized that this assumption is not always valid since the quantization error

is sometimes strongly correlated with the input signal. However, it is standard practice to

use tbis assumption in analyzing circuits involving quantizers, most notably delta-sigma

Figure A.4: (a) One-bit quantizer (h) Linear model of quantizer.•
~

(a)

Q(z)

-----1J...+""'-.....~
(b)
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Figure A.5: Linear model of generic delta-sigma modulator.

modulators. Generally, results obtained from simulations agree to a large extend with pre­

dictions done using this linear model.

Modeling the quantizer of the network of Figure A.3 as a source of additive white noise,

the linear model of the generic LU: modulator, shown in Figure A.5, is obtained. The trans­

fer function from the quantization noise source, Q(z), ta the output, Y(z)t is caIled the noise

transfer function, while the response of the output ta the input, X(z)t is designated the signal

transfer function. LU: modulators are therefore characterized by these two functions, ac­

cording ta:

Y(z) = STF(z) . X(z) + NTF(z) . Q(z). (A.l)

For the generic LU: modulator of Figure A.3, the signal transfer function (STF) is given by

STF(7) = M(z)
... 1+ M(z)N(z) ,

while the noise transfer function (NTF) is given

1
NTF(z) = 1+ M(z)N(z) .

(A.!)

(A.2)

•

The order of the NTF function indicates the order of the LU: modulator. NTFs of higher ar­

der usually translate ta superior conversion performances. However not any transfer func­

tion may he used for noise shaping. Indeed, LU: modulators may he unstable, even though

their linear model predicts otherwise. Instability is observed when the signal amplitude at

an internai node exceeds an arbitrary large bound. Thus far, there has been no absolute

method for determining stability of a LU: modulator other than extensive simulation.
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• A.3 Second-Order Lowpass Delta-Sigma Modulator

A very common architecture for a lowpass tU: oscillator is the double-integration design

[58] illustrated in Figure A.6. Using the additive white noise model for the quantizer and

performing linear analysis, it can be shawn that the signal transfer function is z-1 while the

noise transfer function is

_1 2
NTF (z) = (1 - z ) . (7.1)

•

It is a second-arder lowpass filter with two zeros located at z= 1. This design has been found

ta be very robust to instabiIity.

X(z)

Figure A.6: Second-arder lowpass delta-sigma modulator.

A.4 Siope-Limited Delta-Sigma Modulator

In sorne applications, it is desirable to encode the output of a delta-sigma modulator differ­

entially. An example is the circuit for the generation of high amplitude jitter signais of sec­

tion 4.1.4. For correct encoding on a finite nurnber of bits, the M: rnodulator must enforce

restrictions on its output signal, p(n). These constraints are formulated as two inequalities

expressed as

b
- D + 1~ p(n) - p(n - 1) ~ - D + 2 . (A.l)

•

In the context of the above mentioned application, the left hand side is the requirement that

the pulses he distinct and appear in the correct order (causality). D is in fact the ratio of the

test dock frequency over the PLL operating frequency. The right hand side inequality is

introduced because of the finite number of bits, b, allocated for the differential encoding

and hence the limited range of pen )-p(n - 1). These constraints can he incorporated in the
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Figure A.7: Modified quantizer for slope-limited delta-sigma modulator.

feedhack loop of the LU: modulator by modifying the quantizer as shown in Figure A.7. The

limiter in fact restricts the slope of the output signal. The resulting device is thus labelled a

slope-lioùted LU: modulator. The benefieial effeet of ineorporating this modified quantizer

in the feedhaek loop of a LU: modulator is the noise-shaping of the error signal introduced

by the limiter.

As the circuit of Figure 4.11 does not restriet the amplitude of the phase jitter, the limiting

factor is the stability of this type of LU: modulator. Figure A.8 shows the maximum input

which cao be applied to a slope-limited delta-sigma modulator for two different byte widths

and thus two different ranges for the limiter. The frequency axis is relative to a 256 time­

step periode Higher input amplitude than the graph indicates would result in distortion or

instability. As expected, the curve decays with increasing frequency to counter-balance the

larger slope. This behavior is similar to what is observed for slew-rate limited op-amps. An

50.--------..----~----r-----r--~

~5'C-Q)40
1:]

~35f
E30~

~25r
E20
'x
Ë15

101------'------'--------'------'--------'
5 10 15 20

relative frequency

Figure A.8: Maximum amplitude of signal at input of slope-limited

delta-sigma modulator.
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interesting behavior, though not yet investigated, is the bumps in the curve at factors of the

period (4, 8 and 16). Note that the possibility of generating signal for a frequency ratio of

ooly 2 was explored. However, it was found that stable signals may not be obtained for tbis

parameter value.

A.5 Noise-Shaped Sinusoid Generation

For the measurement of transfer funetions. sinusoids are used to stimulate the device-un­

der-test. In tbis section. three methods for generating sinewaves encoded with d1: modula­

tion are presented. The selection of one of these for an implementation is based on the

available resources in the system, silicon area, PLL speed and required accuracy.

A.S.I Direct Digital Synthesis

The most straightforward and versatile signal generation scheme is a ROM-based digital

frequency synthesizer [59] followed by a lowpass LU: modulator as illustrated in

Figure A.9. To the left, an integrator converts a frequency argument ta a phase signal. This

signal is used to address a ROM where the sine samples are stored. The output of the ROM

is a large ward which is compacted on a smaller number of bits by the d1: modulator. The

final result may be a one-bit signal or a multi-bit signal [60] as required by the application.

However, the direct frequency synthesis solution requires a large silicon area and is thus

usually not a good choice for BIST. Yet, if a large black of RAM is present in the system,

then it couId be borrowed ta store data for signal generation during the analog test phase.

frequency signal

•

Figure A.9: ROM-based digital frequency synthesis.

A.S.2 Delta-Sigma Oscillator

Sinewaves may also he generated using digital resonators such as the one illustrated in

Figure A.IO (a). It oscillates with a frequency set by the coefficient k and the amplitude se-
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Figure A.ID: (a) Digital resonator. (b) Delta-sigma oscillator.

•

lected by the initial conditions of the registers. Yet. the multiplication operation is expen­

sive both in silicon area and in latency. For area criticaI applications. the lowpass dL

osciIlator was introdu(;~d [23]. In this circuit, depicted in Figure A.ID Cb), the input to the

multiplier is encoded on a single bit with the help of a LU: modulator. The multiplication is

then realized by a simple 2-to-l multiplexer. For multi-bit signal generation, the size of the

multiplexer could be extended. For example. a three-bit output would require an 8-to-l

multiplexer. Another option is to place a multi-bit LU: modulator in paraJlel with the I-bit

LU: modulator as illustrated with dashed Hnes in Figure A.lD (b). However, as bath Lll

modulators are identical except for the quantizer. hardware can be tîme-shared. This prin­

ciple has been used before in the generation of multi-tone signais [24]. Because it does not

require a ROM or a multiplier. the silicon implementation ofLll oscillators is very efficient.

However the presence of a non-lînear block in the feedback loop makes this device difficult

to predict using a !inear mode!. Off-line simulations are required to achieve maximum ac­

curacy. Nevertheless, LU: oscillators may be coded using a hardware description language.

Thus they cao be implemented quickly with a silicon compiler. for example on a field pro­

grammable gate array (FPGA). AIso, available on-chip computing resources such as a DSP

may aIso emulate this circuit as they are inactive during anaIog test time.

A.5.3 Fixed-Length Bit Streams

•
The last method consists in generating a data stream from a software sinewave generator

and lowpass LU: modulator and then selecting a subset of this stream [61]. This subset is

stored in memory and the resulting data stream is then repeated as illustrated in
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load!generate

data~ .
~···rSlgnai

Figure A.II: Fixed-Iength periodic byte stream.

Figure A.II. One cao view tbis approach as a special case of the ROM-based digital fre­

quency synthesis scheme presented above [62]. This method is particularly useful for sin­

gle-bit signals as they can be represented using a very small number of bits, on the order of

a hundred. The downside is that a different data stream is required for each frequency and

amplitude desired. However considerable speed can be achieved with this technique. Fur­

thermore, this rnethod is not restricted to sinusoids but is suitable for any periodic signal.

Yet, the output of a LU: modulator is not periodic. Signal quality will thus vary widely with

different subsets of the same length of a given~ modulator output. Sorne forro of optimi­

zation is necessary to obtain good results. However, no method has been introduced so far

beyond random sampling of the subsets. For the pUI-pose of this work, two simple criteria

were developed to reduce the search space. The first one is to restrict the search to subsets

which have a zero OC component. This only works of course if the LU: modulator has an

NTF zero at this frequency. The second criterion draws on knowledge from windowing the­

ory. Indeed, it has been shawn that the best attenuation is obtained when the largest number

of derivatives are continuous at the ends of the window. The proposed strategy is thus to

compare the ends of the subset with the data at the boundary and look for the maximum

subset

Figure A.12: Matching of byte stream ends.•
4 matching bits 5 matching bits
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Figure A. 13: Spectral power density of finite length 3-bit stream:
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•
number of symmetric symbols. An example is illustrated in Figure A.I2. Here 5 bits and 4

bits match on the beginning and the end of the subset, respectively.

Figure A.13 illustrates the quality that can be obtained with finite byte streams. The signal

displayed is a sine wave encoded on 640 tbree-bit words. Three cycles were encompassed

in the byte stream. The spectrum is discrete because the signal is periodic.

•
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Appendix B: Bandpass Signal

Generation

As explained in Chapter 2, the implementation of built-in self-test (BIST) requires analog

signal sources that do not demand extemal calibration. However, analog circuits are gener­

ally sensitive to process variations which occur during IC manufacturing. Their character­

istics can not be predicted with accuracy before fabrication. Therefore, barring a

catastrophic failure, the range of possible function must be described by a probability dis­

tribution. On the other hand, digital circuits are robust ta local variations in integrated cir­

cuits. They may malfunction because of a catastrophic defect but since the behavior is then

very different from the expected operation, this condition may be uncovered easily. Conse­

quently, testing of digital circuits has matured to a point where solutions are automated with

computer-aided software. A good strategy for on-chip measurement is therefore to rely as

much as possible on digital circuits. Evidently, it is not possible ta build an analog signal

source or a measuring instrument without resorting ta sorne type of analog circuit. Never­

theless, the dependency may be reduced such that all the failure modes of the outstanding

analog CIrcuits may he accounted for.

B.l Bandpass Delta-Sigma Oscillator

Recently, a class of analog signal sources which reduce the analog portion to ooly al-bit

digital-to-analog converter (DAC) have been introduced [63]. The lowpass delta-sigma

(LU:) oscillator illustrated in Figure A.t0 (b), in Appendix A, was the first member ta be

presented. It is suitable for testing devices which have a lowpass characteristic. For band­

pass type devices such as a wireless receiver, a derivative of the previous circuit, labelled

bandpass (BP) LU: oscillator, was introduced [64]. This circuit is illustrated in Figure B.I
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(a). It is composed of a digital resonator on the left side and a combination of a HP M: mod­

ulator and a multiplexer on the right side. These last two blocks actually implement a mul­

tiplier as was the case in the lowpass LU: oscillator. The frequency of oscillation is a

function of the constants Kc and kt while the amplitude is set by these two parameters and

the initial values of the registers. Figure B.1 (b) shows the spectral power density of the 1­

bit output signal far a 1 MHz dack frequeney as measured on a spectrum analyzer with a

73 Hz resalutian bandwidth. The frequency range displayed is from DC to the Nyquist fre­

quency (haU the dock frequency). The signal is eomposed of a very high quality sinewave

with a frequency near a quarter of the dock frequeney and quantization noise at both low

frequencies and high frequencies.

~~

~ -!âl~ j
:E. 1

Qi ~r j
~ 1 J8. -70;

.aJ~ 1

.~~ j
_,ooo~i--I~OO-~200:----=JOO:::-------::oIOO=--~~

frequency (kHz)

(a) (h)

•

Figure B.I: Bandpass delta-sigma ascillator: (a) Circuit. (b) Spectrum of the

output.

In mixed-signal test applications, the deviee-under-test (DUT) is expected to filter tbis

noise. Hawever, in practice, the attenuation may not be sufficient. AIso, the analog front­

end of the device may be unable to handle the I-bit signal because of the large voltage

swings. A possible solution to reduce this noise and therefore smooth the signal could be

to place a bandpass filter between the bandpass M: oscillator and the DUT. Yet, this piece

of analog circuitry must be tested for correct operation before it is used in the test and this

task is not trivial. Increasing the number of quantization levels is an alternative as it reduces

the noise power. However, a multi-bit DAC would be required. The behavior of this analog

circuit can vary because of process variations and the signal quality may thus he lower than
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• expected. A technique for realizing multi-bit DAC, called dynamic element matching, uses

LU: modulation techniques for mitigating the effect of process variations [65]. It has become

very popular recently in data converter applications. Nevertheless, the number of bits is

limited by the exponential complexity of the method. The attenuation of the quantization

noise might thus not be sufficient in many applications.

B.2 Bandpass Signal Generation Using a PLL

•

The problem of reducing the out-of-band quantization noise may be solved by employing

a charge-pump PLL as a filter. While this circuit is analog, Chapters 4 and 5 have demon­

strated how il can be verified using digilal methods. Following ils verification, a charge­

pump PLL may then reliably attenuate the out-of-band noise in a digitally phase modulated

signal which is obtained from methods described in chapter 4. The bandpass signal gener­

ation method is illustrated in Figure B.2. A baseband phase signal is first compressed with

a LU: modulator. The result is then encoded differentiaIly. These operations may be per­

formed in real-time or off-chip. This signal is used to digitally phase modulate a carrier as

explained in Sections 4.1.3 and 4.1.4. The resu1ting bandpass signal is surrounded by phase

noise which is mostly removed by a previously verified PLL. Note that generally the char­

acteristics of the PLL need not be very accurate. A large tolerance can be provided for the

parameters of the PLL.

Figure B.2: Bandpass signal generation with a phase-Iocked loop.

ass
al

lowpass p(n) _ differential d(n)_
digital- LU: phase- - encoding - ~

modulator modulator

bandpass
signal with

bandpphase noise _
PLL- ~ sign

baseband
signal
q.(n)
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• B.3 Experimental Results

•

The phase filtering principle was verified by perfonrung experiments with a field program­

mable gate array (FPGA) and a discrete PLL. The test clock frequency was chosen to be 4

MHz. As a value of 4 is selected for the oversampling ratio D (refer to Section 4.1.3), the

carrier frequency appears at 1 MHz. The periodic phase signals, <p(n), are frrst generated

using a floating point software. With the help of a slope-limited LU: modulator (Section

A.4), the phase index signa!, p(n), is calculated and then encoded differentially to obtain

d(n). This non-periodic signal is then tumed into a finite length byte stream. A subset is

carefully selected ta maxirnize the signal-ta-noise ratio (SNR). A technique for this opera­

tion is described in length in Section A.5.3. With a digital module, this byte stream is sent

periodically ta a FlfO on an FPGA. On the other side of the FIFO, a digital phase modula­

tion circuit similar to what is seen at the bottom of Figure 4.10 consumes values of d(n) to

modulate a digital carrier. The result is fed to a 74HC4046 PLL for filtering. Results are

captured at the output of the PLL using a spectrum analyzer having a 73 kHz resolution

bandwidth.

B.3.1 FM Signal Generation

First a frequency modulated signal is generated. This is the type of stimulus used in previ­

ous sections for the measurement of the jitter transfer function of PLL. The fixed data

stream length, L, is 620 words with three bits representing each word. Because of the peri-

Figure B.3: Phase of one cycle of frequency modulated sequence.
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Figure B.4: Measured spectrum of FM signal.

odicity of the data stream, power pulses are expected to appear at intervals equal to the ratio

of the carrier frequency, f c, over the stream length, L. on the power spectrum. This data

stream encompassed 3 periods of the sinusoid resulting in a continuous-time signal having

a frequency of 4.7 kHz.

Figure B.4 shows the measured power spectrum of the digitaUy modulated square wave.

The discrete power impulses are located 1.6 kHz apart. Sidebands appear at 4.7 kHz inter­

vals as predicted. The phase noise becomes significant 30 kHz away from the carrier fre­

quency.

B.3.2 Complex Bandpass Signal Generation

To illustrate the capability to generate complex signais, a Gaussian minimum shift keying

(GMSK) [66] signal is generated using~ digital phase modulation and then filtered with

a charge-pump PLL. GMSK is the modulation rnethod used in GSM, the digital mobile cel­

lular standard deployed in Europe and in parts of North America. It is part ofa class of mod­

ulation schemes called minimal-shift keying (MSK). MSK modulation exhibits two very

important properties: constant envelope and the amenability to coherent detection. A

GMSK signal is defined as

set) = cos (21tf c t + 2; frbnh('t-nTb)dt), (B.l)
bOn
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Figure B.5: (a) GMSK frequency pulse. (b) Phase of one cycle ofGMSK

modulated sequence.

where!c is the carrier frequency, Tb is the symbol interval, {bn } is the binary antipodal data

sequence and h(t) is a Gaussian filter. For the experiment, the clock frequency,!s, is select­

ed to be 4 MHz and the carrier frequency,!c, is set to he 1 MHz. A bit rate, l/Tb , of 50

kHz is chosen, leading to a symbol interval consisting of 80 dock cycles. White the Gaus­

sian filter theoretically extends over an unlimited number of symbol intervals, it decays

quickly such that it can be weIl approximated using only tbree intervals. The resulting fre­

quency pulse, h(n), is shown in Figure B.5 Ca). An 8-bit data sequence, {-l,-l,-l,+l,­

1,+1,+1,+1}, is encoded resulting in a periodic signal extending avec 640 dock cycles. One
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Figure B.6: Measured spectrum of GMSK signal.
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period of this signal is shown in Figure B.5 (b). This periodic signal is then processed

through a second-order lowpass 61: modulator and a subset of the output is selected as de­

scribed in Section A.5.3 of the Appendix and is used with the circuit of Figure 4.10. The

measured spectral power is shown in Figure B.6. Again, the power density spectrum is dis­

crete because of the periodic nature of the signal.

Another circuit for the generation of complex communication signals using a PLL was

demonstrated a few years ago [67]. It uses LU:. fractional-N synthesis as explained in Sec­

tion 4.2. This type of circuit modulates the output signal of a PLL using a couoter in the

feedback path. As argued in the above mentioned section, modulation of the input signal

and of the output signal are quite similar except that the latter leads to more noise and dis­

tortion.
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