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Abstract 

Engineering systems are designed to withstand their operating environment, which generally 

includes a variety of factors influenced by climate variability and extremes. Given that engineering 

systems usually have long lifespans, it becomes necessary to account for future environmental 

conditions, which due to climate change, are unlikely to be represented in historical archives. It 

follows that the first step to adapt engineering systems to the changing environmental conditions 

is the generation of actionable climate change information. Climate models are the primary tools 

available to develop projections of future climate, but these projections need to be of sufficiently 

high quality and resolution to be useful for the adaptation of engineering systems. 

In this thesis, novel climate change information was developed using the state-of-the-art regional 

climate model GEM (Global Environmental Multiscale), which is extensively used for climate 

research. Contributions to original knowledge arose by applying innovative analysis methods to 

an ensemble of climate projections, including 4 km resolution projections over the Canadian 

Arctic, developed for the first time. Several knowledge gaps were addressed, which contributed 

significantly to the advancement of the understanding of climate-infrastructure interactions in cold 

regions. 

Analysis of rainfall and snowmelt as flood-generating mechanisms across Canada demonstrated 

the importance of keeping global warming below the 2 °C threshold of the Paris Agreement. Under 

2 °C of global warming, slight increases of rainfall contribution to flood peaks are projected, while 

a high-warming scenario leads to widespread increases in rainfall contribution and the emergence 

of hotspots of change in currently snowmelt-dominated regions. These changes influence flood 

magnitude and timing, which has implications for the management of flood risks and freshwater 

resources and for the development of flow regulation plans. 
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Large projected changes over northern regions motivated further analysis, which revealed the 

possibility of abrupt decreases in soil moisture in response to increased drainage due to permafrost 

degradation for the high-warming scenario. This regime shift is projected to result in abrupt 

changes to many variables and processes of high significance to northern interests, such as flood 

predictors and wildfire intensity. The abruptness of these changes presents additional challenges 

to climate change adaptation and potential retrofitting of engineering systems. 

The adaptation of these systems requires high-resolution projections, which were developed here 

for the first time at 4 km resolution over the Canadian Arctic, for the investigation of hazards to 

northern transportation. By 2040, significant increases to short-duration rainfall and wind gust 

extremes, as well as further permafrost degradation, are expected to foment deterioration of 

northern infrastructure and transportation systems. A novel approach integrating climate model 

output and machine learning algorithms allowed deriving projections of fog – a complex variable. 

Overall fog frequency is projected to increase over most of the Canadian Arctic by 2040, 

presenting an additional hazard to northern transportation. 

The main contribution of this thesis is the advancement of the understanding of several different 

pathways through which changing climatic conditions are expected to impact engineering systems 

in cold regions. On one hand, the projections highlight the crucial importance of climate change 

mitigation, as remaining below the 2 °C global warming threshold would prevent large changes 

over many regions and decrease the likelihood of abrupt changes. On the other hand, some climatic 

hazards are projected to soon exceed those in historical records regardless of emissions scenario, 

and the high-quality, high-resolution projections analyzed here contain useful and actionable 

information for the adaptation of engineering systems. 
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Résumé 

Les systèmes d'ingénierie sont conçus pour résister à leur milieu opérationnel, qui comprend 

généralement une variété de facteurs influencés par la variabilité et les extrêmes climatiques. Étant 

donné que les systèmes d'ingénierie ont généralement une longue durée de vie, il devient nécessaire 

de tenir compte des conditions environnementales futures, qui, en raison du changement 

climatique, ont peu de probabilité d'être représentées dans les archives historiques. Il s'ensuit que 

la première étape pour adapter les systèmes d'ingénierie aux conditions environnementales 

changeantes est la génération d'informations fiables et exploitables sur le changement climatique. 

Les modèles climatiques sont les principaux outils disponibles pour développer des projections du 

climat futur, mais ces projections doivent être d'une qualité et d'une résolution suffisamment 

élevées pour être utiles à l'adaptation des systèmes d'ingénierie. 

Dans cette thèse, des nouvelles informations sur le changement climatique ont été développées à 

l'aide du modèle climatique GEM (Global Environnemental Multi-échelle), un modèle de pointe 

qui est largement utilisé pour la recherche climatique. Des contributions originales sont nées de 

l'application de méthodes d'analyse innovantes à un ensemble de projections climatiques, dont des 

projections à résolution de 4 km couvrant l'Arctique canadien, développées pour la première fois. 

Plusieurs lacunes au niveau des connaissances ont été comblées, ce qui a contribué de manière 

significative à l'avancement de la compréhension des interactions climat-infrastructure dans les 

régions froides. 

L'analyse de la pluie et de la fonte des neiges comme mécanismes générateurs d'inondations à 

travers le Canada a démontré l'importance de maintenir le réchauffement climatique sous le seuil 

de 2 °C de l'Accord de Paris. Sous 2 °C de réchauffement climatique, de légères augmentations de 

la contribution des précipitations liquides aux inondations sont prévues, tandis qu'un scénario de 
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réchauffement élevé entraîne une augmentation généralisée de la contribution des précipitations 

liquides et l'émergence de zones réactives dans les régions actuellement dominées par la fonte des 

neiges. Ces changements influencent l'amplitude et le calendrier des crues, ce qui a des 

implications pour la gestion des risques d'inondation et des ressources en eau douce, et pour 

l'élaboration de plans de régulation des débits. 

Les importants changements projetés dans les régions nordiques ont motivé une analyse plus 

approfondie, qui a révélé la possibilité de diminutions abruptes de l'humidité du sol en réponse à 

la dégradation du pergélisol pour le scénario de réchauffement élevé. Ce changement de régime 

risquerait d'entraîner des changements soudains dans de nombreuses variables et processus de 

grande importance pour les intérêts nordiques, tels que des prédicteurs d'inondations et l'intensité 

des feux de forêt. La soudaineté de ces changements présente des défis supplémentaires pour 

l'adaptation des systèmes d'ingénierie au changement climatique. 

L'adaptation de ces systèmes nécessite des projections à haute résolution, qui ont été développées 

ici pour la première fois à une résolution de 4 km couvrant l'Arctique canadien, pour l'étude des 

risques pour le secteur des transports. D'ici 2040, des augmentations importantes des chutes de 

pluie de courte durée et des rafales de vent extrêmes, ainsi que la poursuite de la dégradation du 

pergélisol, risquent de provoquer la détérioration des infrastructures et des systèmes de transport 

du Nord. Une nouvelle approche intégrant les sorties du modèle climatique et des algorithmes 

d'apprentissage automatique a permis de dériver des projections pour la fréquence du brouillard - 

une variable complexe. On prévoit que la fréquence du brouillard augmentera sur la majeure partie 

de l'Arctique canadien d'ici 2040, présentant un danger supplémentaire pour le transport dans le 

Nord. 
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La principale contribution de cette thèse est l'avancement de la compréhension de plusieurs voies 

par lesquelles les conditions climatiques changeantes risquent d'avoir un impact sur les systèmes 

d'ingénierie dans les régions froides. D'une part, les projections soulignent l'importance cruciale 

de l'atténuation du changement climatique, car rester en dessous du seuil de réchauffement global 

de 2 °C empêcherait des changements importants dans de nombreuses régions et réduirait la 

probabilité de changements soudains. D'un autre côté, certains risques climatiques devraient 

bientôt dépasser ceux des enregistrements historiques, quel que soit le scénario d'émissions, et les 

projections de haute qualité et à haute résolution analysées ici contiennent des informations utiles 

et exploitables pour l'adaptation des systèmes d'ingénierie. 
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Chapter 1: Introduction 

1.1. Problem statement 

Engineering systems are designed to withstand the environment in which they operate. For 

instance, virtually all physical infrastructure is designed to be resilient to historical climate and its 

extremes. Given that climate is changing (IPCC, 2013), historical climate information will no 

longer be representative of the conditions to which infrastructure might be exposed throughout its 

lifespan, and thus it becomes necessary to account for future climatic conditions. This becomes 

even more important for infrastructure with long lifespans and/or located in regions where climate 

is changing rapidly. 

Climate change in high-latitude regions of the northern hemisphere is among the greatest anywhere 

on Earth because warming over the region is amplified by positive feedbacks in the climate system 

(IPCC, 2013). For instance, Canada has warmed and will continue to warm at about double the 

global rate (Palko and Lemmen, 2017). Even greater warming rates have been observed for 

northern Canada, where the land surface has warmed at a rate of 0.5°C per decade over the past 

three decades, and temperatures in recent decades have been significantly higher than those seen 

over the past 2000 years (Kaufman et al., 2009). While climate change will bring some potential 

benefits, overall it will impose increasing economic costs on Canada (Warren and Lulham, 2021). 

Climate-infrastructure interactions are numerous, given the large number of pathways through 

which various climate variables can impact different types of infrastructure, from gradual 

weathering of building facades to catastrophic failures during extreme storms. In this thesis, the 

focus is on climate-infrastructure interactions in cold regions, particularly those for which 

significant knowledge gaps exist, such as hazards related to extreme events, abrupt changes and 
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complex phenomena, which could trigger catastrophic failures. Special attention is paid to the 

transportation sector, which is both vulnerable and vital for northern communities and industry. 

For instance, given that many northern communities rely entirely on air transportation during part 

of the year, they may be left temporarily uncommunicated due to low visibility conditions (Deton’ 

Cho Stantec, 2013). In addition, climate-driven disruptions to mine access roads have forced 

supplies to be transported by air, causing tens of millions of dollars in losses (Perrin et al., 2015). 

One fundamental component of northern landscapes that is particularly vulnerable to warming 

temperatures is permafrost, defined as ground (soil or rock) that remains at or below 0°C for two 

or more consecutive years, and which currently underlies about 40% of Canada’s landmass. 

Permafrost thaw and associated soil subsidence, particularly in regions with high ice content, can 

damage infrastructure, both above ground and below ground. Transportation networks, pipelines 

and building foundations have already shown signs of deterioration and failure (Government of 

the NTW, 2008). In addition, permafrost acts as an impermeable barrier to soil water movement. 

When permafrost thaws, new hydraulic pathways might become available, with the potential to 

induce abrupt changes (Liljedahl et al., 2016; Perreault et al., 2016), which can have significant 

implications for northern communities and infrastructure (Lenton, 2012). This further increases 

the challenges associated with adaptation and potential retrofitting measures, as the potential for 

abrupt shifts is rarely considered when climate change information is incorporated into the 

decision-making process. 

Near-surface permafrost degradation and its detrimental consequences are expected to continue in 

a warming climate (e.g., Slater and Lawrence, 2013), but are far from being the only environmental 

threat to engineering systems in cold regions. Increasing rainfall extremes over the northern high 

latitudes have already been observed (Westra et al., 2013), and further intensification is projected 
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in future climate (Mladjic et al., 2011; Monette et al., 2012; Khaliq et al., 2015). Warmer 

temperatures favor faster snowmelt rates, which along with increasing rainfall has severe 

implications for flood risk. Additional threats due to climate change include increased wildfire 

risk, which is a major concern for the safety of communities and infrastructure (McGee et al., 

2015), as well as potential changes to extreme wind and low visibility conditions, which have not 

been studied in depth and are highly uncertain. Given that much of the existing northern physical 

infrastructure was designed without consideration of climate change (e.g., Huntington et al., 2007), 

there is an urgent need to adapt the Canadian Arctic’s engineering and infrastructure systems to 

the changing climatic conditions. 

The first step to adapt engineering and infrastructure systems to the changing climatic conditions 

is the generation of actionable climate change information. Climate models, which are based on 

the fundamental laws of nature (e.g., energy, mass and momentum conservation) and encapsulate 

the current understanding of the climate system, are the primary tools available to make projections 

of future climate over the coming decades and beyond. Global climate models (GCMs) are able to 

reproduce the observed continental-scale surface temperature patterns and trends over many 

decades (IPCC, 2013). Regional and local-scale climate information can be obtained directly from 

global models; however, their horizontal resolution (typically hundreds of kilometers) is often too 

coarse to resolve features that are important at smaller scales, including most climate extremes. 

Statistical and dynamical downscaling methods are both widely used to generate climate 

information at the smaller scales needed for many climate impact studies (IPCC, 2013). Statistical 

downscaling derives and applies empirical relationships to obtain local/regional climate 

information from model output, while regional climate models (RCMs) are applied over a limited-

area domain with boundary conditions from GCM output (Rummukainen, 2010). Reducing the 
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size of the domain enables the use of finer horizontal resolution (typically tens of kilometers), 

resulting in simulations that are richer in spatial and temporal detail (e.g., Feser et al., 2011; Jacob 

et al., 2014). Downscaling by RCMs adds value in regions with highly variable topography and 

for various small-scale phenomena, which are often responsible for climate extremes (Feser et al., 

2011). Another benefit of RCMs is the explicit resolution of regional water bodies and land-surface 

heterogeneities, thus resolving feedback processes that increase the realism of climate simulations 

and improve climate change projections (Diro et al., 2014; Garnaud and Sushama, 2015; Huziy 

and Sushama, 2017b; Diro et al., 2018). Given the focus of this thesis on complex physical 

processes and mechanisms, dynamical downscaling is preferred over the statistical downscaling 

approach. 

Even at RCM resolution, mismatches exist between actionable and modelled spatiotemporal 

information, as some engineering systems and their adaptation require higher resolution climate 

change information. Additional downscaling in the form of convection‐permitting models (CPMs; 

Prein et al., 2015) can provide information for these engineering systems – at resolutions around 

4 km and finer. The favored approach is to telescopically nest limited‐area domains at decreasing 

horizontal grid spacing (with the outermost boundary conditions provided by a global model) until 

convection‐permitting scales are reached. CPMs also offer the advantage of further improving the 

representation of fine‐scale orography and surface heterogeneity when compared to RCMs. This 

can be especially beneficial in highly heterogeneous regions such as the Canadian Arctic (Diro 

and Sushama, 2019). 

The main contribution of this thesis is to advance the understanding of several different pathways 

through which changing climatic conditions are expected to impact engineering systems in cold 

regions. This advancement is accomplished by applying innovative analysis methods to an 



23 
 

ensemble of medium-resolution climate projections and by performing and analyzing high-

resolution climate projections over the Canadian Arctic for the first time. 

The climate model used in this thesis is a modified version of the Global Environmental Multiscale 

model (GEM; Côté et al., 1998), which is used for numerical weather prediction by Environment 

and Climate Change Canada (ECCC) and has also been extensively used for climate modelling 

studies. Research occurred in two main phases (Figure 1.1): 

In phase 1, large-scale studies of climate-infrastructure interaction pathways were performed, 

based on medium resolution GEM simulations carefully designed to capture processes relevant to 

infrastructure. For instance, interactive modelling of streamflows in the RCM enabled physically 

consistent studies of floods and use of a deep soil configuration allowed large-scale permafrost 

degradation to be represented realistically. An ensemble approach was employed to capture more 

extreme events and to improve robustness of the conclusions drawn. The use of innovative analysis 

methods gave rise to the following original contributions: 

(1) The novel assessment of projected changes to flood-generating mechanisms in terms of the 

relative contribution of snowmelt and rainfall across Canada, for both a high-warming scenario 

and in a 2 °C global warming context. Under high-warming, hotspots of change are projected to 

emerge in currently snowmelt-dominated regions across Canada. These findings are presented in 

Chapter 3, in the form of an article published in Water. 

(2) The novel identification and quantification of abrupt changes to many variables and processes 

of high significance to northern interests (e.g., convective precipitation and wildfire intensity). 

These abrupt changes are projected to occur as a consequence of near-surface permafrost 
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degradation and subsequent drying of the land surface. These findings are detailed in Chapter 4, 

in the form of an article published in Nature Climate Change. 

In phase 2, engineering-scale studies of specific climate-infrastructure interactions were 

performed. The focus on the northern transportation sector required the development of the very 

first climate projection at ~4 km horizontal spacing over northern Canada to accurately capture 

critical small-scale hazards such as extreme precipitation, extreme wind, and predictors of fog. 

These studies consumed significant high-performance computing resources, in the vicinity of 500 

core-years and over 100 TB of storage, to achieve the required spatial and temporal detail. 

Additional original contributions resulted from advanced analysis of projected changes to extreme 

short-duration rainfall, extreme wind, and the development of fog diagnostics for low visibility 

conditions – all for the first time at engineering relevant scales. These findings are presented in 

Chapter 5, in the form of an article submitted to Climate Dynamics. 
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Figure 1.1. Overview of research phases, simulation/analysis domains and original contributions 

presented in each chapter. 

1.2. Objectives 

The main objective of this thesis is the generation of high-quality actionable climate change 

information for the adaptation of engineering systems in cold environments, with analysis focusing 

on hazards related to extreme events, abrupt changes and complex phenomena, for which 

significant knowledge gaps exist. Specific objectives leading to the accomplishment of the main 

objective are: 

1) Assessment of the relative contributions of snowmelt and rainfall to flood events in current 

and future climates over Canada, as well as their influence on flood magnitudes and 

timings. 

2) Identification of permafrost-related thresholds (tipping points), and quantification of the 

projected effects of crossing these thresholds, with particular emphasis on changes to 

variables relevant to engineering systems, such as flood predictors. 

3) Development of a framework to diagnose complex climatic hazards, such as low visibility 

conditions, using outputs from high-resolution climate simulations, allowing these hazards 

to be estimated at unobserved locations and in future climate. 

4) Assessment of the performance of GEM at simulating base variables and various climatic 

hazards at convection-permitting resolutions over northern Canada, and comparison with 

those derived from coarse-resolution simulations for the assessment of added value. 

5) Generation of high-resolution projections of engineering-relevant climate hazards for 

northern Canada, including extreme short-duration rainfall, extreme wind, fog and 

permafrost thaw, which can have significant impacts on the northern transportation sector. 
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1.3. Thesis organization 

In this manuscript-based thesis, Chapter 1 provides the motivation for the research, its objectives, 

and the main lines of the methodology. Chapter 2 presents a comprehensive literature review which 

identifies the knowledge gaps addressed by this thesis and explains methodological choices. 

Chapters 3 to 5 constitute the body of the thesis, where each of the chapters consists of an article 

published in or submitted to a peer-reviewed journal. The structure of each chapter follows the 

requirements of the respective journal. Chapter 6 summarizes the original contributions, along with 

insights and recommendations for future research to advance knowledge of climate-infrastructure 

interactions in northern environments. Supplementary material to Chapters 4 and 5 is provided in 

Appendices. 

  



27 
 

Chapter 2: Literature review 

The first part of this chapter reviews previous studies on the variables and processes of interest for 

evaluating the vulnerability of engineering systems in cold regions and contextualizes the 

knowledge gaps addressed by this thesis. The review then proceeds to the strategies and datasets 

used for model validation, as any model needs to demonstrate satisfactory performance with 

respect to observed climate before projections of future climate can be attempted. The final part of 

this chapter presents concepts at the core of any climate projection, such as emission scenarios and 

uncertainties. Focused discussion on various concepts, diagnostics and climate model projections 

included here are also available in Chapters 3 to 5 that originated from the research carried out for 

this thesis. 

2.1. Changes to hazards relevant to engineering systems in cold regions 

Given the large number of pathways through which climate variability and extremes can impact 

different engineering systems, it becomes necessary to focus on a subset of climate impacts. In this 

thesis, the focus is on climatic hazards in cold regions, particularly those for which significant 

knowledge gaps exist, such as floods, permafrost degradation, wildfires, extreme precipitation, 

extreme wind and fog. Previous studies on changes to each of these hazards are reviewed, and 

existing knowledge gaps are highlighted. 

Floods 

Annual maximum streamflow is an important indicator of flood risk. Recently, Burn and Whitfield 

(2016) analyzed one-day maximum streamflow at 280 stations from 1961 to 2010 and concluded 

that 10% of hydrometric sites across Canada have shown significantly decreasing trends (i.e., 



28 
 

lower maximum streamflow levels), while less than 4% have experienced increasing trends (i.e., 

higher maximum streamflow levels). 

An intensification of the hydrological cycle in a future warmer climate is expected (IPCC, 2013), 

which is likely to impact the frequency and severity of extreme hydrological events, including 

floods. In Canada, fluvial flooding occurs mostly in spring due to snowmelt or due to combined 

rain/snowmelt events, while occasionally (mostly for southern watersheds) it can occur in summer 

and fall because of rainstorms (e.g., Javelle et al., 2002; Clavet‐Gaumont et al., 2013). Increasing 

rainfall extremes over the northern mid-to-high latitudes have already been observed (Westra et 

al., 2013), and further intensification is projected in future climate (Mladjic et al., 2011; Monette 

et al., 2012; Bush et al., 2014; Khaliq et al., 2015). A warmer climate is expected to impact 

snowmelt events through multiple pathways: on one side, warmer temperatures favor increased 

snowmelt rates (Jeong and Sushama, 2018b); however, less shortwave energy is available earlier 

in the snowmelt season, favoring slower snowmelt (Musselman et al., 2017).  

Projected changes to both rainfall and snowmelt highlight the potential for significant shifts in 

flood-generating mechanisms across Canada. Previous studies on the projected impact of global 

warming on flood generating mechanisms have suggested extensive, landscape-scale 

transformations. For example, large areas of the northwestern United States are projected to 

experience shifts from mixed-rain-and-snow to rain-dominant behaviour, along with increased 

flood risk by the end of the 21st century (Hamlet et al., 2013). Projections over Norway also show 

increasing relevance of rainfall as a flood-generating mechanism, where it is projected to replace 

snowmelt as the dominant mechanism for several basins (Vormoor et al., 2015). 

Interactions between flood-generating factors at the basin scale lead to large uncertainties 

regarding the frequency and intensity of future floods (Whitfield, 2012). Projected changes to 
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streamflow (and flooding) are often assessed using hydrological models driven by climate model 

outputs for various scenarios. RCMs have also been increasingly used to study projected changes 

to various components of the hydrological cycle, including streamflow (Kay et al., 2006; Sushama 

et al., 2006; Poitras et al., 2011; Clavet‐Gaumont et al., 2013; Huziy et al., 2013; Jeong et al., 2014; 

Huziy and Sushama, 2017b, 2017a). For many basins, it is difficult to project whether flood 

magnitude will increase or decrease, due to significant variability among climate models 

(Rasmussen, 2016). The multitude of climate and hydrological models used adds further 

uncertainty to projections of future streamflow and flooding (e.g., IPCC, 2012). 

Large knowledge gaps remain regarding projected changes to the frequency and intensity of floods 

in Canada, which cannot be adequately addressed by a single model, given the large variability 

among models. However, exploring projected changes to flood-generating mechanisms in terms 

of the relative contribution of snowmelt and rainfall would improve understanding of future 

changes to floods, and this assessment has so far not been performed across Canada. GEM includes 

both the atmospheric and land surface branches of the water cycle and is thus an ideal tool to better 

understand the linkages and feedbacks between climate and hydrological systems, and to evaluate 

the impact of climate change on streamflow and its generating mechanisms, which is analyzed in 

Chapter 3. 

Permafrost degradation 

Understanding current permafrost conditions and how they may evolve in response to a changing 

climate is essential for the assessment of climate change impacts and the development of 

adaptation strategies in northern Canada, given that many existing northern buildings were 

designed without consideration of climate change. Permafrost thaw and soil subsidence, 

particularly in regions with high ice content, can damage infrastructure. Geo-hazards in the form 
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of slope failure, thaw settlement and frost heave pose significant threats to the structural integrity 

of infrastructure in cold regions (Li et al., 2019). Transportation networks, pipelines and building 

foundations have already shown signs of deterioration and failure (Government of the NTW, 

2008). 

Current permafrost conditions are determined largely from in situ monitoring, which results in 

large gaps in the spatial distribution of measurement sites because of the relative inaccessibility of 

large portions of northern Canada. Regional observations over the last few decades show that 

permafrost temperature has warmed at rates of about 0.1ºC per decade in the central Mackenzie 

Valley and 0.3ºC to 0.5ºC per decade in the high Arctic. Active layer thickness has increased by 

approximately 10% since 2000 in the Mackenzie Valley (Duchesne et al., 2015; Smith et al., 2017). 

Given the strong projected warming across the northern high latitudes, substantial near-surface 

permafrost degradation is expected during the 21st century (Slater and Lawrence, 2013). 

Permafrost degradation at greater depths occurs much more slowly, but is less relevant to surface 

conditions (Delisle, 2007). Following a high-warming scenario, a reduction of around 80% by the 

end of the 21st century in near-surface permafrost area (areas with permafrost in the top 3.5 m of 

soil) is projected by GCMs (Koven et al., 2013; Slater and Lawrence, 2013). Future projections of 

permafrost remain limited given the lack of representation of processes within current climate 

models. Even if processes are included, validating them is often problematic due to the scarcity of 

actual measurements from these remote landscapes (Schuur et al., 2013). 

Permafrost thaw alters soil structural and hydrologic properties, with impacts on the spatial extent 

of lakes and wetlands (Smith et al., 2005). As permafrost degrades, new hydraulic pathways might 

become available, increasing drainage (Liljedahl et al., 2016) and rapidly reducing surface soil 

moisture (Perreault et al., 2016). Abrupt decreases in soil moisture due to permafrost degradation 
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were also recently first reported in climate model simulations (Avis et al., 2011; Drijfhout et al., 

2015). A significant knowledge gap exists in terms of the potential effects of these abrupt changes 

in surface conditions on other engineering-relevant variables, which is addressed in Chapter 4. 

As the degradation of permafrost is a regional phenomenon, high-resolution simulations are 

expected to provide more reliable projections, but need to account for feedbacks with other 

components of the land surface. Examples include terrain (topography, slope, aspect, 

geomorphology), hydrology (surface drainage, site wetness, proximity of nearby water bodies, 

presence of underground water, flooding), vegetation (insulation, shading and insolation, snow 

interception), geology (type of soil and rock, tectonic setting and geothermal heat flow), and 

disturbances (human, animal, and fire related). These factors operate at different timescales (days 

to millennia) and spatial scales (local to continental) (Osterkamp, 2007). Many of these factors are 

considered in GEM, and thus the high-resolution simulations in Chapter 5 are expected to improve 

the representation of permafrost with respect to coarser-resolution simulations and produce more 

reliable projections of permafrost degradation and its impacts on engineering systems. 

Wildfires 

Fire hazards have been identified as a major concern by many northern communities and 

organizations. The transportation sector is particularly at risk, as wildfires often result in the 

closure of road segments. In addition, wildfires and smoke considerably reduce visibility for 

aircrafts, which must adapt their flying methods to ensure safety (Palko and Lemmen, 2017). 

Permafrost is becoming increasingly vulnerable to substantial thaw and collapse after moderate to 

high‐severity fire, and the ability of permafrost to recover is diminishing as the climate continues 

to warm (Brown et al., 2015). 
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Fire could be an important additional mechanism for releasing permafrost carbon to the 

atmosphere. Fire frequency and severity are increasing in some parts of the Canadian boreal 

permafrost zone. Thawing and fires could act together to expose and transfer permafrost carbon to 

the atmosphere very rapidly, especially in ecosystems with organic surface soils (Turetsky et al., 

2010). 

In sparsely populated regions, such as the Arctic, cloud-to-ground lightning is the process 

responsible for the ignition of most wildfires (Stocks et al., 2002). Veraverbeke et al. (2017) found 

that lightning ignitions for boreal North America have increased since 1975 and explained more 

than 55% of the interannual variability in burned area. Lightning frequency in boreal regions is 

projected to increase in future climate due to increases in convective storm activity (Krause et al., 

2014), given previously found relationships between lightning and other thunderstorm-related 

variables, such as convective precipitation and mass flux (e.g., Magi, 2015). 

In addition to lightning, combustibility of available fuel is an essential condition for the ignition 

and growth of wildfires. The Canadian Forest Fire Weather Index (FWI; Van Wagner, 1987) uses 

daily weather observations to model the combustibility of different types of forest fuels and has 

been shown to be successful in estimating wildfire intensity. Higher temperatures in the future will 

contribute to increased values of the FWI and, therefore, increased fire risk. Several studies project 

increases in the FWI indices and the length of the fire season in Canada in the future (e.g., de Groot 

et al., 2013; Flannigan et al., 2013). 

Reductions in surface soil moisture (Perreault et al., 2016) due to increasing drainage in permafrost 

regions (Liljedahl et al., 2016) would be expected to increase fire risk. Despite the threat that 

wildfires pose to northern communities and ecosystems, this line of research has not been 
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thoroughly explored nor quantified in previous studies, representing a significant knowledge gap 

which is addressed in Chapter 4. 

Extreme precipitation 

It is likely that the frequency of heavy precipitation will increase in the 21st century over many 

areas of the globe. Based on a range of emissions scenarios, a 1-in-20 year annual maximum daily 

precipitation amount is likely to become a 1-in-5 to 1-in-15 year event by the end of the 21st century 

in many regions (IPCC, 2012). Over Canada, Mladjic et al. (2011) projected a widespread increase 

in the return levels in future climate, with the largest percentage increase for the northern regions. 

For the 1-in-20-year return levels of 1–7-day precipitation extremes during the April to September 

period, increases in the 5%–12% range were found for most regions, while larger increases in the 

13%–19% range were noticed for the northern regions. 

Using a similar approach, Monette et al. (2012) analyzed projected changes to seasonal (May–

October) single‐ and multiday (i.e., 1‐, 2‐, 3‐, 5‐, 7‐, and 10‐day) precipitation extremes for 21 

Northeast Canadian watersheds using a multi‐RCM ensemble available through the North 

American Regional Climate Change Assessment Program (NARCCAP). Projected changes to 

precipitation extremes were studied at the watershed/regional scale by comparing the selected 

return levels derived from simulations for the future 2041–70 period with those for the current 

1971–2000 period, for the eight ensemble members. An increase in return levels in future climate 

is projected for nearly all watersheds. Return levels of 1‐ and 3‐day precipitation extremes are 

associated with larger increases compared to 7‐day cases. Average change for all watersheds, 

return periods and precipitation durations is of the order of 13%, with minimum changes in the 5 

to 9% range for the southeastern watersheds, while maximum changes of the order of 16 to 18% 

is noted for the northern watersheds. 
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Khaliq et al. (2015) also used NARCCAP multi-RCM simulations to evaluate projected changes 

to characteristics of seasonal precipitation and rain and snow dominated daily precipitation 

extremes for 47 watersheds, located mainly in Alberta, Saskatchewan and Manitoba. Analysis of 

ensemble-averaged projected changes to 10-, 30- and 50-year return levels of rain dominated 

precipitation extremes for the future 2041–2070 period with respect to the current 1971–2000 

period shows an increase in return levels in future climate for nearly all watersheds/regions. The 

majority of the ensemble members suggest significant positive changes (i.e., increases) in 10-year 

return levels for most of the watersheds/regions. While 30- and 50-year return levels are associated 

with relatively larger increases compared to 10-year return level for some parts of the study 

domain, the number of ensemble members that suggest significant changes reduces with increasing 

return period. 

Since extreme short-duration rainfall is controlled by small-scale processes, it is expected to be 

better represented as model resolution increases. Previous studies have shown that high-resolution 

models perform better at reproducing the observed intensity of extreme precipitation (Wehner et 

al., 2010; Endo et al., 2012; Sakamoto et al., 2012). No high-resolution projections of changes to 

extreme rainfall currently exist over northern Canada, a knowledge gap which is addressed in 

Chapter 5, given that excessive rainfall can lead to flooding and damage to infrastructure. 

Extreme wind 

Wind load is defined as the external pressure or suction due to wind on the surface of a building 

or structure and varies proportional to the square of the wind speed. The National Building Code 

of Canada (NRCC, 2015) specifies the design wind pressure for various return periods for selected 

locations across Canada based on the design wind speed estimated from the Gumbel distribution 

fitted to the annual maximum series of hourly mean wind speed. 
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Near-surface intense wind speeds are caused by high momentum air being brought towards the 

surface. The driving phenomena associated with high-magnitude wind events (including extreme 

near-surface wind gusts) span many scales and include: intense extra-tropical cyclones (and frontal 

activity therein), boundary-layer turbulence (generated by shear due to rough/inhomogeneous 

terrain/land cover), deep convection and topographic-flow interactions (Letson et al., 2018). 

Pryor et al. (2012) compared wind climates in eight RCM simulations from NARCCAP for the 

middle‐twenty‐first century (2041–2062) to those for the historical period (1979–2000). Over 

North America, no robust change was observed in the extreme wind speeds, as only 1% of grid 

cells indicated a consistent signal of either higher or lower values of either the 20‐ or 50‐year return 

period wind speed in the future period. 

Over Canada, Jeong and Sushama (2018a) noted potential increases in extreme wind speed and 

pressure for many grid cells over the eastern, central and Arctic regions of Canada, although these 

projected changes vary considerably with the driving GCM and the emission scenario. However, 

given that wind pressure is directly proportional to the square of the wind speed, small increases 

in extreme wind speed could have significant implications for design and management of buildings 

and structures (Jeong and Sushama, 2018a). 

There is low confidence in projections of changes in extreme winds, due to relatively few studies 

on projected extreme winds, combined with shortcomings in the simulation of extreme winds and 

the different models, regions, and methods used to develop projections of this variable (IPCC, 

2012). Since extreme winds are small-scale processes that are strongly influenced by local factors, 

they are expected to be much better represented in high-resolution simulations, resulting in more 

credible projections. No high-resolution projections of changes to extreme winds and associated 
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diagnostics exist over northern Canada, a knowledge gap that is addressed in Chapter 5, allowing 

for the assessment of extreme wind as a potential hazard to structures and operations. 

Fog 

Any obstructions to visibility in the lowest 300 m of the air space restrict many smaller aircraft 

from flying because instrument flight rules apply. As of 2013, eight airports in the Northwest 

Territories did not have the navigational systems in place to assist pilots in landing during their 

approach. Thus, under low visibility conditions, these airports are forced to suspend operations. 

For example, the airport in Wekweeti, Northwest Territories, was shut down for a week in 

September 2011 due to dense fog (Deton’ Cho Stantec, 2013).  

Fog is reported as an official event if it reduces visibility to less than 1 km (ECCC, 2019). Presence 

of fog can be problematic for transportation (aerial, marine and terrestrial) due to its direct effects 

on visibility. Fog in the Arctic can form as a result of radiative cooling, advection, and strong 

vertical heat and moisture fluxes. Fog becomes frequent when strong temperature contrasts exist 

between the surface and atmosphere under weaker wind regimes. Climatologically, Arctic fog is 

characterized by a highly variable seasonal occurrence and strong local influences (terrain and 

proximity to open water), with higher frequencies in coastal regions. The frequency of fog 

occurrence has changed significantly in some regions of the Canadian Arctic (Hanesiak and Wang, 

2005). The observed changes can be associated with many different changing processes, such as 

open water sources for coastal areas, temperature and humidity regimes, light winds, stability 

regimes, large-scale circulation patterns, etc. Despite the importance of fog for all modes of 

transportation, little research has been done to explain observed trends, or to attempt future 

projections, a knowledge gap that is addressed in Chapter 5 through the development of a novel 

framework to diagnose fog, using outputs from high-resolution climate model simulations. 
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2.2. Strategies and approaches for validation of climate models 

Systematic evaluation of models through comparisons with observations is a prerequisite to 

applying them confidently. Climate models need to represent the observed behaviour of past 

climate to be considered a viable tool for future projections (IPCC, 2013). GEM has been widely 

used for climate research, and previous climate modelling studies have shown that the GEM model 

can reasonably well reproduce processes such as land-atmosphere coupling (Diro et al., 2014), 

lake-atmosphere interactions (Huziy and Sushama, 2017b) and snow-atmosphere coupling (Diro 

et al., 2018), as well as permafrost extent (Paquin and Sushama, 2014), rain-on-snow events (Jeong 

and Sushama, 2018b) and wind/snow loads (Jeong and Sushama, 2018a). At convection-

permitting resolutions, Diro and Sushama (2019) noted that the observed temperature–extreme 

precipitation scaling over northern Canada is realistically reproduced by GEM, in part due to 

improved representation of extreme precipitation events during summer. 

Whenever a climate model is applied over a new domain, at higher resolution, or for a new 

variable/process, it is fundamental to perform the appropriate validation on multiple aspects. Given 

the focus of this thesis on engineering systems, the validation datasets of interest are those based 

on measurements of various surface and near-surface variables. During validation, it is important 

to consider the spatial scales of both observed and modelled data. For instance, a point 

measurement (e.g., at a weather observing site) might not be representative of the average value 

across a medium-resolution model grid cell spanning thousands of square kilometers. Whenever 

possible, the observational estimate and the modelled data should be compared at roughly similar 

scales. This also implies that the most appropriate dataset for validation might differ between 

medium and high-resolution climate simulations. 
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The Meteorological Service of Canada (MSC) archives climatological data from all sites where 

official weather observations are taken. Most of these observing stations are concentrated in the 

southern parts of the country, while northern regions have a significantly less dense network of 

stations. Weather observations are taken at regular intervals (e.g., hourly, daily) and include 

various surface and near-surface variables of interest, such as temperature, precipitation, humidity, 

wind speed and direction, visibility, and the occurrence of weather phenomena such as 

thunderstorms, fog, blowing snow, etc. 

One of the advantages of high-resolution modelled data is that it can often be directly compared 

to point observations that fall within the respective model grid cell, given that sub-grid scale 

variations are expected to be relatively small for most variables. At coarser resolutions, sub-grid 

scale variations are larger, and gridded datasets based on sophisticated interpolation of station 

observations provide a more appropriate reference for validation. These gridded datasets usually 

include only a subset of the observed variables (most commonly, temperature and precipitation) 

and their temporal frequency is generally daily or coarser. Gridded datasets covering Canada 

include the global Climatic Research Unit (CRU; Harris et al., 2020) monthly timeseries on a 0.5° 

grid (~50 km), a thin plate smoothing spline surface fitting method (ANUSPLIN; Hutchinson et 

al., 2009) at 10 km resolution, and the Daymet dataset, developed using truncated Gaussian 

interpolation (Thornton et al., 2016) at 1 km resolution. 

Dynamical reanalyses are an additional tool for assessing weather and climate phenomena. They 

aim to produce continuous reconstructions of past atmospheric states that are consistent with all 

observations as well as with atmospheric physics (IPCC, 2013). Unlike real-world observations, 

reanalyses are uniform in space and time and provide non-observable variables, making them very 

valuable for model validation. Several groups are actively pursuing reanalysis development at the 
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global scale, and many of these have produced several generations of reanalyses products (e.g., 

Saha et al., 2010; Dee et al., 2011; Rienecker, 2011; Hersbach et al., 2020). In addition to the 

global reanalyses, several regional reanalyses include Canada in their domain (e.g., Mesinger et 

al., 2006; Bromwich et al., 2018). 

In this thesis, the ability of GEM to reproduce near-surface climate characteristics is assessed by 

comparing simulated fields with various observation and reanalysis datasets. The high-resolution 

simulations are also validated at station level against available observations. Some of the 

engineering-relevant variables simulated by GEM, such as permafrost and streamflow, require 

additional specialized datasets for their validation, which are described below. 

Permafrost validation 

The land surface scheme in GEM models the temperature of a number of soil layers, which can be 

used to infer modelled permafrost extent and active layer thickness (ALT), defined as the 

maximum annual thaw depth. The circum-Arctic map of permafrost and ground-ice conditions 

(Brown et al., 1997) is used to validate the modelled permafrost extent. In this map, permafrost is 

categorized as continuous (> 90% coverage), discontinuous (50–90% coverage), sporadic (10–

50% coverage) and isolated (< 10% coverage). The circumpolar active layer monitoring (CALM) 

dataset (Brown et al., 2000) contains yearly observations of ALT at specific sites, from 1990 to 

present. ALT is estimated in the field using a variety of methods, including mechanical probing 

with steel rods, thaw tubes and interpolation from ground temperature measurements at different 

depths. In addition, observed permafrost temperatures for select locations in Nunavut are available 

in the database by Smith et al. (2013). 

Streamflow validation 



40 
 

Streamflows are simulated interactively in GEM using a hydrological routing scheme (Soulis et 

al., 2000; Poitras et al., 2011). These can be validated using observed streamflows at hydrometric 

stations, which are recorded in the Canadian National Water Data Archive HYDAT database. 

Given that the focus in this thesis is on events potentially leading to flooding, both the magnitude 

and date of annual maximum streamflow events are validated. As GEM does not consider flow 

regulation, it is important to only consider HYDAT stations recording natural streamflow and 

having sufficient data in the validation period. 

2.3. Scenarios and other uncertainties in climate projections 

Scenarios are used in climate research to provide plausible descriptions of how the future may 

evolve with respect to a range of variables including socioeconomic change, technological change, 

energy and land use, and emissions of greenhouse gases (GHGs) and air pollutants. They take into 

account the inertia in both the socio-economic and physical systems and are designed to allow 

researchers to explore the long-term consequences of decisions made today. As such, scenarios 

help to explore the costs and benefits of climate policy (IPCC, 2013). 

Scenarios are used as input for climate model runs and as a basis for assessment of possible climate 

impacts and mitigation options and associated costs. In this thesis, the scenarios known as 

Representative Concentration Pathways (RCPs; van Vuuren et al., 2011) are considered. These 

include: one mitigation scenario (RCP2.6) leading to very low GHG concentration levels through 

substantial reductions in emissions; two medium stabilization scenarios, where emissions are 

reduced and radiative forcing is stabilized before 2100 (RCP4.5) or after 2100 (RCP6.0); and one 

baseline emissions scenario (RCP8.5), characterized by increasing emissions over time leading to 

high GHG concentration levels. 
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Given the significant computational expense associated with performing climate simulations, only 

the RCP8.5 scenario is used for the projections developed in this thesis. This scenario is chosen as 

it allows the signal-to-noise ratio to be maximized and represents a ‘business as usual’ scenario 

given recent trends in GHG emissions. Moreover, the choice of RCP8.5 does not preclude the 

assessment of risks and impacts of climate change at lower levels of warming. For example, 

projections can be assessed by assuming that the 2 °C warming level is not exceeded, given 

ongoing efforts to “hold the increase in the global mean temperature (GMT) to well below 2 °C 

above pre-industrial levels” (Paris Agreement; Schleussner et al., 2016). A simple procedure 

allows determining the time slice with a GMT increase of 1.4 °C above reference (1986–2005) 

levels, given that this reference period is known to have been 0.6 °C warmer than pre-industrial 

levels (IPCC, 2013). Impacts at this 2 °C warming level can then be compared to impacts at higher 

levels of warming to highlight the potential benefits of climate change mitigation. 

Projections of future climate are uncertain, first because they are dependent on scenarios of future 

anthropogenic and natural forcings that are uncertain, second because of incomplete understanding 

and imprecise models of the climate system and finally because of the existence of internal climate 

variability (i.e., sampling uncertainty). The relative importance of the different sources of 

uncertainty depends on the variable of interest, the space and time scales involved, and the lead-

time of the projection (IPCC, 2013). In general, internal variability becomes more important on 

shorter time scales and for smaller scale variables, but remains approximately constant across the 

forecast horizon (Hu et al., 2012), with model and scenario uncertainty increasing over time. Due 

to inertia in both the socio-economic and physical systems, scenario uncertainty is relatively small 

for projections with short lead-times. For instance, prior to 2040 the differences in projected CO2 

concentrations between the four RCP scenarios are less than 10%. 
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The uncertainty associated with internal variability can be reduced by running ensembles of 

simulations with slightly different initial conditions, designed explicitly to represent internal 

variability. At the same time, these ensembles also improve the sampling of extreme events, which 

is important given that the impacts of climate change are often experienced more profoundly in 

terms of the frequency, intensity or duration of these extreme events. In the first phase of this 

thesis, an ensemble of five medium-resolution GEM simulations was developed to represent 

internal variability, which is the main basis for the findings presented in Chapters 3 and 4. 

The ability of models to mimic nature is achieved by simplification choices that can vary from 

model to model in terms of the fundamental numeric and algorithmic structures, forms and values 

of parameterizations, and number and kinds of coupled processes included. Simplifications and 

interactions between parameterized and resolved processes induce ‘errors’ in models, which can 

have a leading-order impact on the uncertainty in climate projections (IPCC, 2013).  

For instance, the horizontal resolution of most existing climate projections from GCMs and RCMs 

is insufficiently fine (e.g., Jacob et al., 2014) to describe important processes that rarely extend 

beyond a few kilometres (e.g., convective cloud systems), which are consequently approximated 

using parameterizations. These approximations are a significant source of uncertainty in climate 

simulations (Dai, 2006; Hohenegger and Brockhaus, 2008; Zhang and Song, 2010; Ban et al., 

2014; Palmer, 2014; Prein et al., 2015), and lead to limited confidence in model projections of 

precipitation extremes and other local phenomena, which are crucial in local planning and 

decision-making processes. 

Shorter time scale extreme events are often associated with smaller scale spatial structures and are 

expected to be better represented as model resolution increases. Decreasing the size of grid cells 

of the climate model to kilometre scale allows major convective cloud systems to be resolved 
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explicitly and is consequently termed as convection-permitting model (CPM). Growing evidence 

has shown that high-resolution models perform better at reproducing the observed intensity of 

extreme precipitation (Wehner et al., 2010; Endo et al., 2012; Sakamoto et al., 2012). Besides 

explicitly resolving deep convection, CPMs also offer the advantage of improving the 

representation of fine‐scale orography and surface heterogeneity when compared to coarser models 

(e.g., Lauwaet et al., 2012; Prein et al., 2013a; Prein et al., 2013b; Trusilova et al., 2013). These 

substantial benefits inspired the novel development of CPM projections and advanced diagnostics 

over the Canadian Arctic in the second phase of this thesis (i.e., Chapter 5). 

  



44 
 

Preface to Chapter 3 

In this first phase of research, the focus is on flooding, which has historically caused billions of 

dollars in damage and is one of the main threats to infrastructure in Canada. Improved 

understanding of projected changes to flood magnitude and timing is sought, which is obtained 

through the first Canada-wide assessment of the relative contributions of snowmelt and rainfall to 

flood events in current and future climates. The analysis is based on a newly developed ensemble 

of medium-resolution transient climate change simulations performed using a state-of-the-art 

regional climate model, with interactive modelling of streamflows. 
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Chapter 3: 2 °C vs. High Warming: Transitions to Flood-Generating Mechanisms across 

Canada 

Bernardo Teufel and Laxmi Sushama 

Abstract 

Fluvial flooding in Canada is often snowmelt-driven, thus occurs mostly in spring, and has caused 

billions of dollars in damage in the past decade alone. In a warmer climate, increasing rainfall and 

changing snowmelt rates could lead to significant shifts in flood-generating mechanisms. Here, 

projected changes to flood-generating mechanisms in terms of the relative contribution of 

snowmelt and rainfall are assessed across Canada, based on an ensemble of transient climate 

change simulations performed using a state-of-the-art regional climate model. Changes to flood-

generating mechanisms are assessed for both a late 21st century, high warming (i.e., 

Representative Concentration Pathway 8.5) scenario, and in a 2 °C global warming context. Under 

2 °C of global warming, the relative contribution of snowmelt and rainfall to streamflow peaks is 

projected to remain close to that of the current climate, despite slightly increased rainfall 

contribution. In contrast, a high warming scenario leads to widespread increases in rainfall 

contribution and the emergence of hotspots of change in currently snowmelt-dominated regions 

across Canada. In addition, several regions in southern Canada would be projected to become 

rainfall dominated. These contrasting projections highlight the importance of climate change 

mitigation, as remaining below the 2 °C global warming threshold can avoid large changes over 

most regions, implying a low likelihood that expensive flood adaptation measures would be 

necessary. 

3.1. Introduction 
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The significance of flooding for society is evident, given that flooding frequently leads to fatalities 

(Ashley and Ashley, 2008; Mohanty and Simonovic, 2021) and multi-billion dollar damage 

(Jongman et al., 2012; Winsemius et al., 2016). Fluvial flooding, which occurs when water 

overflows or breaches a river’s banks and then inundates the surrounding area, is responsible for 

a majority of the most damaging floods in Canadian history (Teufel et al., 2017; Teufel et al., 

2019). 

An intensification of the hydrological cycle in a future warmer climate is expected (IPCC, 2013), 

which is likely to impact the frequency and severity of extreme hydrological events, including 

flooding. In Canada, fluvial flooding occurs mostly in spring due to snowmelt or due to combined 

rain/snowmelt events, while occasionally (mostly for southern watersheds) it can occur in summer 

and fall because of rainstorms (Javelle et al., 2002; Clavet‐Gaumont et al., 2013). Increasing 

rainfall extremes over the northern mid-to-high latitudes have already been observed (Westra et 

al., 2013), and further intensification is projected in future climates (Mladjic et al., 2011; Monette 

et al., 2012; Khaliq et al., 2015). A warmer climate is expected to impact snowmelt events through 

multiple pathways: on one side, warmer temperatures favor increased snowmelt rates (Jeong and 

Sushama, 2018b); however, less shortwave energy is available earlier in the snowmelt season, 

favoring slower snowmelt (Musselman et al., 2017). Projected changes to both rainfall and 

snowmelt highlight the potential for significant shifts in flood-generating mechanisms across 

Canada. 

Previous studies on the projected impact of global warming on flood-generating mechanisms have 

suggested extensive, landscape-scale transformations. For example, large areas of the northwestern 

United States are projected to experience shifts from mixed-rain-and-snow to rain-dominant 

behaviour, along with increased flood risk by the end of the 21st century (Hamlet et al., 2013). 
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Projections over Norway also show the increasing relevance of rainfall as a flood-generating 

process, where it is projected to replace snowmelt as the dominant process for several basins 

(Vormoor et al., 2015). Rain-on-snow (ROS) events can trigger major floods due to the 

contribution of both rainfall and snowmelt, and projections over the Swiss Alps suggest that the 

number of ROS events could increase by close to 50% with temperatures 2–4 °C warmer than 

present, before declining when temperatures go beyond 4 °C of warming (Beniston and Stoffel, 

2016). ROS events are an important flood-generating mechanism for most of Canada, and 

increases in ROS characteristics (frequency, rainfall amount, and runoff) are projected during the 

November to March period for most regions of Canada by 2041–2070, due to increases in rainfall 

(Jeong and Sushama, 2018b). 

Projected changes to streamflow (and flooding) are often assessed using hydrological models 

driven by climate model outputs for various scenarios. Global and regional climate models (GCMs 

and RCMs), with their water budget including both the atmospheric and land surface branches, are 

ideal tools to better understand the linkages and feedbacks between climate and hydrological 

systems, and to evaluate the impact of climate change on streamflow and its generating 

mechanisms. RCMs offer higher spatial resolution than GCMs, allowing for finer-scale dynamics 

to be simulated, and are a more adequate tool for generating the information required for regional 

impact studies. RCMs have been increasingly used to study projected changes to various 

components of the hydrological cycle, including streamflow (Kay et al., 2006; Sushama et al., 

2006; Poitras et al., 2011; Clavet‐Gaumont et al., 2013; Huziy et al., 2013; Jeong et al., 2014; 

Huziy and Sushama, 2017b, 2017a). 

While previous studies have assessed projected changes to streamflow, this is the first study to 

explore projected changes to flood-generating mechanisms in terms of the relative contribution of 
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snowmelt and rainfall across Canada, based on an ensemble of transient climate change 

simulations performed using a state-of-the-art regional climate model. Changes to flood-

generating mechanisms are assessed for both a late 21st century, high-warming scenario (i.e., the 

Representative Concentration Pathway 8.5—RCP8.5), and a 2 °C global warming context, 

highlighting the benefits of climate change mitigation and simultaneously informing adaptation 

measures. 

The paper is organized as follows. Section 2 describes the model and simulations used for this 

study. Section 3 discusses the results, from the validation of streamflow in the current climate, to 

the evolution of flood-generating mechanisms in future climates, followed by conclusions in 

Section 4. 

3.2. Methods 

This study is based on the limited area version of the Global Environmental Multiscale (GEM) 

model, used for numerical weather prediction at Environment and Climate Change Canada (Côté 

et al., 1998). It employs semi-Lagrangian transport and a (quasi) fully implicit time-stepping 

scheme. In its fully elastic nonhydrostatic formulation (Yeh et al., 2002), it uses a vertical 

coordinate based on hydrostatic pressure (Laprise, 1992). In this study, the GEM physics package 

includes: deep convection following Kain and Fritsch (1990), shallow convection based on a 

transient version of the Kuo (1965) scheme (Belair et al., 2005), large-scale condensation 

(Sundqvist et al., 1989), correlated K solar and terrestrial radiation (Li and Barker, 2005), sub-

grid-scale orographic gravity wave drag (Mcfarlane, 1987), low-level orographic blocking (Zadra 

et al., 2003), and turbulent kinetic energy closure in the planetary boundary layer and vertical 

diffusion (Benoit et al., 1989; Delage and Girard, 1992; Delage, 1997). 
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The land surface scheme used is CLASS v3.6 (Verseghy, 2011), which is permafrost-enabled as 

the soil model is 60 m deep and has both mineral and organic soils represented, important 

components of high-latitude soils (Teufel et al., 2018; Teufel and Sushama, 2019). The surface 

and sub-surface runoff calculated by the surface scheme are used to simulate streamflows 

interactively in GEM using the modified WATROUTE hydrological routing scheme (Soulis et al., 

2000; Poitras et al., 2011). The routing scheme solves the water balance equation at each grid cell 

and relates water storage to outflow from the grid cell, using Manning’s equation. The flow 

directions, river lengths, and slopes required by the routing scheme are derived from the 

HydroSHEDS database (Lehner et al., 2008), available at 30-arcsecond spatial resolution, 

following the upscaling method employed by Huziy et al. (2013). Sub-grid lakes are represented 

using FLake (Mironov, 2008). 

An ensemble of five GEM simulations are performed for the 1950–2099 period over a pan-Arctic 

domain at 0.5° (~50 km) grid spacing, covering all areas north of 49° N and including the entirety 

of Canada’s landmass (Figure 3.1), using a 20-min time step. Each of these simulations is driven 

at the boundaries by the corresponding member of the second-generation Canadian Earth System 

Model (CanESM2) ensemble, following the high-emissions RCP8.5 scenario. Given efforts to 

significantly reduce the risks and impacts of climate change by “holding the increase in the global 

mean temperature (GMT) to well below 2 °C above pre-industrial levels” (Paris Agreement), the 

simulations are also assessed by assuming that this 2 °C warming level is not exceeded 

(Schleussner et al., 2016). According to the Fifth Assessment Report of the Intergovernmental 

Panel on Climate Change (IPCC, 2013), the 1986–2005 reference period is 0.6 °C warmer than 

pre-industrial levels. For CanESM2 RCP8.5, the 30-year time slice with a GMT increase of 2 °C 

above pre-industrial levels (1.4 °C above reference levels) corresponds to the 2017–2046 period. 



50 
 

3.3. Results and Discussion 

The results are presented in two sections. In the first, floods and their generating mechanisms in 

GEM are explored in the current climate and validated against observations. In the second, 

projected changes to flood-generating mechanisms are assessed, for both a 2 °C warmer globe, 

and for a high-emissions scenario. 

3.3.1. Flood-Generating Mechanisms in the Current Climate 

3.3.1.1. Streamflow Validation 

As discussed in Section 2, the version of GEM used for this study simulates streamflow at every 

model time step. To focus on the performance of GEM for events potentially leading to flooding, 

the peak daily streamflow is selected for each year, and its magnitude and date of occurrence 

compared to those at hydrometric stations in the Canadian National Water Data Archive HYDAT 

database. A total of 747 HYDAT stations recording natural streamflow and having at least 30 years 

of data in the 1971–2020 period are considered for validation. Both the magnitude and date of 

annual maximum streamflow (AMS) events are recorded. The average date of maximum 

streamflow occurrence is derived using circular statistics (i.e., by mapping the days of the year on 

the unit circle). This date is assumed to be representative of most events at the station when at least 

50% of events occur within 30 days of the average date. The magnitude of the 1 in 10-year event 

is approximated by the 90th percentile, and its magnitude normalized by the median event, giving 

a measure of the variability of streamflow at each station. 

Figure 3.2 shows that GEM captures all the major rivers in Canada, and the timing of peak 

streamflow appears reasonable, generally occurring earlier for the warmer southern regions and 

later farther north. In some regions of central Canada (shown in grey), the average timing of peak 
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streamflow is very variable, suggesting that more than one mechanism could lead to flooding in 

this region. As in observations, GEM suggests that streamflow in the Prairie region is more 

variable from year to year than for rest of Canada. Direct comparison at HYDAT stations where 

drainage area is within 20% of the value used in GEM reveals that GEM underestimates the median 

AMS by around 30%, and the AMS occurs on average 6 days later in GEM, for the median station. 

Compared to similar studies, it can be said that GEM is able to reasonably capture the magnitude, 

the timing, and the variability of peak streamflow with respect to observations over most regions. 

3.3.1.2. Flood-Generating Mechanisms 

Given that the two processes contributing virtually all liquid water at the surface are snowmelt and 

rainfall, any streamflow peak can be traced back to these two components, after considering delays 

in surface and groundwater transport. These delays also imply that an extended period of snowmelt 

and/or rainfall is required to generate a notable streamflow peak, at least at the scales considered 

in this study, which exclude flash flooding. 

The analysis of flood-generating mechanisms in the current climate (1981–2010) focuses on the 

150 largest streamflow events (30 years times 5 ensemble members) at each grid point. To ensure 

that these events are independent, a minimum 90-day separation between events is enforced. It is 

hypothesized that each of these events is caused by snowmelt, rainfall, or both, falling over the 

upstream contributing basin prior to the event. To take into account some of the hydrological 

characteristics of each basin, varying moving windows for accumulation of rainfall and snowmelt 

(from 1 to 90 days), and varying delays between the accumulation window and the date of 

maximum streamflow (also from 1 to 90 days) are considered at each grid point. The accumulation 

window and delay that best explain the variability in streamflow are chosen on the basis of the 

maximum correlation coefficient between accumulated snowmelt/rainfall and streamflow for the 
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150 events. To establish the relative contribution of snowmelt and rainfall, it suffices to compare 

the contribution of each over the accumulation window at each location. 

Figure 3.3 shows that the amount of snowmelt/rainfall falling over the contributing basin is 

strongly correlated with the magnitude of the corresponding ensuing streamflow event. The value 

of the correlation coefficient is close to one over some parts of the high Arctic, where permafrost 

forces hydrological processes to occur very close to the land surface. Lower correlations over 

central Canada again suggest multiple flood-generating mechanisms over this region, with 

potentially varying accumulation windows and delays. Figure 3.3 also shows the relative 

contribution of snowmelt and rainfall to streamflow events. As expected, both snowmelt and 

rainfall contribute significantly to flood generation over most of Canada, with warmer regions 

having slightly more rainfall contribution. Over northern Canada, as well as the western mountain 

ranges, the snowmelt contribution exceeds (often significantly) the rainfall contribution. 

3.3.1.3. Intense Floods 

Given that higher streamflows are more likely to lead to flooding, it should be assessed whether 

the relative contribution of rainfall and snowmelt varies with the magnitude of the streamflow 

event. To assess whether 1 in 10-year events behave differently, the average relative contribution 

is calculated using only the 15 largest events (instead of 150). Figure 3.4 shows that, over many 

regions, the largest events are characterized by decreased rainfall contribution (i.e., increased 

snowmelt contribution). Interestingly, this also occurs along the course of several large rivers (e.g., 

Mackenzie). 

3.3.2. Projected Changes to Flood-Generating Mechanisms 

3.3.2.1. Projected Changes to Streamflow 
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As discussed in Section 1, a warmer climate is expected to impact streamflow events through 

multiple pathways, including changes to rainfall, snow accumulation, and melt rates, as well as 

evapotranspiration and infiltration rates. Figure 3.5 shows that GEM projects both increases and 

decreases in median annual maximum streamflow over Canada, with the strongest relative 

increases projected for the high Arctic (where both snowmelt and rainfall are projected to increase 

significantly), while large regions of central and western Canada are projected to experience 

decreases in peak streamflow. The date of occurrence of peak streamflow is projected to become 

earlier in spring over virtually all regions where such a projection can be made (Figure 3.5), as a 

consequence of earlier snowmelt. The year-to-year variability in streamflow is not projected to 

change significantly over most regions (not shown). Under a 2 °C warming, changes are projected 

to be relatively small, with most regions projected to stay within 10% in magnitude and 15 days 

in timing of peak streamflow. In contrast, following a high-emissions scenario leads to significant 

changes in streamflow magnitude over large regions, and shifts of up to 2 months in the average 

date of occurrence of peak streamflow, thereby increasing the likelihood that adaptation measures 

would be required. 

3.3.2.2. Transitions to Flood-Generating Mechanisms 

Figure 3.6 shows that the amount of snowmelt/rainfall falling over the contributing basin is 

projected to remain strongly correlated with the magnitude of the corresponding ensuing 

streamflow event in a warmer climate, with spatial patterns resembling those seen in Figure 3.3 

and discussed in Section 3.1.2. Under 2 °C of global warming, the relative contribution of 

snowmelt and rainfall to streamflow peaks is projected to remain close to the 1981–2010 reference 

period, with some projected increases in rainfall contribution over Ontario and southern Quebec 

(Figure 3.6), but both components remain close in magnitude. In contrast, following a high-
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emissions scenario leads to generally higher rainfall contributions over Canada and the emergence 

of hotspots of change over central Nunavut, Nunavik, the west coast, and northern Ontario, where 

rainfall contribution is projected to significantly alter the currently snowmelt-dominated regime, 

as well as the southern Prairies, where rainfall is projected to become the dominant factor. In 

addition, warmer regions such as Vancouver Island, southern Ontario, and parts of the Maritimes 

are also projected to become rainfall-dominated. 

3.4. Conclusions 

The implications of the projections presented in Section 3 vary depending on the region and the 

vulnerability of natural and built systems in the region. Increased peak streamflow, as projected 

for several regions, has the direct implication of increased flood risk. Decreased peak streamflow, 

while positive from the flooding perspective, hints at potential decreases in total streamflow, which 

has important implications for freshwater resources. The same can be said for shifts in streamflow 

distribution throughout the year, linked to shifts in the average date of peak streamflow, which 

additionally have implications for flow regulation plans in the affected regions. 

Like most previous RCM-based studies on flooding, this study uses high streamflow (or discharge) 

as a proxy for flooding, which constitutes a good approximation under the assumption of a fixed 

stage–discharge relationship. However, extreme flooding in Canadian rivers is frequently the result 

of ice jams (de Rham et al., 2020), particularly for north-flowing rivers, with water levels for a 

given discharge greatly exceeding those occurring under open-water conditions, due to the well-

known hydraulic effects of ice on flow conveyance. Given warming temperatures, the probability 

of mid-winter ice jams is likely to increase across many regions, constituting a major threat to 

riverside communities and infrastructure (Beltaos, 2002; Beltaos et al., 2003). Simulations of 
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projected changes to river ice and ice jam mechanisms are thus needed and are currently being 

implemented in models. 

While the ~50 km grid spacing used in this study is sufficient for the identification of potential 

hotspots of change at regional scales, higher resolution is required for assessing impacts at local 

scales. This would also allow studying flash flooding in smaller basins, which might increase in a 

warmer climate, given the significant projected increases in short-duration rainfall (Oh and 

Sushama, 2020). Site-specific impact studies can be performed with the aid of hydrodynamic 

models, which can explicitly simulate inundation area and flood depths, and are often used to 

provide flood-risk mapping (Teng et al., 2017). The flow boundary conditions required for 

mapping purposes could be taken from high-resolution RCM simulations of streamflow. 
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Figure 3.1. (a) Experimental domain of Global Environmental Multiscale (GEM) simulations, with 

every fifth grid point shown. The outer thick lines represent the full domain, while the inner thick 

lines represent the free domain. (b) Upstream drainage area over the analysis domain. Major rivers 

are named near their outlet. Black lines show the boundaries of Canadian provinces and territories, 

named with their two letter codes. Green lines show the boundaries of major drainage areas as 

defined by Water Survey of Canada. 

 

  



57 
 

 

Figure 3.2. Median annual maximum streamflow (first column), its average date of occurrence 

(second column), and ratio between 1 in 10-year and median annual maximum streamflow (third 

column), for the 1971–2020 period, from HYDAT (top row) and GEM (bottom row). Grey is used 

for the date at locations where less than 50% of annual maximum events occur within 30 days of 

the average date. Where multiple HYDAT observations overlap, the one with the highest 

streamflow is shown on top. 
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Figure 3.3. Correlation coefficient between streamflow and accumulated snowmelt/rainfall 

upstream of respective grid cell in GEM for the 150 largest streamflow events during the 1981–

2010 period (left). Relative average snowmelt (SM) and rainfall (RN) contribution during those 

events (right). 
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Figure 3.4. Relative average snowmelt and rainfall contribution in GEM for the 15 largest 

streamflow events during the 1981–2010 period (left). Difference in rainfall contribution with 

respect to the average rainfall contribution during the 150 largest streamflow events (right). 
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Figure 3.5. Projected changes to median annual maximum streamflow with respect to 1981–2010 

(first column), projected average date of occurrence of annual maximum streamflow (second 

column), and its projected changes with respect to 1981–2010 (third column). Projections for both 

2 °C warming (top row) and RCP8.5 2070–2099 (bottom row) are shown. Grey is used for the date 

at locations where less than 50% of annual maximum events occur within 30 days of the average 

date. 
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Figure 3.6. Correlation coefficient between streamflow and accumulated snowmelt/rainfall 

upstream of respective grid cell in GEM for the 150 largest streamflow events (first column), 

relative average snowmelt and rainfall contribution during those events (second column), and 

projected changes to the rainfall contribution during those events with respect to 1981–2010 (third 

column). Projections for both 2 °C warming (top row) and RCP8.5 2070–2099 (bottom row) are 

shown. 
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Preface to Chapter 4 

In Chapter 3, the largest projected changes to flood magnitude were seen over northern regions of 

Canada, due to projected increases to both rainfall and snowmelt. This motivated further analysis 

over these regions, focusing on the role of permafrost degradation on regional hydrology, 

specifically on the transition between surface and subsurface flows, which were hypothesized to 

have a significant influence on flood regimes. Chapter 4 explores this line of research, which 

ultimately demonstrated changes to flood regimes, but also resulted in the discovery of the 

possibility of abrupt changes to many other variables relevant to northern engineering systems. 
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Chapter 4: Abrupt changes across the Arctic permafrost region endanger northern 

development 

Bernardo Teufel and Laxmi Sushama 

Abstract 

Extensive degradation of near-surface permafrost is projected during the twenty-first century 

(Koven et al., 2013), which will have detrimental effects on northern communities, ecosystems 

and engineering systems. This degradation is predicted to have consequences for many processes, 

which previous modelling studies have suggested would occur gradually. Here we project that soil 

moisture will decrease abruptly (within a few months) in response to permafrost degradation over 

large areas of the present-day permafrost region, based on analysis of transient climate change 

simulations performed using a state-of-the-art regional climate model. This regime shift is 

reflected in abrupt increases in summer near-surface temperature and convective precipitation, and 

decreases in relative humidity and surface runoff. Of particular relevance to northern systems are 

changes to the bearing capacity of the soil due to increased drainage, increases in the potential for 

intense rainfall events and increases in lightning frequency. Combined with increases in forest fuel 

combustibility, these are projected to abruptly and substantially increase the severity of wildfires, 

which constitute one of the greatest risks to northern ecosystems, communities and infrastructures. 

The fact that these changes are projected to occur abruptly further increases the challenges 

associated with climate change adaptation and potential retrofitting measures. 

4.1. Main 

The pan-Arctic permafrost region is expected to warm at least at twice the global average during 

the twenty-first century (Miller et al., 2010), resulting in substantial near-surface permafrost 
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degradation and thaw-depth deepening, with specific projections depending on the underlying 

climate forcing scenario and model physics (Koven et al., 2013). Given that permafrost acts as an 

impermeable barrier to soil water movement (Woo et al., 2008), the deepening of the annual thaw 

depth has important implications for the hydraulic behaviour of soils. In regions with the 

permafrost table close to the surface, hydrological processes are confined close to the surface and 

the water storage capacity of soils is small, meaning that available liquid water (from precipitation 

and/or snowmelt) has a strong influence on the soil moisture content closest to the surface. In 

regions with a deep permafrost table, the water storage capacity of soils is larger, often resulting 

in drier surface soil layers as water is stored at greater depths (White et al., 2007; Jorgenson et al., 

2013). The timing of the transition between these regimes as near-surface permafrost degrades due 

to rising temperatures has received little attention in past modelling studies. Field observations 

have shown that additional hydraulic pathways might become available as permafrost degrades, 

increasing drainage (Liljedahl et al., 2016) and rapidly reducing surface soil moisture (Perreault et 

al., 2016). Abrupt decreases in soil moisture due to permafrost degradation were only recently first 

reported in climate model simulations (Avis et al., 2011; Drijfhout et al., 2015). The implications 

of abrupt changes are significant for northern communities and for the built environment (Lenton, 

2012). Although the importance of incorporating climate change information in their decision-

making process has gained recognition in recent years, often only mean projected changes and 

smooth trends are considered, ignoring the potential for abrupt climatic shifts. 

Analysis of an ensemble of five pan-Arctic realizations performed using the limited area version 

of the Global Environmental Multiscale (GEM) model for the Representative Concentration 

Pathway 8.5 (RCP8.5) reveals that for a region covering around 4.4 million km2 of the present-

day permafrost area, an abrupt decrease in soil moisture occurs during the year in which permafrost 
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degrades enough to stop acting as a hydraulic barrier. This abrupt decrease, described here for the 

first time, marks the transition between two soil moisture regimes (Fig. 4.1a). The years before 

this abrupt change are characterized by soil moisture near saturation, while the years following the 

change are characterized by much drier soils, with the median grid cell losing around 34% of its 

vertically integrated soil moisture-interquartile range (IQR) of 28 to 41%. Soil moisture values for 

the dry regime are generally outside the range of interannual variability of the wet regime and 

these low values persist until the end of the climate simulation (that is, the end of the twenty-first 

century). Figure 4.1b shows the regions affected by these abrupt changes and their timings, and 

Fig. 4.1c shows the relative magnitude of the decrease in soil moisture at each grid cell. Northern 

ecosystems will probably be disrupted by this abrupt decrease in soil water availability (Wrona et 

al., 2016), impacting high-latitude carbon emissions (Lawrence et al., 2015). In addition, these 

abrupt changes will modify the bearing capacity of the soil, conditional on site-level soil properties 

and foundation characteristics, leading to potentially catastrophic situations for infrastructure 

(Streletskiy et al., 2012). Given the abruptness of this change and that it is expected to occur with 

little or no warning, adaptation measures would need to be made very quickly to minimize impact. 

Given that annual frost depth and thaw depth vary from year to year as a function of near-surface 

climate, it is possible for soil ice to again act as a hydraulic barrier in the years after permafrost 

first degraded, resulting in a transition period where soil moisture varies between high and low 

values, as shown in Fig. 4.1a (lower panel). The median duration of this transition period at each 

grid cell is shown in Fig. 4.1d. Slightly more than one-third of the modelled transitions occur 

within 1 year, while the other two-thirds occur over an average of 15 years (IQR: 8–25 years). In 

regions where the permeable soil is deep, soil moisture is unlikely to return to its original range 
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from the wet regime because replenishment often takes years and the possibility of permafrost 

being present decreases as temperature increases. 

River flows in these northern regions are generally dominated by snowmelt during spring. Given 

that the soil is considerably less saturated and thaws faster after the abrupt decrease in soil 

moisture, a large fraction of the snowmelt is projected to infiltrate under the drier regime, rather 

than reach the streams as surface runoff. GEM projections suggest an abrupt decrease of about 

62% in surface runoff due to the regime shift (Fig. 4.2a), which implies that the magnitude of the 

streamflow peak is expected to decrease because the water that infiltrates is released gradually 

from the soil into the rivers, which also suggests a delay in peak streamflow. These changes point 

towards a reduction in flood risk during the snowmelt period but, because streamflow is projected 

to be higher during the warm season (due to the gradual release of snowmelt water from soils), the 

risk of flooding due to heavy rainfall events will probably increase. Furthermore, the serviceability 

of ice roads might be abruptly and negatively impacted by the increased groundwater release 

expected during the cold season because it would result in increased water temperatures and 

reduced ice cover. The assessment of these changes to streamflow is complicated by the fact that 

permafrost does not degrade at the same time over an entire river basin, meaning that there is 

usually a transition period of decades between the two regimes, at least for large basins. 

The previously described abrupt decrease in soil moisture is also clearly reflected in the annual 

cycle of surface soil moisture. Figure 4.2b shows that in the years preceding the abrupt decrease, 

surface soil moisture stays near saturation during the cold season, decreasing to about two-thirds 

of saturation during the warm season, resembling the overall behaviour seen in present-day 

permafrost regions4. The year of the abrupt decrease is characterized by surface soil moisture that 

stays below saturation after the warm season is over. This pattern persists for the years after the 
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decrease, with the yearly cycle of surface soil moisture characterized by a peak during snowmelt, 

followed by a much more pronounced decrease during the warm season and a slow recovery during 

autumn and winter. In both regimes, there is a gradual increase in the duration and magnitude of 

the warm-season decrease driven by increasing evapotranspiration as temperatures increase. 

During the warm season surface soil moisture controls the partitioning of the turbulent heat flux 

between sensible heat and latent heat, modifies the surface thermal conductivity and can also 

influence surface albedo. Figure 4.3a shows that the abrupt decrease in surface soil moisture during 

summer is about 29% for the median grid cell (IQR: 23–32%). In the eastern part of northern 

Canada, where mineral soils predominate, this abrupt decrease in surface soil moisture results in 

an increase to surface albedo, leading to cooler near-surface temperatures and reduced turbulent 

fluxes after permafrost degrades. In all other regions, an abrupt decrease in summer ground heat 

flux due to the lower thermal conductivity of drier organic soils is the dominant process (Fig. 4.3b), 

resulting in warmer near-surface soils and an increase in the sensible heat flux (Fig. 4.3c). 

In regions where regime change favours warmer near-surface soils, atmospheric stability abruptly 

decreases due to the warmer surface layer. This results in increased convective precipitation during 

the summer months (10% for the median grid cell showing an increase), and is accompanied by a 

decrease in large-scale precipitation, which appears to indicate a shift in precipitation producing 

processes. This shift from large-scale to convective precipitation results in an increase in intense 

short-duration precipitation events (Fig. 4.3d). 

This abrupt increase in convective precipitation is expected to result in an abrupt increase in 

lightning frequency (Fig. 4.3e), based on previously found relationships between lightning and 

other thunderstorm-related variables, such as convective precipitation and mass flux (Magi, 2015). 

In sparsely populated regions, such as the Arctic, cloud-to-ground lightning is the process 
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responsible for the ignition of most wildfires (Stocks et al., 2002), which are a major concern for 

the safety of northern communities and infrastructure (McGee et al., 2015). An abrupt increase in 

ignition events would further endanger northern ecosystems and development. 

In addition to lightning, combustibility of available fuel is an essential condition for the ignition 

and growth of wildfires. The Canadian Forest Fire Weather Index (FWI; Van Wagner, 1987) uses 

daily weather observations to model the combustibility of different types of forest fuels and has 

been shown to be successful in estimating wildfire intensity—if ignition occurs. Here the FWI and 

its associated daily severity rating (DSR) are computed from GEM outputs. Results show that the 

abrupt decrease in soil moisture has a strong influence on the combustibility of fuels, which 

undergoes an abrupt increase that results in similarly abrupt increases in the FWI and DSR (Fig. 

4.3f). 

One region where the increase in fire danger is projected to be particularly large is northwestern 

Canada (Fig. 4.4a). This region of approximately 220,000 km2 is projected to experience an abrupt 

~100% increase in potential fire severity as permafrost degrades (Fig. 4.4b). This region is 

characterized by one of the largest abrupt decreases in summer relative humidity (3%) due to 

permafrost degradation (Fig. 4.4c), which appears to be the main driver for the abrupt increase in 

the DSR, given that the rest of the FWI variables only show modest changes (temperature, Fig. 

4.4d) or no abrupt change at all (precipitation and wind speed, Fig. 4.4e,f). This is consistent with 

previous studies (Lawson and Armitage, 2008) that show that the FWI is most sensitive to changes 

in humidity. 

Permafrost hydrology is complex and a number of processes are not yet included in climate 

models, including lateral soil heat and moisture transport, soil subsidence, erosion, subpermafrost 

aquifers and evolving water bodies (for example, thermokarst lakes). In addition to the 
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uncertainties introduced by these unresolved processes, projected changes to the vegetative cover 

and its water-use efficiency are also likely to influence soil moisture. Due to the large influence 

that geomorphology has on the occurrence, timing and consequences of the abrupt changes 

described earlier, it is essential to obtain reliable estimates of geomorphological parameters (for 

example, depth to bedrock), which are currently poorly constrained by observations. To provide 

actionable information on abrupt changes to the climate adaptation and engineering communities, 

climate simulations will need to be performed at convection-permitting scales (Prein et al., 2015). 

Additional benefits obtained from high-resolution simulations would include a better 

understanding of changes to intense short-duration rainfall events because the convective 

processes involved would be resolved rather than parameterized. 

The implications of the abrupt changes identified in the present study are important for northern 

communities and engineering projects. For example, the abrupt changes in soil moisture presented 

in this study have major implications for the stability of structures and roads. These changes are 

also expected to influence flooding hazards through changes in river flow regimes. Diverse 

feedback processes result in permafrost degradation abruptly increasing the risk of intense 

precipitation, lightning frequency and fire severity, each of which poses unique threats to 

vulnerable northern ecosystems and human activities. This study highlights the importance of 

going beyond mean projected changes and smooth trends when making decisions on climate 

change adaptation, given the potential of abrupt climatic shifts occurring throughout the twenty-

first century. 

It is important to highlight that the occurrence of these abrupt changes in GEM (see Methods) is 

conditional on permafrost degradation, which could be prevented by limiting global warming. For 

example, by the time global warming reaches the 2.0 °C threshold(Schleussner et al., 2016) in the 
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driving climate model (around the year 2031), only 42% of the permafrost degradation leading to 

abrupt changes is projected to occur. Also significant is the fact that the likelihood of abrupt 

changes depends on the rate of temperature increase (that is, the RCP followed), meaning that a 

slower rate of warming would probably result in transition periods longer than those shown in Fig. 

4.1d, allowing for additional time for adaptation and mitigation measures. However, it should be 

noted that this study explores abrupt changes until the year 2070, which corresponds to about 

4.0 °C global warming in the driving climate model. If global warming crosses this threshold, an 

additional 2.2 million km2 of the Arctic (shown dark blue in Fig. 4.1b) would be at risk of 

experiencing abrupt changes linked to permafrost degradation and their consequences. 

 

4.2. Methods 

4.2.1. Model 

This study is based on the limited area version of the GEM model, which is used for numerical 

weather prediction at Environment and Climate Change Canada (Côté et al., 1998). A description 

of the parameterizations used is provided in a previous study (Teufel et al., 2017). The land surface 

scheme used is CLASS v.3.6 (Verseghy, 2011), which makes a distinction between permeable and 

impermeable soil (not present in most other land surface models), meaning that hydrological 

calculations are performed only for the permeable soil layers. To accurately represent permafrost 

extent, a 60-m deep soil profile is used (Teufel et al., 2018). The thickness of the soil layers in this 

profile is distributed as follows, starting from the surface: 0.1, 0.2, 0.3, 0.4, 0.5 m (10 layers), 1.0, 

3.0 and 5.0 m (10 layers). To obtain initial conditions for the state of the soil, a 500-year spin-up 
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is performed using CLASS driven by repeating atmospheric fields for the 1979–1988 period from 

the ERA-Interim reanalysis (Dee et al., 2011). 

In CLASS, the percentages of sand and clay in each soil layer determine their hydraulic and 

thermal properties. For this study, soil composition is obtained by upscaling the high-resolution 

Harmonized World Soil Database (HWSD; Nachtergaele et al., 2012). Depth to the bedrock is also 

obtained from a high-resolution dataset (Pelletier et al., 2016). Due to the distinct thermal and 

hydraulic properties of organic soils, these are treated differently from mineral soils in CLASS. 

This enables the model to represent the rapid decrease of hydraulic conductivity with depth in 

organic soils (Letts et al., 2000). For grid cells covered mostly by histosols in the HWSD, all soil 

layers above the bedrock are considered organic. To account for organic matter within mineral 

soils, soil carbon density from the HWSD is used to classify each soil type into having zero, one 

(10 cm) or two layers (30 cm) of organic matter at the surface. Each grid cell is then assigned its 

most representative number of organic soil layers (Teufel et al., 2018). 

An ensemble of five GEM simulations were performed for the 1950–2099 period over a pan-Arctic 

domain at 0.5° resolution covering all areas north of 49° N. The vertical discretization is set at 56 

vertical levels and the model top is near 10 hPa. Each of these simulations is driven at the 

boundaries by the corresponding member of the second-generation Canadian Earth System Model 

(CanESM2) ensemble for the RCP8.5, which allows the signal-to-noise ratio to be maximized and 

represents a realistic ‘business as usual’ scenario for recent trends in greenhouse gas emissions. 

4.2.2. Change point detection 

Many techniques for discontinuity detection (for example, the Pettitt change point test (Pettitt, 

1979)) make the implicit (but often erroneous) assumption that any long-term change must be 
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attributed to a discontinuity. Change point analysis in the present work is inspired by a recently 

developed method (Bowman et al., 2006), which allows for the presence of both smooth trends 

and abrupt changes in a timeseries, enabling discrimination between the two. This data-driven 

approach evaluates the evidence for discontinuities without assuming that the underlying 

regression function takes a specific functional form (for example, linearity, piecewise linearity or 

step functions) (Bates et al., 2012). 

The detection of change points in the chosen approach rests on the comparison of two smooth 

estimates of the regression function, one constructed from data before the time of interest and the 

other constructed from data after the time of interest. If there is a discontinuity in the regression 

function near the time of interest then this difference will be large; however, if the function is 

continuous near the time of interest the difference will be small. The parameter controlling the 

smoothness of the regression function is selected using a version of the Akaike information 

criterion (Hurvich et al., 1998). To assess whether there is enough evidence to support the existence 

of a change point, the corrected Akaike information criterion is compared to one of a regression 

function constructed from the entirety of the data (that is, without change point). 

The first 20 years (1950–1969) of each GEM realization are discarded to allow for spin-up. Change 

point analysis is first limited to grid cells with the presence of permafrost in any of the 

hydrologically active soil layers at any point in the simulation. Permafrost is defined here as soil 

layer temperatures remaining at or below 0 °C for at least two consecutive years. Each of the grid 

cells described above is screened for the presence of a period of at least 30 consecutive years 

(starting in 1970) where permafrost acts as a hydraulic barrier. Grid cells where permafrost 

degradation causes the first disappearance of this hydraulic barrier at the latest by 2070 (to allow 

for a second 30-year period) are the final candidates for change point analysis. Grid cells with 
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perennial snow cover are eliminated by considering only cells where the annual minimum snow 

mass is zero for each of the 30 years preceding the change point. The above procedure is performed 

separately for each GEM simulation. 

Although change points can be reliably detected at the grid cell level for some variables, such as 

vertically integrated soil moisture, most variables exhibit considerable interannual variability 

(noise for the purposes of this analysis), which masks the presence of change points (signal). To 

increase the signal-to-noise ratio, data are aggregated across GEM realizations and neighbouring 

grid cells using an 11 × 11 grid centred on the grid cell of interest. Averaging is performed for 60 

consecutive years (the 30 years before and after permafrost degradation for each grid cell and 

realization) and each grid cell is weighed by the fraction of land area it contributes to the total. 

Change point analysis is performed on the resulting 60-year timeseries for each grid cell. 

Given that the year in which permafrost degrades is generally characterized by warm and wet 

conditions during summer (see Appendix A), it often constitutes an outlier with the potential to 

introduce bias in the magnitude of the abrupt change estimates. For this reason, data for the year 

of permafrost degradation are excluded from the construction of these estimates. 
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Figure 4.1: Timing and magnitude of abrupt changes in soil moisture. a, Monthly evolution of 

vertically integrated soil moisture for a typical grid cell undergoing abrupt changes. Regime shifts 

with both short and long transitions are shown. b, Median year in which permafrost first stops 

acting as a hydraulic barrier, if before 2070. c, Relative magnitude of abrupt changes in summer 

(June, July, August, JJA) vertically integrated soil moisture. d, Median length of the transition 

between the frozen and thawed regimes. Grey shading in b and d indicates the modelled maximum 

near-surface (5 m) permafrost extent. Grey markers in c are used where there is no evidence of an 

abrupt change (see Methods).  
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Figure 4.2: Abrupt changes in annual cycles. a,b, Evolution of the annual cycle of 15-d surface 

runoff (a) and 3-hourly moisture in the top soil layer (0–10 cm, b) aggregated across all grid cells 

where the hydraulic barrier associated with permafrost degraded abruptly during the 2000–2070 

period. The 30 years preceding permafrost degradation are shown in blue, with the darkest blue 

corresponding to the earliest decade. The year of permafrost degradation is shown in green and the 

29 years after permafrost degradation are shown in red, with the darkest red corresponding to the 

latest decade. 
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Figure 4.3: Abrupt changes in land and atmosphere processes. a–f, Relative magnitude of abrupt 

changes due to permafrost degradation in summer (JJA) moisture in the top soil layer (0–10 cm, 

a), summer ground heat flux (downwards, b), summer sensible heat flux (upwards, c), annual 

maximum 3-h rainfall (d), summer lightning frequency (e) and annual fire severity rating (f). 

Changes are shown as percentages with respect to the regression estimate before the abrupt change. 

Grey markers are used when there is no evidence of an abrupt change (see Methods). 
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Figure 4.4: Abrupt changes in fire severity and its drivers. a, Tree fraction from MODIS (Moderate 

Resolution Imaging Spectroradiometer) over northwestern Canada, shown in brown where abrupt 

increases in fire severity are projected to occur and green otherwise. Communities are shown with 

yellow stars and water bodies in blue. b–f, Evolution of fire weather variables aggregated across 

grid cells shown in brown in a; annual fire severity rating (b), summer average (JJA) relative 

humidity at noon (c), JJA 2-m temperature at noon (d), JJA total precipitation (e) and JJA wind 

speed at noon (f). Modelled values are shown with blue markers and regression estimates with 

black lines, while red markers indicate abrupt changes. 
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Preface to Chapter 5 

The research in Chapters 3 and 4 resulted in novel discoveries which addressed significant 

knowledge gaps, but was in some aspects limited by the relatively coarse resolution of the climate 

simulations analyzed. Chapter 5 is based on high-resolution simulations and projections, which 

were developed for the first time over northern Canada. Given the novelty of these simulations, 

the first part of Chapter 5 focuses on assessing their performance against observations and coarser 

resolution simulations. The second part of Chapter 5 analyzes projected changes to various hazards 

to northern transportation, for the first time at engineering-relevant scales. 

One of these hazards is fog, which is a complex variable that has been proven to be difficult to 

accurately simulate. Chapter 5 also presents the development, validation and application of a novel 

machine learning-based framework to diagnose this complex variable, using outputs from high-

resolution climate simulations, with the goal of allowing fog occurrence to be estimated at 

unobserved locations and also in future climate. 
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Chapter 5: High-resolution modelling of climatic hazards relevant for the northern 

transportation sector 

Bernardo Teufel and Laxmi Sushama 

Abstract 

Infrastructure and transportation systems on which northern communities rely are exposed to a 

variety of climatic hazards over a broad range of scales. Efforts to adapt these systems to the 

rapidly warming Arctic climate require high-quality climate projections. Here, a state-of-the-art 

regional climate model is used to perform simulations at 4-km resolution over the eastern and 

central Canadian Arctic. These include, for the first time over this region, high-resolution climate 

projections extending to the year 2040. Validation shows that the model adequately simulates base 

climate variables, as well as variables hazardous to northern engineering and transportation 

systems, such as degrading permafrost, extreme rainfall, and extreme wind gust. Added value is 

found against coarser resolution simulations. A novel approach integrating climate model output 

and machine learning is used for deriving fog – an important, but complex hazard. Hotspots of 

change to climatic hazards over the next two decades (2021-2040) are identified. These include 

increases to short-duration rainfall intensity extremes exceeding 50%, suggesting Super–Clausius–

Clapeyron scaling. Increases to extreme wind gust pressure are projected to reach 25% over some 

regions, while widespread increases in active layer thickness and ground temperature are expected. 

Overall fog frequency is projected to increase by around 10% over most of the study region by 

2040, due to increasing frequency of high humidity conditions. Given that these changes are 

projected to be already underway, urgent action is required to successfully adapt northern 

transportation and engineering systems located in regions where the magnitude of hazards is 

projected to increase. 



82 
 

5.1. Introduction 

Northern communities are feeling the pressures of climate change, as temperatures in the Arctic 

have markedly increased in recent decades, impacting the built and natural environments. Since 

the Arctic is expected to continue to warm at more than twice the global average rate and 

considering the vulnerability of the infrastructure and transportation systems on which northern 

communities rely, efforts to adapt these systems to the changing climate require high-quality 

climate projections. 

The horizontal resolution of most existing climate projections from global and regional climate 

models (GCMs and RCMs) is insufficiently fine (e.g., Jacob et al., 2014) to describe important 

processes that rarely extend beyond a few kilometres (e.g., convective cloud systems), which are 

consequently approximated using parameterizations. These approximations are the main source of 

errors and uncertainties in climate simulations (Dai, 2006; Hohenegger and Brockhaus, 2008; 

Zhang and Song, 2010; Ban et al., 2014; Palmer, 2014; Prein et al., 2015), and lead to limited 

confidence in model projections of precipitation extremes and other local phenomena, which are 

crucial in local planning and decision-making processes. 

Shorter time scale extreme events are often associated with smaller scale spatial structures and are 

expected to be better represented as model resolution increases. For example, it is known from 

sensitivity studies that simulated extreme precipitation is strongly dependent on model resolution. 

Growing evidence has shown that high-resolution models perform better at reproducing the 

observed intensity of extreme precipitation (Wehner et al., 2010; Endo et al., 2012; Sakamoto et 

al., 2012). 



83 
 

Decreasing the size of grid cells of the climate model to kilometre scale allows major convective 

cloud systems to be resolved explicitly and is consequently termed as convection-permitting model 

(CPM). Besides explicitly resolving deep convection, CPMs also offer the advantage of further 

improving the representation of fine‐scale orography and surface heterogeneity when compared to 

coarser RCMs (e.g., Lauwaet et al., 2012; Prein et al., 2013a; Prein et al., 2013b; Trusilova et al., 

2013). Limited‐area modelling is the approach most frequently used for CPM climate simulations. 

This approach telescopically nests limited‐area domains at decreasing horizontal resolution until 

convection‐permitting scales are reached (e.g., Prein et al., 2013b). CPM climate simulations are 

able to provide spatial data on scales that are small enough to derive impact‐relevant information 

(Zhang et al., 2017). 

Diro and Sushama (2019) carried out a five-year simulation for a Canadian Arctic domain covering 

Nunavut for the first time at 3 km grid spacing (i.e., at convection permitting resolutions) using 

the limited-area version of the Global Environmental Multiscale model (GEM; Côté et al., 1998). 

They noted substantial improvements; the representation of extreme precipitation events during 

summer and the simulation of winter temperatures are better captured at 3 km compared to 

simulations for example at 12 km grid spacing (Diro and Sushama, 2019). Moreover, the observed 

temperature–extreme precipitation scaling is realistically reproduced by the higher resolution 

simulation. 

In this study, both reanalysis-driven and GCM-driven CPM simulations are performed at 4 km 

grid spacing over the eastern and central Canadian Arctic. These include, for the first time over 

this region, CPM climate projections extending to the year 2040. The analysis focuses on variables 

that are expected to benefit from high-resolution and are also crucial to northern engineering and 

transportation systems, such as permafrost, extreme rainfall, extreme wind gust and fog. Given 
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that fog is not directly simulated, a novel approach integrating climate model output and machine 

learning algorithms is used to diagnose and project fog occurrence. 

The paper is organized as follows: Section 2 describes the model, simulations, and methods. 

Section 3 deals with model evaluation. Projected changes to climate hazards are presented in 

Section 4. Finally, discussion and conclusions are presented in Section 5. 

5.2. Model and methods 

5.2.1. Climate model and simulations 

GEM solves non-hydrostatic, deep atmosphere dynamics with an implicit, two-time-level semi-

Lagrangian numerical scheme. In the horizontal, the model uses a regular latitude–longitude grid 

with Arakawa C staggering and a rotated pole configuration such that the domain is approximately 

centered on the equator, in order to minimize changes in grid spacing across the domain. In the 

vertical coordinate, Charney–Phillips staggering is used, following Girard et al. (2014). The 

radiation scheme is represented by Correlated K solar and terrestrial radiation of Li and Barker 

(2005) and the planetary boundary layer scheme follows Benoit et al. (1989) and Delage (1997). 

The scheme employed for condensation processes is the double-moment microphysics scheme of 

Milbrandt and Yau (2005). In addition to the large-scale precipitation schemes, the model includes 

the deep convection scheme of Kain and Fritsch (1990) and the shallow convection based on Belair 

et al. (2005). It must be noted that the use of convection parameterization for ~3–8 km grid spacing 

is still a topic of debate and considered a grey zone as convection is neither fully resolved nor can 

it be assumed to be smaller than the grid box spacing (Gerard et al., 2009). The thresholds used 

for the convection schemes are those of Diro and Sushama (2019), which account for the high 

resolution of the simulations. 
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Land processes in the model are represented using the Canadian Land-Surface Scheme (CLASS) 

version 3.5 (Verseghy, 2011). This scheme includes prognostic equations for energy and water 

conservation and allows for a flexible number of ground layers and thicknesses. Given the 

importance of permafrost in the study domain (Teufel and Sushama, 2019), a 60-m deep 

configuration is used for all GEM simulations, consisting of 26 layers, which are distributed as 

follows, starting from the surface: 0.1, 0.2, 0.3, 0.4, 0.5 m (10 layers), 1.0, 3.0 and 5.0 m (10 

layers). To obtain adequate initial conditions for the state of the ground, a 500-year spin-up is 

performed using CLASS driven by repeating atmospheric fields for the 1979–1988 period from 

the ERA-Interim reanalysis (Dee et al., 2011). 

Figure 5.1a shows the model domain, with the inner domain covering Nunavut and the Northwest 

Territories (NWT), at 4 km grid spacing. The simulation driven by ‘perfect boundary conditions’, 

ERA5 reanalysis (Hersbach et al., 2020) in this case, spans the 1989-2010 period, and is hereafter 

referred to as GEM4_ERA5. The climate change simulation spanning the 1989–2040 period is 

driven by the Canadian Earth System Model (CanESM2; Arora et al., 2011) for Representative 

Concentration Pathway 8.5 (RCP8.5; Riahi et al., 2011). When driven by CanESM2, GEM 

simulations are first performed over the outer 10 km grid spacing domain shown in Figure 5.1a, 

the outputs of which are used as lateral boundary conditions for the ultra-high resolution GEM 

simulation over the inner domain at 4 km horizontal grid spacing. The simulation period was 

chosen to maximize the usefulness of the projections by focusing on hazards in the near-term future 

and was also constrained by limited computational resources and storage space. 

To help assess the added value of high-resolution modelling, an existing reanalysis-driven (i.e., 

ERA-Interim) GEM simulation at 50 km grid spacing is also considered in this study (hereafter, 

GEM50_ERA). Though the GEM simulation at 50 km covers a pan-Arctic domain, the analysis is 
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focused over the smaller domain covering Nunavut and NWT (Figure 5.1a), over which the 4 km 

simulations are performed. 

5.2.2. Methods 

Comparison of GEM4_ERA5 and GEM50_ERA with available observations will help assess the 

ability of the model in simulating current climate (1991-2010), and the added value of the high-

resolution simulations. Projected changes will be assessed by comparing the future (2021-2040) 

and current periods of the high-resolution GEM simulations driven by CanESM2. In this study, 

model validation and assessment of projected changes are undertaken for a set of climate variables 

related to terrestrial and aerial northern transportation. 

The road network in NWT consists of 2,200 km of all-weather roads and at least 2,195 km of 

winter roads (Palko and Lemmen, 2017). In contrast, no communities in Nunavut are 

interconnected by road. In both territories, the air sector plays a significant role and serves as the 

only year-round link between many northern communities and southern Canada (Figure 5.1b). 

Numerous environmental variables have the potential to impact northern transportation, such as 

air temperature, frost, freeze-thaw cycles, precipitation (rainfall, snowfall, freezing rain), soil 

temperature and moisture conditions (including permafrost), wind and visibility. In this study, the 

focus is on select climatic hazards: (1) extreme rainfall, which can lead to flooding and washing 

out of roads, bridges, and runways; (2) extreme wind, which can interrupt operations and damage 

infrastructure; (3) fog, which may impede aircraft take-off and landing; and (4) permafrost 

degradation, which threatens the structural integrity of roadways and runways. All these hazards 

are the result of small-scale processes and/or are strongly influenced by local factors, which are 

expected to be much better represented in high-resolution simulations. 
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In this study, a two-step process is used for validation. Base variables, such as annual and seasonal 

air temperature and precipitation, are validated first. Validation then proceeds to transportation 

related hazards, such as extreme rainfall, extreme wind gust, fog, and permafrost. Validation is 

achieved by comparing simulations with station observations, gridded observation datasets such 

as Daymet (Thornton et al., 2016) and reanalysis products such as the Arctic System Reanalysis 

(Bromwich et al., 2018). To facilitate comparison, higher resolution gridded data is aggregated, 

while lower resolution gridded data is linearly interpolated to the GEM4_ERA5 grid. Site 

observations are directly compared to the simulated values for the grid cell in which the observing 

station is located. 

Daymet is a 1 km horizontal resolution dataset derived from daily observations of near-surface 

maximum and minimum air temperature and precipitation at weather stations. At unobserved 

locations, the Daymet algorithm uses a combination of interpolation and extrapolation, using 

inputs from multiple weather stations and weights that reflect the spatial and temporal relationships 

between a Daymet grid cell and the surrounding weather stations. Daymet also provides station-

level cross validation data that offers insights into the regional accuracy of its algorithm. The 

protocol is to withhold data for one station at a time and generate a prediction for the withheld 

station using data from neighboring stations. Large deviations from the withheld data suggest poor 

accuracy for the region, and vice versa. 

For extreme rainfall, extreme wind gust and fog, validation is achieved by directly comparing 

simulation data with station observations, given that they represent the best (and often the only) 

source of information regarding these variables. Over the analysis domain, a total of 243 sites 

reported hourly observations during the 1991-2010 period according to the archives kept by 

Environment and Climate Change Canada (ECCC), although each variable of interest was 
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recorded only at a fraction of these sites – only 17 sites measured rainfall,.71 sites reported fog 

and 123 sites had wind gust data. For all variables, only those sites with at least 10 years of data 

were considered. 

The GEM model employs a physical approach to estimate wind gusts following Brasseur (2001). 

This approach assumes that the surface wind gust occurs from the deflection of air particles 

flowing higher in the boundary layer, which are transported by turbulent eddies to the surface. At 

ECCC stations, wind gust is the maximum instantaneous reading from the anemometer. The 

duration of a gust typically corresponds to an elapsed time of 3 to 5 seconds. Stations only report 

wind gusts exceeding 30 km/h. 

Some of the physical processes leading to fog formation are difficult to capture by climate models, 

and thus statistical techniques have been used for diagnosing the occurrence of fog (Bocchieri et 

al., 1974; Pasini et al., 2001; Fabbian et al., 2007; Menut et al., 2014). In this study, fog is 

diagnosed using decision trees – a predictive machine learning algorithm that is able to learn the 

complex relationships between observed fog occurrence and associated meteorological conditions, 

here modelled by GEM4_ERA5. Hourly fog occurrence (yes or no) observations from the 71 

stations in the domain reporting fog for at least 10 years in the 1991-2010 period are used to train 

the model. The training dataset consists of 7,287,115 observations of which 373,728 are positive 

for fog, resulting in an average fog occurrence rate close to 5%. 

Fog can form due to radiative cooling, advection, and strong vertical heat and moisture fluxes. 

Climatologically, fog in Arctic Canada is characterized by highly variable seasonal occurrence and 

strong local influences by terrain and proximity to open water (Hanesiak and Wang, 2005). To 

capture the various mechanisms of fog formation, the following GEM variables are included in 

the training dataset as predictors at the time and location of each observation: 2-m relative 
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humidity, 2-m temperature, snowpack mass, 10-m wind components (u and v) and 10-m wind gust 

speed. In addition, 10-m wind components computed along the NW-SE and the NE-SW axes are 

included to allow for advection along further directions. The minimum 2-m relative humidity on a 

3x3 grid centered on the location of interest is included to provide additional differentiation during 

near-saturation conditions. Local solar time (0 to 23 h) and the month of the year (1 to 12) are 

included as well. 

Given the importance of surface conditions, terrain and open water, the time-invariant site 

characteristics considered are elevation above sea level, elevation with respect to the surrounding 

3x3 grid, soil depth, soil organic matter (yes or no), ocean fraction, lake fraction, water fraction 

(ocean plus lake) and glacier fraction. The water fraction of each neighbouring cell (for advection) 

and the maximum glacier, ocean and water fraction on the surrounding 3x3 grid are also included 

in the training dataset. In summary, a total of 30 predictors are considered, of which 19 are time-

invariant, but serve the purpose of allowing the estimation of fog at unobserved locations. 

Starting from the full set of observations, the decision tree (DT) algorithm recursively splits the 

observations into groups, considering all possible values for each predictor and selecting the split 

that maximizes the reduction in mean square error (MSE) at each step. If the number of 

observations per group gets too small, overfitting due to spurious splits tends to occur. To avoid 

overfitting, cross-validation is performed by randomly dividing the training dataset into 10 folds 

and then repeatedly using 90% of the data for training models that predict each of the remaining 

10%. The choice of minimum observations per group (i.e., leaf size) that achieves the lowest Brier 

score (i.e., MSE) during cross-validation is selected to train the model used for climate projections 

(for this study, the optimal minimum leaf size is 192). The relative importance of each predictor 

is shown on Figure B3. 
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Estimates of permafrost extent are generally obtained from field surveys. For this study, the map 

from Brown et al. (1997) is used to validate the modelled permafrost extent. In this map, 

permafrost is categorized as continuous (> 90% coverage), discontinuous (50–90% coverage), 

sporadic (10–50% coverage) and isolated (< 10% coverage). In this study, a grid cell is said to 

contain near-surface permafrost when the modelled temperature of at least one soil layer in the top 

5 m remains at or below 0 °C for 24 consecutive months. Further validation is performed by 

comparing simulated and observed values of active layer thickness (ALT), where ALT is defined 

as the maximum annual thaw depth. The circumpolar active layer monitoring (CALM) dataset 

from Brown et al. (2000) contains yearly observations of ALT at specific sites, starting from 1990. 

ALT is estimated in the field using a variety of methods, including mechanical probing with steel 

rods, thaw tubes and interpolation from ground temperature measurements at different depths. In 

the model, the ALT for a particular year is assumed to be the depth to the top of the soil layer 

closest to the surface with maximum temperature at or below 0 °C during the year under 

consideration. Observed permafrost temperatures for select locations in Nunavut are available in 

the database by Smith et al. (2013), and are compared to GEM-simulated permafrost temperatures. 

5.3. Validation 

5.3.1. Air temperature 

During the summer season, average 2-m air temperatures over most of the study domain vary 

between 0 and 20 °C, while during winter, average temperatures of -15 to -35 °C are the norm. 

Figure 5.2 shows that GEM4_ERA5 captures the diurnal and seasonal temperature variability in 

the Daymet dataset and the underlying station data. For daily maximum temperature, GEM has 

little to no bias on the annual scale, except for a slight cold bias (1-2 °C) over parts of the NWT. 

For winter, most of the domain has close to zero bias, except for a warm bias of around 2 °C over 
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the high Arctic, while for summer, GEM has a cold bias of 2 to 4 °C over most of the domain. This 

bias is similar to the one found by Diro and Sushama (2019) in their 5-year 3-km resolution GEM 

simulation over Nunavut. 

The performance for daily minimum temperature is even better, again with little (< 2 °C) to no 

bias on the annual scale for most of the domain. During the winter season, warm bias is present 

for the high Arctic and cold bias is present for parts of Baffin Island. During the summer season, 

slight cold bias (1-2 °C) occurs over Nunavut, while the southwestern corner of the domain 

presents some warm bias. In summary, GEM temperatures are close to those of Daymet, which 

itself performs well (i.e., biases below 2 °C) at estimating temperatures at most stations in the 

domain during cross-validation (see Section 2.2 for details). When compared directly to site 

observations, while summer daily maximum temperature is underestimated by GEM, all other 

biases at most stations are below 2 °C. Additionally, GEM4_ERA5 improves on GEM50_ERA 

(Figure B1) in terms of the magnitude and spatial extent of temperature biases on both annual and 

seasonal scales, and for both maximum and minimum temperatures. This represents a first example 

of the added value of the high-resolution simulations. 

5.3.2. Precipitation 

Precipitation has much greater spatiotemporal variability than air temperature and is consequently 

more challenging to accurately estimate at unobserved locations. For example, a significant 

number of stations in Daymet exhibit relatively large biases (> 20%) during cross-validation, 

implying that Daymet is likely to have large biases at some unobserved locations and is thus not 

an ideal reference dataset. To improve the assessment of precipitation in GEM, the Arctic System 

Reanalysis (ASR) at 15 km horizontal resolution is considered as an alternative reference. 
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In both Daymet and ASR, regions near the western, eastern, and southern boundaries of the domain 

receive more precipitation than interior and northern regions (Figure 5.3). In both datasets, 

precipitation is significantly more abundant during summer than during winter. These features are 

well captured by GEM4_ERA5, despite the presence of some biases. During all seasons, GEM 

presents a wet bias over the high Arctic, which is more moderate against ASR than Daymet. It 

should be noted that Daymet exhibits large biases during cross-validation at most stations over this 

region, suggesting that ASR might be a more suitable reference. In particular, the extension of the 

wet bias towards the interior NWT-Nunavut border in Daymet is not supported by site observations 

nor ASR. 

GEM also presents some moderate dry biases against both references towards the western and 

southern boundaries of the domain. These occur due to the difference in horizontal resolution 

between the driving dataset (ERA5) and GEM, as air parcels entering the domain at the western 

boundary are too homogeneous in terms of water vapour saturation, resulting in less precipitation 

being produced near the edge of the domain. Once far enough (~200 km) from the edge, this effect 

disappears, and GEM presents little to no bias. This explanation is supported by the absence of 

this effect along the southern edge during the winter season, as the predominant flow is from the 

north, meaning that few parcels enter from the south. 

GEM-simulated precipitation is also directly compared to site observations (Figure 5.3), with most 

stations in Nunavut suggesting a moderate wet bias in accordance with ASR, while most stations 

in NWT indicate excellent performance of GEM, with little to no bias over this region for all 

seasons. Added value of GEM4_ERA5 over GEM50_ERA (Figure B2) can be noted over 

southeastern Nunavut in winter and near the Arctic coast in summer. 

5.3.3. Extreme short-duration rainfall 
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At each observation site (Figure 5.4, top panel), the annual maximum rainfall intensity for 

durations from 1 to 24 hours is fitted by the GEV distribution using the method of L-moments, 

and the intensity of the 1 in 10-year event is calculated. The observed and modelled maximum 

hourly rainfall intensities range from below 10 mm/h (over northern regions) to over 20 mm/h 

(over southern regions). For all observation sites in the analysis domain, GEM4_ERA5 

significantly outperforms GEM50_ERA in simulating extreme rainfall intensity (Figure 5.4, 

bottom panel), especially at shorter durations (3 hours and below) associated with the heaviest 

rainfall rates. This is a very clear example of the added value of high-resolution simulations, which 

allow for improved representation of shorter time scale extreme events, as they are generally 

associated with smaller scale spatial structures, which cannot be adequately captured by low-

resolution simulations. 

5.3.4. Extreme wind gust speed 

At each observation site (Figure 5.5, left panel), annual maximum wind gust speed is fitted by the 

GEV distribution using the method of L-moments, and the wind gust speed of the 1 in 2-year event 

is calculated. Observed and modelled wind gust speeds are in good agreement, with the lowest 

speeds (around 50 km/h) occurring over the Mackenzie valley in NWT, and the highest speeds 

(near 120 km/h) over the eastern part of Baffin Island (Figure 5.5). Small-scale features are also 

well captured by GEM4_ERA5, such as the two observed clusters of higher wind gust speeds near 

the coast of the Arctic Ocean – one near the Yukon-NWT border, and the other near the NWT-

Nunavut border. 

5.3.5. Fog 
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Observations show that fog is highly variable in both space and time over the domain, with fog 

frequency peaking during different seasons depending on the location, due to the different physical 

processes leading to fog formation. The novel fog diagnostic described in Section 2.2 correctly 

captures the complex daily and annual cycles of fog at all 16 reference sites when applied to 

GEM4_ERA5 (Figure 5.6, bottom panel), with only small differences from observed behaviour. 

Additional insights obtained by training the diagnostic for each reference site separately show that 

relative humidity is the most important predictor of fog, as expected. While temperature has little 

importance during summer, it is an important predictor during winter for sites in the NWT and 

western provinces. Wind is an important predictor at all sites for at least part of the year and it is 

important during most of the year for sites in Nunavut and sites near Great Slave Lake, suggesting 

that advection is an important factor for fog formation at these sites. 

When applied over the entire domain, the diagnostic produces a detailed representation of the 

estimated spatial distribution of fog occurrence rates (Figure 5.6, top panel), which suggest lower 

fog frequency over most of NWT and the southern part of the domain (few hundred hours per 

year), and higher fog frequency over the high Arctic (exceeding 1,000 hours per year), in excellent 

agreement with observations. 

5.3.6. Permafrost 

Permafrost extent is reasonably modelled by the GEM4_ERA5 simulation, which fully captures 

the continuous permafrost region, along with a fraction of the discontinuous permafrost region 

(Figure 5.7). At locations where active layer thickness (ALT) observations are available from the 

CALM dataset, the values modelled by GEM are close to those observed. Permafrost temperatures 

are also adequately captured by GEM4_ERA5 at most locations where observations are available 

(Figure 5.7). The underestimation of permafrost extent in GEM is comparable to previous studies 
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at coarser resolution (e.g., Teufel and Sushama, 2019), and is linked to insufficient thermal inertia 

in CLASS, which does not yet include an excess ground ice parameterization and considers 

bedrock to be completely ice-free. High-resolution datasets of permeable soil depth are also 

expected to aid towards improving the performance of GEM. 

5.4. Projected changes 

Given that the simulation driven by reanalysis (GEM4_ERA5) and the simulation driven by 

CanESM2 differ by the addition of boundary forcing errors, it is important to confirm that the 

GCM-driven simulation performs reasonably for current climate. The performance of the GCM-

driven simulation when compared to reference datasets is very similar to the performance of 

GEM4_ERA5 (discussed extensively in Section 3), implying that boundary forcing errors are 

small and that the performance of GEM4_ERA5 is an accurate indicator of the reliability of the 

projections presented here. 

5.4.1. Extreme short-duration rainfall 

Extreme short-duration rainfall is generally expected to increase due to warmer temperatures 

favouring convective events during summer. GEM projects an increase in extreme rainfall 

intensity during the 2021-2040 period when compared to the 1991-2010 reference over many 

locations in the domain (Figure 5.8). Due to the relatively short time horizon of the projections 

(until 2040), statistical significance is only achieved over a fraction of the domain. Nonetheless, 

certain regions, such as the surroundings of Grays Bay, eastern Baffin Island and parts of Nunavik 

are projected to experience significant changes to the 2-year return levels of annual maximum 

rainfall at durations from 15 minutes to 4 hours (Figure 5.8). The projected increases to short-

duration rainfall intensity exceed 50% over some parts of these regions, which is well above the 
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baseline ~7% increase per degree of warming from the Clausius–Clapeyron (CC) relation. This 

implies super–CC scaling, which has been widely observed for short-duration precipitation 

extremes (e.g., Lenderink et al., 2017; Oh and Sushama, 2020) and is linked to positive feedbacks 

from latent heat release during convective events (e.g., Trenberth et al., 2003), although changes 

to atmospheric stability and large-scale circulation also need to be considered. The large magnitude 

of these projected changes could result in significant impacts on engineering and transportation 

systems designed for the lower rainfall rates of observed climate. For instance, loss of friction and 

flooding of roads and runways can cause road closures and flight cancellations, while excessive 

short-duration rainfall can lead to severe flooding and washing out of roads, bridges, and runways. 

5.4.2. Extreme wind gust speed 

Projected changes to the 2-year return level of wind gust speed indicate that extreme wind gusts 

are projected to remain within ±10% of their reference 1991-2010 values. Larger changes are 

projected for 10-year return level of wind gust speed, with decreases projected for the NWT 

(especially near the coast) and increases over eastern Baffin Island and parts of northern Alberta 

and the high Arctic (Figure 5.9). It is important to note that small increases in extreme wind speed 

could still have significant impacts on the design and management of structures, as design wind 

pressure is directly proportional to the square of the design wind speed. Applying this relationship 

to the modelled wind gust speeds results in larger increases, which are projected to exceed 25% 

over the aforementioned regions and could pose a hazard to structures and operations. For instance, 

high winds can reduce road vehicle stability, cause damage to road and aerodrome structures and 

result in road obstructions (e.g., fallen trees) and bridge closures. 

5.4.3. Fog 
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Fog frequency is projected to increase by around 10% over most of the domain by 2040 (Figure 

5.10). Over some southerly regions, increases exceeding 20% are possible, while over small parts 

of the high Arctic, decreases are projected. Distinct spatial patterns of increases and decreases are 

projected for each season, with spring dominated by decreases, autumn exhibiting mostly 

increases, and summer and winter presenting mixed patterns (Figure 5.10). These changes to fog 

frequency patterns are linked to changes in the frequency of high relative humidity values, which 

is by far the most important predictor of fog. These projected changes to fog patterns have 

significant implications for northern transportation (aerial, marine and terrestrial) due to the direct 

effects of fog on visibility. This study is the first to produce fog projections over the region, and 

this is only possible due to the novel integration of high-resolution modelling with machine 

learning algorithms (see Section 2.2 for details). 

5.4.4. Permafrost 

As a result of warmer temperatures, the active layer thickness (ALT) is projected to deepen over 

the permafrost domain, with increases of 0.5 to 3 m over southern regions for the 2021-2040 

period, with respect to 1991-2010 (Figure 5.11). Permafrost temperature at 5 m depth is projected 

to increase between 0.5 and 3 °C over most of the present-day permafrost domain, with the largest 

increases over the middle latitude ranges, as warming is confined to the upper layers in the high 

Arctic, and phase change results in temperatures remaining close to 0 °C over southern regions, 

limiting temperature change over both those regions. These increases in ALT and ground 

temperature are hazardous for northern transportation and engineering systems, as extensively 

demonstrated by deterioration and failures in recent years (Government of the NWT, 2008). Given 

that permafrost behaviour at the site scale is controlled by local factors beyond the 
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parameterizations and resolution of climate models, site-specific studies are required for the 

adaptation of these systems to permafrost degradation. 

5.5. Summary and conclusions 

The reanalysis-driven 4 km grid spacing GEM simulation is able to well capture the observed 

behaviour of base climate variables and several climatic hazards over the eastern and central 

Canadian Arctic. The added value of high-resolution simulations is clearly demonstrated for 

extreme rainfall intensity at short durations (3 hours and below), when compared to a coarser 

resolution simulation. Improvements in the simulation of annual and seasonal temperatures and 

precipitation represent further examples of added value. Observed and modelled wind gust speeds 

are in good agreement, with GEM being able to capture relatively small-scale features in the 

observed spatial distribution. Near-surface permafrost extent, active layer thickness and ground 

temperatures are also adequately captured by GEM. Fog diagnosed using a novel approach 

integrating climate model output and machine learning algorithms, is in excellent agreement with 

observations, as its complex daily and annual cycles are well captured at all sites where 

observations are available. 

The good performance of GEM when compared to observed climate lends credibility to high-

resolution climate projections extending to the year 2040 – the first time that 4 km grid spacing 

projections are produced over the study region. Maximum projected increases to short-duration 

rainfall extremes (of the order of 50%), extreme wind gust pressure (around 25%), fog frequency 

(near 20%), along with increases in active layer thickness and ground temperature, showcase the 

variety of hazards to which northern infrastructure and transportation systems are projected to be 

exposed within the next two decades (2021-2040). Urgent action is thus required for northern 

transportation and engineering systems to be adapted to the increased magnitude of these various 
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hazards. Additional high-resolution simulations over the region, and climate projections extending 

beyond 2040 would be very valuable additions to the work presented here, and of very high value 

to local planning and decision-making processes. 
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Figure 5.1. (a) Grid telescoping into northern Canada for convection permitting transient climate 

change simulations at 4 km resolution (inner grid). The outer grid is the 10 km resolution grid. (b) 

Northern communities and transportation infrastructure in the analysis domain, from the CanVec 

dataset published by Natural Resources Canada. 
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Figure 5.2. Annual and seasonal averages of daily maximum and minimum 2-m air temperature 

during the 1991-2010 period, from the DAYMET dataset. Also shown are GEM4_ERA5 biases 

with respect to DAYMET and to site observations (only sites with at least 10 observations for each 

day of the year are shown). Black triangles denote sites where cross-validation biases within 

DAYMET exceed 2 °C, denoting lower reliability of its estimates. 
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Figure 5.3. Annual and seasonal averages of precipitation from the DAYMET dataset (1991-2010) 

and the Arctic System Reanalysis (ASR; 2000-2010). Also shown are GEM4_ERA5 biases with 

respect to DAYMET, to ASR and to site observations (only sites with at least 10 observations for 

each day of the year are shown). Black triangles denote sites where cross-validation biases within 

DAYMET exceed 20%, denoting lower reliability of its estimates. 
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Figure 5.4. One-hour rainfall accumulation (mm) for the 1 in 10-year event during the 1991-2010 

period, as modelled by GEM4_ERA5 (top panel). Lettered red dots mark the location of observing 

sites with at least 10 years of rainfall data. Also shown is the rainfall intensity of the 1 in 10-year 

event at each site shown in the top panel, for the 1991-2010 period, for durations ranging from 1 

to 24 hours, from observations (black lines), GEM4_ERA5 (dark blue lines) and GEM50_ERA 

(light blue lines).  
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Figure 5.5. Observed and GEM4_ERA5 modelled two-year return level of annual maximum wind 

gust (km h-1) during the 1991-2010 period. Only observing sites with at least 10 years of data are 

shown. 
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Figure 5.6. Average number of hours with fog per year during the 1991-2010 period, as modelled 

by GEM4_ERA5. Lettered black dots mark the location of reference observing sites (fog data 

>95% complete), while red dots mark the location of other observing sites with at least 10 years 

of fog data. Daily and annual cycles of fog frequency are shown for each reference site.  
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Figure 5.7. Permafrost extent (left panel) from the circum-Arctic permafrost map. Different shades 

of purple, from dark to light, indicate continuous, discontinuous, sporadic and isolated permafrost 

regions. Coloured stars with black borders show observed mean active layer thickness (m) at the 

CALM sites for the 1991-2010 period, while colored dots with black borders show observed 

ground temperatures near the depth of zero annual amplitude. Also shown are the GEM4_ERA5 

simulated active layer thickness (center panel) and deep ground temperature (°C) for the 1991-

2010 period. 
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Figure 5.8. Relative projected changes to 2-yr return levels of annual maximum 15-minute (left), 

1-hour (center) and 4-hour (right) rainfall for the 2021-2040 period, with respect to the 1991-2010 

reference. Only changes exceeding the 10% statistical significance level are shown. 
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Figure 5.9. Relative projected changes to 2-yr and 10-yr return levels of annual maximum wind 

gust speed and pressure for the 2021-2040 period, with respect to the 1991-2010 reference. 
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Figure 5.10. Relative projected changes to the average number of hours with fog per year for the 

2021-2040 period, with respect to the 1991-2010 reference. Projected changes to the average 

number of hours with fog are also shown for each season. 
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Figure 5.11. Projected changes to mean active layer thickness (m) of near-surface permafrost (left) 

and projected changes to mean ground temperature (°C) at 5 m depth (right) for the 2021-2040 

period, with respect to the 1991-2010 reference. Dark grey is used for regions where near-surface 

permafrost was modelled to be present during the 1991-2010 period, but not during the 2021-2040 

period. 
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Chapter 6: Conclusions 

6.1. Contributions to original knowledge 

The overall goal of this thesis was to generate high-quality actionable climate change information 

for the adaptation of engineering systems in cold environments, which was accomplished through 

the development and advanced analysis of medium- and high-resolution climate projections. The 

following knowledge gaps were addressed through application of innovative analysis methods to 

these state-of-the-art climate simulations and represent contributions to original knowledge: 

1) In Chapter 3, the relative contributions of snowmelt and rainfall to flood events in both 

current and future climates were quantified for the first time across Canada. As expected, 

rainfall contribution is projected to increase over many regions. However, there is 

significant regional heterogeneity in the projected magnitude of this increase, which led to 

the identification of potential hotspots of change. In some of these hotspots, along with 

other regions, rainfall is projected to become the predominant flood-generating 

mechanism, in contrast with the current regime, where both rainfall and snowmelt are 

important mechanisms. These changes have significant implications for the management 

of flood risks and freshwater resources and for the development of flow regulation plans 

in these regions, given that the projected shift in mechanisms influences both flood 

magnitude and timing. 

2) In Chapter 4, permafrost-related potential abrupt changes to engineering-relevant variables 

were identified and quantified for the first time. These include abrupt decreases to soil 

moisture, and abrupt increases to convective precipitation, lightning frequency and wildfire 

severity. The implications for engineering systems are clear – while rainfall extremes were 

already projected to increase over northern regions, an abrupt and unexpected additional 
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increase has significant potential to result in excessive rainfall and thus flooding, damaging 

northern infrastructure and disrupting operations. An abrupt doubling of wildfire severity, 

such as projected for some regions in northwestern Canada, could put severe stress on fire-

fighting efforts around northern communities and is expected to have significant impacts 

on the transportation sector, as wildfires often result in the closure of road segments and 

smoke considerably reduces visibility for planes. In addition, wildfires can promote further 

permafrost thaw, with the associated implications for the structural integrity of 

infrastructure. Adaptation strategies for northern infrastructure need to be modified, as they 

currently do not account for the possibility of abrupt changes. 

3) In Chapter 5, high-resolution climate projections were developed for the first time over 

northern Canada. Comparisons against ground truth demonstrated that these 4-km 

resolution simulations represent a significant improvement over the 50-km simulations 

considered in Chapters 3 and 4, especially for critical small-scale phenomena, such as 

extreme short-duration rainfall. Analysis of projected changes to climatic hazards over the 

next two decades (2021-2040) revealed significant implications for vital systems in the 

northern transportation sector. For instance, local increases of over 50% to short-duration 

rainfall extremes can lead to flooding and washing out of roads, bridges, and runways. 

Increases of up to 25% to wind pressure extremes can cause damage to road and aerodrome 

structures and result in road obstructions (e.g., fallen trees) and bridge closures. Continuing 

permafrost degradation is expected to reduce the structural stability of buildings, roads, 

and runways. The identification of hotspots of change to these climatic hazards will allow 

adaptation efforts to focus on the regions and systems with the highest likelihood of being 

disrupted by climate change. 
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4) Also in Chapter 5, a novel machine learning-based framework was developed to diagnose 

fog from high-resolution climate model outputs. The method exhibits excellent agreement 

with observations, as the complex daily and annual cycles of fog are well captured at all 

sites where observations are available. The good performance of the method lends 

credibility to projections of fog in future climate, developed for the first time over the 

region. Overall fog frequency is projected to increase by around 10% over most of the 

central and eastern Canadian Arctic by 2040, due to increasing frequency of high humidity 

conditions, although with important seasonal variations. These projected changes to fog 

patterns have significant implications for northern transportation (aerial, marine and 

terrestrial) due to the direct effects of fog on visibility. 

The research developed in this thesis will help stakeholders to be prepared and take appropriate 

climate change adaptation measures. For example, the research presented in Chapter 5 informed 

the “Engineering Climate Simulations and Thresholds for Nunavut” report prepared for Transport 

Canada in the context of the Northern Transportation Adaptation Initiative. 

This generation of actionable knowledge for adapting engineering systems in cold regions to a 

changing climate is the first step to increase the service life and performance of engineering 

systems in these regions, and has the potential to result in long term cost savings, reducing 

environmental impact and increasing sustainability of communities, industry and government at 

all levels. 

6.2. Insights and recommendations for future research 

Future work on floods and their mechanisms will benefit from the identification of potential 

hotspots of change presented in Chapter 3. High-resolution simulations are urgently required to 
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assess projected impacts and develop adaptation plans on local scales. However, these simulations 

are also very expensive, especially for extreme floods, which have devastating impacts on 

infrastructure and society at large, but are by definition very rare occurrences, requiring hundreds 

of simulation years or more. Knowing which regions are most at risk of experiencing significant 

changes to flooding (i.e., the hotspots identified here) allows to best take advantage of the limited 

resources available. High-resolution simulations are also required to assess projected changes to 

flash flooding – generally triggered by extreme rainfall events, which due to their small-scale 

nature are much better represented in high-resolution simulations, as demonstrated in Chapter 5. 

Another interesting research question that remains open on the topic of floods in cold regions and 

their mechanisms is the projected evolution of ice jams, which are often the triggering mechanism 

for extreme flooding in Canadian rivers, but are complex phenomena requiring implementation of 

river ice and its mechanics into hydrologically-enabled climate models. Due to the small-scale 

nature of ice jams, it is likely that high-resolution simulations will be required to capture them 

realistically and to produce credible projections. The amounts of rainfall and snowmelt 

contribution are expected to have an important influence on the breaking-up of river ice, given that 

rainfall water has greater ice-melt potential due to its warmer temperature. This suggests that 

hotspots of increased rainfall contribution might also be hotspots of ice jam change – again 

allowing for the targeting of specific regions and potential for more efficient use of resources based 

on the results presented in this thesis. 

Recent studies have used hydrodynamic models to bridge the gap between hydrologically-enabled 

climate models and actionable flood-risk mapping at local scales. Hydrodynamic models explicitly 

simulate inundation area and flood depths, but require ultra-high resolution elevation data and are 

expensive to run over large regions due to their fine grid. With the ongoing generation and release 
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of high-quality elevation data (e.g., the High Resolution Digital Elevation Model at 1 m resolution 

by Natural Resources Canada), along with advances in high-resolution climate modelling and 

machine learning, the gap between scales has the potential to be closed, resulting in physically-

based and consistent flood-risk mapping in current and future climates across large regions. 

Future work on permafrost will require ultra high-resolution modelling, at scales even finer than 

the 4-km resolution simulations presented in Chapter 5. This is due to the very high spatial 

heterogeneity of near-surface permafrost, controlled by factors such as the local terrain, hydrology, 

vegetation, geology and disturbances, which sometimes vary in scales of tens of meters. 

Simulations at those scales would result in locally actionable information on current and future 

permafrost conditions, but depend on reliable estimates of geomorphological parameters (e.g., 

depth to bedrock), which are currently poorly constrained by observations over the vast majority 

of the permafrost region, given that no methods exist to obtain accurate high-resolution estimates 

of these parameters over large regions, and surveying is both expensive and limited by harsh 

environmental conditions. In addition to ultra high-resolution, additional processes need to be 

included in climate models to ensure accurate modelling of permafrost at local scales, such as 

lateral soil heat and moisture transport, soil subsidence, erosion, sub-permafrost aquifers and 

evolving water bodies (e.g., thermokarst lakes). Including these processes might also enable 

models to reproduce the complex process of abrupt permafrost thaw, which may be the norm for 

many parts of the Arctic landscape. Abrupt permafrost thaw is a completely different process from 

the abrupt changes due to permafrost thaw explored in Chapter 4, but both are important to 

understand the future evolution of permafrost and its impact on engineering systems in the Arctic. 

The research leading to Chapter 4 presented statistical challenges, given that large year-to-year 

variability and long-term trends in climate make detecting and quantifying abrupt (i.e., step) 
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changes very difficult. These challenges were only overcome due to the ensemble approach 

employed, which pooled information from five climate simulations and allowed separating signal 

(i.e., abrupt changes) from noise (i.e., internal variability). The ensemble approach was also very 

beneficial in Chapter 3, as it allowed to consider five times more flood events than analysis based 

on a single simulation, resulting in significantly more robust estimates of the projected changes to 

rainfall/snowmelt contribution. In Chapter 5, pursuing an ensemble approach was not feasible, due 

to the high cost of 4-km resolution simulations. An ensemble would have likely allowed achieving 

statistical significance over more regions and would have resulted in better delineation of hotspots 

of change, improving the efficiency of adaptation efforts. 

The machine learning-based framework developed in Chapter 5 to generate projections of fog has 

the potential to be directly applied to diagnose other complex climatic hazards, such as blizzard 

conditions, which also cause disruptions to transportation systems. Successfully applying machine 

learning algorithms to high-resolution climate model outputs is an example of the potential synergy 

between physical modelling and data-driven approaches, a field of research which is very likely to 

expand in coming years, as advances in machine learning allow researchers to fully exploit the 

rapidly growing volume of climate simulation data, paving the way for numerous discoveries. 
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Appendix A: Supplementary material for Chapter 4 

A.1. Abrupt changes to near-surface temperature 

One of the most direct implications of the abrupt decrease in soil moisture is a reduction in the 

thermal inertia of the soil. Due to this, near-surface soil temperatures after the abrupt change follow 

a more extreme yearly cycle, being warmer during summer (Figure A3) and colder during winter. 

The decreased soil moisture also results in shorter freezing and thawing periods during the 

transition seasons, as less mass undergoes phase transitions. 

Soil moisture plays a role in attenuating temperature extremes, meaning that their frequency and 

intensity might increase under drier surface conditions. During the warm season, analysis shows 

that the abrupt warming is stronger for daily maximum temperatures than for daily minimum 

temperatures, i.e. there is an increase in the daily temperature range (Figure A3). While the 

magnitude of abrupt changes to near-surface temperature (generally below 1 °C) appear modest in 

the context of the large warming expected over northern regions (close to 1 °C per decade), they 

have the potential to cause disruptions to systems highly sensitive to temperature. 

A.2. Processes leading to permafrost degradation 

Analysis of the years surrounding permafrost degradation allows insight into the processes behind 

the permafrost degradation itself. For example, the year that near-surface permafrost degrades is 

generally characterized by warm and wet conditions during summer. Warmth is transferred 

downwards into permafrost by thermal conduction and also by the movement of soil moisture, 

which is greater during abnormally wet years.  

A.3. Validation of near-surface climate and permafrost conditions 
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The ability of GEM to reproduce near-surface climate characteristics is assessed by comparing 

simulated fields with various observation and reanalysis datasets. For seasonal 2-m temperature, 

GEM is compared to the CRU TS v4.03 dataset (Harris et al., 2014) and the ERA5 reanalysis 

(Copernicus Climate Change Service, 2017). Figure A5 shows that GEM performs reasonably well 

in capturing the spatial and seasonal variations of 2-m temperature, as biases are generally small. 

For seasonal precipitation, GEM is compared to the ERA5 reanalysis and to the Arctic System 

Reanalysis v2 (Bromwich et al., 2018). Figure A6 shows that GEM is able to reproduce the spatial 

and seasonal variations of precipitation without excessive bias. 

The circum-Arctic map of permafrost and ground-ice conditions (Brown et al., 2002) is used to 

validate the modelled permafrost extent. In this map, permafrost is categorized as continuous 

(> 90% coverage), discontinuous (50–90% coverage), sporadic (10–50% coverage) and isolated 

(< 10% coverage). In GEM, a grid cell is underlain by near-surface permafrost when the modelled 

temperature of at least one soil layer in the top 5 m remains at or below 0 °C for 2 consecutive 

years. Figure A7a shows that the spatial extent of near-surface permafrost is captured realistically 

in GEM. 

Further validation is performed by comparing simulated and observed values of active layer 

thickness (ALT), which is defined as the maximum annual thaw depth. The observed values used 

are those from the circumpolar active layer monitoring (CALM) dataset (Brown et al., 2000), 

which contains yearly observations of ALT at specific sites, from 1990 to present. ALT is 

estimated in the field using a variety of methods, including mechanical probing with steel rods, 

thaw tubes and interpolation from ground temperature measurements at different depths. In GEM, 

the ALT for a particular year is assumed to be the depth to the bottom of the soil layer closest to 

the surface with maximum temperature above 0 °C during the year under consideration. When 
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comparing simulated and observed ALT, it is important to consider that observations are only 

representative of a small area within a much larger grid cell, because of complex terrain and 

heterogeneity of soil properties within the grid cell. Figure A7b shows that the level of agreement 

between the simulated and observed ALT is generally high. 

In addition, previous climate modelling studies have shown that the GEM model can reasonably 

well reproduce processes such as land-atmosphere coupling (Diro et al., 2014), lake-atmosphere 

interactions (Huziy and Sushama, 2017b) and snow-atmosphere coupling (Diro et al., 2018), as 

well as permafrost extent (Paquin and Sushama, 2015), rain-on-snow events (Jeong and Sushama, 

2018b) and wind/snow loads (Jeong and Sushama, 2018a). 
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Figure A1. (a) Permeable soil depth. (b) Mineral soils are shown in dark blue, organic soils are shown in 

yellow. Light blue is used for mineral soils overlain by 10 cm of organic soil and green is used for mineral 

soils overlain by 30 cm of organic soil. 

  

(a) Depth to bedrock [m] (b) Mineral and organic soils 
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(a) Shortwave radiation [%] (b) Longwave radiation [%] 

(c) Sensible heat flux [%] (d) Latent heat flux [%] 

(e) Ground heat flux [%] (f) Snow water equivalent [%] 
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Figure A2. Relative magnitude of abrupt changes due to permafrost degradation in (a) summer (JJA) net 

shortwave radiation (downwards), (b) JJA net longwave radiation (upwards), (c) JJA sensible heat flux 

(upwards), (d) JJA latent heat flux (upwards), (e) JJA ground heat flux (downwards) and (f) JJA snow water 

equivalent. Changes are shown as percentages with respect to the regression estimate before the abrupt 

change. Grey markers are used when there is no evidence of an abrupt change (see Methods).  
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(a) Top layer soil temperature [K] (b) Second layer soil temperature [K] 

(c) Daily maximum 2m temperature [K] (d) Daily minimum 2m temperature [K] 

 

(e) 2m temperature [K] 

 [%] 

(f) Daily temperature range [K] 

[%] 
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Figure A3. Magnitude of abrupt changes due to permafrost degradation in (a) summer (JJA) top layer (0-

10 cm) soil temperature, (b) JJA second layer (10-30 cm) soil temperature, (c) JJA daily maximum 2m 

temperature, (d) JJA daily minimum 2m temperature, (e) JJA 2m temperature and (f) JJA daily temperature 

range. Grey markers are used when there is no evidence of an abrupt change (see Methods). 
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Figure A4. Magnitude of abrupt changes due to permafrost degradation in (a) summer (JJA) precipitation, 

(b) JJA convective precipitation, (c) annual surface runoff, (d) JJA relative humidity. In (a-c), changes are 

shown as percentages with respect to the regression estimate before the abrupt change. Grey markers are 

used when there is no evidence of an abrupt change (see Methods). 

  

(a) Precipitation [%] (b) Convective precipitation [%] 

(c) Surface runoff [%] (d) Relative humidity [%] 
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Figure A5. Seasonal mean temperature for the 1981-2010 period from the GEM ensemble (first row), the 

ERA5 reanalysis (second row) and the CRU dataset (third row). Seasonal temperature differences between 

GEM and ERA5 (fourth row) and between GEM and CRU (fifth row) are also shown. Non-land areas are 

shown in white.  
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Figure A6. Seasonal mean precipitation for the 1981-2010 period from the GEM ensemble (first row), the 

ERA5 reanalysis (second row) and the ASR (third row; 2000-2016 period). Relative seasonal precipitation 

differences between GEM and ERA5 (fourth row) and between GEM and ASR (fifth row) are also shown. 

Percentages are computed with respect to the reanalysis. Non-land areas are shown in white.  
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Figure A7. (a) Permafrost extent from the circum-Arctic map of permafrost (grey shading) and from the 

GEM ensemble for the 1971-2000 period (purple dots mark the center of grid cells with near-surface 

permafrost). (b) Mean active layer thickness of near-surface permafrost for the 1990-2018 period from the 

GEM ensemble (shading) and from the sites of the CALM program (coloured circles with black borders).  
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Figure A8. (a) Area-averaged annual moisture fluxes over the 1971-2000 near-surface permafrost 

region (see Fig. A7). The thick lines correspond to the ensemble mean and the thin lines to each 

ensemble member. (b) As in (a), but for the downwards net moisture flux at the surface. Also 

shown are projected changes (2070-2099 minus 1981-2010) in ensemble mean annual (c) 

precipitation, (d) runoff and (e) evapotranspiration. 

  

(a) Moisture fluxes [mm day-1] (b) Net moisture flux [mm day-1] 

(c) Precipitation [mm day-1] (d) Runoff [mm day-1] (e) Evapotranspiration [mm day-1] 
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Appendix B: Supplementary material for Chapter 5 

 

 

 

   

Figure B1. GEM50_ERA biases (°C) with respect to DAYMET for annual and seasonal averages 

of daily maximum and minimum 2-m air temperature during the 1991-2010 period. 
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Figure B2. GEM50_ERA biases (%) with respect to DAYMET and ASR for annual and seasonal 

averages of precipitation during the 1991-2010 period (2000-2010 for ASR). 
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Figure B3. Relative importance of each fog predictor. The predictors to the left of the vertical line 

vary in time and space: 2-m relative humidity (RH), snowpack mass (SWE), 2-m temperature (T), 

10-m wind components (U, V), 10-m wind gust speed (WG), minimum 2-m relative humidity on 

a 3x3 grid centered on the location of interest (RHmin), local solar time (HoD), month of the year 

(MoY) and 10-m wind components rotated by 45 degrees (U45, V45). The predictors to the right 

of the vertical line only vary in space: soil depth (Sdpth), elevation above sea level (Easl), soil organic 

matter (SOM), water fraction (WF), ocean fraction (OF), glacier fraction (GF), lake fraction (LF), 

maximum water, ocean and glacier fraction on the surrounding 3x3 grid (WFmax, OFmax, GFmax), 

elevation with respect to the surrounding 3x3 grid (Ediff) and water fraction of each neighbouring 

grid cell (WFNE, WFSE, WFSW, WFNW, WFN, WFE, WFS, WFW). 
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