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ABSTRACT

A harmonie drive is a compact, light-weight and high-ratio torque transmission device

which has almost zero backlash. 1ts unique performance features has captured the attention

of designers in many industrial applications, especially in robotics. Despite widespread

industrial application of harmonie drives, the torque control of this system has not been

fully addressed. In this thesis the robust torque control of harmonie drive system is examined

in detai1.

In order to measure the transmitted torque of a harmonie drive and for the purpose of a

torque feedback scheme, an intelligent built-in torque sensing technique is developed in this

thesis. Specifically, strain-gauges are mounted directIy on the flexspline and therefore no

extra flexible element is introduced into the system. Ta have maximum sensing accuracy,

four Rosette strain gauges are employed using an accurate positioning method. Kalman

filter estimation is employed to cancel the torque ripples, oscillations observed on the mea­

sured torque and caused mainly by gear teeth meshing. A simple forth order harmonie

oscil1ator proved sufficient to model these torque ripples. Moreover, the error model is ex­

tended to incorporate any misalignment torque. By on-Hne implementation of the Kalman

filter, it is shown that this method affords a fast and accurate way to filter torque ripples

and misalignment torque from torque measurements.

Based on experimental and theoretical studies, a systematic way to capture and ratio­

nalize the d}namic behavior of the harmonie drive systems is developed next in this thesis.

Simple and accurate models for complianee, hysteresis, and friction are proposed, and the

model parameters are estimated using least-squares approximation for linear and nonlinear

regression models. A statistieal measure of variation is defined, by which the reliability

of the estimated parameter for different operating condition, as weIl as the accuracy and

integrity of the proposed model is quantified. By these means, it is shawn that a linear

stiffness model best captures the behaviar of the system when combined with a good model

far hysteresis. Mareaver, the frictianal losses of harmonie drive are madelled at bath low
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and high velocities. The model performance is assessed by comparing simulations with the

experimental results on two different harmonie drives.

Finally, robust 1ioo-based torque controllers are designed and implemented for har­

monie drive systems under constrained- and free-motion applications. A nominal model

for the system is obtained in each case from ensembles of experimental frequency response

estimates of the system, while the deviation of the system from the model is encapsulated

by a multiplicative uncertainty. Robust ?too-based torque controllers are designed using

this information, and the controllers are implemented on two different setups using the

Kalman filtered torque as an integral part of the torque-feedback loop. Exceptional perfor­

mance results are obtained from the time and frequency response of the closed-Ioop system,

especially for the constrained-motion system. To further improve the performance of the

free-motion system, a model-based friction-compensation algorithm is implemented in ad­

dition ta the robust torque control. It is shown that the friction-compensation shrinks the

model uncertainty at low frequencies. Hence, the performance of the closed-loop system is

improved for tracking signaIs with low-frequency content.

iü
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RESUME

Un entrainement harmonique est un mécanisme léger, de rapport de transmission élevé

et qui n'a pratiquement pas de jeu. Ses performances uniques ont attiré l'attention de

concepteurs dans diverses applications industrielles, particulièrement en robotique. Cepen­

dant, dans l'industrie malgré la prépondérance d'entraînements harmoniques la commande

du couple du système n'a pas encore fait l'objet d'étude complète. Dans cette thèse nous

examinons la commande de couple robuste des systèmes à entraînement harmonique en

détail.

Pour mesurer et utiliser le couple transmis par un entraînement harmonique en boucle

fermée, nous développons une technique intelligente de détection du couple. Dans celle-ci

on monte des extensomètres directement sur l'élément flexible, et donc il n'y a pas d'autre

élément flexible introduit dans le système. Afin de minimiser les erreurs de lecture, nous

employons quatre jauges de contrainte utilisant une méthode précise de positionnement.

Un filtre de Kalman est utilisé pour réduire les ondulations du couple. Les oscillations ob­

servées sur le couple mesuré sont dues principalement à l'interférence des dents L'engrenage.

Un oscillateur harmonique du quatrième ordre a suffit pour modéliser de façon précise les

ondulations du couple. De plus, l'usage du filtre de Kalman montre que cette méthode

constitue un moyen à la fois rapide et précis de filtration des ondulations du couple et des

erreurs d'alignement dues aux mesures.

En nous basant sur des études expérimentales et théoriques, nous proposons une étude

systématique et rationnelle du comportement dynamique de l'entraînement harmonique.

Des modèles simples et précis pour l'elasticité, l'hystéresis et le frottement sont proposés,

et les paramètres du modèle sont estimés par la méthode des approximations des moindres

carrés pour modèles linéaire et non-linéaire régressifs. Nous définissons une mesure statis­

tique de variation avec laquelle on quantifie non seulement la fiabilité des paramètres estimés

pour différentes conditions d'opération mais aussi la précision et l'intégrité du modèle pro­

posé. Par ce moyen, on montre qu'un modèle linéaire de la raideur permet une meilleur
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reproduction du comportement du système lorsqu'il est combiné avec un modèle précis de

l'hystéresis. De plus, les pertes dues aux frottements sont modélisées à basses et grandes

vitesses. Les performances du modèle sont illustrées par simulation, vérifiant ainsi les

résultats expérimentaux sur deux entraînements harmoniques différents.

Finalement, nous faisons la conception et l'implémentation de contrôleurs 'Hoo-robuste

du couple pour des systèmes à entraînements harmoniques avec mouvements libre et con­

traint. Un modèle nominal du système est obtenu dans chaque cas à partir des résponses

fréquentielles du système, et la déviation de ce dernier du modèle est réduite à une incerti­

tude multiplicative. Les contrôleurs 11.00 sont conçus en utilisant cette information, et mis en

oeuvre sur deux dispositifs utilisant le couple filtré comme partie intégrale de la rétroaction

couple. Des performances et résultats exceptionnels sont obtenus des réponses temporelles

et fréquentielles du système en boucle fermé. Pour améliorer davantage la performance du

système en mouvement libre, on ajoute un algorithme de compensation du frottement à la

commande robuste du couple. On démontre ainsi que la compensation du frottement réduit

l'incertitude aux basses fréquences, et par conséquent la performance du système en boucle

fermée s'en trouve améliorée à ces mêmes fréquences .

v
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CLAIMS OF ORIGINALITY

In this thesis the following original contributions are presented:

• An accurate strain-gauge positioning method is proposed for harmonie drive built-in

torque sensor.

• A Kalman lUter estimation routine is proposed to lUter torque ripples and misalign­

ment torque signatures from measured torque.

• A Simple and accurate model for compliance is proposed which can capture the

hysteresis behaviour of the harmonie drive system.

• A strategy for estimating friction lasses of the harmonie drive system is given for

both low- and high-velocities.

• The proposed modelling and identification scheme of the harmonie drive system is

verified by expcriments.

• The nonlinear dynamics of harmonie drive systems is encapsulated by a linear model

and an uncertainty representation, using empirical frequency response estimates of

the system.

• Robust 1ioo -based torque controllers are designed and implemented for both free­

and constrained-motion systems.

• A model-based friction-compensation algorithm is designed and implemented on

the system in addition to the 11.00 controller.
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CHAPTER 1

Introduction

Robotie manipulators require actuators with high-torque capability at low-velocities.

Commercial OC-motors however~ provide their operating torque ouly at high-velocities.

Nlany electrically actuated robots therefore, use a gear transmission to increase the torque

and decrease the drive speed. Among gear transmissions, harmonie drives has captured the

attention of designers, because they are high-ratio, compact and light-weight mechanisms

with almost no backlash. Harmonie drive transmission employs a non-rigid gear called

flexspline for speed reductiou. As a consequence, the transmission stiffness is lower than that

in conventional transmissions. Furthermore, the nonlinear relation between the input and

the output torques makes it more challenging to control the system. Following this impetus

for investigation~ several researehers have made valuable contributions ta the technologieal

status and control of harmonie drive systems. In this thesis the robust torque control of

harmonie drive systems is examined in details. The research objectives pursued in this

research is elaborated in this chapter, in addition to introducing harmonie drive systems

and the research literature surrounding harmonie drives.

1. Harmonie Drive Systems

Developed in 1955 primarily for aerospace applications, harmonie drives are high-ratio

and compact torque transmission systems that have enjoyed wide industrial applications.

This mechanical transmission, occasionally called "strain-wave gearing". employs a contin­

uous deflection wave along a non-rigid gear to allow for graduaI engagement of gear teeth.

Because of this unconventional gear-tooth meshing action, harmonie drives can deliver high

reduction ratios in a very small package.
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1.1. Principles of Operation

Every harmonie drive consists of the three eomponents as illustrated in Figure 1.1. The

wave generator is a hall bearing assembly with a rigid, elliptical inner race and a flexible

outer race. The f1exspline is a thin-walled, flexible cup adorned with small, external gear

teeth around its rim. The circular spline is a rigid ring with internaI teeth machined along

a slightly larger piteh diameter than those of the fiexspline. When assembled, the wave

generator is nested inside the fiexspline, causing the flexible cireumferenee to adopt the

elliptical profile of the wave generator, and the external teeth of the flexspline to mesh with

the internaI teeth on the circular spline along the major axis of the wave generator ellipse.

If properly assemhled, all three eomponents of the transmission can rotate at different

but coupled velocities on the same axis. To use the harmonie drive for speed reduction, the

wave generator is mounted on the electric motor shaft, and the output is conveyed either

through the fiexspline while the circular spline is fixed or through the fiexspline while the

circular spline is fixed. In the latter case, by rotation of the wave generator the zone of

gear-tooth engagement is carried with the wave generator major elliptical axis. When this

engagement zone is propagated 360
D

around the circumference of the circular spline, the

fiexspline, which contains fewer teeth than the circular spline, williag by that deficit number

of teeth relative to the circular spline. Through this graduaI and continuous engagenlent of

slightly offset teeth, every rotation of the wave generator moves the flexspline a small angle

back on the circular spline. By this unconventional mechanism, gear ratios up to 320 : 1

can be achieved in a single transmission.

Since the harmonie drive has three rotational ports, by using different combinations of

rotations on these ports, numerous differential-gearing functions and reduction ratios can

FIGURE 1.1. The components of harmonie drive transmission

2
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he achieved. In its most popular configuration, the circular spline is fixed to the ground

and a low-torque, high-speed motor drives the wave generator to produce a high-torque,

low-speed rotation on the fiexspline.

1.2. Performance Features

The harmonie drive displays performance features both superior and inferior to con­

ventional gear transmissions. These performance features are categorized in Tables 1.1 and

1.2. Typical gear ratios of commercial drives range from 50:1 to 320:1, with efficiencies

approach 90%. The smallest transmission can provide respectable maximum torque output

of about 3.5 N-m, while heavy-duty units boast up to 10,000 N.m of torque capacity.

The unique performance features of the harmonie drive has eaptured the attention

of designers in many fields. It has been used in industrial robots, assembly equipment

and measuring instruments, as well as heavy dutY applications sueh as machine tools and

printing presses. Additionally, space and aircraft systems often employ harnlOnic drives for

their light weight and compact geometry.

TABLE 1.1. Performance advantages of harmonie drive systems

•

High torque capacity

The concentric geometry

Lightweight and compact

Zero backlash

High efficiency

Bacle drivability

Since torque is transmitted through multiple-teeth, harmonie

drives can withstand high torque at small pitch diameters.

Since aIl three harmonie drive components are concentric and

coaxiaL designers can drastically reduce power-train size and

cornplexity.

Requiring only three basic elements, the harmonie drive can

deliver extremely high gear ratios in a sman package.

Natural gear preloading and predominantly radial tooth

engagement virtually eliminate all transmission backlash.

If properly lubricated, typical efficiencies of harmonie drive

transmission cao reach 80 to 90 percent.

Due to their high efficiency, wave generator rotation can be

driven through the fiexspline or circular spline.

3



Nonlinearity

High flexibility

Resonance vibration
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TABLE 1.2. Performance disadvantages of harmonie drive systems

Due to the high flexihility of the flexspline, moderate operating

torques cao produce suhstantial transmission torsion.

Since torque ripples produced by gear meshing cao interact \Vith

the low stiffness of the transmission to excite resonances, high

vibration amplitudes is generated in sorne operating ranges.

Both compliance and frictionallosses in the drive constitute

nonlinear behaviour.

Low insight knowledge Compared to the conventional gear transnlissions, relatively little

exploration has been done of the unusual operating mechanisms

in the harmonie drive.

2. Research Objectives

[n oumerous rohotie control techniques such as feedhack linearization, eomputed torque

method and sorne adaptive control schemes, the actuator torque is taken to be the control

input [89, 99, 100j. The physical variable being manipulated in practice, however, is not

torque but armature current in a DC motor, for instance. For harmonie drive systems

the relation between output torque and input current possesses nonlinear dynamics, due to

the flexibility, Coulomb friction and structural damping of the harmonie drive [103]. The

objective of this research is to improve this input/output relation by torque feedback and to

convert the system to a near-ideal torque source with a fiat frequency response over a wide

bandwidth.

The first step to accomplish this objective is to characterize the nonlinear dynamics of

the harmonie drive system as a mathematieal model. The goal of modelling the harmonie

drive system is to discover a simple representation which can predict system behaviour to

a desired level of accuracy. Our particular goal in modelling is ta ultimately implement a

model-based torque control algorithm on the system. Moreover, we used the computer model

for examining and improving controllaws, prior to implementing them. As recommended by

other researchers [76,121), in order ta achieve this objective, it is necessary to have at least

a model for friction and compliance of harmonie drive systems. One of the contributions

of this thesis is the development of simple and accurate representations for the friction

and compliance of the harmonic drive systems. In practice the process of modelling and

4
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identification not only provides better understanding of the system dynamics [106], but also

leads to new horizons for model-based torque controUer design [104].

In order to apply torque feedhack on the robot joint, it is necessary to measure the

transmitted torque through the actuator transmission mechanism. Conventionally, torque

sensor are placed in the output transmission Hne of the robot [58, 101]. However, for a

harmonie drive transmission! which has an elastic element, i.e. flexspline, there is no advan­

tage in adding an additional compliant element and thereby reducing the joint stiffness. An

'intelligent built-in torque sensor is developed in this research in order to measure the trans­

mitted torque. As proposed by Hashimoto in 1989 (49), strain-gauges are directly mounted

on the flexspline to measure the torque. The torque sensing technique is further developed

by filtering the torque ripples via kalman filter estimation. This method proved to be an

economical and effective way of torque sensing for harmonie drives in our setup [109. 1101.

The torque--control of harmonie drive system is addressed next through this research.

There is a dichotomy of torque-control applications for a robotic manipulator using har­

monie drives in its joints. First are applications where the robot is in contact with a stiff

environment, and high torques at very low velocities are required at each joint. Simulation

of this application at each joint can be studied by a constrained-rnotion experiment. The

second class of applications aceur when the robot arms are moving freely, and the torque

required at each joint is to compensate for gravity, friction and link acceleration only. This

problem can be simulated through a free-motion case. especially where the gear ratio is

large enough for the motor inertia to dominate. In the free--motion case, the amount of

torque required at each joint is very low but at much higher velocities.

The main contribution of this research is in the design and implementation of torque­

controllers for harmonic drive system for both constrained-motion [1071 and free-motion

applications [105]. The controUers are designed using frequency domain representations of

the system, and are implemented using Kalman filtered torque as feedback. From ensembles

of empirical frequency responsc estimates, the nonlinear system is encapsulated by a linear

model and uncertainty representation. Robust torque controllers are designed using this

information in an 1ioo -framework. Exceptional performance results are obtained from the

time and frequency response of the closed-Ioop system, especially for constrained-motion

application. Ta further improve the performance of the system for free-motion applica­

tion, a model-based friction-compensation controller is implemented in addition to the

?toc torque (~ontrol. ft is shown that friction-compensation shrinks the model uncertainty

5



•

•

3. LITERATURE SURVEY

at low frequencies and hence, the performance of the closed-loop system is improved at

those frequencies (104].

3. Literature Survey

Throughout its short existence, the harmonie drive has enjoyed increasing international

attention from designers as weB as researchers. This section provides a brief survey of the

literature on harmonie drive research according ta four topies: technological status, torque

sensing, modelling and identification, and control of harmonie drive systeuls.

3.1. The Technological Status

Manufacturer's eataloges provide a wide range of information on the teehnological sta­

tus of harmonie drive systems [60-64,111-113]. Charlson outlines the potential of harmonie

drives in servomechanisms, and provides a technieal review of the harmonie drive perfor­

mance [22], while Kiyosawa and Sasahara reported the performance charaeteristics of the

harmonie drive system using a new tooth profile [77]. Thompson [115], and Hui et al. [58]

are among the researchers who designed robotic manipulators actuated with harmonie drive

systems for further researeh and devclopment. Sehempt and Yoerger performed a compar­

ison study of the harmonie drive and the other transmissions [96]. A laboratory-seale

design of fiexspline from composite materials is recently reported in the literature [68]. The

last thirty years of technological development of harmonie drives provided designers in dis­

parate fields with an inereasing potential in using harmonie drive systenl for a wider range

of applications, especially in aerospace and robotics.

3.2. Torque Sensing

In order to apply torque feedbaek on a robot joint, it is necessary to measure the trans­

mitted torque through the actuator transmission meehanism. Conventionally, torque sensor

are placed in the output transmission Hne of the robot [54,58,101]. However, for a har­

monie drive transmission, which has an elastic element, the fiexspline, there is no advantage

in adding an additional compliant element and thereby reducing the joint stiffness. In the

Chapter 3 we use and further develop the idea of a built-in torque sensor for harmonie drives

following Hashimoto in 1989 [49]. By an analytic/experimental study, Hashimoto et al. il­

lustrated the performance of using built-in torque sensors for harmonie drives [49,51], and

further used the huilt-În torque sensor information for torque feedhack [50,52,53]. In our

study, we used the idea of huilt-in torque sensor, and compensated the measured torque

signal from torque ripples and misalignment torque signatures [109, 110]. As explained

6
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in Chapter 3, torque ripples are a high frequency oscillation in the output torque signal,

and has been observed by other researchers [24,42, 124]. Godler et al. and Chiba pro­

posed control schemes to reduce the effect of torque ripples in the output velocity of the

system [24,42].

3.3. Modelling and Identification

The Russians were perhaps the first to initiate substantial research on the dynamie

behavior of harmonie drives [2,67,98,123]. More recently Tuttle and Seering devoted an

extensive effort to model the stiffness, positioning accuracy. gear tooth-meshing mechanism

and friction of harmonic drives [118-121j. Their experimental observations show that the

velocity response to step commands in motor current are not only contaminated by serious

vibration, but also by unpredictable jumps. The velocity response observations were used

to guide the development of a series of models with increasing complexity for harmonie

drive behavior. Their most complex model involve kinematic error, nonlinear stiffness, and

gear-tooth interface with frictional lasses.

Kircanski and Goidenberg have aiso attenlpted ta model the harmonie drive in detail

[76]. They used the drive system in contact with a stiff environment, as opposed to the

free-motion experiments used by Tuttle and Seering [121j. They illustrated that for their

case, nonlinear stiffness, hysteresis and friction are more tractable. Simple models for

soft-windup, hysteresis and friction were proposed and the parameters were identified by

restrained motion experiments.

Hsia [57], Legnani [791, ~Iarilier [83], Chedmail et al. [231 and Seyfferth [97j are among

others who attempted to model the stiffness, friction and position accuracy of harmonie

drive systems. AlI these researchers noted the inherent difficulties in finding an accurate

model for the system.

In our research simple and accurate modeis for compliance, hysteresis and friction are

proposed. There is a rich literature available for the modelling, identification and com­

pensation of friction. The history of friction models dates back to (1519) to Leonardo da

Vinci [28]. Tustin [117], Dahl [291 and Threlfall [116] are among the contributors in exper­

imental verification of friction models. These models are further modified and justified for

different applications [15,55,71]. Armstrong devoted his research on experimental determi­

nation, modelling and compensation of friction. [3-9]. Reference [9] provides an important

survey of modelling, identification and compensation schemes for friction. Dupont [38,39],

7
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Dohring [33], Gogoussis and Donath [43], Terauchi [114] and Gomes [45] are the representa­

tive work on friction models used in rohatic transmissions. Special attention is given to com­

puter simulation of friction models, because of its inherent hard nonlinearity. Bernard [14],

Karnopp [70] and Haessig and Friedland [48], are among the researchers who addressed

friction simulation.

Many researchers have attempted to model harmonie drive compliance. Volkov and

Zubkov [124], Aliev [2], Margulis [82] and Legnani [79], are among those researchers who

provide different models for harmonie drive stiffness. More recently Kircanski and Golden­

berg [76] and Tuttle and Seering [121] provide experimental verification of stiffness models

for harmonie drives. The hysteresis effect however, is more difficult to model, and con­

sequently is often ignored. Recently Seyfferth et al. proposed a fairly complex model to

capture the hysteresis figure in harmonie drive torsion curves [97]. Other mathematical

models for hysteresis are available in the literature, from whieh Mayergoyz et al. [84,851,

Ossart and Meunier [91] and Macki et al. [81] provide comparison studies among the models.

3.4. Control

Brigdes et al. [18], Kaneko et al. [69], Kazerooni [72~ 73], Hogan [56], Chapel and Su [211

and Kubo et al. [78] are representative of researchers who worked on the control of har­

monic drive system. Bridges used a very simple linear model for the system, with PD

torque control [18]. His results show sorne improvement in tracking error~ but insuflicient

performance near rcsonant frequency. Kaneko also based his analysis on a simple model of

the system, hut included nonlinear stiffness in the system [691. He then applied a feedfor­

ward 100p to adjust for nonlinear stiffness and then a pure gain torque feedhack to shape

the performance. Kazerooni considers a simple linear system for the harmonie drive, and

used a sensitivity 100pshaping technique to design a linear controller for the system [73].

Hogan proposed impedance control for rohots with harmonie drive systems, to deal with

the dynamic interaction introduced in contact tasks [56], while Chapel applied ?-loo control

design methods ta the analysis and design of impedance controllaws [21}.

Kubo et al. examined friction-compensation on harmonie drives, and presented a

stahility analysis with experimental verification of the improved performance of the system

[78]. Friction compensation for robotic manipulators is addressed by other researchers.

Canudas de Wit [30-321, and WaIrath [125] have tested adaptive friction compensation

schemes for rohotie manipulators. Adams and Payandeh provides methods for low-velocity

friction compensation [1}, and Cai and Song successfully compensated for stick slip friction

8
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[19]. Finally, Bona and Indri [16], and De Carli et al. [20] are among the researehers who

have used friction compensation techniques in practice.

4. Thesis Outline

This thesis is eomposed of seven chapters. The harmonie drive experimental testing

stations are deseribed in Chapter 2. Two harmonie drive testing stations are used in this

research to respectively monitor the behaviour of two different harmonie drives. The hard­

ware and software used to pcrform open- and closcd-Ioop expcriments arc also introduecd

in this chapter. Chapter 3 is devoted to the design and implementation of an intelligent

built-in torque sensor for harmonie drives. In this sensor four strain-gauges are direetly

mounted on the flexspline by an aecurate positioning method, in arder to minimize the

sensing inaecuraey. Furthermore, ta cancel torque ripples, the oscillation observed on the

measured torque, Kalman filter estimation is employed. A simple fourth-order harmonie

oseillator proved to aceurately model the torque ripples. Moreover, the error model is ex­

tended to incorporate any misalignment torque. By on Hne implementation of the Kalman

filter, it is shown that this method is a fast and aceurate way to filter torque ripples and

misalignment torque. Henee, the intelligent built-in torque sensor introdueed in Chapter 3

is a viable and eeonornical way ta measure the harmonie drive transmitted torque. for the

purpose of torque feedback.

In Chapter 4 a methodology to model harmonie drive systems and ta identify model

parameters is presented. Simple and aecurate models for compliance, hysteresis and friction

are proposed. and the model parameters are estimated using least-squares approximation. A

statistieal measure of variation is defined, by which the reliability of the estimated parameter

for different operating condition, as weIl as the accuracy and integrity of the proposed model

is quantified. In Chapter 5 different simulation for the system under constrained- and

free-motion are developed. First the simulations used ta verify the model by experiments

are presented. Then the general simulation of the system for constrained- and free-motion

applications are given, and final1y, the significance of the nonlinear model is assessed thraugh

a parameter sensitivity study.

Chapter 6 is devated ta the design and implementation of robust torque contraller far

harmonie drive systems in an 1too-framework. Torque control of system for constrained­

motion and free-motion applications is examined in detai1. A Nominal model for the system

is abtained from experimental frequency response estimates, and the deviation of the system

9
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from the model is encapsulated by a multiplicative uncertainty. Robust torque control1ers

are designed using this information in an 1ioo-framework, and implemented on two different

setups. Appendix A introduces the mathematical background and the terminology which

has been used in this chapter for 1ioo controller design. From time and frequency domain ex­

periments, it is shown that the closed-Ioop system maintains robust stability and improves

the tracking performance exceptionally weil. To further improve the performance of the

system for free-motion application, a model-based friction-compensation algorithm is im­

plemented in addition ta the robust torque control. lt is shawn that friction-compensation

shrinks the model uncertainty at low frequencies and hence, the performance of the closed­

loop system will be improved at those frequencies. Chapter 6 is concluded by presenting

different methods to cancel torque ripples from the output torque. Finally, conclusions and

future research directions are given in Chapter 7.

10
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CHAPTER 2

The Experimental Setup Hardware & Software

1. Harmonie Drive Testing Stations

Two harmonie drive testing stations were used to respectively monitor the behaviour

of two different harmonie drives. Several open-loop and closed-Ioop experiments are per­

formed on both setups. Time and frequency response experiments are applied to the open­

loop system for the purpose of modelling and parameter identification of the system, while

closed-loop time and frequency response experiments are performed in order to analyse the

controller performance. The first testing station was developed entirely at the Centre for

intelligent machines, McGill university. The second setup was also designed and constructed

at McGill, but the components were provided by International Submarine Engineering Ltd.

In both setups the harmonie drive is driven by a DC motar, and a load inertia is used

ta simulate the robot arm for free-motion. Also a positive locking system is designed so

that the output load can be locked to the ground for constrained-motion experiments. In

the ~lcGill experimental setup, the circular spline is fixed ta the ground and the output

is carried by the fiexspline, while in the ISE setup, the flexspline is fixed and the circular

spline is used for output rotation. By this arrangement, the behavior of the transmission

under two different operating configurations is examined. Bath setups are equipped with a

tachometer to measure the mator velocity, and an encoder on the load sicle to measure the

output position for free--motion experiments. The current applied ta the DC motor is mea­

sured from the servo amplifier output and the output torque is measured by a Wheatstone

bridge of strain gauges maunted directly on the Hexspline. The details of torque sensing

technique is elaborated in Chapter 3.
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• Positive Harmonie
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FIGURE 2.1. A picture of the j\ilcGill experimental setup and its schematics for
constrained-motion experiments

1.1. McGill Setup

A picture of the McGill experimental setup and its schematics for constrained-motion

experiments are illustrated in Figure 2.1, while Figure 2.2 illustrates the setup used for free

motion experiments. In the ~IcGill setup, a permanent magnet brushed OC mator from

Electro-Craft, modeI586-501-113, is used [25}. Its weight is 1.36 K9~ with maximum rated

torque of 0.14 JVrn, and its torque constant is 0.0543 Nrn/amp. The technical specification

of the DC matar is given in Table 2.1, and the speed-tarque characteristics is given in

Figure 2.3.

To drive the DC mator, a 100 Watt Electro-Craft servo amplifier, model Max-lOO-115,

is used [251. The servo amplifier can be configured ta work in "velocity" or "torque mode".

When pragrammed in torque mode the amplifier interfaces with a contraUer, which provides

an analog voltage signal proportional ta the desired matar current. Ideally, the servo am­

plifier can be considered as a current source when configured in "torque mode". The effect

of back-EMF hawever, limits the performance of servo amplifier. Similarly, in "velocity

mode" the amplifier interfaces a velocity feedhack, which pravides an analog voltage signal

praportional ta the desired motar velocity. Figure 2.4 provides a functianal diagram for

FIGURE 2.2. A picture of the ~IcGill experimental setup for free-mation experiments

12



•
1. HARMONIe DRIVE TESTING STATIONS

o.~ r------,-~-"""""T'---r-...,

. ..' .' - ~

'. '",; . . ~.

.. - ., •• ' :. l ,J' -

~ .... . ~. . ,

,". .' .' .::
• • ~ !' • • 1o

Il 1ll(}O 2000 3000 -l(XJO SOOO
Speed (RPM)

0.3 1-- _

Ê
~ IntermittentOperation
u 0.2
::::1

E"
~

0.1

FIGURE 2.3. Speed-torque characteristics of the De motor used in wlcGill setup

the current and velocity feedback used in the servo amplifier. The servo amplifier contains

circuitry for protection of bath motar and amplifier from effects of various overload and

short circuit conditions. The servo amplifier is a 25 kHz pulse-width-modulation (PWM)

switching type that minimizes system power losses. It also contains automatic current fold­

back if the RMS current exceeds ±3 Amps, while maxinmm ±6 Amps is allowed for 50 ms

duration. This feature protects the motor and amplifier from over-current conditions. The

motar supply voltage for this type of anlplifier is 36 Volts De, with continuous power rating

of 100 Watts.

System Stlltus Output ------,
Fwd and Rev Clamp ------,

[nhibit Clamp -----,

Auxiliary
[nput

Current Fecdback

Main Feedback Tachomelcr

•
FIGURE 2.4. A function diagram of the servo amplifier used in the McGill setup
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FIGURE 2.5. Efficieney of the harmonie drive used in the l'JIeGill setup working at
different speeds and lubricated with HC-l grease, taken from [63]

The harmonie drive in this setup is from the RHS series of HD systems, model RHS­

20-100-CC-SP, with gear ratio of 100:1, and rated torque of 40 Nm [631. Other teehnical

specification of the harmonie drive is given in Table 2.2. The efficiency of this type of

harmonie drive is a function of operating temperature, speed, and lubrication conditions.

Figure 2.5 il1ustrates the efficiency of the harmonie drive at different speeds and lubrieated

with harmonie drive grease HC-l [63], in which 80 - 90 % efficiency is achievable at normal

operation conditions.

An incrementaI-type shaft encoder is used in the setup to measure the output rotation.

The encoder is an "Optical Hollow Shaft Encoder" From RENCO, model RM21, with a

resolution of 1000 pulses/rev. It has two pulse train channels A and B having a variable

frequency that is linearly proportional to the shaft velocity. The phase between these

two channels is ±90o , where the polarity of the phase shift depends on the rotational

L Outputs

Channel A

L Channel B

Decoder

•
FIGURE 2.6. Pulse train from the encoder and the decoder
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direction. As illustrated in Figure 2.6, the decoder, which converts the channel information

into pulse count, generates pulses at the leading edge and trailing edge of the signaIs from

both channels. Hence, the pulse counter picks up four times the pulses emitted by either

channels of the encoder during one sampling period, and the overal1 resolution of the system

increases to 4000 counts/ rev.

TABLE 2.1. Technical specification of the DC motors used in the ~IcGiIl and the
ISE experimental setups

Matar Ratings Units McGill Matar ISE Motor

Continuous Torque N.m 0.14 0.63

StaIl Torque N.m 0.28 0.68

Max. Speed RPM 5000 1230

Peak Current Amp 6 12.6

Max. Continuous eurrent Anlp 3 10

LVlax. Continuous Power Watts 100 109.5

Rotor Moment of Inertia Kg.cm2 0.368 0.44

Torque Constant N.m/Amp 0.0543 0.182

Voltage Constant V/KRPM 5.7 19.1

Resistance @ 25°C n 1.2 1.9

Inductance mH 1.92 1.6

Weight Kg 1.36 0.482

Tach. Voltage Constant V/rad/sec 0.137 0.033

TABLE 2.2. Technical specification of the harmonie drives used in the ~IcGill and
the ISE experimental setups

Ratings Units McGill HD ISE HD

Gear Ratio 100 : 1 160 : 1

Rated Input Speed RPM 2000 2000

Max. Input Speed RPM 4000 4000

Rated Output Torque N.m 40 67

Repeated Peak Torque N.m 82 176

Momentary Peak Torque N.m 148 314

Moment of Inertia Kg.cm2 0.819 0.428
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FlGURE 2.7. A picture of the ISE experimental setup

1.2. ISE Setup

A picture of the ISE setup is illustrated in Figure 2.7. The OC motor is a three-phase,

brushless Kollmorgen Inland motor, model RBE-01503-AOO [87]. !ts weight is 475 gr, with

maximum rated torque of 5.6 Nm, and torque constant of 0.1815 Nmlamp. The technical

specification of the DC motor is given in Table 2.1. The speed-torque characteristics of the

OC motor is given in Figure 2.8. There is a built-in Hall sensor in the DC motor used for

ISE setup, which provides position and current measurements.

To drive the DC motor a 100 watts FAST Drive Kollmargen servo amplifier, model

FD LODI 5El is used [881. A FAST (Flexible Amplifier Servo Technolagy) Drive is a fully

digital. PWM servo amplifier, which can power a broad range of matars induding brush and

brushless permanent magnet DC motors. Through the use of digital signal processors (OSP)

and a field programmable gate array (FPGA), the FAST drive is a flexible serva, virtually

eliminating changes in hardware for various amplifier configurations. The motar type,

pole count, feedhack type, and matar phasing are automatically configured. and advanced

)
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•
FlOURE 2.8. Speed-torque characteristics of the De motor used in the ISE setup
under continuous operation condition
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Velocity

Command

Position Measurement

FIGURE 2.9. A function diagram of the servo amplifier used in the ISE setup COll­

figured for velocity mode

features such as loop type~ [oop compensation, programmable current limit, phase advance,

and communication mode are user configurable via the RS-232 seriaI port. Similar to the

servo amplifier used in McGill setup, the FAST drive can be configured ta work in velocity or

torque mode. Figures 2.9 and 2.10 illustrated the feedback functional diagram of the servo

amplifier under velocity and torque modes, respeetively. For torque feedhack applications,

the servo amplifier is eonfigured into torque mode. The structure of the velocity feedback

in the servo amplifier used in ISE setup is similar ta that of McGill setup. For eurrent mode

however, the feedback system in the FAST drive accommodates the three-phase structure

of the DC-motor. The internaI feedhaek element of the FAST drives are irnplemented using

DSP control, hence, the configuration of the feedback system can be flexihly adjusted [881.

The harnlOnie drive used in the ISE setup is from the CFS series of HD Systems, Inc.

with gear ratio 160:1, and rated peak torque of 178 Nrn [61]. Other technical specification

of the harmonie drive are given in Table 2.2. The major difference of CFS series to RHS

series used in the ~IcGilI setup is that the length of the flexspline, and therefore the overall

Current

Command

x Current
Feedback

Amplifier

Amplifier

PWM A-

PWMC+

PWMB+

~~==r--PWM B-

•
FIGURE 2.10. A function diagram of the servo amplifier used in the ISE setup
configured for torque mode
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length of the harmonie drive, is smaller in CSF series. This design modification increases

the stiffness of the harmonie drives. The encoder used in the ISE setup is the same as that

used in the MeGill setup.

2. The Siglab Hardware

The DSP Technology's Siglab hardware is used for frequency response experiments

for the harmonie drive testing stations [47]. The Siglab is a PC-based DSP hardware,

which requires ~Iatlab V4.2 for numerical analysis of the input-output measurcments. It

features the graphieal displays of Matlab graphieal user interface (GUI) in the windows

environment. As illustrated in Figure 2.11, the Siglab has three major hardware subsystems:

control processor and input and output subsystems. The control proeessor consists of a

T1JIS32DC31 DSP from Texas Instruments, with 256 Kbytes of SRAM for programming,

1-8 ~Ibytes of DROM for data handling, SCSI controller unit and seriaI r/o buffers. The

input subsystem incIudes two ports, each consisting of a ~ ~ A/D converter, analog anti­

alias filter, DSP filter, and variable gain and offset. It aIsa incIudes circuitry for over-current

protection and external signal triggering. The output subsystem also incIudes two channel

OSP signal generators. Each channel consisting of a ~ ~ 0/A converter, analog image

filter and DSP filter. The two output ports of Siglab can be used ta excite the system

under experiment with a wide range of DSP generated signaIs, while the two input port can

be used for speetrum analysis, or network identification. There are six virtual instruments

(VIs) available in the Siglab, whieh allow measurements ta be made on a dynamic system

directly in the Matlab environment. We use specifically the virtual network analyzer (VNA)

and the virtual sine-sweep (VSS) for the harmonie drive frequency response experiments.

2.1. Virtual Sine-Sweep (VSS)

The sine-sweep is one of the oldest network analysis technique ta estimate a frequeney

response estimate of a dynamie system, and it is still the best when faced with systems

with high rneasurement noise. In the absence of noise, FFT-based estimation techniques

used by VNA is more convenient because of their speed. For a frequency response estimate

of our harmonie drive systems, both methods were employed to get more reliable results.

In the sine-sweep technique, the system is excited using sine waves of increasing fre­

quency through a desired frequency range. In Siglab, the reference channel (channel 1)

measures the excitation signal while the response channel (channel 2) measures the output

of the system under test. Both input channels are measured using a narrow-band tracking
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• Input Subsystem Control Processor

Input Protection TI TMS32OC31 FP DSP
Coupling System Addrl 256 KB SRAM (program)
Gain 1..8 MB DROM (data)
Offset Data Bus 32 KB ROM (boat code)
Overload Detection 2 KB EEROM (cal factors)
AnaJog Anti-Alias SCSI Controller
U AID Converters SeriaI UO Buffers
DSP Filtering
Triggering
FIFO Data Buffering Multi-Unit Syne.

MasterlSlave Sync.
Output Subsystem Trigger Source D
Buffer Amplifier Timebase Oscillators
Leve1 Control
Offset
Ana10g Image Filter
U DIA Converters Power Conversion

DSP Filtering Battery Charger +12
DSP signal generation Power Status 12-15 VDC InpU[
FIFO Data Buffering GND

DC-DC converters
+15. +5. -5. -15 VDC

Status Indicators

POU[

7.2V @>1.5AH

FIGURE 2.11. ~rajor hardware subsystems of the Siglab

filter whose passband is centred on the excitation frequency at each step in arder to reduce

the effect of noise. The ratio of the sine wave amplitudes is displayed on-line as the fre­

quency response estimate. The computation involves finding the ratio of the cross-spectrum

of input/output and the input auto-spectrum which results in both the magnitude and the

phase information of the frequency response estimate. A coherence function plot is also

available at the display, which is valued between zero and one. A value of one indicates an

ideal estimation, while the closer the value is ta zero the poorer is the estimation. There­

fore, the frequency response estimate is inaccurate at frequencies that have low coherence,

50 more experiments are required to average over an accurate estimate. The final frequency

respanse estimate and the coherence function can he saved as Matlab data files for further

analysis.
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2.2. Virtual Network Analyzer (VNA)

The VNA is optimized to estimate the frequency response of a dynamic system using

broad-band FFT techniques. In this method the system is excited by a chirp or random

noise signal, which is measured by channel 1 input of the Siglab, while the output of the

system is measured by channel 2. The bandwith of the excitation signal is automatically

adjusted from the user-defined frequency range of estimation. Similar to the VSS the

computation of the frequency response estimate involves finding the ratio of cross-spectrum

of the input/output and the input auto-spectrum. This estimation techniques works weIl

if the response channel has a good signal to noise ratio. The chirp excitation is preferable

ta random, for nearly linear system. Random noise excitation however, rnakes a better

estimation on systems with nonlinearity at the expense of longer measurement time and

reduced frequency resolution [471.

The VNA provides onHoe transfer function display during the averaging in different

formats. Among them linear, logarithmic and dB scales of the magnitude plot can be

displayed as weIl as phase plot in degrees. Similar to VSS, the coherence function is also

calculated and displayed as the experiment evolves. The final frequency response estimate

and the coherence function can be saved as ~Iatlab data files for further analysis.

2.3. System Identification

From the frequency response estimates obtained from VNA or VSS, the system can be

characterized by a transfer function. Siglab provides a virtual system identification module

(VID), which fits the frequency response estimates with a causal transfer function. In our

experiments however. we used the system identification toolbox of Matlab in order to find

a transfer function estimate for the system. The system identification toolbox of rvlatlab

incorporates more effective routines than VID, which enable us to not only find a nominal

transfer function estimate for the system, but also to encapsulate the system variation by

an uncertainty representation. The details of identification method used for harmonie drive

system is given in § 1 of Chapter 6.

3. Data Acquisition and Processing Hardware

A schematic of the data acquisition and processing hardware used for time response

experiments is illustrated in Figure 2.12. As explained in § 1, in the harmonie drive testing

station velocity, CUITent, torque and angular position is measured by various measurement

units. Except for the encoder which provides a digital output, the other measurements
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are analog. As illustrated in Figure 2.12, a 16-channel DIA converter (DT 1401) is used

for digital conversion of these analog signaIs, while an encoder interface (Proto XVME­

085) provides the encoder readings for further processing. The central processing unit

(CPU) is a Challenger-C30V multi-processor, which is based on two TMS320C30 DSP

chips frOID Texas Instruments. All the calibration and signal processing is done on-line

by this CPU. An eight channel D/A converter (VMEVMI 4116) is used to command the

reference signal generated in the CPU for the servo amplifier. AIl the data acquisition

and processing hardware are assembled in a 19-inch Versa Modula Europa (VME) chassis,

which in turn is connected to the host computer (Sun Sparc Station). An S-bus to VME­

bus adapter board housed in the chassis maps the VME addresses into the memory of

the Sun Sparc Station. The computational engine for real-time implementation of signal

generation, measurement processing, and control is the dual TMS320C30 DSP, while the

hast computer is for cross-compiler software development, VME interfacing, and off-line

post-processing of the experimental data.

3.1. The Challenger-C30V Specifications

The Challenger-C30V is a high-speed, system oriented, digital signal multi-processor

[65j. The Challenger provides a. fioating-point performance level of 66 MFLOPS and an

integer performance level of 32 ~nps. The challenger consists of a standard VME board

and one daughter board which together occupy a single VME bus 510t. The Challenger

includes two processing norles, each consisting of a TMS320C30 processor. an integraterl

DMA controller, 256 Kbytes of node-RAM, 32 Kbytes of private RAlV[, 2 seriai links, and a

bi-directional parallel port. It also includes 2 to 8 megabytes of parity checked global RAM,

a TI to/from IEEE floating point format converter, and a VNIE master/slave interface. In

terms of software, Challenger provides software tools to make full use of the strength and

the flexibility of the processors. The tools generate two part programs:

• Host portion: executes on the host CPU, contraIs and monitors the Challenger's

activities, and is the user interface.

• C30 portion: executes the algorithm real-time on the board, making use of the

Challenger's parallel processing capabilities.

The Challenger is ideally suited for its role as an intelligent data concentrator. It accepts

large quantities of data into its on-board memory from either the host interface or the

parallel ports and processes the data in place. The refined results and processed data is

then be relayed ta the hast for post-processing and analysis. In addition to its support of

DSP operations, the TMS320C30 can be programmed in a high level language, snch as C
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FIGURE 2.12. The schematics of the data acquisition and the processing hardware
used for time response experiments

or assembly. The C30 portion of the software, as weB as the host portion, were developed

on hast in C. The compiled version of the code is downloaded into the C30 for on-line

implementation of each eJ\.lleriment.

3.2. Other 1/0 boards' Specifications

The DT1401 is a 16-channeIs analog-to-digital converter from Data Translation Inc.

[591, which receives analog voltages frOID the sensors and convert them into a 12-bit digital

data. The DT1401 is VME-bus compatible 1/0 board and is mounted on the VME chassis.
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Tt is equipped with a programmable gain amplifier which provides gains of 1,2,4, and 8. It

accepts both unipolar and bipolar inputs in the range ±10 V, and it operates at a maximum

throughput frequency of 50 kHz. For the dynamic experiments of the harmonie drive system

only four channels of the A/D are used.

The VMIVME-4116 is an 8-channel, 16-bit digital-to-analog converter from VME

Microsystems International [27]. This board delivers ±10 V @ 5 mA outputs with positive

true offset, binary input corling, and two's complement coding. This board features double

buffered data latches, buffered voltage outputs, and selectable external or internaI update

control strobes. The VMIVME-4116 is aiso Vl'JIE-bus compatible and is mounted on the

VME chassis. In the harmonie drive experiments only one channel of this board is used,

except for the closed-Ioop frequency response experiments in which two channels are used.

The XVME-085 is the encoder interface housed in the VME Chassis. This interface

accepts quadrature and index pulse input signais from the encoder. Four parallei outputs are

available for set point triggers. In addition, the starting reference position may be initialized

to any given value within the counting range. Home position may also be specified at the

user's discretion as the occurrence of the index pulse, a home limit switch input, or as the

occurrence of the two in tandem. The interface is completely self-contained and supervises

the entire counting and conversion routine after receiving comnland instructions from the

Challenger CPU. Position data is stored on-board until requested by the Challenger. In

our setup the encoder reading are logged on board into the Challenger memory.

3.3. Modified Hardware for Frequency Response Experiments

The Siglab hardware is used in frequency response estimates. As explained in § 2 the

Siglab is used to generate the excitation signal and to analyse the frequency spectrum of

the system. The Siglab could be used stand-aione if no process were required on the output

measurements. For harmonie drive experiments however, the fiexspline output torque is

used for torque feedhack application, and as explained in Chapter 3, the harmonie drive

torque output displays a high frequency oscillation called torque ripples. Hence, it is nec­

essary for frequency response experiments to filter the measured torque. This process is

accomplished by Kalman filter estimation (as elaborated in Chapter 3) of the torque ripples

on the Challenger CPU. Figure 2.13 illustrates the modification of the hardware to accom­

modate the Siglab. The excitation signaIs are directly applied into the DC motor servo

amplifier, while the measurements are processed on-Hne by the Challenger CPU, and the

filtered torque is sent to the Siglab through the 0/A converter. The Siglab is linked to the

PC host directly, and the frequency response estimate of the system displays on line on the
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FrGURE 2.13. The schematics of the data acquisition and the processing hardware
tlsed for frequency response experiments

PC 1Jlonitor while the experiment proceeds. For the experiments where the amplitude of

the filtered torques are relatively low, the filtered torque is scaled by a factor of ten (by the

Challenger CPU), in order to have a good signal to noise ratio. Moreover, since the record

length of the frequency response estimates (especially for sine-sweep experiments) are long,

only the experiment data is saved on the PC hast for further post-processing and analysis .
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4. Software

As explained in § 3.1, the Challenger provides software tools which generates two part

programs executed on the host and on the C30 CPU written in C. This section is devoted

to introducing the software used for time and frequency response experiments.

4.1. Time Response Software

Figure 2.14 illustrates the fiowchart of the software used for open-loop time response

cxpcriments, whose program listing is given in § 1 of Appendi..x B. The software include

the programs loaded by the host CPU and by the C30 CPU. In the host portion, the

program starts by opening a file to house the experiment result, and by checking if the

hardware is ready and free for an experiment. If the hardware is ready the C30 portion

of the program is down loaded ta the Challenger. For harmonie drive experiments, only

one C30 processor of the Challenger is running the main routine of the experiment, and a

dummy iteration routine is loaded on the other processor of the Challenger. To generate a

reference signal for the experiments. a set of parameters is provided by the operator through

keyboard input or a file. These parameters specify the shape function. the DC offset, the

amplitude. and the frequency of the reference signal, as weIl as the sampling period and total

experiment tilne. The shape function available in the software. are sine. square, triangle,

inverted sine. half-sine. inverted half-sine, composite-sine (as described in Equation 4.4

of Chapter 4), asymmetric sine, and duty-cycled sine, square and triangle. At this point

the loaded programs on the C30 processors will be executed. and the host CPU remains

idle. waiting for the real-time C30 process to be terminated. FinaUy, the program executed

on the host CPU wiU be terminated by fetching the logged Data on the C3D memory and

writing it into a file.

The C30 portion of the program executes the main experiment algorithm real-time

on board. For each experiment therefore, the details of this part of the program differs

to accommodate the experiment details. The structure of the program is however, similar

for different experiments. For open-loop time-response experiments as illustrated in Fig­

ure 2.14 the code executed by the node 1 of the C30 starts by reading the user-defined

parameters from the node RAM. and then initialize the hardware. The main subroutine

which synchronizes the fixed-sampling time interrupter executes the given algorithm (pro­

cedure c-intlO) real-time within the interrupt period. Hence, if the execution time of the

algorithm is smaller than the sampling period, the C30 CPU runs idle ta synchronize the
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FIGURE 2.14. The flowchart of the typical programs executed on the host and on
the C30 CPU for open-Ioop time response experiments
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updating time to the sampling period. Otherwise, it passes a warning to the host, and ter­

minates the execution. For all harmonie drive experimellts a sampling period of 1 ms suffices

for the execution time of the algorithm in real-time, and avoids experiment interruption.

The algorithm used for open-loop time response experiments has two major compo­

nents: generating the reference signal and passing it to the hardware, and reading the

measurement and saving the calibrated (or uncalibrated) data into memory for off-lïne

post-processing and analysis. The sequence of execution of this algorithm is displayed

in the flowchart of Figure 2.14, in which first the measurements are read from the A/D

channels and are calibrated, then the reference signal is generated by calling the function

reference-gene.ration and the value of the reference signal at the current time is written into

the D/ A. Finally the desired measurements are saved into the C30 memory and the inter­

rupter routine is iterated provided the current time is less than the user-defined final time.

After completion of the iteration, the program is terminated by disabling the interrupter.

and resetting the D/A to zero.

For closed-loop experiments, the structure of the hast and C30 programs are the same as

explained before, but the algorithm in the interrupter routine is developed to accommodate

the required proeesses. Figure 2.15 il1ustrat.es the flowchart of the host and C30 programs

for the most complete case of closed-loop experiments, where a Kalman filter algorithm is

implemented to filter the torque ripples, an Hoc controller is implemented for the feedhack

loop and a friction compensation algorithm is implemented in the feedforward loop. The

details of torque ripple filter are given in Chapter 3 while the details of 'H.oc control1er and

friction compensator design and irnplementation is given in Chapter 6. As illustrated in

Figure 2.15 the algorithm executed in the interrupter contains three sub-processes. After

rcading the data from the A/D channels, and calibrating them, the function Kalman is

called which estimated the torque ripple at the CUITent time. and the measured torque is

filtered using this information. On the other hand, the reference torque signal is generated

using reference-generation routine, and the torque error is calculated from the subtraction

of the filtered torque from the reference signal. By calling the Control function the control

command with respect to the torque error is calculated by discretized 'H.oo controller. In

the meantime the friction torque is estimated by calling the function Friction and the

corresponding control input is calculated for the friction compensation. Finally, the total

control input~ which is the addition of the 1f.00 control1er input and friction compensation

input is written into the DIA to be applied to the OC motor servo amplifier. The rest of
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FlGURE 2.15. The flowchart of the typical programs executed on the hast and on
the C30 CPU for closed-Ioop time response experiments
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the program is similar to that in open-loop experiments. A listing of the C30 portion of

the closed-Ioop time response experiment is given in § 4 of Appendix B.

4.2. Frequency Response Software

In frequency response experiments Siglab hardware is used to generate the excitation

signal and ta analyse the frequency spectrum of the system. The software is slightly modified

ta accornmodate this changes in the hardware. Figure 2.16 il1ustrates the flowchart of the

software used for closed-Ioop frequency response experiments. In the host portion of the

software the parameters defined by the user are reduced to the sampling frequency, and

the total time of the experiments. The parameters related to the reference signal are not

passed to C3ü node RAM, since the software is not generating the reference signal. In the

C3D portion of the software, the reference signal generated by the Siglab hardware is read

through A/D channel l, and not only the control input is fed to the amplifier through DIA

channel l, but aIso the filtered torque is written in DIA channel 2 to be used by Siglab for

on-Hne frequency response estimation of the system. The other difference in the software

structure is due to the fact that the measurements are not saved in the Challenger memory

for further use. Therefore. in the host portion of the program no data is fetched from the

Challenger mernory.

The software used for open-Ioop frequency response experiments is similar in structure

to that given in Figure 2.16. with the only difference that neither friction compensation,

nor control routine are available, and the reference signal generated by the Siglab is passed

directly to OC motor servo amplifier. A listing of the code used for open-loop and closed­

[aap frequency response experiments are given in § 5, and § 6 of Appendix B. respectively.
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FIGURE 2.16. The flowchart of the typical programs executed on the hast and on
the C30 CPU for closed-loop frequency response experiments
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CHAPTER 3

Intelligent Built-in Torque Sensor

In order to apply torque feedhack on the robot joint, it is necessary to measure the

transmitted torque through the actuator transmission mechanism. Conventionally, torque

sensor are placed in the output transmission Hne of the robot [58,1011. However, for a

harmonie drive transmission, whieh has an elastic element named flexspline, there is no

advantage to add an additional compliant element and thereby reduce the joint stiffness.

This chapter is devoted to the design and implementation of a built-in torque sensor for

harmonie drives as first proposed by Hashimota in 1989 (49). This method proved to

be an ceonomical and effective way of torque sensing for harmonie drives in our setup, as

claimed by Hashimoto et al. [51). In our testing station a Wheatstone bridge of four Rosette

strain-gauges is utilized to sense the torsional torque transmitted through the flexspline. A

praetieal an aceurate method is proposed to mount the strain-gauges on the flexspline in

order ta minimize any radial or circumfereIl;' ial misplacement of each strain-gauge.

One important characteristic of harmonie drive torque transmission, as observed in

free motion experiments, is a high frequency oscillation in the output torque signal. These

oscillations named torque ripples whose principal frequency of oscillation (in rad/sec) is

twice the motor velocity (in rad/sec), are mainly caused by harmonie drive gear meshing

vibration. A small fraction of the torque ripples are caused by the non-ideal torque mea­

surement, because of the direct attachment of strain gauges on the flexspline. Since the

fiexspline has an elliptical shape, strain gauges mounted on the flexspline are subjected to

unwanted strain caused by the elliptical shape. We show in this chapter, however, that us­

ing four Rosette strain-gauges, and using an accurate method to mount the strain-gauges,

will reduce the amplitude of the torque ripple to a minimum. Moreover, the dependence

of the frequency content of the torque ripples on the velocity makes it possible to model

them as a simple harmonie oscillator, and ta employa Kalman frIter to predict and filter
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them from the torque measurement. If ooly low-frequency torque control is desired [1051,

the high-frequency ripples may be removed by estimating them via Kalman filtering. This

is more efficient than simple low-pass filtering, because it uses the known structure of the

torque signal.

We proposed a fourth-order harmonie oscillator error model is proposed in this chapter

ta characterize bath the fundamental and first-harmonic frequency content of the torque

ripple. Using this model! a prediction-type Kalman filter algorithm is applied ta estimate

the torque ripples. The performance of the on-Hne implemented Kalnlan filter for torque

ripple cancellation is shawn ta be quite fast and accurate.

The Kalman fiIter is used not only ta estimate the torque ripples, but also to cancel any

mechanical misalignment torque signature on the measured torque. Many torque sensors

exhibit the limitation of being sensitive to the torques applied on the direction perpendicular

ta their a..xis of measurement. In our setup after repeated use of the harmonie drive system

for different experiments. a similar torque signature was observed on the measured torque.

After examining the system accurately, the sonrce of this torque signature is found to be

the misalignment of the harmonie drive shaft and the load. The frequency of misalignment

tarqlle(in rarl/secL as it can be intuitively identified from its source of generation. is found

ta be exactly the same as the output shaft velocity (in rad/sec). Therefore. by adding

another block to the harmonie oscillator model we are able ta estimate the IDisaIignment

componcnt of the measured torque. By using the extended model for the torque ripple

and misalignment torque together, it is shawn that the filtered torque cancels the torque

ripples and misalignment torque quitc accurately. The experirnental results obtained from

combining the original ideas introduced in this chapter with robust torque controller design

given in Chapter 6 and in [104], proves that built-in torque sensors are viable and econorn­

ical means to measure harmonie drive transrnitted torque and to employ them for torque

feedback strategies.

1. Built-In Torque Sensor

As illustrated in Figure 3.1 four Rosette strain-gauges are mounted on the diaphragm

part of the flexspline. A Rosette stain-gauge consist of two separate strain-gauges perpen­

dicularly mounted on one pad. For a clockwise torque exerted on the fiexspline illustrated

in Figure 3.1 strain-gauge Ri is under compression while strain-gauge R2 is under ten­

sion. Similarly all odd-indexed strain-gauges are under compression, while the others are
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FIGURE 3.1. Position of four Rosette strain-gauges on the fiexspline diaphragm

under tension. Thus, a Wheatstone bridge of strain-gauges as illustrated in Figure 3.2 can

transduce the torsion into a difference voltage. The reason why Rosette strain-gauges are

necessary for harmonie drive built in torque sensor, is to eompensate for the elliptical shape

of the ftexspline. If the strain caused by applied torque is named ft, while the strain callsed

by the elliptical shape of fiexspline is called f W1 Hashimoto et al. [52] illustrated that the

strain applied to strain-gauge Ri, and R2 are

{

fi = ft + f w
(3.1 )

f2 = -ft + f w '

where f W '
is assllnlCd in [5 Lj ta be a sinusoidal modulation of f w • Thus.

fl - f:! = 2ft + \{la sin(2,B) (3.2)

In arder ta cancel the modulation \{la sin(2tJ) and to detect the aetual torsional strain ft the

information from strain-gauges R31 and R" is necessary. These strain-gauges are located

at an angle of 90° from Strain-gauges Ri and R2 ! and therefore:

f3 - f4 = 2ft + 'lia sin(2,B - 1T") (3.3)

•

Therefore, a Wheatstone bridge, construeted from strain-gauges Ri to R4 is sufficient to

produee a difference voltage proportional to the torsional strain ft as fol1owing

K
Eout = "4(f1 + f3 - f2 - f4)Esup (3.4)

= KftEsup
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E

FIGURE 3.2. Strain-gauges \Vheatstone bridge network

in which K is the gauge factor, and Eout and Esup denote output and supply voltages~

respectively.

1.1. Positioning Error of Strain-gauges

Although, only two Rosette strain-gauges are sufficient ta extract the torsional strain,

two other Rosette strain-gauges are introduced to maintain symmetry, and to minirnize the

effect of positioning error. Sensing inaccuracies are caused by radial, circumfercntial. and

angular positioning error. Radial positioning error occurs when the gauges are placed on

different radii from the center of the Bexspline. As shown in Figure 3.1 even without any

radial misplacement of the strain-gauges, radial error exists, since strain-gallges R L and R2

are placed at different radii. However, by llsing four Rosette strain-gauge, as illustrated in

Figure 3.1, this error will be compensated by strain-gallges Rs, and R6 which are located

in the reverse position.

Circumferential positioning error occurs when two Rosette strain-gauges are mounted

in an angle different than 900 from each other. This positioning error introduces more

sensing inaccuracies than radial positioning error [52, 1081. Angular positioning error oc­

curs when a Rosette strain-gauge is not mounted perpendicular ta the Hexspline's axis of

rotation. This positioning error also introduces sensing inaccuracy similar to the circum­

ferential positioning error. To minimize the positioning error, we propose a method using

a specially-designed transparent film for the strain-gauges placement. As illustrated in

Figure 3.3, an aceurate drawing of the strain-gauge placement positions is printed on a

transparent film using a laser printer with the finest possible lînes. Then the strain-gauges

are plaeed on the transparent film using a microscope. By this means aIl positioning er­

rors are reduced to a minimum, and as examined in our testing station to other placement
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FIGURE 3.3. Proposed transparent film for accurate strain-gau~eplacement

methods, the sensing accuracy is maximized. When the strain-gauges are mounted on the

transparent film as illustrated in Figure 3.3, the transparent film is placed on the fiexspline

and the strain-gauges are cemented on the surface. The final configuration of the wired

strain-gauges are illustrated in Figure 3.4. The harmonie drive used in the testing station

and illustrated in Figure 3.4 is from RHS series of HD systems, with gear ratio of 100:1,

and rated torque of 40 N m. The fiexspline diameter is 46 mm, and its length is 49 mm.

To amplify the output signal, a variable range amplifier with gain 1000 is used, while it

provides 10 volts DC voltage as input voltage ta the Wheatstone bridge.

2. Torque Sensor Calibration

Ta examine the dynamics of the torque sensor and to calibrate it, we locked the har­

monie drive wave generator, and applied a known torque on the fiexspline. The loeking

device is a simple shaft resembling the motor shaft, which can he fixed to the ground. The

FIGURE 3.4. Harmonie drive built-in torque sensor
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FleURE 3.5. Torque sensor calibration results for full-range loading

output torque is applied using arm and weight method. The torque calibration consists

of loading and unloading sorne weight on the arm, in both direction. This experiment is

repeated at different fiexspline positions, to check the position dependence of the torque

sensor. Also low-range and full-range loading experiments are tested at each position to

evaluate the nonlinearity of the torque sensor. A typical result for full-range loading experi­

ment is shown in Figure 3.5. These data are best fitted by a straight line using least-squares

approximation. The estimated torque sensor gain for each experiment is calculated from the

slope of this line. However, this gain is deemed acceptable, only if it is consistent for other

experiments. By consistency wc mean a statistical measure, namely the ratio of the stan­

dard deviation to the average value of estimated parameter for different experiments [103].

If this measure is small, we have a good consistency for different experiments, and the final

gain is obtained from the average value of the estimated gain for different experiments.

The final gain is obtained by this method for cight experiments, and the results are given

in Table 3.1, where the gain is 6.6 Nm/volts, with a low consistency measure of 2%. This

TABLE 3.1. Torque sensor calibration results

•
Torque Sensor Gain Consistency Measure

6.60 Nm/Volts 2%
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FIGURE 3.6. Measured Torque and velocity and the power spectrum of the mea­
sured torque with peaks at multiples of the velocity

illustrates that the torque sensor is quite linear, and it is not position dependent. Moreover1

the torque sensor gain is consistent for different operating conditions.

3. Torque Ripple Compensation

•

One important characteristic of harmonie drive torque transmission as observed in free

motion experiments, is a high frequency oscillation in output torque signal (See torque

curve in Figure 3.6). These oscillation, named torque ripples, were also observed by other

researchers [42]. Torque ripples are caused mainly by harmonie drive gear meshing vibration.

Harmonie drive gear meshing vibration introduces a real torque oscillation which can be

observed in the end effector motions ofrohots using harmonie drives and even sensed by hand

when back-driving the harmonie drive. Its principal frequency of oscillation (in rad/sec)

is twice the motor velocity (in rad/sec), for the gear teeth in harmonie drives are meshing

in two zones. A small fraction of the torque ripples are caused by the non-ideal torque
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measurement, because of the direct attacmnent of strain gauges on the Bexspline. Since

the fiexspline has an elliptical shape, strain gauges mounted on the flexspline are subjected

ta unwanted strain caused by the elliptical shape. Hashimoto [SIl, proposed using at least

two pairs of Rosette strain gauges ta compensate for this unwanted strain. However, ideal

compensation is possible only if there is no positioning error of strain-gauges. As explained

in § 1 it has been shown however, that using four Rosette strain-gauges, and using an

accurate method ta mount the strain-gauges will reduce the amplitude of the torque ripple

to a minimum. Unfortunately the frequency of torque ripples (in rad/sec) introduced by the

non-ideal behavior of the sensor is also twice the motor speed (in rad/sec), since the major

axis of the ellipse is travelling twice as fast as the wave generator. This make it impossible to

discern the true ripples caused by the gear meshing vibration from that caused by non-ideal

measurement. As illustrated in Figure 3.6, the power spectrum of the measured torque

plottcd for the time interval 0.8 to 1.1 sec when the velocity is almost fiat and about

156 rad/sec shows two peaks at 312~ and 624 rad/sec. This confirms the existence of the

fundamental frequency of the oscillation as twice the velocity and shows the significance

of the next important first-harmonie frequency of four times the velocity. The dependence

of the frequency content of the torque ripples on the velocity makes it possible to model

them as a simple harmonie oscillator, and to employa Kalman filter to predict and fUter

them from the torque measurement. If only 10w-frequency torque control is desired [105],

the high-~frequency ripples may be removed by estimating them via Kalman filtering. This

is more efficient thao simple low-pass filtering, because it uses the known structure of the

torque signal.

3.1. Torque Ripple Madel

A fourth-order harmonie oscillator error model can characterize both the fundamental

and first-harmonic frequency content of the torque ripple. This can be represented by the

fol1owing discretc state space form:

x(k + 1) == [~l(k) 0 ] x(k) + w(k)
o ep2(k)

y(k) == [101 Ojx(k)+v(k)

where

•
~i(k) == [ cos (wi(k)Ts ) Sin(Wi(k)Ts)]

- sin (wi(k)Ts ) cos (wi(k)Ts )
(3.6)
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in which Ts is the sampLing period, and w1(k) = 28(k), w2(k) = 40(k), and O(k) is

the motor shaft velocity in rad/sec at time step k. Moreover, y is the torque ripple, whieh

needs ta be observed from the torque measurement by having a erude model for the expected

torque. If measured torque is indicated by Tmeas , and the expected torque is indicated by

Texp then torque ripple y(k) = Tmeas(k) - Texp(k), while the difference between true torque

and the crude estimate of the expected torque is encapsulated by the measurement errors

in -u(k) in Equation 3.5. Therefore, no accurate model for the expected torque Texp is

neeessary and hence, for free motion experiments the expected torque ean be estimated

simply by the inertial part of the output torque whieh is the load inertia multiplied ta the

load aceeleration. The first two elements of the state x consists of the eomponent of the

torque ripple due ta the fundamental frequeney W1, and its derivative, while the next two

elements are those components of torque ripple due to the first-harmonic frequency W2, and

its derivative. Thcrefore, the total torque ripple is ealculated by adding the first and third

element of the state. w(k) charaeterizes the other frequeney components of the torque

ripples which will not he estimated in this modeL

3.2. Torque Ripple Estimation

Using the fourth-order harmonie oscillator model for the torque ripples, a prediction­

type Kalman filter algorithm is applied to estimate the torque ripples [901. A Prediction­

type estimate is complltationally Caster than a current-estimate type of Kalnlan fUter, and

therefore preferable for online implementation. Assuming that the proeess noise w( k) and

measurement noise 'u(k) are zero-mean Gaussian white and have covariances defined by Q

and Ras:

the states estimates is calculated using kalman fUter formulation [90] as following:

i(k + 1) = 4l(k)i(k) + Ke(k) [y(k) - C(k)i(k)]

in which the kalman filter gain Ke(k) will be updated from,

Ke(k) =<I>(k)P(k)CT(k) [R(k) + C(k)P(k)CT(k)]-1

P(k + 1) = Q(k) + [~(k) - Ke(k)C(k)] p(k)<I>T(k)

(3.7)

(3.8)

(3.9)

(3.10)

•
Since the measurement signal y(k) is a scalar, its covariance matri.x R(k) is also a scalar,

and no matrix inversion is required for online implementation of the kalman fllter gain given

in Equation 3.9. Figure 3.ï il1ustrates the performance of the Kalman filter implemented
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FIGURE 3.7. Kalman filter performance to cancel torque ripples. Dotted: Measured
torque, Solid: Kalman filtered torque

on line with a sampling frequency of 1 kHz ta estimate and filter the torque ripples for two

typical experiments, in which Q = 103 llx'l and R = 1 . The performance of the Kalman

filter for torque ripple cancellation is shawn ta be quite fast and accurate. The Software

code which implements the Kalman filter on-Hne is listed in § 2 of Appendix B.

4. Misalignment Torque Compensation

•

The Kalman filter can be used not only ta estimate the torque ripples, but also ta

cancel any mechanical misalignment torque signature on the measured torque. Many torque

sensors exhibit the limitation of being sensitive ta the torques applied on the direction

perpendicular ta their axis of measurement. In our setup after repeated use of the harmonie

drive system for different experiments, a similar torque signature was observed on the

measured torque. Figure 3.8 illustrates a simple experiment in which the harmonie drive
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is driven by a constant velocity but the measured torque exhibit a sinusoidal trend. The

expected torque, the solid line in Figure 3.8, is constant after a short time of acceleration,

but the measured torque, dotted lines, displays a sinusoidal behavior. After examining the

system accurately, the source of this torque signature is found to be the misalignment of the

harmonie drive shaft and the load. By disassembling the system and carefully reassembling

it, the peak to peak amplitude of this misalignment signature was reduced from 10 N.m

to less than 2 N.m. However, in practiee it is quite expensive, and probably infeasible

to perfectly align aIl the moving components. Fortunately, the sinusoidal feature of this

misalignment torque makes it possible to accurately estimate them with an error model.

The frequency ofmisalignment torque( in rad/sec), as it cao be intuitively identified from its

source of generation, is exactly the same as the output shaft velocity (in rad/sec). Therefore,

adding anot.her black ta the harmonie oscillator model (given in Equation 3.5) of the system

with frequency w3(k) = veL(k)/(Gear Ratio), will estimate the misalignment component of

the measured torque. Using this sixth arder model for the torque ripple and misalignment

torque together. Figure 3.9 illustrates the Kalman fllter performance in cancelling those

elements for two typical experiments. The Kalman filtered torque is shawn ta cancel the

torque ripples and misalignment torque quite accurately. These results are obtained using

an online Kalman BIter implementation on the system with sampling frequency of 1 kHz.

§ 3 of Appendix B gives the program listing of this algorithm. [n contrary ta low-pass

filtering which is incapable of extracting the misalignment torque from the measurements,

Kalman BIter estimation proved ta be fast and accurate ta filter both torque ripples and
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FIGURE 3.8. Misalignment torque signature on the measured torque
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FleURE 3.9. Kalman filter performance ta cancel torque ripples, and misalignment
torque for two typical experiments

misalignment torque. Moreover, it is a reliable method for different operating ranges~ and

therefore~ preferable for torque feedback.

5. Summary

•

In this chapter the built-in torque sensor for harmonic drive systems as first proposed by

Hashimoto is examined in detai1. By this method strain-gauges are directly mounted on the

fiexspline, and therefore, no extra flexible element is introduced ioto the system. To have

minimunl sensing inaccuracy, four Roset te strain gauges are employed using an accurate

method of positioning. An aceurate drawing of the strain-gauge placement positions is

printed on a transparent film, and the strain-gauges are placed on the transparent film

using a microscope. Then the transparent film is accurately placed on the flexspline, and

the strain-gauges are cemented on the surface. It is shawn that employing this methad

reduces the positioning error to a minimum. Calibration of the torque sensor shows that

the sensor is performing linearly and the torque readings are not dependent to the position

of the flexspline.
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5. SUMMARY

One important characteristic of harmonie drive torque transmission, as ohserved in free

motion experiments, is a high frequency oscillation in the output torque signal. To cancel

these oscillation named torque ripples from the measured torque, Kalman filter estimation

is employed. Due to the dependence of the frequency content of the torque ripples on

the wave generator velocity, a simple forth arder harmonie oscillator proved ta accurately

model the torque ripples. The performance of Kalman filter ta cancel the torque ripples

from torque measurements is shown ta be very fast and accurate. Moreover, the error model

is extended to incorporate any misalignment torque signature. By on Hne implementation

of the Kalman filter incorporating a sixth arder model, it is shown that this method is a fast

and accurate way to fUter torque ripples and misalignment torque, and hence, this intelligent

built-in torque sensor is preferable for torque feedback. This methods is implemented as

an integral part of the torque feedhack algorithms proposed in Chapter 6.
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CHAPTER 4

Modelling and Identification

The goal of modelling the harmonie drive system is to diseover the simplest represen­

tation which can replieate system behaviour to a desired level of accuraey. Our particular

goal in modelling is ta ultimately implement a model-based torque control algorithm on

the system. Moreover, we used the computer model for examining and improving control

laws, prior to implementing them. As recommended by other researchers [76,1211, in order

to aehieve this objective. it is neeessary ta have at least a simple and aceurate model for

friction and eomplianee of harmonie drive systeIns. In practice it has been proven that the

knowledge obtained through the process of modelling and identification a powerful medium

for understanding and improving the design, as weIl as for providing new horizons for con­

troUer design.

In this chapter a moderately complete model for harmonic drive systems is developed. A

nonlinear model for the DC motor is proposed which includes Coulomb and viscous friction

models. An empiricallinear model for the servo amplifier is developed next, using exper­

imental frequency response estimates. The harmonie drive is represented as a two-input

two-output system which suffers from nonlinear compliance and friction. It is shown that

a linear model for stiffness eombined with a veloeity-dependent structural damping model

can replicate the hysteresis torsion eurve of the system compliance. The frictionallosses of

the transmission are modelled using Coulomb friction, viscous damping and Stribeck fric­

tion. Bath high speed and low speed friction terms have been identified using constrained

and free motion experiments respectively.

1. DC Motor

A DC motor can be viewed as a two-input, one-output black-box, where the servo

CUITent and extemal torque are the inputs and the angular displacement (or velocity) is the



• output. The torque balance for the DC motar can be written in the form:

Kmi = JmB +Tfm + Tout

1. De MOTOR

(4.1)

where Km is the motar torque constant, i is the input current to the motor, Jm is the motor

inertia, and Tout is the external torque. Tfm is the friction torque, which can be modelled

in the form of velocity direction dependent viscous and Coulomb friction via:

where

{
1 ifx>O

u_1(x)= 0 ifx~O (4.3)

Note that the indices p and n represents the dependence of the friction coefficients on the

velocity direction.

The model parameters are estimated by least-squares approximation as explained in

§ 1.1 of Appendix A. Using a linear regression model, and measuring the motor velocity

and current for two sets of high- and low-velocity experiments, the model parameters can

he estimated using the Moore-Penrose generalized inverse [13,34]. Householder reflection

is utilized in numerical calculations to avoid ill-conditioning [44].

Four types of inputs are applied ta the servo amplifier, and motor velocity and current

are measured and logged in each experiment. The input shape functions are sinusoidal,

square, triangular, and composite sine waves, where the composite sine waves are the su­

perposition of three sinusoids as,

cos(wt) + O.5sin(2wt) + sin(3wt) (4.4)

•

For each signal type, frequencies from 0 to 10 Hz and amplitude from 10 % to 100 % of

maximum allowable amplitude are spanned, to experiment bath low and high velocities with

wide frequency range. To generate the motor acceleration from the velocity signal, first the

velocity signal is filtered IJsing a fifth-order Butterworth fllter, by zero-phase distortion

routine, and then numerically differentiated. The details and advantages of this method are

analyzed in [102).

By means of least-squares estimation, for each experiment we obtain a set of parameters

for the linear regression model of Equation 4.1. However, these parameters are deemed

acceptable only if they are consistent between experiments. This can be quantified by a

statistical measure, namely the ratio of the standard deviation to the average value of each

parameter estimated for different experiments which is called here the consistency meaSUTe.
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TABLE 4.1. DC matars estimated parameters

McGill DC Mator ISE De Môtor

Estimated Consistency Estimated Consistency

Parameter Measure Parameter Measure

Km 0.0542 0% 0.1815 0%

Jrn 5.5 X 10-5 0.82% 5.8 X 10-5 5.75%

Tvp 5.3 X 10-5 23.3% 8.6 X 10-4 7.75%

Tvn 5.3 X 10-5 11.5% 5.8 X 10-4 14.4%

Tsp 1.4 X 10-2 9.01% 1.5 X 10-2 25.9%

TSn 1.3 X 10-2 5.72% 2.7 X 10-2 25.8%

If the cansistency measure is small, we have consistency far different experiments, and the

model is capable of capturing the dynamics of the system.

Figure 4.1 illustrates the velocity fit obtained by the model for two typical experiments.

The model is able to capture the dynamics of the system for both low and high velocity

experiments. Table 4.1 summarizes the estimation results for two setup DC motors, where

for each setup about 15 experiments are considered (AH parameters expressed in SI units).

The mator torque constant Km is obtained from the motor specs given in Table 2.1, and

is assumed ta be known in the least-squares estimation. The consistency measure of the

results for different experiments shows ta he less than 10% for sorne parameters, and less

than 30% in others. The reason for variation in cansistency measure among parameters

is that the responses are relatively insensitive ta variations in some parameters. However,

as illustrated in Figure 4.1 and in [102], it has been verified by simulations that having

consistency measure less than 30% gives a relatively good match ta the experiments.

2. Servo-Amplifier

The structure of the serva amplifier and is operating modes are explained in § 1.1 of

Chapter 2. Ideally, the serva amplifier acts as a current source for the DC motor, when

operated in "torque mode". Hence, the output CUITent of the servo amplifier is expected

ta he praportional ta its commanded voltage. Serva amplifiers suffer in practice, however,

from limited bandwidth, and output current saturation. Ta capture the dynamics of the

servo amplifier, the frequency response estimates of the system is empirically obtained for

canstrained- and free-motion cases by DSP Technology Inc.'s Siglab hardware [47]. Usiog
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FIGURE 4.1. Velocity comparison of the model and experiment for two typical
experiments: SoHd: simulations, dotted: measured velocity

(4.5)

sine-sweep and random inputs with different amplitudes on each p.xperimental setup. a set

of frequency response estirnates for the system is generated. Applying an iterative Gauss­

Newton routine on one of the frequency response estimates, a transfer function is obtained

which minimizes the weighted least-squares error between the experimental frequency re­

sponse and the model 1. The McGill setup servo amplifier frequency response is illustrated

in Figure 4.2. which is fiat up ta 300 radjsec, and whose associated transfer function can

be approximated by:

CUITent 5.617 x 108

Ref Voltage - s3 + 2987s2 + 4.66 x 106s + 2.156 x 109

which has three stable pales at -707.67, and -1139.5 ± j1322.2 and a De-gain of -11.68

dB. Similarly, ISE servo amplifier has the following transfer function:

•
l Function invfreq! in Matlab
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FiGURE ..1.2. Frequency response of the servo amplifier

Current _ 2.48 x 109(s2 - 5188s + 1.59 x lOi)
Rer Voltage - s5 + 4713s" + 2.34 x 107s3 + 5.04 x 1010s2 + 7.67 x 10 13 s + 3.72 x 1016

(4.6)

where in this case the best estimate is a non-minimum phase system with zeros at 2593.9 ±

j3032.6~ poles at -732, -856.1 ± j3437.0, and -1134.4 ± j1661.3. and a OC-gain of 0.55

dB. Moreover. the saturation limit for McGill servo amplifier is 3 amps, while it is 10 amps

for ISE setup, as explained in Sections 1.1 and 1.2 of Chapter 2.

3. Harmonie Drive

A harmonie drive can be viewed as a two-input, two-output black box, where the

inputs are the wave generator angular position 9wg and the torque transmitted through

the fiexspline Tfs, while the outputs are the fiexspline angular displacement 9fSl and the
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(4.7)

(4.8)

•

FleURE 4.3. Harmonie drive system modelled as a black box

required torque at the wave generator T wg as illustrated in Figure 4.3. An ideal model of

the system would only describe the overall gear reduction property of the transmission, in

absence of any frictionallosses and compliance effect. This can be represented by:

Owg = IV Ojs

1
Twg = N Tjs

where lV is the gear ratio of the harmonie drive.

A complete model of the ~istem, however, includes the frictionallosses and compliance

effect in addition to the reduction property of the transmission. Figure 4.4 represents the

complete model of the system, in which the friction losses are separated into the wave

generator bearing friction Tb, gear meshing friction Th, output bearing friction Th and

the fiexspline structural damping Tst , while Tk represents the stiffness of the fiexspline. The

position and torque balance between each two nodes can be represented by the following

equations:

{
8lUg = OnW9 (4.9)
Twg =TnlUg + Tft

{
BnW'l=N·(Jn/~ «1.10)

TnW'1 = j~ Tn/~ + Th

{
Tnf~ = T CIIf (4.11)

Tn/~ = Tk + T st

{
OC/:t = BIs (4.12)

TI.' = Tc/~ - Th

The compliance model relates the stiffness T" and structural damping T st ta the relative

torsion of the fiexspline ti,O = 8nf~ - OC/If' The following Sections 3.1, and 3.2 elaborate our

proposed model for compliance, and friction respectively.

3.1. Harmonie Drive Compliance

As described in the manufacturer's catalogue [60}, a typical shape of the harmonie drive

compliance curve is as the experimental result of Figure 4.5. This curve illustrates harmonie
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fs
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10

FIGURE 4.4. Transmission model of the harmonie drive with compliance and friction

drive nonlinear stiffness and hysteresis. To capture the nonlinear stiffness behavior, man­

ufacturers suggest using piecewise·~Jinear approximations [601, whereas other researchers

prefer a cubic polynomial approximation [121,124]. The hysteresis effect, however, is more

difficult to model, and consequently it is often ignored. Recently Seyfferth et al. proposed

a fairly complex model to capture the hysteresis [971. The hysteresis in the harmonie drive

compliance profile is caused by structural damping of the flexspline. The inherent coupling

of stiffness torque and structural damping, therefore, makes it very hard to identify those

separately.

We suggest that Figure 4.5 is in fact a Lissajous figure, and that we identify both the

stiffness and damping of the flexspline together using least-squares estimation. Linear and

cubic models for compliance and many different models for structural damping were tried in

this franlework. The Dahl model for friction [29.1161 and the Duham. Preisach and Babuska

models for hysteresis [81], are anlOng the many dynamic models used to replicate the hys­

teresis torsion curve. The details of these dynamic models and their identification results

are elaborated in [102}. We observed. however. that a linear stiffness model accompanied

with a static model which relates the structural damping to a. power of the velocity, can best

capture hysteresis behavior. The reason why dynamic models were not capable of accurately

predicting hysteresis in harmonie drive structural damping is that despite their dynamic

relation, the dependence of the structural damping torque to a power of the velocity was

not accommodated. Hence, our proposed model, simpler in structure, appears to better

characterize the hysteresis. In practice the consistency measure I)f identified parameters in

our model is much less than those of other dynamic models we examined.

Equation 4.13 gives in detail the compliance model, where Â() is the flexspline relative

torsion.

(4.13)

To identify the model parameters, a set of constrained motion experiments has been em-
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Harmonie Drive Compliance Identification
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ployed! in which the torque Tmeas and the motor velocity have been measured. The ex­

periment shape functions are the same as that explained in DC motor experiments. Equa­

tion 4.13 forms a nonlinear regression in which K l , Tst and Cl! are unknown. Using an

iterative least-squares solution for this nonlinear regression model, it is found that the opti­

mal estimate of Cl! is very close to 0.5. Consequently the structural damping can be related

ta the square root of the relative torsion velocity. Figure 4.5 illustrates a typical hysteresis

torsion curve fitted by the model, comparing the difference between the optimal cr and

cr = t. The maximum mismatch (points (-2, -0.5) and (0.5,0.8) in Figure 4.5) occurs

when the velocity is changing rapidly; otherwise, the model is approximating the hysteresis

curve quite accurately. By fixing the value of a = t, Equation 4.13 forms a !inear regression

model for the system and can be solved for different experiments. Table 4.2 summarizes

the compliance parameter for the harmonie drives of our two setups.
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TABLE 4.2. Harmonie drives estimated parameters

McGill Harmonie Drive ISE Harmonie Drive

Estimated Consisteney Estimated Consistency

Parameter Measure Parameter Measure

a L 0% L 0%"2 "2

KI 6340 9.6% 104.2 4.36%

Tst 57.2 28.2% 7.96 28.0%

Jeff 1.0 X 10-4
6.38% 1.0 X 10-

4
8.72%

Tup
3.7 X 10 -·1 16.7%

-3
13.2%1.8 X 10

TUn

-01
19.3% 2.1 X 10-

3
8.42%3.5 X 10

Tsp
4.6 X 10-2

23.7% 7.5 X 10-
2

29.2%

Tsn
4.4 X 10-

2
24.0% 3.3 X 10-

2
30.8%

TSSpl -0.0076 14.7% -0.0487 20.3%

TSSnl -0.0203 23.8% -0.0450 18.6%

TSS2 0.1 0% 0.1 0%

3.2. Harmonie Drive Friction

AIl harmonie drives exhibit power 1088 during operation due to transmission friction.

Figure 4.4 illustrates the schematics of the harmonie drive model. The bulk of energy

dissipation can be blamed on the wave generator bearing friction Tft, gear meshing friction

Th~ output bearing friction TfJ and the fiexspline structural damping Tst ' Among them,

most of the frictional dissipation results from gear meshing. Also comparing the ball­

bearing frictions. Tf1 is more important than Th since it is acting on the high speed/low

torque port of transmission, and its effect on the dynamics of the system is magnified by the

gear ratio. The transmission torque is measured directly by strain gauges mounted on the

flexspline (namely node cfs of Figure 4.4 ). The torque balance, therefore, can be written

as:

(4.14)

•

in which the measured torque Tmeas = Tk +Tst , N is the gear ratio, and Twg is the resulting

torque of the wave generator, provided by the De motor. From Equation 4.1, Twg can be

related to the input current by:

(4.15)
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Torque
"'"------~--'

Velocity

FIGURE 4.6. Friction torque modelled as a superposition of Coulomb, viscous and
Stribeck friction, having velocity-direction-dependent coefficient

Thus, the final torque balance of the system is the following:
1 ..

Kmi - NTmeas = JeffOwg + (Tfm + Til + Th) (4.16)

•

in which Km is the motor torque constant, Jeff is the effective input inertia, and Tfm is

the motor friction. The gear meshing friction torque is modelled as Coulomb, viscous and

Stribeck friction [9,117], having velocity-direction-dependent coefficient as illustrated in

Figure 4.6. This can be represented by:

Th = TupO wg 'U_ 1 (OWg) + TunOwg 'U_ 1 (-Ôwg )+

TSpsign(Owg) 'U_ 1 (Owg) + Tsnsign(Owg) u_ 1(-6wg )+ (4.17)

_(~)2 (~)2
TssPlsign(Owg) 'U_1(Owg)e T~~pz + TSSnlsign(Owg) u_1(-Bwg)e- TUn2

where the function 'U_ 1 is defined in Equation 4.3.

The Stribeck model for friction can capture the dynamics of the friction at low ve­

locities. Unlike compliance identification, both constrained and free motion experiments

are employed to identify the friction model parameters. Free-motion experiments are suit­

able for viscous and Coulomb friction, while constrained-motion experiments operate the

system at low velocities which are ideal for Stribeck coefficient identification. Free motion

low-velocity experiments are used as well, for Stribeck coefficient identification. The experi­

ment inputs are the same as that explained in De mator experimcnts, where for constrained

motion case 20 experiments, and for free motion case 30 experiments are considered for each

setup.

Equation 4.16 forms a linear regression model for the high velocity experiments in

the absence of the nonlinear Stribeck terms. Viscous and Coulomb friction coefficients

Tup , Tvl'l' Tsp and Tsn , and the inertia Jeff is obtained from least-Squares solution to this
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case. For low-velocity experiment also, Equation 4.16 can provide a linear regression if

Tss... = Tss 2 = Tss '} is assumed to be known. Table 4.2 summarizes the estimated friction
~ p n.

parameters of two harmonie drives, and their consistency measure and Figure 4.7 illustrates

the output torque fit obtained by the model for four typical experiments, assuming fixed

TS .'l2 = 0.1. The consistency measure for aIl parameters are less than 30%, which indicates

the reliability of the estimated parameters. It should be noted that in this regression model

instead of the internaI system friction Tfm' TIL and Th, the entire friction of the system

(Tf = Tfm + Th + Th), can he identified. This imposes no limitation on the identification

procedure, since only the entire friction Tf is required for the simulations.

It is important ta note that the estimated Striheck friction coefficients are negative,

which is in contrary to the usnal dynamics of friction reported at low velocities [8, 55].

Nevertheless, this represents rising friction at low velocities as illnstrated in Figure 4.8, and

no stiction, verifying the manufacturers claim (22]. This may he rationalized hy the fact
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FleURE 4.8. Identified friction curve

that the main bulk of frictional los~es in the harmonie drive systems are due to the gear

meshing but that, contrary ta other transmissions, a combination of elastic deformation of

the flexspline and gear teeth engagement contributes ta the velocity reduction. Therefore,

the low-velocity experiments in the harmonie drive transmission shows smoother startup

vcloeity when compared to other transmissions. This is verified by bath constrained and

unconstrained motion experiments, where no stick-slip or stietion is ohserved. The reli­

ability of the negative Stribeck coefficient is assessed first by the acceptable eonsistency

measure for the Stribeck coefficients, and second by the similar results for the two different

harmonie drives.

4. Summary

Based on experimental and theoretieal studies, a systematic way to capture and ra­

tionalize the dynamics of the harmonie drive systems is introduced. Simple and accurate

models for compliance, hysteresis, and friction are established and model parameters are

identified using least-squares approximatioll. A measure of consistency is defined, by which

the reliability of the estimated parameter for different operating condition, as weB as the

accuracy of the simple model is quantified. From compliance modelling results, it has been

shown that identifying stiffness and structural damping together will resolve the reported

difficulties in determining the eomplianee parameters. Moreover, it has been shown that

a linear stiffness model best captures the behavior of system when combined with a good

model for hysteresis. A simple static model for hysteresis is also introdueed, and it is shown

that this simple model ean replicate the hysteresis effect in harmonie drives better than
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some other more complex dynamic models reported in the literature. Friction losses of the

harmonie drive are modelled at both low and bigh velocities. From experiments on two

different harmonie drives it is observed that there is no stiction in the transmission, but

rather a rising friction acts at low velocities. Finally, the model performance is assessed

by a simulation verifying the experimental results for both constrained- and free-motion

systems.
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CHAPTER 5

Simulations

In Chapter -1 a methodology for accurate modelling of harmonie drive system com­

ponents was proposed. Computer simulations can assist in verifying the integrity of the

whole model and evaluating the accuracy of the identified parameters. In this chapter we

address the details of simulations designed for model verification, in addition to the general

simulation of the system for constrained and free motion cases. Finally, the significance of

the nonlinear model is assessed through a parameter sensitivity study using simulations.

1. Modelling and Identification Verification

Ta verify the validity of the modelling scheme, simulations of the system under con­

strained and free-mation cases are developed in the Simulink. The equation of motion for

each component of the system is integrated into a simulation unit, and the simulation is

initialized by downloading the identified parameters. In order to compare the simulation re­

suIt of the integrated system ta the experimcnts, an experiment data file is also downloaded

iota the simulation environment. Renee, using measured DC motor current of a typical

experiment as an input ta the simulation, the velocity and torque output of the simulated

system are compared to that of the experiment. By this means the ability of the simulation

to predict the dynamic behaviour of the system is studied.

1.1. System under Constrained-MotioD

Figure 5.1 displays the simulation unit of the constrained-motion system. The internaI

simulation blocks of the DC motor and the harmonie drive is also illustrated in Figure 5.1.

The DC motor simulation block consists of a double-integrator corresponding ta the Equa­

tion 4.1. The current input is clamped with a saturation block, and the friction torque

simulates Equation 4.2. The harmonie drive simulation black simulates Equations 4.9 ta



•

•

1. MODELLING AND IDENTIFICATION VERIFICATION

1 Load Data 1
Plot Results

.....---"---~2
'-----=-::----~ Angular

Veloclty

FIGURE 5.1. Harmonie drive system under constrained-motion simulated on
Simulink for model verification purpose. Top: System; Mid: DC-motor; Bot: Har­
monie drive

4.12. in which the fiexspline position is set to zero, consistent with the constrained-motion

requirement. The structural damping and friction blocks simulate Equations 4.13 and 4.17

respect ively.

Special attention is given to simulate friction, because of its inherent hard nonlinearity.

Figure 4.6 illustrates the discontinuity of the friction function at zero velocity. It is inap­

propriate to implement this model immediately by computer, sinee absolute zero velocity is

infeasihle due to the round-off errors. To overcome this prohlem a small threshold is llsually

considered instead of absolute zero. Because of the discontinuity in the friction function,

however, introducing a threshold may result in chattering velocity. Haessig and Karnopp
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Friction

Velocity

E

FIGURE 5.2. The modified friction function used for simulations to avoid chattering.

proposed smoothing the friction function near zero velocity to overcome this chattering

problem [48, 701. Figure 5.2 illustrates the replacement of the discontinuity by a curve of

finite slope within a smaU boundary layer near zero velocity. The boundary layer width

f: significantly attenuates the chattering while at the same time increasing the simulation

speed. We proposed a variable width boundary layer whose size will be dynamically deter­

rnined in the simulation code as a function of the integration time-step, system moment

of inertia, driving torque, and identified friction parameters. The details of this implemen­

tation are elaborated in [102], where the significance of this implementation step is shown

through a simulation study. It is observed that the boundary layer width é remains always

smaller than 10-.1 (rad/sec) which is much smaller than 0.1 (rad/sec), the velocity region

where Stribeck friction is dominant. Hence, this modification has little effect on Stribeck

friction implementation in the simulations.

In order ta start simulations, as a user-friendly feature, it is sufficient to double click

on the '~Load Data" black in the main simulation unit. By this means, the model param­

eters are downloadcd into the ~[atlab workspace, as well as the experimental data. file. By

pressing the "Plot Results" black after simulation termination, the final velocity and torque

comparison plots are automatically gellerated in the Matlab environment. A Runge-Kutta

fixed-step integration method with 1ms integration step is used ta execute these simula­

tions, consistent with the 1 kHz sampling frequency in the experiments. Furthermore, in

order ta accelerate the simulations, aIl internaI nonlinear functions (i.g. friction block) are

written in C as Simulink S-functions and compiled using the Cmex compiler. The discus­

sion of the simulation results for both constrained- and free-motion cases is presented in

§ 1.3.
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1 Load Data ~

Sum

14---...L...---~2

L...----::-o:---l Angular
Velocity

~ --L~~ 1

theta_fs

FIGURE 5.3. Harmonie drive system under free motion simulated on Simulink for
model verification purpose. Top: System; Mid: DC--motor; Bot: Harmonie drive

1.2. System under Free-Motion

Similarly, Figure 5.3 illustrates a simulation unit for the free-motion system. The

internaI simulation blocks of DC motar and harmonie drive are shawn separately. The DC

motor simulation black have the same structure as in Figure 5.1, while the harmanic drive

black is the simulation of Equations 4.9 ta 4.12 in their general form. The compliance

black alsa simulates Equations 4.13, in its general form where there is relative torsion in the

Bexspline structure. Similar to Figure 5.1, measured current in the experiments are userl as
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an input ta the simulations, while the simulated torque and velocity of the system can be

compared to that of the experiments. The velocity and torque comparison of system under

bath constrained and free motion with experimental results is detailed in the next section.

•

1.3. Discussions

The output velocity and torque of the simulated system are compared ta typical exper­

imental outputs in Figure 5.4. First the experimental signaIs are filtered using a fifth-order

zero-phase distortion Butterworth fiUer!. Therefore, the torque ripples in free motion ex­

periments, and the noise on the measured velocity in constrained-motion experiments are

not displayed in Figure 5.4. For the system under Cree-motion, there is an almost perfect

match for the velocity, and a reiatively good match for the torque curves. The perfect match

between the simulation and experiment velocity indicates the ability of the simulation ta

predict the dynamic behavior of the system. Sorne oscillations are observed in the simu­

lated torque of the system which are absent in the filtered experimental torque displayed

l Function fiitfilt in Matlab
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in Figure 5.4. The measured torque however~ displays similar oscillation (torque ripples),

but with larger amplitude. It should be mentioned that ta have a model for aceurate pre­

diction of the torque ripples requires a complex gear meshing mechanism model1ing, [121],

which is not pursued in this research. Instead, in Chapter 3 a Kalman filter is employed

to estimate the torque ripples, using simple harmonie oscil1ator mode!. Despite the simple

model used for the prediction, it is shown that Kalman filter can accurately estimate the

torque ripples [110].

For the systenl under constrained motion, the match between velocities is less accurate

eompared to that for the free motion system, because of the smaller velocity signal and

hence smaller signal-to-noise ratio. However, the resulting torques are quite similar and

there is no torque ripple observed for the constrained system. This accurate match was

verified for more than twenty disparate experiments for the McGill and the ISE harmonie

drive testing stations. Extensive results are provided for both eonstrained- and free-motion

experiments in Appendix C. The aceurate mateh between simulation and experiment for

different operating ranges indicates the fidelity of the model to accurately predict the dy­

namic behavior of the system and confirms the effectiveness of modelling and parameter

identification schemes ta capture the dynamics of the harmonie drive systems.

2. System Simulations

2.1. System under Constrained-Motion

A separate simulation module for the system under constrained motion is developed in

Simulink and is il1ustrated in Figure 5.5. This module could be incorporated into a feedhack

algorithm. 50 as to evaluate the performance of the closed loop system by simulations. The

reference input to the system is produced by a signal generator. and the servo amplifier

1 Load Data 1

FIGURE 5.5. Harmonie drive system under constrained-motion simulated on Simulink
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Constrained Motion Simulation Results
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FlGURE 5.6. A typical simulation result of the harmonie drive system under
constrained-motion

transfer function identified in Chapter 4 is added inta the simulation block. The DC tIlotor

and harmonie drive simulation blocks however, are identieal to that on Figure 5.1. Variable­

step Runge-Kutta method is used for integration. A typical simulation result is illustrated

in Figure 5.6 for a sinusoid input. The output velocity of the system displays different

anlplitudes in positive and negative velocity regions. This is due to the dependence of the

friction coefficients to the velocity direction, as accurately represented by Equation 4.17.

The torque output displays a near-discontinuous shape which is caused by the discontinuity

of the Coulomb friction. The phase lag of the velocity and torque signaIs which occurs twice

in each cycle is due to the hysteresis embedded in the structural daOlping representation of

the harmonie drive.

•
2.2. System under Free-Motion

Similar to the constrained-motion simulation module, a separate simulation module for

free-motion system is developed in Simulink as in Figure 5.7. A typical simulation result
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1Load Data ~

1 Plol Results ,

FlGURE 5.i. Harmonie drive system under frcc--motion simulated on Simulink

for sinusoid input is illustrated in Figure 5.8, where the output torque, wave generator

velocity and fiexspline velocity are displayed. Variable-step Runge-Kutta method is used

for integration. Except a small interruption in the smooth trend of the torque output of

the system, no torque oscillation is observed in this simulation. The wave generator and

flexspline velocity output of the system are also very smooth with a small delay due to the

Free Motion Simulation Results
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hysteresis effect of the structural damping representation. This module could likewise be

further enhanced to incorporate a torque feedback algorithm.

3. Parameter Sensitivity Study

The significance of individual components of the nanlinear model is assessed by a pa­

rameter sensitivity study using simulations. In this study, the simulation results of the

complete model and a. series of simplified models are compared ta the experiments. Ta

exauüne the effect of Coulomb and viscous friction, the free-motion siIllulatioll of the sys­

tem. constructed for model verification (as in § 1.2 and Figure 5.3), is employed. For a

simplified model, either the Coulomb or the viscous friction coefficient is set to zero, and

the simulation results of the complete and simplified model are compared to the experi­

ment. Figure 5.9 illustrates the comparison results for a typical experiment. In absence

Coulomb Friction Effect
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~
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0
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•
FIGURE 5.9. Comparison of the experiment with the complete and simplified mod­
els, where the significance of Coulomb and viscous friction are examined separately;
Solid : Experiment, Dash-dotted : Complete model, Dashed : Simplified model
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of either Coulomb or viscous friction the model is not capable of accurately estimating

the experimental result. Hence, we may conclude that accurate identification of Coulomb

and viscous friction coefficients significantly contributes to the accuracy of the simulations.

Stribeck friction, however, is only present in very low-velocity experiments, and its effect

in the typical experiment of Figure 5.9 is negligible. However, in applications where fine

motions at low velacitics are demanded, madelling and identification of Stribeck friction

may he promincnt.

Ta examine the effect of the compliance model the constrained-motion simulation of

the system, constructed for model verification (as in § 1.1 and Figure 5.1), is employed.

For simplified models first the stiffness is reduced by one order of magnitude, and then the

structural damping coefficient is set to zero, while keeping aIl the other identified parameters

of the mode!. Figure 5.10 illustrates the camparisan results of the complete and simplified
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FIGURE 5.10. Comparison of the experiment with the complete and simplified mod­
eIs, where the significance of stiffness and structural damping are examined sepa­
rately; Solid : Experiment, Dash-dotted : Complete model, Dashed : Simplified
model
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models to the experiment. It is observed in this figure that the lack of accuracy in identifying

the stiffness parameter results in larger velocity amplitude in the simulations. Furthermore,

an inaccurate structural damping coefficient results in phase estimation error of the velocity.

Therefore, both stiffness and structural damping estimation contribute significant1y iuto

accuracy of the mode!.

4. Summary

The model perfornlance is assessed by a sinlulation verifying the experinlental results for

both constrained- and free-motion cases. For the purpose of modeling scheme verification

simulations of the system is developed in Simulink. The simulated velocity and torque of

the system is compared to experimental results for several constrained- and free-motion

experiments. An accurate match between simulation and experiment for different operating

ranges are obtained, which indieates the fidelity of the model to accurately prediet the

dynamic behavior of the system. Moreover, it confirms the effectiveness of modelling and

parameter identification schemes ta capture the dynamics of the harmonie drive systems.

Furthermore. the significance of individual components of the nonlinear model is as­

sessed by a parameter sensitivity study. By comparing the simulation results of the complete

model and a series of simplified models to the experiment results. it is concluded that ac­

curate estimation of Coulomb and viscous frietion significantly contributes to the accuracy

of the simulations. Finally, it is shawn that both stiffness and structural damping are

praminent for the accuracy of the constrained-motion simulations.
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CHAPTER 6

Robust Torque Control

In numerous robotic control techniques such as feedback linearization. camputed torque

method and sorne adaptive control schemes, the actuator torque is taken ta be the control

input [89~ 99,1001. The physical variable being manipulated in practiee, however, is not

torque but armature current in a OC motar, for instance. For harmonie drive systems the

relation between output torque and input current possesses nonIinear dynamies, due to the

flexibility, Coulomb friction and structural damping of the harmonie drive [103]. Therefore,

it is desired to inlprove this input/output relation by torque feedback, and to convert the

system to a near-ideal torque source with a fiat frequency response over a wide bandwidth.

There is a dichotomy in torque-control applications for a robot manipulator using

harmonie drives in its joints. First are applications where the robot is in contact with a stiff

environment and high torques at very low velocities are required at each joint. Simulation

of this application at each joint can he studied by a constrained-motion experiment. The

second class of applications occurs when the robot 's links are moving freely, and the only

torque required at cach joint is to compensate for gravity, friction and link acceleration.

This problem cau be simulated through a free-motion model, especially when the gear ratio

is large enough for the motor inertia to dominate. In the free-motion case the amount of

torque required at each joint is very low but at much higher velocities.

In this chapter a general framework to design robust torque controllers for harmonie

drive system is developed and tested for constrained-motion and free-motion experiments.

It is shown that an empirical linear model of the system and an associated uncertainty

representation are sufficient to build a robust torque controller. An 1ioo-framework is used

for controller design, and the proposed controller is tested on the McGill, and the ISE se­

tups. Exceptional performance results are obtained frOID the time and frequency response
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of the closed-Ioop system, especially for constrained-motion application. To further im­

prove the performance of the system for the free-motion case, a friction-compensation

algorithm is implemented on the system. It is shown that by this method the frequency

response variation of the system is reduced significantly. By comparison of the frequency

domain performance of the system with and without friction-compensation, it is shawn

that friction-compensation will improve the performance of the system for tracking signaIs

with low-frequency content.

1. System Linear Model and its Uncertainty

A complete model of the system was derived in Chapter 4. To capture the system

dynamics aceurately, it is shown that it is necessary ta consider nonlinear models for friction

and structural damping [103]. For the purpose of control however, a linear model for the

system is required for the controller design synthesis. We propose an empirical method

to find this nominal model by performing a series of frequeney response experiments on

the system with different input amplitudes, and ta find the best fit through them. In

this method, not only the empirical nominal model of the system (without need of any

linearization) will be determined, but al50 variations in the frequency response of the system,

due ta the nonlinearities, will he encapsulatcd with an uncertainty representation.

As described in Chapter 2, OS? Technology Ine. Siglab hardware is used to generate

the empirical frequency response estimates of the system [47]. Using Siglab-generated sine­

sweep and random noise inputs with different amplitudes on each experimental setup, an

ensemble of frequency response estimates for the system is generated. Applying an iterative

Gauss-Newton routine on one of the frequency response estimates, a transfer function is

obtained which minimizes the weighted least-squares error between the experimental fre­

quency response and the model l . We caU this transfer function the "NOlninal Madel" of

the system (illustrated in Figures 6.1 and 6.2). Moreover! the variation of each frequency

response estimate from the nominal model cao be encapsulated by a multiplicative uncer­

tainty. Assuming that the nominal plant transfer function is Po(s), we define P as the

family of possible models of the system including aIl the experimental frequency response

estimates, and the nominal model of the system. As elaborated in § 2.3.1 of Appendix A,

by multiplicative uncertainty we mean:

•
'1 P(s) E P, P(s) = (1 + a(s)W(s))Po(s).

l Function invfreq! in Matlab

(6.1)
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Here W(s) is a fixed transfer function, called the uncertainty weighting function and ~ is a

variable 1f.oo transfer function of norID less than unity [36]. Note that in this representation

~(s)W(s) gives the normalized system variation away from 1 at each frequency:

P(jw) A(· )W(· )
Po(jw) -1 =~ JW JW

Now as 1I~lIoo ~ 1, we may conclude that

(6.2)

1

P(jw) 1 .
Po(jw) - 1 ~ IW(Jw)l, Vw (6.3)

•

By plotting the system variations 1 :0((/,1) - 11 for aH experimental frequency response esti­

mates of the system P(jw), and estimate an upper bound as a transfer function, a multi­

plicative uncertainty weighting function W(s) can be obtained (as illustrated in Figures 6.1

and 6.2).

As another method to obtain a linear model for the system. the nonlinear equations

of motion of the system, given in Chapter 4, can be linearized in a neighbourhood of the

origiD of the state space, which can be shown ta be an equilibrium point for the system.

The linear model derived by this means is called as "Theoretical Model" and illustrated in

Figure 6.1. The main difference between the nominal model and the theoretical model is

the latter's inclusion of a resonance, mainly due to ignoring the nonlinear friction terms in

the linearization process of the theoretical model. For the purpose of control synthesis. the

nominal model of the system gives better representation of the true dynamics and thus is

used for controller design. Note that by this method an effective way ta find the closest

linear model for a nonlinear system is proposed, and the deviation of the nonlinear system

and linear model is encapsulated in model uneertainty. For our harmonie drive system the

model uncertainty at low frequencies, (as illustrated in Figures 6.1 and 6.2), is relatively

small and about -5 db, which suggest the possibility of robustly controlling the system to

perform within this handwidth.

1.1. System under Constrained-Motion

The methadology elaborated in § 1 is applied ta the McGill and ISE setups to obtain

a nominal modeL and uncertainty. Since the results are similar, here we report only the

results of former setup, while the details of the latter can be found in [107]. Figure 6.1

illustrates the empirical frequeney response of the McGill setup under cOllstrained-motion,

including nominal model and its uncertainty. The nominal modeL for this setup is found ta
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-20

be a third arder stable and minimum phase transfer function as follows:

Torque 1.0755 x 106

Ref Voltage = 83 + 472.782 + 7.33 x 1048 + 5.89 x 106 (6.4)

This system has three stable poles at -289.83 and -91.44± 109.48j and a OC-gain of -14.8

dB. Using Equation 6.3 the system variations for four typical frequency response estimates

is illustrated in Figure 6.1, and the uncertainty weighting function is approximated by

W(8) = (8 + 200)/356.

1.2. System under Free-Motion

Similar to the constrained-motion case, an empirical nominal model for the system

is derived using experimental frequency response data of the system for free-motion ex­

periments. Figure 6.2 illustrates the empirical frequency responses of the system under

free-motion, including nominal model and its uncertainty bound. The nominal model for

the system is round to be a third order stable and minimum phase transfer function as

follows:

•
Torque 243.16 (8 + 2.415)

--~--=~-------:::-------:-------~
Ref Voltage 8 3 + 171.19s2 + 1.24 x 104s + 1.47 x 105

(6.5)
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Frequency response of free motion system
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FIGURE 6.2. Frequency response of the free-motion system, nominal modeL and
multiplicative uncertainty

which has three stable poles at -14.465~ and -78.363 ± 63.288j, and a OC-gain of -48

dB. The uncertainty weighting function is approximated by a second order system as

W(s) = (stl;o)2. Note that the lower OC-gain in free-motion system is due to smaller

torque outputs in free-motion experiments when compared to the constrained-motion case.

Also the system variations in free-motion are larger than that in the constrained-motion,

since the nonlinear friction plays a more important role for Iow-frequency free-motion ex­

periments. These two factors make the control of free-motion case harder than that in the

constrained-motion case. Moreover~ the resonance/anti-resonance feature of the empirical

frequency response of the free-motion system, observed at frequencies about 200 and 400

(rad/sec) of Figure 6.2, represents the typical higher mode vibration of the Bexspline. The

nominal model of the system is not representing the higher mode vibration of the system,

and as elaborated in § 2.3.1 of Appendix A, these unmodelled dynamics are encapsulated

by an increasing uncertainty at high frequencies .
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Plant

d

Ym

---------------------------~

FIGURE 6.3. Black diagram of the system with multiplicative uncertainty for plant

2. Control Objectives

Figure 6.3 illustrates the block diagram associated with the multiplicative uncertainty

representation of Equation 6.1. Po is the nominal model of the system, W is the uncertainty

weighting function, ~ is a variable 11.00 transfer function of norm less than unity, and C

is the controller. The control objective can be defined as robustly stabilize the system,

white maintain-ing good disturbance attenuation and small tracking error~ despite actuator

saturation. rvIore specifical1y, referring to Figure 6.3, we would like ta design a controller

ta trade-off minimizing the norm of the transfer function from reference input Yd ta the

tracking error e (tracking performance), the transfer function from the disturbance d to the

output y (disturbance attenuation), the transfer function from r to q (robust stability), and

the transfer function from reference input Yd to the plant input 'u (actuator limit). This

multi-objective problem is well-suited to the general 1ioo-framework.

3. Controller Design

As explained in § 2.6 of Appendix A the multi-objective problem defined in the pre­

ceding section can be reformulate iota a mixed-sensitivity problem. Figure 6.4 illustrates

the black diagram of the system configured as a single-input multi-output (SIMü) for the

1too -framework. As illustrated in Appendix A, tracking and disturbance attenuation ob­

jectives can be expressed as sensitivity S minimization [121. For multiplicative uncertainty

rohust stahility is guaranteed if the complementary sensitivity T has a norm less than unity

(Small Gain Theorem [126]). T cao he shown to be the transfer function from reference

input Yd to the output y. Weighting functions W s and Wu are aiso considered ta normalize

and assign frequency content to the performance objectives on sensitivity and motor CUITent

saturation respectively, and W is the multiplicative uncertainty weighting function. The
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FIGURE 6A. Black diagram of the reconfigured system of Figure 6.3 suited for an
11.,;,0 -framework

augmented system has one input Yd, and three outputs Zl, Z2, and Z3, in which the transfer

function from the input to the outputs corresponds to weighted complementary sensitivity,

weighted sensitivity, and weighted actuator effort, respectively.

The objectives now will be reduced ta finding a controller C(s) which minimizes the

induced norm of the transfer matrLx from input Yd to the output vector z or,

Find C(s) which minimizes Il T Ytl Z Il 00 • (6.6)

•

This problem is callcd a mixed-sensitivity problem in the literature, and has optimal and

sub-optimal solution algorithms. Doyle et al. [351, provided the sub-aptimal solution for

this problem in 1989, in which C(s) will be selected such that IITydzlloo < 1. The J.L­

synthesis toolbox of Matlab uses this algorithm iteratively to find the best sub-optimal

solution achievable [101.

Performance-weighting functions are selected considering the physical limitations of

the system. The actuator saturation-weighting function Wu is considered to be a constant.

so that the maximum expected input never saturates the actuator. Its value is estimated

to be 0.004 for the system under constrained-motion, and 0.002 for free-motion.

The sensitivity weighting function for the constrained-motion setup is assigned ta be

W s(s) = ;(:~o3)' This weighting function indicates that at low frequencies, the closed-loop

system should reject disturbance at the output by a factor of 50 to 1. Expressed differently.

steady-state tracking errors due to step input should be less than 2 %. This performance

requirement becomes less stringent with higher frequencies. For high frequencies the closed­

loop frequency response should degrade graceful1y, always lying underneath the inverse of

the weighting function W s.

For free-motion setup the sensitivity weighting function is assigned to be Ws(s) =
5(:';~.~) t which permits 5 % steady state tracking error for the closed loop system. The

separate choice of sensitivity weighting function for free-motion and constrained-motion
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Frequency response of the controllers
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FIGURE 6.5. The frequency response of the two designed controllers: Solid
Constrained~motion, Dashed : Free-motian

•

pcrrnits us ta have similar bandwith characteristics for the closed loop systems despite the

lowcr torque output and signal-to-noise ratio observed in the free-motion case. For bath

cases the best eut-off frequency for performance is found by an iterative method, provided

the 'H.oo solution to the problem exist.

Two eontrollers were dcsigned using the JL-synthesis toolbox of Matlab. For constrained­

motion case the resulting controner transfer function is:

C (s) = 2.08 X 107 (8 + 289.8)(8 + 91.4 ± l09.5j) (6.7)
C.\f (8 + 3)(s + 808.2 ± 776.04j)(s + 9.8 x 104)

with a OC-gain of 50.4 dB, while for free-motion setup the resulting controller transfer

function is as follows with a OC-gain of 78.8 dB.

C 8.345 x 105 (s + 14.5)(8 + 78.4 ± 63.3j)
FM(S) = (8 + 1.83)(8 + 2.8)(8 + 273.23)(8 + 1.0 x 10") (6.8)
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FlGURE 6.6. Closed-Ioop frequency performance of the system under constrained­
motion with weighting envelopes

The controller zeros cancel the stable poles of the nominal plant, while the pales shape

the closed-loop sensitivity function. Figure 6.5 illustrates the Bode plot of the two coo­

trollers~ where for both controllers there is a wide anti-resonancc profile, ta shape the

complementary sensitivity function as fiat as possible. Hence, it is not possible to obtain

similar performance through a PID, or lead-Iag controller. Furthermore, the free-motion

controller has larger De-gain to compensate for the comparatively lower measured torque

signal.

4. Closed-loop Performance

To verify the controller performance, closed-Ioop experiments are employed. Ta im­

plement the controllers in practice, bilinear discretization on Equations 6.7 and 6.8 is per­

formed with one kHz sampling frequency. The performance of the closed-Ioop system under

constrained-motion and free-motion is evaluated in bath frequency and time domain for
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Nyquist Plot
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FIGURE 6.ï. Nyquist plot of the system under constrained-motion obtained from
empirical frequency response of the closed loop system

the rvlcGill and ISE setups. However, because of the similarity in results! here only the ex­

perimental results of the McGill setup is presented. The results of ISE setup can be round

in [107].

4.1. System under Constrained-Motion

--l.l.I. Frequency Domain Performance

The frequency domain performance of the closed-loop system is ohtained from the

closed-loop frequency response experiments and is illustrated in Figure 6.6. For both se­

tups the experimental sensitivity and complementary sensitivity functions are shown to be

underneath the inverse of W 5' and W respectively. Aiso the Nyquist plot for the loop-gain

of the system is derived from the experimental closed-loop frequency response, and illus­

trated in Figure 6.7. The gain margin is found to be 18.2, while phase margin is 60°. Hence,

very good stability margins are obtained with the robust torque controller. These results

provide an experimental verification of the 'H.oo design daim ta preserve robust stability

while shaping the performance.
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FIGURE 6.8. Closed-Ioop time response of the system under constrained-motion

4.1.2. T'ime Domain performance

The time response of the closed-Ioop system ta different reference input signaIs is

il1ustrated in Figure 6.8. The dotted lines are the measured output torque of the system,

which are tracking the solid reference command, very fast and accurately. Aithough our

designed bandwidth is 3 rad/sec, sinusoid inputs up ta 10 Hz (62 rad/sec) are shawn to be

tracked. The step response is very fast with a 15 ms rising time and a steady-state error
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FIGURE 6.9. Closed-loop frequency performance of system under free-motion

less than 2% as required. Tracking of the system to triangular signal is especially sharp at

the edges, and the tracking ta an generic signal is shawn ta be very fast and well-behaved.

4.2. System under Free-Motion

4.2.1. Frequency Domain Performance

The frequency domain performance of the closed-Ioop system is abtained from the

closed-Ioap frequency response of the system and is illustrated in Figure 6.9. The experi~

mental sensitivity and complementary sensitivity functions are shown to be underneath the

inverse of W a, and W respectively. Aiso the Nyquist plot for the loop-gain of the system

is derived from the experimental sensitivity functions. Figure 6.10 illustrates the Nyquist

plot of the system, in which the gain margin is 6.2, and phase margin is 800
• Hence, very

good stability margins are obtained by means of robust torque controller.
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FIGURE 6.10. Nyquist plot of the system under free-motion obtained from empir­
icaI frequency response of the closed [oop system

4.2.2. rime Domain performance

The time response of the closed-loop system to different reference input signaIs is

illustrated in Figure 6.11. The dotted Hnes are the measured output torque of the system.

which is tracking the solid Hne, the reference commando Although our designed bandwidth

is about 2.8 rad/sec, sinusoid inputs up to 10 Hz (62 rad/sec) are shown to be tracked

relatively weIl. The step response is very fast with a rising time of 20 ms and tracking

of the system to triangular signal is especially sharp at the edges. Finally, tracking to an

arbitrary signal is shown ta be very fast and well-behaved.

The performance of the closed-laop system under free-motion case are not as good

as that in constrained-motion, because in constrained-motion experiments the open-Iaop

system has higher De-gain, lower uncertainty at low frequencies, and higher signal-ta­

noise ratio. Hence, wider bandwidth and better closed-Ioop performance are achievable as

illustrated in Figure 6.8.
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• TIme domain Performance
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FIGURE 6.11. Closed-Ioop time response of the system under free-motion
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5. FRICTION-COMPENSATION

5. Friction-Compensation

To irnprove the closed-Ioop performance of the system under free-motion, we applied

a friction-compensation algorithm to the open-Ioop system. As illustrated in Figure 6.2,

the frequency response of the system under free-motion possess significant variations at

low frequencies. This is mainly caused by the nonlinear behaviour of friction which is

dominant at low frequencies. In § 3.2 of Chapter 4, a complete model of harmonie drive

friction was presented as Coulomb, viscous and Stribeck friction [1031. Friction parameters

were carefully identified from experiments. As illustrated in § 3 of Chapter 5, the effect

of Coulomb and Viscous friction is significant for free-motion experiments, while Stribeck

friction remains apparent in low-velocity experiments. Therefore, in the sequel study we

compensate for Coulomb and viscous friction only.

5.1. Friction-Compensation Algorithm

From Equation 4.17, the equation governing the harmonie drive friction can be modified

to:

where

)
{

l if x > 0
·U (x =
-l 0 if x ~ 0

TlJn and Tvp are the viscous friction coefficient depending on the direction of the velocity,

and Tsn and Tsp are the Coulomb friction coefficients as illustrated in Figure 6.12. For the

McGill setup the identified paraIneters are: TUn = 3.5 X 10-
4

, Tup = 3.7x 10-
4
(N.m.sec/rad),

Tsn =4.4 X 10-
2

, and T.,p =4.6 X 10-
2
(N.m) as given in Table 4.2.

Torque

•

Velocity

FIGURE 6.12. Identified Coulomb and viscous friction curve for harmonie drive systems
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The idea of friction-compensation is to estimate the friction torque at each instant from

the measured velocity of the system, and to increase the reference command to the servo­

amp corresponding ta the estimated friction. Ideally, estimated friction should he equal

to the actual friction; however, the magnitude of the friction depends on the operating

condition, and special care must be taken so that over-compensation does not occur, which

introduces instability into the system. For our experimental setup only 90 % of the estimated

friction is compensated in order to avoid over-compensation, as suggested by Kubo et

al. [781. Another practical issue in the friction-compensation algorithm is the method of

implementing hard nonlinear Coulomb friction. The estimated friction will change sign

as vclocity crosses zero. In practice, however, the velocity measurement is sampled, and

hence, zero velocity crossing may never coincide at the sampling instants. Moreover, the

velocity signal is always contaminated with noise, and at low velocity several unrealistic zero

crossing may appear. To avoid chattering in friction-compensation, a th'reshold velocity was

introduced in the literature [1,9, 70] to smooth the hard nonlinearity of Coulomb friction.

Including the threshold velocity Ôt the final friction estimation function will be as follows:

TvpO + Tsp o> Ot

T/ric(O, Ot, Vre/)
TvptJ + Tsp IÔI ~ Ot & Vre / > 0

(6.11)=
TvnO - Tsn IÔI ~ Ot & Vre/ < 0

TvnO - TSn o> Ot

in which Vrel is the reference voltage commanded to the servo-amp, and the threshold

velocity is set ta Ot = 1 (rad/sec) for the experiments. Within the threshold velocity region

the direction of the friction torque is determined by the sign of the reference command

signal instead of the velocity. It is verified by experiments that this representation of the

friction torque at low velocities eliminates the chattering problem.

Rer +

Volt&lge

CUITent
Torque

Yelocity

Friction Estimation

•
FIGURE 6.13. Black diagram of the friction-compensation algorithm
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Figure 6.13 illustrates the Block diagram of friction-compensation aigorithm impIe­

mented on the setup. The corresponding reference command compensating for the fric­

tion is estimated by dividing the friction torque estimate by the motor torque constant

Km(N.m/amp) and by the servo-amp gain Gamp(amp/volt), as illustrated in Figure 6.13.

5.2. System Model and its Reduced Uncertainty

Similar to the free-motion case, an empirical nominal model for the system including the

friction-compensation can be derived using experimental frequency response. Figure 6.14

illustrates the empirical frequency responses of the system with friction-compensation,

including nominal model and its uncertainty weighting function. The effect of friction­

compensation on the variation of the frequency response estimates at low frequencies is

clearly seen when compared to Figure 6.2. The friction-compensated system behaves more

linearlyat low frequencies, and hence, the uIlcertainty of the system shrinks at low frequen­

cies, from -3.3 dB to -10 dB. The uncertainty measure of the system is therefore, not only

Free load frequency response of system with friction compensation
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FIGUR.E 6.14. Frequency response of the free-motion system with friction compen­
sation, its nominal model, and multiplicative uncertainty
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used in ?toc synthesis to design the controller, but also as a gauge of the effectiveness of the

friction-compensation algorithm.

A nominal model for the friction-compensated system is taken to be the following

third-order stable and minimum-phase transfer function

Torque _ 109.4 (s + 1.363)
Ref Voltage - s3 + 96.06s2 + 5159s + 2.71 x 104

which has three stable poles at -5.868, and -45.096 ± 50.953j, and a OC-gain of -45.2

dB. The uncertainty weighting function is approximated by W(s) = (S2t~~~) 2.

5.3. Robust Torque Control

SinlÎlar to the free-motion case, for the friction-compensated system a controller is

designed using an 1too -framework. The sensitivity weighting function is assigned Ws(s) =

5t::~.~) with a bandwidth of 5.3 (rad/sec), which compared to 2.8 (rad/sec) bandwidth

in free-motion system is a significant improvement. The 5 % steady state tracking error

is maintained. while in another trial, it has heen shown that 2 % tracking error assign­

ment lS also achievable, but with a bandwith of 1.75 (rad/sec). The actuator saturation­

weighting function is set to he 0.002, the same as was assigned in system without friction­

compensation. The controllers were designed using the p,-synthesis toolbox of rvlatlab by

solving the mixeci-sensitivity problem explained in § 5.3. For friction-compensated system

controller transfer function is:

C (s) = 3.30 x 106 (8 + 5.8679)(8 + 45.10 ± 50.95))
Fe (s + 1.27)(s + 5)(s + 318.86)(8 + 1.06 x 10")

with a De-gain of 72 dB.

5.4. Closed-Loop Performance Comparison

To compare the perfornlance of the closed-Ioop system with and without friction­

compensation, frequency domain sensitivity and complementary sensitivity functions are

shown in Figure 6.15. The friction-compensated system has a smaller sensitivity func­

tion at low frequencies, compared to the system without friction-compensation; however,

its complementary sensitivity function shows larger overshoot close ta the resonance fre­

quency. Nevertheless, this is weIl below the inverse of the uncertainty weighting function,

and hence, the robust stability has not deteriorated. The performance comparison of the

system in time--domain is illustrated in Figure 6.16. For low-frequency sinusoid and tri­

angular signaIs friction-compensation has improved the performance while for signaIs with

high frequency content the performance is not improved, as illustrated for 10 Hz sinusoid

and squared signaIs. Over aIl, for the applications where signaIs with low frequency content
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FIGURE 6.15. Closed-Ioop frequency performance comparison of the system with
and without friction-compensation; Dashed : \Vith friction-compensation, Dash­
Dotted : \Vithout friction-compensation

should be tracked, this comparison suggest that the friction-compensation will result in a

superior performance. However, for the applications where high frequencies are involved

(step response for instance) friction-compensation doesn't contribute to performance. This

is because as illustrated in Figure 6.14 friction-compensation willlinearize the system only

at low-frequencies, and moreover, a percentage of the servo-amp power is consumed for

the friction-compensation. so less power is available for high frequency trackings. In our

experimental setup, depending on the output velocity, 12 - 25% of the servo-amp power

was utilized for friction-compensation algorithm.

6. Torque Ripple Cancellation

•
One important characteristic of harmonie drive torque transmission in free motion

experiments, is a high frequency oscillation in the output torque called torqu.e ripp/es. In

§ 3 of Chapter 3 we introduced the torque ripples and presented a methodology to estimate

and fUter them from the torque measurement, and the filtered torque is employed as an
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FIGURE 6.16. Closed-loop time response comparison of the system with and with­
out friction-compensation; Solid: Reference commando Dash-Dotted With
friction-compensation, Dotted : \Vithout friction-compensation

•

integral part of the torque-feedbacks designed in § 3. However~ torque ripples are real

torque oscillations, caused mainly by harmonie drive gear meshing vibration. They can be

observed in the end effector of robots using harmonie drives and even sensed by hand when

back-driving the harmonie drive. Hence, in sorne applications where the smoothness of the

output torque are important, it is desirable to attenuate the torque ripples.

The effect of the torque ripples on the output inertia can be reduced by a control

algorithm, or by designing a vibration isolation system or a vibration absorber. Let us

first examine the possible control algorithm whieh can cancel or reduce the torque ripples.
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This could be realized through an algorithm similar to the friction compensation routine

discussed in § 5, in whieh the value of the torque ripple at each instance is estimated and the

reference command to the servo-amp is adapted with respect to the torque ripple estimate.

ft is shown in Chapter 3 that torque ripples can be accurately estimated using Kalman

filter estimation [110]. To implement the control algorithm, however, sorne practical issues

should be addressed. As illustrated in Figure 3.6 the amplitude of the torque ripples varies

from 1 to 1.5 N.m, while for nominal operating velocity of the system the frequency content

of the torque ripples has a peak at a frequency of about 600 rad/sec. Hence, the power

required to compensate this high frequency oscillations varies between 600 to 900 watts.

This requirement exceeds the 100 watts of power that our power amplifier cau deliver. This

shortcoming can be overcome through a careful design process in which the amplitude of

the oscillation is reduced ta a miniolum using a vibration isolator, or a vibration absorber,

while still providing a high-power wide-bandwith amplifier and matching OC-mataf to

be able to cancel the torque ripples completely. This process is not implemented in our

setup because of its cost. Nevertheless, the technieal information and general guidelines for

designing an vibration isolator, and vibration absorber are given in Sections 6.1 and 6.2 as

a future reference.

6.1. Vibration Isolation

The most effective way to reduce unwanted oscillations is to stop or modify the source of

the vibration. For harmonie drive systems, however, the source of vibration is the flexibility

of the fiexspline itself which amplifies the gear meshing vibration. Since this is the inherent

characteristics of the harmonie drive system, it is Dot possible to eliminate the source of

the vibration. But it is possible to design a vibration isolation system, which is indeed a

mechanieal low-pass filter, to isolate the fiexspline vibration from the output load. This

can be done by using damping materials such as rubber between the fiexspline and output

load. By this means the stiffness and damping characteristics between the flexspline and

the load are changed. Hence, this is recommended strictly for applications where the overall

stiffness characteristics of the harmonie drive system is not crucial. Vibration isolation is

analyzed in terms of reducing the vibration transmitted from the Bexspline through the

output load. This can he quantified by the transmissibility ratio, T.R., defined as the ratio

of the magnitude of the torque transmitted ta the load to the sinusoidal torque generated

by the vibration source in the ftexspline at steady state. Figure 6.17 illustrates a vibration

isolator modelled as a linear spring k and a viscous damper c connected in parallel between

the fiexspline and the load each modelled as a simple inertia. Tfs is the torque ripple
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\.
\ c

Flexspline ";r--~ Load
~

Vibration iso[ator

FIGllRE 6.17. The model of vibration isolator as a spring and darnper

generated by the fiexspline gear meshing vibration, while Tt is the torque transmitted ta

the load. Consider the main or the first-harmonic of the torque ripple as: Tf.9 = Ta sin(wt),

with frequency w, and torque amplitude of Ta. The transmissibility ratio can be calculated

from, [66]:

Tt [ 1 + (2(r)2 ] 1/2

T.R. = Ta = (1 _ r2)2 + (2(r)2 (6.14)

in which the damping ratio ( the frequency ratio r, and the natural frequency Wn are

defined from the characteristics of the load inertia J. vibration isolator stiffness and damping

coefficients via

f§ W C
W n = -, . r = - , (= -2J .

• Wn Wn

Figure 6.18 illustrates the transrnissibility ratio in logarithmic scale versus the frequency

ratio for a variety of damping ratios (. These curves are usefuI in designing isolators. In

particular, the design process consists in choosing ( and r. within the available isolator's

material, such that T.R. is as small as possible. In Figure 6.18, values of the transmissibility

ratio divide parameter space iota two regions. For r < V2. T.R. > l, where in this region

the load vibration is magnified with respect to that of the flexspline. For r > J2 however,

T.R. < 1 and this region is called isolation region. In this region the smaller the value of (,

the smaller the value of T.R.. However, sorne damping is desirable in order ta reduce the

transmissibilityat resonance (r=1).

Although Equation 6.14 is derived using the simplifying assumption of linearity in

stiffness and damping in the isolators, it provides insight through design or selection of

the vibration isolators in practice. In the process of design, the natural frequency of the

isolator used in the system Wn , should he selected such that, within the operating velocity

of the system, r remains always greater than ..;2. Depending on design limitation selecting

89



•
6. TORQUE RIPPLE CANCELLATION

......~ .'.-

....

.....

...
....

....
.....

.....
....

....

..........ç..., 2:
.........

... '~"::T':- ~~~ : :
..... .
'~'.' 0·5'-· · ....:.
. ..,~ .. ' .

....

.....

................
.... :

....
• ......... 1 • : "." ••• ". 'w .

• ,.". " ........ f ••

..... , .. :~:'-'... ·~~5:
'."'. .. . .

.... . .

10-3 '--_----'- ---'- ...................-..........._1_A_1_4"'""""------'''___'''''"--.........--'--..........."l -.....- -'-............----.......l

10-1 10°
Frequency ratio r

FIGURE 6.18. Plot of the transmissibility ratio in logarithmic scale for a vibration
isolator induding a variety of damping ratios (

a large value of r (i.g. r = 10) with sorne reasonable choice of ((Lg. (= 0.2) can

reduce the amplitude of the torque ripples significantly. Commercial isolators are widely

manufactured and used in industrial applications [26, 80]. Most commercial isolators are

made of elastomers, a term used to describe viscoelastic material made of rubber, either

synthetic and natura1.

•

6.2. Vibration Absorbers

Another approach to reduce the load oscillation due to the torque ripples, is by means

of vibration absorber which is indeed a mechanical notch filter. Unlike the isolator of the

previous section, an absorber consists of a second inertia-spring system coupled to the load

inertia to protect it from vibrating. The absorber inertia and stiffness are designed such

that the motion of the load inertia becomes a minimum. This is accompanied by substantial

motion of the added absorber system. Figure 6.19 illustrates a simple vibration absorber

modelled as an inertial-spring attached to a load inertia. By modelling the stiffness of the
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FrGtIRE 6.19. The model of a vibration absorber a.'i aa inertia and a spring

fiexspline as a linear spring and considering the torque acting on the inertia to be only the

main or the first harmonie of the torque ripple, the whole system is viewed as a two-degree­

of-freedom system excited by a sinusoid input Tfs = Tosin(wt). It is desired to assign the

absorber parameters (Le. the inertia Ja, and the stiffness ka) such that the oscillation of

the load inertia in steady state is as small as possible. The steady state solution of the

oscillation of the load (J, and the absorber Oa can be shown to be sinusoids with amplitude

(Jo and Oaa given by (661:

(ka - Jaw2 )To
(Jo = (k + ka - Jw2)(ka - Jaw2) _ k~ (6.16)

kaTo
Oaa = (k + ka - Jw2)(ka - Jaw2 ) _ k~ (6.17)

Equation 6.16 shows that the absorber parameters ka, and Ja can be chosen such that

the amplitude of steady statc vibration, 00 becomes zero. This is accomplished by equating

the coefficient of Ta in Equation 6.16 to zero:

(6.18)

•

In this case the stcady state motion of the absorber is:

9.(t) = - ~: sin(wt) (6.19)

Note that the amplitude of the torque acting on the absorber is ka(Jao = -To• Hence

when the absorber system is tuned to the driving frequency and has reached steady state,

the torque provided by the absorber system is equal in magnitude and opposite in direction

to the torque ripples. With zero net torque acting on the load , the motion of the load is

"absorbed" by the motion of the absorber inertia.

The success of the vibration absorber depends on several factors. First the harmonie

excitation must not deviate much frOID its constant frequency w. If the driving frequency
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FIGURE 6.20. Plot of the transmissibility ratio in logarithmic scme for vibration
absorber with (dashed) and withollt damping (solid)

drifts much. the tuning condition will not be satisfied, and the load will experience sorne

oscillation. As illustrated in Figure 6.20, if damping is introduced ta the vibration absorber,

the amplitude of vibration of the load will not be zero, but the vibration absorption will

be effective in a wider frequency range. For harmonie drive systems. the frequency of

the torque ripple depends directly on the OC motor speed as explained in Chapter 3.

Therefore, it is desired ta have sorne damping in the vibration absorber, in arder ta make

the absorption system more robust to variation of the operational speed of the harmonie

drive. The general guideline for ehoosing the best value of the damping, can be find in [66].

Meanwhile, vibration absorber can only compensate for one harmonie of the torque ripple,

hence, special care should be taken in the design so that the other dominant harmonies of the

torque ripple does not coincide with the resonanee frequency of the two-degree-of-freedom

system. Another key factor in absorber design is that, according to Equation 6.19, the

absorber spring must he capable of withstanding the full force of the excitation and hence

must be capable of the corresponding deflections. The issue of spring size and deflection
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as weil as the value of the absorber inertia places a geometric limitation on the design of a

vibration absorber system.

7. Summary

In this chapter robust lloo-based torque controllers are designed and implemented for

harmonie drive systems under constrained- and free-motion applications. It is illustrated

how effectively an empirical nominal model for the system is obtained through experimental

frequency respODse estimates. By this means Dot only a linear model is proposed for the

nominal model of the system, but also the deviation of the nonIinear system from the nom­

inal model is encapsulated in a model uncertainty. This representation provides sufficient

information to build a robust 'H.oo -based torque controller for the harmonie drive system.

Solving the mixed-sensitivity problem for a tracking and disturbance attenuation objective,

an 1i.00 controller is designed accommodating the actuator saturation limits. An integral

part of torque feedback is the Kalman filtercd torque of the intelligent built-in torque sensor.

Implementing the controllers for two different setups under two different operating condi­

tions, the performance of the closed-loop system is evaluated experimentally. Exceptional

performance results are obtained from the time and frequency response of the closed-loop

system, especially for constrained-rnotion application. To further improve the performance

of the system for the free-motion case, a model-based friction-compensation algorithm

is implemented. 1t is shown that compensation of estimated Coulomb and viscous fric­

tion reduces the system frequency response variations, and hence, model uncertainty. The

uncertainty measure is therefore, Dot only used for control synthesis, but also as a quanti­

tative indicator of the effectiveness of the friction-compensation algorithm. By comparison

of the frequency and tirne domain performance of the system with and without friction­

compensation, it is concluded that friction-compensation improves the performance of the

system improved for tracking signaIs with low-frequency content. Finaily, this chapter is

concluded by presenting different methods ta cancel torque ripples from the output torque.

93



•

•

CHAPTER 7

Conclusions

1. Synopsis

This thesis is devoted ta the study of the robust torque control of harmonie drive sys­

tems. This section provides concluding remarks on three topics: torque sensing, modelling

and simulation, and robust torque control of harmonie drive systems.

1.1. Torque Sensing

In this thesis an intelligent built-in torque sensing technique was developed in order

ta measure the transmitted torque. Sensor strain-gauges are mounted directIy on the

fiexspline, and therefore, no extra flexible element is iotroduced iota the system. Ta have

maximum sensing accuracy, four Rosette strain gauges are employed using an accurate

positioning method. An accurate drawing of the strain-gauge placement positions is printed

on a transparent film, and the strain-gauges are placed on the transparent film using a

microscope. It is shown that by accurately placing the transparent film on the flexspline,

and cenlenting the strain-gauges onto the surface, the positioning error cao he reduced ta

a minimum. Calibration of the torque sensor shows that the sensor performed linearly and

the torque readings are not dependent to the position of the flexspline.

One important characteristie of harmonie drive torque transmissions, as observed in

free motion experiments, is a high frequency oscillation in the output torque signal. To

cancel these "torque ripples" from the measured torque, Kalman filter estimation is em­

ployed. Due to the dependence of the frequency content of the torque ripples on the wave

generator velocity, a simple forth order harmonie oscil1ator proved sufficient to model the

torque ripples. The performance of Kalman fllter to cancel the torque ripples from torque
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measurements is shown to be very fast and accurate. Moreover, the error model is ex­

tended to incorporate any misalignment torque signature. By on-Hne implementation of

the Kalman filter, it is shown that this method is a fast and accurate way to filter torque

ripples and misalignment torque, and hence, this intelligent built-in torque sensor is used

as an integral part of the torque feedhack loop.

1.2. Modelling and Simulation

Based on experimental and theoretical studies, a systematic way to capture and ratio­

nalize the dynamics of the harmonie drive systems was introduced in this thesis. Simple and

accurate models for compliance, hysteresis and friction are established and model parame­

ters are identified using least-squares approximation. A measure of variation is defined, by

which the reliability of the estimated parameter for different operating condition, as well

as the accuracy of the simple model is quantified. From cornpliance modelling results, it is

concluded that identifying stiffness and structural damping together resolves the reported

difficulties in determining the compliance parameters. Moreover, it is shown that a linear

stiffness model best captures the behavior of system when combined with a good model for

hysteresis. A simple static model for hysteresis is also introduced, and it is shown that this

simple model can replicate the hysteresis effect in harmonie drives better than sorne other

more complex dynamic rnodels reported in the literature. Friction losses of the harmonie

drive are modelled at both low and high vclocities. From experiments on two different

harmonie drives it is concluded that there is no stiction in the transmission. but rather a

rising friction at low velocities.

The model performance is assessed by a simulation verifying the experimental results for

both constrained- and free-motion cases. The simulated velocity and torque of the system

is compared ta experimental results for several constrained- and free-motian experiments.

An accurate match is obtained for different operating ranges. whieh indicated the fidelity

of the moclel to accurately replicate the dynamic behavior of the system, and confirms the

effectiveness of modelling and parameter identification schemes to capture the dynamics

of the harmonie drive systems. Moreover, the significance of individual components of the

nonlinear model is asscssed by a parameter sensitivity study. By comparing the simulation

results of the complete moclel and a series of simplified models ta the experiment results,

it is concluded that accurate estimation of Coulomb and viscous friction significantly con­

tributes to the accuracy of the simulations. Furthermore, it is shown that bath stiffness and

structural damping are prominent for the accuracy of the constrained-motion simulations.
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1.3. Robust Torque Control

In this thesis robust 1ioo-based torque controllers are designed and implemented for

harmonie drive systems under constrained- and free-motion applications. It is illustrated

how effectively an empirical nominal model for the system is obtained through experimental

frequency response estimates. 8y this means not only a linear model is proposed for the

nominal model of the system, but also the deviation of the nonlinear system from the nom­

inal model is encapsulated in a model uncertainty. This representation provides sufficient

information to build a robust 1ioo -based torque controller for the harmonic drive system.

Solving the mixed-sensitivity problem for a tracking and disturbance attenuation objective,

an 1ioo controller is designed accommodating the actuator saturation limits. An integral

part of torque feedback is the Kalman filtered torque of the intelligent huilt-in torque sensor.

Implementing the controllers for two different setups under two different operating condi­

tions, the performance of the closed-Ioop system is evaluated experimentally. Exceptional

performance results are obtained from the time and frequency response of the closed-loop

system, especially for constrained-motion application. To further improve the performance

of the system for the free-motion case, a model-based friction-compensation algorithm is

implemented. 1t is shown that compensation of estimated Coulomb and viscous friction

reduces the system frequency response variations, and hence, model uncertainty. The UD­

certainty measure is therefore, not only used for control synthesis, but also as a quantitative

indicator of the effectiveness of the friction-compensation algorithm. Finally, hy comparison

of the frequency and time domain performance of the system with and without friction­

compensation, it is concluded that friction-compensation improves the performance of the

system at low frequencies.

2. Directions For Future Research

We have developed an intelligent built-in torque sensor for harmonie drive systems.

Although the performance of the sensor for torque feedhack is excellent, more research may

be required in order to use this torque sensor in industrial applications. We suggest further

research for a more rohust and rugged design of the sensor as well as further developments

for a more effective on-board implementation of the Kalman filter estimation technique.

We also proposed robust 1ioo-based torque controllers for harmonie drive systems for

constrained- and free-motion applications, and implemented a model-hased friction com­

pensation routine in free-motion applications. Moreover, a complete model of the harmonic
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drive was developed for the purpose of model-base control. A suggested direction for future

research is to employ the knowledge obtained through the modelling and identification of the

harmonie drives into further development of other model-based control schemes. The effect

of hysteresis in constrained-motion applications cao be minimized through a model-based

control algorithm which compensates for the hysteresis. Moreover, for low-velocity and

fine-positioning applications where the effect of Stribeck friction is prominent, the model­

based friction-compensation algorithm may be extended ta incorporate Stribeck friction as

weIl.

Another direction for future research is the implementation of the torque ripple com­

pensation routine on the experimental setups. As elaborated io § 6 of Chapter 6, torque

ripples are real high frequeocy torque oscillation observed in the output of the harmonie

drive systems. In the applications where the smoothness of the output torque is important,

it is desirable ta compensate for the torque ripples. Further research is necessary in order

to design a vibration isolator or absorber, in addition to incorporating a powerful amplifier

in the testing station for the implementation of a torque ripple cancellation routine.

A natural extension of this research is to incorporate the torque contralier designed for

the harmonie drive systems for a multiple joint robot. Further research is nccessary to design

the supervisory control for the entire robotic manipulator. Experimental implementation

of the overall control of a robotic manipulator can better show the merits of the developed

torque control schemes in this thesis.

Finally. the intelligent built-in torque sensor, and the torque-controlled harmonie drive

system have the potential for many industrial applications. Further research is therefore,

necessary to adapt the design and implementation of the proposed techniques given in this

thesis ta accommodate the requirement for other applieations.
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APPENDIX A

Mathematical Background

1. Least-Squares Estimation

1.1. Linear Regression Models

In order to estimate unknown parametric quantities from measurements we must as­

sume model representations and express them in such a way that emphasizes the explicit

relationship between the unknown quantities and the measurements. Many models are

affine in unknown quantities (denoted 8) and can be expressed as:

A8 = b+ n (A.l)

where A is an rn x n matrix called the observation matrix. 8 is an n x 1 colunln vector

of identification pararneters called parameter vector, b is an m x 1 column vector called

the measurement vector, and n is an m x 1 vector called the measurement noise, where n

is assunled to be zero-mean. If there is more measurements than unknowns, i.e. m > n,

Equation A.1 constitutes overdetermined system of equations. The extra measurements a.re

used to offset the effects of the noise. The objective of least-squares estimation is ta find

an estimate of the model parameter, called 8, which approximately solves

A6~b (A.2)

•

with minimum least-squares error. Equation A.2 is called a linear regression model and 8
is called the least-squares solution. If A is of full column rank, the least-squares solution

can be expressed in terms of Moore-Penrose generalized inverse or pseudo-inverse of the

rectangular matrix A,

(A.3)
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where

(A.4)

Direct evaluation of At can be numerically intractable due to ill conditioning. For

the purpose of this thesis an alternative method is used [44], which applies Householder

reBections 1• With Householder refiections orthogonal triangular factorization is used to

find the pseudo-inverse. Specifically the matrix A is factorized into

AP=QR (A.5)

where Pnxn is a permutation, Qmxn is orthogonal and Rnxn is upper triangular. The

least-squares solution 8 is computed from

(A.6)

Where R-l is calculated by back substitution.

1.2. Nonlinear Regression Models

If the relationship between the unknown parametric quantities and the measurements

is not linear in 8, the model is called nonlinear regression and can be expressed as:

f(8) + n = 0 (A.7)

where f is an m x 1 vector valued function of 8 and n is the measurement noise. Consistent

with linear regression one objective is to find a least-squares solution 8 which minimizes

the norm of error,

AIT
e(8) = 2"f f. (A.8)

A solution can be typically computed iteratively, using the Newton-Gauss method2 . In

this method from an initial guess of the parameter vector 80 , a sequence of 8k is computed

iteratively via

(A.9)

where the least-squares solution of the system is,

•
J(8) is the m x n Jacobian matrix of the vector function f(8) defined by:

J(8) = M(8)
88

LOperator \ in Matlab
2 Function leastsq in Matlab

(A. ID)

(A.11)
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A stopping criteria of 1I~8pll < fis typically used, and the last element of sequence 9p+1,

is the least-squares solution sought. Direct calculation of the inverse in Equation A.IO can

be numerically intractable due to ill conditioning. Therefore, other numerical approaches

such as Householder refiection, or Cholesky decomposition is used in numerical computa­

tions.

2. 1-loo Control1er Design

2.1. Norms for SignaIs and Systems

2.1.1. The Signal Spacea Ltl L2 and ?t2

There are many ways to describe the size of a signal. Among them, those that satisfy

certain geometric properties are of interest. These measures are called norma, and the

geometric properties that norms satisfy are expressed in the framework of a vector space.

Suppose that V is a vector space of functions 'u : IR -+ IR and Il . Il :V ~ lItt· II· Il is a norm

on V if it satisfies the fol1owing properties:

1: Il'ull ~ 0 Vu E V

2: Iluil = 0 {;:> 'u = 0

3: lIaull = laillull, 'ria E IR

4: Il'IL + vII ~ Iluil + lIull
This notation emphasizes that a norm is a generalization of the absolute value for real or

complex numbers, and the Euclidean length of a vector [171.

The LI and L2 norm of signal 'u(t) can be defined as

Il!L11t .- 1: 1!L(t)ldt (A.12)

1

Il!L112 := (1: u*(tlU(t)dt):; (A.13)

and Ll and L2 are the linear spaces of aU signaIs, or vector signaIs, with bounded LI and

L2 norms respectively. Alternatively, L2 may he thought of as a frequency domain space,

with norm
1

lIül12 = (2-100

ù*(jW)Ü(jW)dW) 2 (A.14)
21r -00

where ü is the Fourier transfcrm of u. Parseval's theorem states that the L.2 norID of the

signal calculated in the time and frequency domains are equal: lIù1l2 = Il'U1I2. Hence, we
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FIGURE A.l. General representation of a system and its input and output

consider these spaces as being one3 and the same and use the same notation for signaIs in

the time and frequency domains. Thus, when we say that u is in L2 we mean that u is a

signal of bounded energy, which can he thought of either as a function of time or frequency

depending on the context [46].

In the time domain, L2 can be decomposed into a direct SUffi of L2+ and L2_, where

L2+ is the space of signaIs defined for positive time, and zero otherwise. Similarly, L2- is

the space of signais defined for negative time, and zero otherwise. In the frequency domain,

L2 can be similarly decomposed into 1t2 and 1f.21., where Hardy space 'H.2 is the space of

Fourier transform of signais in ~2+ and 'H21. is the space of Fourier transforms of signais in

L2 _. Thus, when we say that x is in Hardy space Ji 2 we mean that x is a signal of bounded

energy which, when considered in the time domain. is zero for negative time.

2.1.2. The System Spaces 1:.2 , 1:.00 and 'Hoo

It is sufficient for the purpose of this thesis to consider only the input-output systems

that are linear, time-invariant, and finite dimensional. For a single-input single-output

(SISO) system in the time domain, an input-output model for such a system has the form

of a convolution integraI,

y(t} =i: g(t - T}U(T}dT (A.15)

where g(t) is the impulse response of the system as iIlustrated in Figure A.l Let G(s}

denote the transfer function, the Laplace transform of g(t). We say.G is stable if it is

analytic in the closed right half plane (lR(s) ~ 0), and proper if G(joo) is finite. For causal

system, G is proper and g(t) = 0 for t < O. G is rational with real coefficients for finite

dimensional systems. The {,2 and Loo norms for the transfer function Gare defined by:

•

1

IIGI12 ._ (_1100

G*(jW)G(jW)dW) 2"

21r -00

IIGlloo .- sup IG(jw)1
w

3 Actually equivalent classes of functions

(A.16)

(A.17)
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• and for stable G, by Parseval's theorem

( 1 100

) ~ (100

) ~IIGI12:= 21r -00 C*(jw)G(jw)dw - = -00 g*(t)g(t)dt -. (A.18)

L2 and Loo are the linear spaces of aU systems, with bounded L2 and Coo norms. Coo

denotes the space of aU transfer functions which have no poles on the imaginary axis (i.e.

with finite .coo norm). The Hardy space 1100 is a subspace of .coo which considers only

stable system, transfer iunction G with no pales in closed right half plane R(s) ~ O.

Ta define system norms for multi-input multi-output (MIMO) systems, let us first

define the Frobenious norm for an m x r matrix A,

(A.19)

or

(A.20)

where "tT" refers to the trace, i.e., the sum of the diagonal elements. Alternatively the

maximum singular value, 0-(04) is defined as the maximum "gain~' of the matrix which

represents the induced norm of a matrix as:

_ IIA:ull2
0'(04) := sup -'1-11-

u;=O 'U 2
(A.21 )

-1 -
The maximum singular value can he calculated as ..\2(04·.4), where À denotes the maximum

eigenvalue of the matrix.

Linear, time-invariant MI1IIO systems are generalization of matrices [37]. By analogy

to Frobenious. and induced norm, L2 and Loo norm for an m x r transfer matrix G(s) can

he defined respectively as [86. 128]:
1

IICI12 := (2~1: tr[C'(jW)C(jW)]dW) ,

IIGlloo := sup a-[G(jw)].
w

(A.22)

(A.23)

•

2.2. Feedback Control Systems: Expressions and Notations

Figure A.2 shows the basic configuration for a feedback control system, where the

controller C is placed in the feedforward path preceding the plant P. By use of feedhack,

the control input 'U is generated from the output error e, the difference between the desired

output Yd and the output y. In the absence of the measurement noise, the transfer functions

from the desired output Yd, and the disturbance d to the output y can he derived from [11]:
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~~_c1 u .I_p 0d

Y

L r
FIGURE A.2. Black diagram for feedhack control system

CP 1
y(s) = 1 + CpYd(S) + 1 + Cpd(s)

hence, the error can be represented as:

(A.24)

1 1
e(s) = YdeS) - y(s) = 1 + CpYd(S) - 1 + Cpd(s) (A.25)

The transfer functian C(s)P(s) is called the loop gain and denoted by L(s). For large

loap gain

CP
1 + CP :::::: 1 and

1 1
1 +CP ~ CP

(A.26)

High loop gain is therefore desirable at frequencies in the passband, since it makes 'yjYd

approximately equal to 1 (good tracking performance) and y j d smaIl (disturbance rejection).

The transfer function between the desired output Yd and the output y is called the closed­

loop trans/er function and can be represented by T( s) = l c;r:p.

2.2.1. Sensitivity and Complementary Sensitivity

As was shown in the preceding section the transfer functions associated with a control

system are implicit functions of the plant transfer function P. If P(s) changes from Po(s)

to Po(s) +~P(s), then the closed-loop transfer function T(s) changes from To(s) ta To(s) +

ÂT(s). The sensitivity ofT(s) with respect ta P is defined by the fractional change in T(s)

relative to the fractional change in P(s), namely

For infinitesimal changes,

Ses) = ~T(s)/To(s)
~P(s)jPo(s)

Ses) = aT(s)jTo(s)
8P(s)jPo(s)

(A.27)

(A.28)

•
If a control system results in IS(jw)1 < 1, then the sensitivity at frequency w has been

reduced by the control system, and the changes in the plant transfer function have less

effect on the clased loop system performance.
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For feedhack control system illustrated in Figure A.2, T(s) = lZ~ :~ssand the sensi­

tivity can be calculated frOID Equation A.28 as:

S( ) = 8T(s)/T(s) = 1
s 8P(s)/P(s) 1 + CP

(A.29)

There is an aIgebraic relation between the closed-Ioop transfer function T and the sensitivity,

CP 1
T(s) +S(s) = 1 +CP + 1 +CP = 1 (A.3D)

Therefore T( s) is also called the complementary sensitivity. The Equations A.24 and A.25

can be rewritten in terms of sensitivity and complementary sensitivity as follows.

'y(s) = T(s)Yd(s) + S(s)d(s)

e(s) = S(S)Yd(S) - S(s)d(s)

(A.3I)

(A.32)

•

Thus, making S small in the passband simultaneously desensitizes the system, accornmo­

dates disturbance attenuation, and reduces tracking error, hence, constituting an objective

in controller design.

2.2.2. Internai Stability

The internaI stability of a the system can be assured by placing sorne conditions on

the sensitivity and complementary sensitivity of the closed-loop system. Theorem A.1

summerizes these conditions [Ill:

Theorem (A.l): The system of Figure A.2 is internally stable if, and only if, T(s),

P-l(s)T(s), and P(s)S(s) are stable.

If P(s)S(s) is to be stable, S must cancel out the right half-plane (RHP) poles of P(s).

If P has an unstable pole of multiplicity m at s = Po, S must have a zero of the same

multiplicity at the same point. 1t can be shown that this implies that

dS cF-lS
S(Po) = ds (Po) = ... = ds m- l (Po) = 0 (A.33)

Similarly, if P-l(s)T(s) is to be stable, T must cancel out the RHP zeros of P. If zo is

an RHP zero of P with multiplicity m, then

dT cF-lT
T(zo) = a:;(zo) = ... = dsm - l (zo) = 0 (A.34)

Equations A.33 and A.34 are called interpolation conditions and show how the system

dynamics constrain the admissibility of Sand T .
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FIGURE A.3. Black diagram for feedhack control system with measurement noise

2.2.3. Performance Limitations

Limitations on performance originate from actuators, sensors, stability conditions and

robustness requirements. Figure A.3 restores the measurement noise, n. Equations A.31

and A.32 are valid here, but the effect of n is to be added. With a11 inputs, Yd, d. and Tt it

can be shown that [11],

y(s) = T(S)Yd(S) + S(s)d(s) - T(s)n(s)

e(s) = S(S)Yd(S) - S(s)d(s) + T(s)n(s)

(A.35)

(A.36)

In the absence of sensor noise, it is possible to simultaneously desensitize the system,

attenuate disturbance, and reduce tracking error by making ISI small. In the presence of

sensor noise however, making 181 small constrains T(s) to be close to one. This has the

effect of transmitting the sensor noise directly to the output and the error.

If the sensor noise has high spectral content in the system passband, its contribution

ta the error may be dominant. Otherwise. it is still possible to achieve good performance

by mininlizing weighted .'Jensiti'vity "WsSII, where Ws shapes the sensitivity to be small 0111y

within the design bandwidth, while Scan be large, and hence T can be small, for the

frequencies where measurement noise has high spectral content.

To address the actuator effort and its imposed limitation on performance, from Fig­

ure A.3 the actuator effort u can be calculated from,

u(s) = p-L(y - d) = P-tT(Yd - d - n) (A.37)

•

Similar to the limitation imposed on T by measurement noise, if T(jw) ~ 1 at frequen­

cies beyond the naturai bandwidth of P, then IP(jw)1 will decrease weIl below 1 while

Ip-t(jw)T(jw)1 will he large, and the actuator may not have enough bandwidth to provide

the required power. Thus, it is desired not only to minimize a weighted sensitivity Ws 8, to

overcome the measurement noise limitation, but also to limit the weighted actuator effort

IWup-tTI, where Wu forces the actuator effort to be smaller than the allowabie limit within

the design bandwidth.
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The performance limitation due ta stability conditions is addressed in § 2.2.2. In the

absence of RHP poles and zeros of P(s), there are no restriction on Sand T other than

stability. From the interpolation conditions, S = 0 at RHP pales of P, and S = 1 at

RHP zeros of P. RHP pales by themselves do not limit the ability to make IS(jw)1 small;

however, RHP zeros do limit the ability to make IS(jw)1 small, because they force S(s) ta

be 1 at some points in the complex plane. The consequence is that the overall sensitivity is

increased everywhere. If P has a pole and zero close ta each other in the right half-plane,

it can be shawn {36], that they can greatly amplify the constrains on S that either would

induce alone. The performance limitations imposed by robustness requirements are due the

non-ideal representation of the system by a mathematical model which possess uncertainty,

which is addressed in § 2.4.

2.3. Uncertainty Representations

No mathematical representation can exactly model a physical system. For this reason

the modelling errors might adversely affect the performance of a control system. The

basic technique to represent the uncertainty is to model the plant as belonging to a set of

systems P. Such a set can be either structured or unstructured. One type of structured

set is parameterized by a finite number of scalar parameters. i.g., model1ing an automobile

suspension system as a mass, spring and dash-pot system where the exact values of the

mass, the spring stiffness, and the dash-pot viscous damping, are only known with a relative

error. Another type of structured uncertainty is represented by a discrete set of plants, Dot

necessarily parameterized explicitly.

Unstructured uncertainties are more important because oftwo reasons. First, aIl models

used in feedback design in the context of this thesis, should include sorne unstructured

uncertainty ta cover the unmodeled dynamics. Second, for a specifie type of unstructured

uncertainty, it is possible ta develop simple and general analysis and synthesis methods. A

simple and useful representation of unstructured set is that of a disk-like or multiplicative

uncertainty.

2.3.1. Multiplicative Uncertainty

Suppose that the nominal plant transfer function is Po(s) and consider perturbed plant

set as illustrated in Figure A.4 of the form

\;/ P(s) E P, P(s) = (1 + ~(s)W(s))Po(s) (A.38)

•
where W(s) is a fixed transfer function, ealled the uncertainty weighting function and ~ is

a variable 1toc transfer function of narm less than unity [36]. Furthermore, it is assumed
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FIGURE A.4. Block diagram for multiplicative uncertainty representation

that the number of unstable pales of Pa and P are the same. Such a perturbation ~ is said

to be allowable. Note that in this representation ~(s)W(s) gives the normalized system

variation away from l at each frequency:

P(jw) _ 1 = ~(. )W(· )
Pa(jw) JW JW

Now as Il~ Il 00 :5 l, we may conclude that

1

P(jw) - 11 < IW( 'w)1 "r/w
Po(jw) - J ,

This inequality describes a disk in the complex plane. At each frcquency the point P/ Po lies

in the disk with centre 1 and radius I~V(jw)l. Typical1y, lW(jw)l is an increasing function of

w: uncertainty increases with increasing frequency, since the effect of unmodeled dynamics

are more vital at high frequeocies. The main purpose of ~ is ta account for the phase

uncertainty and to act as a normalizing factor 00 the magnitude of the perturbation.

Thus this uncertainty model is characterized by a nominal plant Po together with a

weighting function W. How wc obtained the weighting function in practice for the harmonie

drive systems is addressed in § 1 of Chapter 6.

2.4. Robust Stability

Consider the plant transfer function Po belonging ta a set P. as in the preceding

section. A controller C illustrated in Figure A.5, provides robust stability if it provides

Plant

u

•
FIGURE A.5. Black diagram for feedhack control system with multiplicative uncer­
tainty for plant
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internai stability not only for the nominal plant POl but also for every plant P in the set P.

To give conditions for robust stability let us first introduce the srnall-gain theorem [126]:

Theorem (A.2): Small-Gain Theorem

For the system in Figure A.6, where G(s) is stable and strictly proper transfer

function, the closed loop system is internal1y stable if IIGlloolI~lloo < 1.

FIGURE A.6. Feedback system used in small-gain theorem

For systems with multiplicative uncertainty, Theorem A.3 applies directly to give a robust

stability condition [36,75,1221:

Theorem (A.3): C provides robust stability for the system of Figure A.5 if, and only

if, IlWTl!oo < 1.

There is a simple way ta sec the relevance of the condition Il WTlloo < 1 to the robust

stability using smalI-gain theorem. Consider the block diagram of the uncertain feedback

system illustrated in Figure A.5, but ignore the inputs Yd and d. The transfer function from

r. the output of Â, to ([, the input of .6., equals -WT. Figure A.7 shows the madified black

diagram of the system showing only the blacks Â and - WT. Robust stability is guaranteed

by having Il.6.lloollvVTlloo < l, using small-gain theorem. But Il.6.1100 < 1 for aIl allowable

perturbations, hence IIWTlloo < 1 is the condition for robust stability [741.

q

•
FIGURE A. 7. Nlodified black diagram of system in Figure A.5 for robust stability analysis
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2.5. Robust Performance

Similar to robust stability notion, robust performance can be defined as follows. Con­

troUer C provides robust performance if it provides performance not only for the nominal

plant Po, but also for every plant P in the set P. The first performance index is robust

stability, hence a system having robust performance should be robustly stabilized. As elab­

orated in § 2.2.3 the nominal performance condition (performance condition for nominal

plant Po) can be related to a weighted sensitivity norm by IIWsSlloo < 1. For multiplicative

uncertainty P is perturbed to (1 + ~W)P, hence S is perturbed to

1 S
l+(l+~W)L -l+~WT

where L is the nominal loop gain, and T is the complementary sensitivity. Clearly, the

robust peTfo'rmance condition should therefore be:

IIWTlloo < 1 and 111 +~~Tt < 1, 'V allowable ~ (A.42)

Theorem (A.4) [36,40,127] represents the robust performance condition for a system with

multiplicative uncertainty in terms of the function IWsSI + I~VTI.

Theorem (A.4): C provides robust performance for the system of Figure A.5 if, and

only if. IllWsSI + IWTllloo < 1.

This condition is also called a two-disk problem as per the graphical interpretation of this

theorem. For each frequency w, construct two closed disks in the complex plane: onc with

center -1 and radius IWs(jw)l; the other with center at the loop gain L(jw) and radius

IW(jw)L(jw)l. Then robust performance hoIds if, and only if, for each w these two disks

are disjoint.

The robust performance problem as stated in Theorem (A.4) was recently solved by

Owen and Zames [92-95] using convex optimization. However, no software implementation

was provided. The robust performance problem can be modified 50 that an approximate

solution exists. A weIl known approximation introduced in the literature is the mixed­

sensitivity problem which is the tapie of the next section. We used the mixed-sensitivity

problem in the context of this thesis for controller design, since there is a reliable software

implemented in the form of Matlab toolboxes [101.

2.6. Mixed-Sensitivity Problem

A compromise to robust performance is to find a controller C snch that the 11.00 norm of

a transfer matrix consisting of weighted sensitivity and complementary sensitivity is smaller
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than one, 'i.e.

00

<1 (A.43)

This problem is called mixed-sensitivity in the literature and there is technical machinery

available to solve this problem. It can be shown that

II[WsS[ + 1vVTI 1100 < J2
00

(A.44)

Therefore, the approximate solution is different from the real solution by at most a factor

of /2. Doyle et al. [35], presented a solution to the general mixed-sensitivity problem in

1989 using state-space representatiolls. The JL-synthesis Toolbox of Matlab incorporates

this solution [10]. Here we present only the system representation used to solve the probleln

and leave the technical details to [35,411.

u y

(AA5)

•

FIGURE A.8. The basic design configuration for the generalized plant G

Figure A.8 illustrates the basic design configuration for the system for mixed-sensitivity

problenl, in which w is the vector of exogenous inputs to the generalized plant G. z is the

vector of regulated outputs, y is the vector of measured outputs, and u is the vector of

control inputs to the plant. The generalized plant G absorbs the plant P and the weighting

functions. The design objective is to keep the 11.00 norm of the transmission T w:, the

transfer matrix from vector input w to the vector output z, small. It is illustrated in § 3 of

Chapter 6 how the plant P and weighting functions Ws , Wu, and W can be arranged such

that the transfer matrix from the only input Yd to vector outputs z is given by

T w: = Tydz = [ ~: ]
WuU

where U is the transfer function from the desired output Yd to the control effort u (Refer to

Equation A.37, U = P-LT). Solving the mixed-sensitivity problem for this case guarantees

f1T wz floo < 1, by which the weighted sensitivity and weighted complementary sensitivity is
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minimized while constraining the actuator effort. In this way robust stability is preserved,

and the closed-Ioop performance is guaranteed within the physical saturation limits of the

actuator.

Current solution algorithms [35, 41], are based on state-space representation. The

general plant G can be represented as:

x = Ax+B1w+ B2u

z = G1x + Duw + D 12 U (A.46)

This representation combines the system nominal model and the weighting functions.

In numerical software generalized plant is represented by the following matrix:

G(s) = [:1 :1[1 :;2] =[*J
C2 D21 D22

Doyle et al. [35], give a solution for IITwzlloo < "( under the fol1owing assumptions:

(Al) (A, B2l C2 ) is stabilizable and dctectable.

This is required for the existence of a stabilizing C.

(A2) D{;DL2 and D2l Dfl are nonsingular.

This is sufficient to ensure that the control1ers are proper.

(A3) (A, BI, Cd is stabilizable and detectable.

(A.47)

•

Assumption (A3) disallows uncontrollablc and unobservable modes of (A. BI, Cl) on the

imaginaryaxis. Assumption (A3) is slightly modified in [41] into

[
A - jwI B" J [ AT - jwI cr](A3) - and T T have full column rank Vw

Cl D 12 BI D'21

where in this assumption open RHP uncontrollable or unobservable modes are allowed.

The solution to mixed-sensitivity prohlem involves the solution of two algebraic Riccati

equations, each with the same arder as the generalized plant G, and further gives feasihle

control1ers also with this order. The implementation of this solution" in p,-synthesis toolbox

of Matlab [ID], provides iteration in l'Of using the bisection method, in an effort to approach

the optimal ?-loo solution. The search for minimum "Y is carried out by decreasing "Y until a

solution fails to exist.

4 Function hinfsyn in Jl-5ynthesis Toolbox of Matlab
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Software Code Listings

1. Open-Loop Time Response

1.1. The Host Portion

/* contains declaration of scanf() */
/* declaration of atof(); extern double atof() */

Revision Information:
Date By Changes Made ....
22/06/92 ptd Modified loadadlights.c
24/02/94 ptd Conversions of sample data from Ti_float format.
20/10/95 hdt Updating the reference signaIs to incorporate

duty-cycled functions.

*
*
*
*
**----------------------------------------------------------------------*/

#include <sys/errno.h>
#include <stdio.h>
#include <stdlib.h>
#include <malloc.h>
#include I skyc30v.h"
#include "stypes.h ll

#include "ti2ie3cnv.h"

/*------------------------------------------------------------------------
* FILE: load_constant_time.c

** Calling Sequence: Main program.
** Function: Interactive loader for sampling at constant time intervals.

*
*
*

#define NODE1
#define NODE2
#define CARD
#define GLOBAL

1
2
o
o

/* C30 node */
/* C30 node */

/* the Challenger card number */
/* for GRAM */

IIcoDstant_time.out"
II c30Ioop.out"
OxcOOOOO
OxcO
Ox3000
4

•

#define NODE1FILE
#define NDDE2FILE
#define GMEM_BASE
#define GMEM_OFFSET_PP
#define GMEM_OFFSET_SD
#define FIELD_QTY

/* C30 program */
/* C30 program */

/* Global memory */
/* C30 Parameter Passing space*/
/* C30 Sample Data space */
/* Number of fields per sample*/
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extern TiFloat ie3_to_ti();
extern float ti_to_ie3();
SKYCaO_device *sky_open_card()j

long *samples;
/* ------------------------------------------------------------------- */
main()
{

unsigned long i,delay, numsamples, vavetype;
B1T_32 *addr;
int dummy, status, channel, numchannels = F1ELD_QTY;
char fnamel[80];
char inputvar1[80] , inputvar2[80];
FILE .out_file! j

float Nbias, Nref, sample_period, dcdr_dec, freq, duty;
Bool Samples_Ready = False;
TiFloat tmpf_Ti, Nbias_Ti, Nref_Ti, sample_period_Ti, freq_Ti, duty_Ti;
char .src, *dstj
short dcdrvalue;
SKYC30_device *device; /. pointer to the hardware ./

/* Acquire the card and make sure that the card is not doing anything .•/
out_filei = fopen("samples.dat"," v");
device = sky_open_card(O); /* assign the card./
if ( device == NULL )

{ perror(ll sky_open_card: ");
exit (-1) ;

}
sky_nodes_off(O); /. turn it off ./

•

/* Load the C30 test program into node 1. ./
/* printf(1l Filename to load in node 1 It)j
scanf(";'s",fnamel); */
/. status = sky_ld_file (0, NODE1, fnamel)j ./
status = sky_ld_file (0, NODEi, NODE1FILE);
if (status != 0)

{
printf (IlNode 1, sky_ld_fileO for file ';'s' failed; status = ;'d\n",

fnamel, status);
exit (-1);
}

/* Load the C30 test program into node 2. */
status = sky_ld_file (0, NODE2, NODE2F1LE)j
if (status != 0)

{
printf ("Node 2, sky_ld_fileO for fila ';'s' failed; status = ;'d\n lt

,

NODE2FILE, status);
exit (-1);
}

Parameter passing via cao global memory. Floating point conversion of
the parameter passed by byte-wise copy of the bit pattern */
addr = device->mem + GMEM_OFFSET_PP;
printf(" Enter speed/current reference bias (+/- ;.;.): ");
scanf("%s",inputvar1);
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Nbias::: atof(inputvarl);
tmpf_Ti::: ie3_to_ti( tNbias );

src ::: (char *) ttmpf_Ti;
dst = (char *) tNbias_Ti;

*dst++ ::: *src++; *dst++ ::: *src++; *dst++ = *src++; *dst++ = *src++;
status = sky_wr_mem (CARD, GLOBAL, addr, l, tNbias_Ti);

if (status != 0)
{ printf (lI sky_wr_memO failed; status = %d\n", status);

exit (-1);
}

Parameter passing via cao global memory. */
addr ::: device->mem + GMEM_OFFSET_PP + 1;

status = skY_WI_mem (CARn, GLOBAL, addr, l, tSamples_Ready);
if (status != 0)

{ printf (lI sky_wr_memO failed; status = %d\n", status);
exit (-1);
}

Parameter passing via C30 global memory. */
addr ::: device->mem + GMEM_OFFSET_PP + 2;
printf(" Enter sample period Ts (s): ");
scanf ("%s Il ,inputvar2) ;
sample_period = atof(inputvar2);
tmpf_Ti::: ie3_to_ti( tsample_period );

src = (char *) ttmpf_Ti;
dst = (char *) tsample_period_Ti;

*dst++ = *src++j *dst++ = *src++; *dst++ = *src++j *dst++ = *src++;
status = sky_wr_mem (CARO, GLOBAL, addr, 1, ksample_period_Ti);

if (status != 0)
{printf (" sky_wr_memO failed; status = %d\n", status);
exit (-1);

}

Parameter passing via C30 global memory. */
addr = device->mem + GMEM_OFFSET_PP + 3;
printf(1I Enter the number of samples: ");
scanf(lI%sll,inputvarl);
numsamples = atof(inputvarl);
samples = (long *) malloc( (numsamples*FIELD_QTY) * sizeof(long) );
status = sky_wr_mem (CARD, GLOBAL, addr, 1, tnumsamples);

if (status != 0)
{printf (" sky_wr_memO failed; status = %d\n", status);
exit (-1);

}

Parameter passing via cao global memory. Floating point conversion of
the parameter passed by byte-wise copy of the bit pattern -/
addr = device->mem + GMEM_OFFSET_PP + 4;
printf(1I Enter speed/current reference amplitude (7tï.): ");
scanf("ï.s" ,inputvarl);
Nref = atof(inputvarl);
tmpf_Ti = ie3_to_ti( tNref );

src = (char -) ttmpf_Ti;
dst ::: (char -) tNref_Ti;

*dst++ ::: -src++; -dst++ = -src++; -dst++ = *src++; -dst++ ::: *src++;
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status = sky_vr_mem (CARO, GLOBAL, addr, 1, tNref_Ti);
if (status != 0)

{ printf (" sky_wr_memO failed; status = 1.d\n", status);
exit (-1);

}

/* Parameter passing via cao global memory. */
addr = device->mem + GMEH_OFFSET_PP + 5;

printf(1I Enter the waveform : \n 1 - sine\n 2 - square\n 3-
triangle\n 4 - inverted sine \n 5 - half sine\n 6 - inverted half
sine\n 7 - composite\n 8 - asy_sine\n 9 - Duty-cycled sine\n
10- Duty-cycled square\n 11- Duty-cycled triangle\n");

scanf("%S" ,inputvar1);
wavetype =atof(inputvarl);
status = sky_wr_mem (CARO, GLOBAL, addr, 1, &vavetype);

if (status != 0)
{printf (" sky_vr_memO failed; status = Ïed\n", status);
exit (-1);

}

/* Parameter passing via cao global memory. */
addr = device->mem + GMEH_OFFSET_PP + 6;
printf(1I Enter the vaveform frequency (Hz): Il);
scanf("Ïes ",inputvarl);
freq = atof(inputvarl);
tmpf_Ti = ie3_to_ti( tfreq )j

src = (char *) ttmpf_Ti;
dst = (char *) tfreq_Ti;

*dst++ = *src++; *dst++ = *src++; *dst++ = *src++; *dst++ = *src++;
status = sky_wr_mem (CARO, GLOBAL, addr, 1, tfreq_Ti);

if (status != 0)
{
printf ("sky_vr_memO failed; status = ï.d\n", status);
exit (-1);
}

/* Parameter passing via cao global memory. */
if ( vavetype > 8)
{
addr = device->mem + GMEH_OFFSET_PP + 7;
printf(" Enter the dutY cycle ratio: ");
scanf("%s",inputvar1);
dutY = atof(inputvar1);
tmpf_Ti = ie3_to_ti( tduty );

src = (char *) ttmpf_Ti;
dst = (char *) tduty_Ti;

*dst++ = *src++; *dst++ = *src++; *dst++ = *src++; *dst++ = *src++;
status = sky_wr_mem <CARO, GLOBAL, addr, 1, tduty_Ti);

if (status != 0)
{
printf ("sky_wr_memO failed; status = %d\n" J status);
exit (-1);
}

}

/* Parameter passing via cao global memory. */
if ( wavetype == 8)
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{
addr = deviee->mem + GMEM_OFFSET_PP + 7;
printf(1I Enter the Asymetrie ratio: ");
seanf("%s",inputvarl);
dutY = atof(inputvarl)j
tmpf_Ti = ie3_to_ti( iduty );

src = (char *) ttmpf_Tij
dst = (char *) iduty_Ti;

*dst++ = *sre++; *dst++ = *src++; *dst++ = *sre++j *dst++ = *sre++;
status = sky_vr_mem (CARO, GLOBAL, addr, 1, tduty_Ti);

if (status != 0)
{
printf (" sky_wr_memO failed; status = %d\n", status);
exit (-1);
}

}

/* Run the C30 programs. */
sky_reset_go(O);
addr = device->mem + GMEM_OFFSET_PP + Ox!;

while( Samples_Ready == False ){ /* Samples ready??? */
printf(1I Waiting for Samples_Ready flag ... \n");
for (delay=O; delay< (numsamples* S * sample_period/O.0001)

; delay++);
status = sky_rd_mem(CARD,GLDBAL,addr,l,tSamples_Ready);
if (status != 0)

{
printf(lI sky_rd_mem failed \n lt

);

exit (-1);
}

}
printf(" Sample data upload to host in progress ... \n");

•

/* Fetch the C30 sample data and write to output -/
addr = device->mem + GMEM_OFFSET_SO;
status = sky_rd_mem(CARD,GLOBAL,addr,(numsamples*FIELD_QTY),samples);
if (status != 0)

{
printf(lI sky_rd_mem failed \n lt

);

exit (-1);
}

/* Fetch the cao sample data and write to output */
for (i=O; i < numsamples; i++) {

for (channel = 0; channel < numchannels; channel++){
fprintf (out_file1, "%12. Sf\n", ti_to_ie3 ( samples »
samples++;

}
}

fclose(out_filel);
}

/- ---------------------- End of Module -------------------------------- -/
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1.2. The C30 Portion

/.-----------------------------------------------------------------------
• FILE: constant_time.c

Calling Sequence:

Revision Information:
Date By Changes Made ....

Function: C30 node IIC" program to respond to C30V timer-generated
interrupts using timer 0 and sample a2d inputs and the pulse count
from the quadrature decoder.

•
•
•
•
•
•
•
•
•
•
•
•
•
•

26/02/92 ptd
11/03/92 ptd
24/02/94 ptd
20/10/95 hdt

Cleaned up and documented.
Expanded from 2 channels to four. WORKS, also.
DT140X analog input boardsj float functionalities.
Cleaned up t duty-cycled reference signaIs included

•
•••••••••••••••••••••••••••••••••••••**••••••*••••••••••••**••••••*••* ./

#include IDT140X.h"
#include <math.h>
#include "node_map.h"
#include "stypes.h"
#include "servo_refgen.h"
#include "servo_conv.h"

/. Analog-to-digital converter definitions ./
/* Sine-wave generator functions ./
/. C30 node address definitions ./

/. Boolean type definition ./
/. Servo reference generation functions ./

/. Servo variable value definitions */

#define FIELD_QTY
#define NUM_A2D_CHAN

4 /. Number of fields per sample ./
DT1401_A2D_CHANNELS

• dutY cycle ratio for sorne reference inputs ./

/* Mail boxes ./
/* Parameter passing mailboxes ./

/. Sample data storage ./

short
float
float
float
float
float
float
float
float

.mbox = (short *) OxeOj

.parm_ptr = (float.) OxcOOOcO;
*sample_ptr = (float.) Oxc03000j
Namplitude = 0.0. Vamplitude = 0.0;
Nbias = 0.0, Vbias =O.Oj
theta = 0, freq = 0; /. Angle and
rise = 0.0;
fall = 0.0;
dutY = 1.0;

angular frequency of function ./

void c_intl00;

DT140XChan
str_ch = DT140X_CH3,
end_ch = DT140X_CH6j

int numchannels = FIELD_QTYj
int wavetype = Oj
int samplecount = 0;
float sample_period = 0.001;

/. number of a2d channeis */
/* no wave generation by default */

/. sample COllOt ./
/. Sample period in decimal ./

•
/*------------- Timer 1 ETINT1 handler ---------------------------------./
void c_int100
{
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float a2dsamples[NUM_A2D_CHAN]j /* current set of resolved values ./
int channel, Nrefj
float ref_flj /* reference to MAX-l00 servo */
DT1401Read( str_ch, end_ch, a2dsamples)j
ref_fl = reference_generation(vavetype); /* floatV for MAX-l00 servo */
write_dacO( ref_fl )j

/* writing the wanted variables into Gram for further use ./
copyCtref_fl, sample_ptr++,l,OxOOOO, NRAM_2_GRAM);
for (channel = str_ch+lj channel < Cstr_ch+numchannels); channel++)
copy(ia2dsamples[channel] , sample_ptr++,l,OxOOOO, NRAM_2_GRAM);

++samplecount;
enable_intr 0 ;

} /. c_intl0() */

/. .***.***••*.************.**.*.****.****••*•••••••••**.************** */
void mainO
{

Bool Samples_Ready = True;
int channel, pause, numsamples;

copy(parm_ptr,
copy(parm_ptr+2,
copy(parm_ptr+3,
copy(parm_ptr+4,
copy(parm_ptr+S,
copy(parm_ptr+6,
copy(parm_ptr+7,

tNbias, 1, OxOOOO, 21);
tsample_period, 1, OxOOOO, 21);
tnumsamples, 1, OxOOOO, 21);
tNamplitude, l, OxOOOO, 21);
kwavetype, 1, OxOOOO, 21)j
tfreq, 1, OxOOOO, 21)j
kduty, 1, OxOOOO, 21);

/* GRAM->NRAM */
/* GRAM->NRAM */
/. GRAM->NRAM */
/* GRAM->NRAM */
/* GRAM->NRAM */
/* GRAM->NRAM */
/. GRAM->NRAM */

•

Vbias = PC2V_linear_conv( Nbias );
Vamplitude = PC2V_Iinear_conv( Namplitude );
setup_dac_csrO j
write_dacO( Vbias );

for (pause=O; pause < Oxffff; pause++);

/* Initialize a2d converter; sample rate t mapping */
DT140Xlnit(str_ch, end_ch);

/. Main interrupter routine */
tl_schedule_intr(c_intl0,sample_period);
enable_intr 0 ;
tl_startO;

while( samplecount < numsamples ){}
disable_intr 0 ;

copy(iSamples_Ready,(parm_ptr +l),l,OxOOOO, 16); /* NRAM->GRAM ./
write_dacO(O.O);
c30_led_sflash();

}

/. ---------------------- End of Module ------------------------------- */
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2. Torque Ripple Estimation by Kalman Filter

Cleaned up and documented.
Expanded from 2 channels to four.
DT140X analog input boards; float functionalities.
Butterworth filter for torque
Differentiator Filter for acceleration
Kalman filter estimation for torque ripples

ptd
ptd
ptd
hdt
hdt
hdt

26/02/92
11/03/92
24/02/94
01/11/95
18/04/96
18/04/96

Function: 1- C30 node "c" program to respond to C30V timer-generated
interrupts using timer 0 and sample a2d inputs and the pulse count
from the quadrature decoder.

2- encoder pulse count acqusition.
3- Torque ripples filtered by Kalman Filter

•
•
•
••
******.*******.********••••*••*••*.****.**.****************•••******* ./

•

/*-----------------------------------------------------------------------
* FILE: free_kalman.c

** Calling Sequence:

*
*
*
*
*
*•
• Revision Information:
• Date By Changes Made ....
•
•

#include "DT140X.h"
#include <math.h>
#include "node_map.h"
#include "stypes.h"
#include "servo_refgen.h"
#include "servo_conv.h"

/* Analog-to-digital converter definitions ./
/* Sine-wave generator functions */
/* C30 node address definitions */

/* Boolean type definition */
/* Servo reference generation functions */

/* Servo variable value definitions */

#define NOM_A2D_CHAN
#define SIGN(X) 1 )

#define
#define
#define

NUM_CHANNELS 4
NOM_MISe_FIELDS 1
FIELD_QTY (NUM_CHANNELS+NUM_MISC_FIELDS)

/. Number of fields per sample */
DT1401_A2D_CHANNELS
((X) < 0 ?-1

/* dutY cycle ratio for some reference inputs */

frequency of function ./

/* Sample data storage */
/* Mail boxes */

Parameter passing mailboxes */
/* Sample data storage */

int *time_sample_ptr = (int *) Oxc23000;
short *mbox = (short *) OxeO;
float *parm_ptr = (fioat *) OxcOOOcO; /.
float *sample_ptr = (float *) Oxc03000;
float Namplitude = 0.0, Vamplitude = 0.0;
float Nbias = 0.0, Vbias = 0.0;
float theta = 0, freq = 0 ; /* Angle and angular
float rise = 0.0;
float fall = 0.0;
float dutY = 1.0;

•
void c_int100 ;
float Diff_filter();
float Kalman0 ;
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/* number of a2d channels */
/. no wave generation by default */

/. sample count ./
/. Sample period in decimal .;

/* Constant needed for Subroutines */
int kal_count = 1;
float v_l=O.O, a_l=O.O;
float volt2Nm = 6.6, volt2radps = 56.2565;
float J_load = 1.725e-2, Gain = 100;
float T_ripple = 0.0;

DT140XChan
str_ch = DT140X_CH3,
end_ch = DT140X_CH6j

int numchannels = NUM_CHANNELS;
int wavetype = 0;
int samplecount = Oj
float sample_period = 0.001;
int time_samplecount = 0;

•

/ • ••••••••••••••••••••••••••••••*•••••••••••••••••••••••••••••••••••• • /
void mainO
{

iNbias, 1. OxOOOO, 21);
isample_period, 1. OxOOOO. 21);
tnumsamples, 1. OxOOOO. 21);
iNamplitude, 1, OxOOOO. 21);
twavetype, 1, OxOOOO. 21);
tfreq. 1, OxOOOO. 21);
tduty, 1. OxOOOO, 21)j

Bool Samples_Ready = True;
int channel, pause, numsamples;
float tlperiod = 514.0;

copy(parm_ptr,
copy(parm_ptr+2.
copy(parm_ptr+3.
copy(parm_ptr+4.
copy(parm_ptr+5.
copy(parm_ptr+6,
copy(parm_ptr+7.

/. max. allowable Timer period in .;
/. seconds *;

/. GRAM->NRAM .;
/. GRAM->NRAM .;
/. GRAM->NRAM .;
/. GRAM->NRAM ./
/. GRAM->NRAM ./
/. GRAM->NRAM ./
/. GRAM->NRAM ./

/* Initialize the hardware "my addition" ./

xvme085_init()j /. Prototype board encoder interface initialized./
init_caOv_bus(); /. cao node and buses initialized./
c30_led_on(); /* Port configuration reset, mode 0 ./
tO_schedule_intr(c_intl0, sample_period); /. CPU interrupt level Ox9 ./
enable_ie_int3(); /. CPU external interrupt #3 enabled./

Vbias = PC2V_linear_conv( Nbias );
Vamplitude = PC2V_linear_conv( Namplitude );
setup_dac_csr()j
write_dacO( Vbias );

•

/. Allow for mech. time constant */
for (pause=O; pause < Oxffff; pause++);

/. setup a2d converter; sample rate t mapping ./
DT140Xlnit(str_ch, end_ch)j
tl_schedule_intr(c_intl0,sample_period);
enable_intrO j
tl_startO;

while( samplecount < numsamples ){}
disable_intrO i
copy(ttime_samplecount.(parm_ptr + 10), l, OxOOOO, NRAM_2_GRAM);
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copyCtSamples_Ready.Cparm_ptr +l),l,OxOOOO. 16); /. NRAM-)GRAM ./
vrite_dacOCO.O);
c30_1ed_sflashC);

}
/. • •••*••••••*•••*••*•••• Misc Sub_Routines ••••••••***••*••*******•••/

void c_intl00
{

int .tl_counter_reg = (int .) Tl_CNTR_REG;
/* timemark = blank dummy */
int channel, timecnt. timemark = OxffffffOf;
/. current set of resolved values ./
float a2dsamples[NUM_A2D_CHANl;
float Tacho. MotorCurrOut. Torque, Torque_f, ref_fl;
float vel, acc, T_meas. T_mod, Delta_T, out;
short pcsample;
short EncoderPulses;
int Nref;

tl_stop();
timecnt = *tl_counter_reg;
tl_startO;
copyC PB_LAT_RD_ADDR,tpcsample,l,OxcaOO,VME_2_NRAM);

DT1401ReadC str_ch, end_ch, a2dsamples);

Tacho
MotorCurrOut
Torque

= a2dsamples[DT140X_CH4];
= a2dsamples[DT140X_CH5];
= a2dsamples[DT140X_CH6];

vel
acc
T_meas
T_mod
Delta_T
Tarque_f
T_ripple

•

= Tacha. volt2radps; /* Calibration volt --) rad/sec./
= Diff_filter( vel); /* Differentiation of velocity ./
= Torque • volt2Nm; /. Calibration volt --) Nm ./
= J_Ioad * acc / Gain; /* Evaluatind Modelled Torque ./

T_meas - T_mod; /* Torque Error ./
= T_meas - T_ripple; * Final Filtered Torque ./
= Kalman (Delta_T. vel, sample_period);

/. Finding torque ripple for next
iteratian: Perdiction-Type KF ./

ref_fl=reference_generation(vavetype);/. flaatV for MAX-I00 serva ./
vrite_dacO( ref_fl );

/. vriting the vanted variables inta Gram for further use ./
copyCtT_meas, sample_ptr++.l,OxOOOO, NRAM_2_GRAM);
copy(tvel, sample_ptr++,l,OxOOOO, NRAM_2_GRAM);
copyCtMotarCurrOut. sample_ptr++.l,OxOOOO, NRAM_2_GRAM);
copyCtTorque_f, sample_ptr++.l,OxOOOO, NRAM_2_GRAM);

/.****.*******.*******•••*••*.**••••**.******.****************.*****•••*/

/. Store the interpulse time data */
copyCltimecnt,time_sample_ptr++,1,OxOOOO,NRAM_2_GRAM); /* NRAM->GRAM ./
/* Process and store the pulse count data */
pcsample t= OxOOOOffff; /* Avoid hi/la duplication of short */
copy(tpcsample. sample_ptr++.l,OxOOOO, NRAK_2_GRAM); /* NRAM->GRAM */
EncoderPulses = pcsample;
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copy(ttimemark,time_sample_ptr++,1,OxOOOO,NRAM_2_GRAM);
time_samplecount = time_samplecount + 3;
++samplecountj
enable_intrO j

} 1* c_int10() *1

1*********************** Differentiator Filter *************************
** Discretized Differentiotor Filter H(s) = s 1 (0.005 s + 1)
* Disretized by tustin method for Ts = 1 ms
** Function Calls a = Diff_filter (v)

** input: v = velocity (radIs)
* output: a = acceleration (rad/s/s)
***********************************************************************1

float Diff_filter (v)
float v;
{

float nd[2]={
181.818181818182,

-181.818181818182
}j
float dd[2]={

1.00000000000000,
-0.81818181818182

};
float a;

a=nd(O]*v + nd(1]*v_1 - dd[l]*a_1;
v_l = v; a_1 = aj

return(a);

Algorithm:

x = KALMAN ( Y , v , T)

Last Update : April 18, 1996
By: Hamid D. Taghirad

Kalman Filter estimation for HO Torque ripples
function calls

132

T_meas - T_mod (your estimate of the torque error)
velocity (rad/sec)
Sampling Period (sec)
The estimate of the torque ripple

y
v
T
x

A second order harmonie oscillator, ~ith two harmonies of
oscillation equal to twice and for times velocity is the model
of the torque ripples. Time varying Kalman Filter is considered
to estimate the torque ripple.

}
/* ****************************** Kalman ******************************
*
*
*
*
*
*
*
*
*
*
*
*•
*
*
*
*
*
*
*
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•••••••••••••••••••••••••••••••••••••••••••••••••••••••••*•••*•••••••*••/

float KalmanC Delta_T, velocity , sample_period)

float Delta_T;
float velocity;
float sample_period;

{
int i, j, k;
float oml, om2, K[4] , PC[4] , pPC[4], CPC;
float phi [4] [4], Pp [4] [4] , KC[4] [4], p_KC[4] [4], gb[4] [4];
float xl(4] , Torque_ripple;
float x[4], C[4], R, P[4] [4], Q[4] [4] ;

1. Matrix Initialization ./

if Ckal_count == 1)
{

R = 1.0;
forCi=O; i<4; ++i)
{

xCi] = 0.0;
Cri] = 0.0;
for(j=O; j< 4; ++j)

{
if ( i == j
{

1. only true for first iteration */

•

P Ci] [j] = 1.0;
Q[i] [j] = 1000.0;

}
else
{

PCi] [j] = 0.0;
QCi] [j] = 0.0;

}
}

}
x[O] = x [2] = Delta_T;
C[O] = C [2] = 1.0;

++kal_count;
}
/. Two harmonics of the Torque ripples * Sample Period ./
oml = 2.0 * velocity * sample_period;
om2 = 2.0 • oml;

1* System Model of Harmonic Oscillator 4th order ./
forCi=O; i< 4; ++i)
{

for(j=O; j<4; ++j)
phi Ci] [j] =0 .0 ;

}
phi [0] [0] = cos(oml);
phi [0] [1] = sin(oml);
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phi [1] [0] =-sin(om1);
phi [1] [1] = cos(oml);
phi [2] [2] = cos(om2);
phi [2] [3] = sin(om2);
phi [3] [2] =-sin(om2);
phi [3] [3] = cos(om2);

/ • ••••••••••••••••••••••••••••••• 1 •••••••••••••••••••••••••••••• • /
/. Gain update K ./

/. Matrix Multiplication PC(4xl) = P(4x4) • C' (4xl) ./
for ( i=O; i < 4; ++i)
{

PC Ci] = 0.0;
for(j=O; j < 4; ++j)

PC[i] += pei] [j] • C[j];
}

/. Matrix Multiplication pPC(4xl) = phi(4x4) • PC(4xl) ./
for ( i=O; i < 4; ++i)
{

pPC[i] = 0.0;
forej=O; j < 4; ++j)

pPC [il += phi [il [j] • PC [j] ;
}

/. Matrix Multiplication CPC(lxl) = C(lx4) • PC(4xl) ./
CPC = 0.0;
forej=O; j < 4; ++j)

CPC += C[j] • PC[j];

/. Final Gain Calculation K(4x1) = phi P CJ / ( R + C PC')
• Note that (R + C P C') is scalar --) NO Matrix inversion
./

for ( i=O; i < 4; ++i)
K[i] = pPC[i] / ( R + CPC);

/ • ••••••••••••••••••••••••••••••• 2 •••••••••••••••••••••••••••••• • /
/. P Update ./

/. Matrix Multiplication Pp(4x4) = P(4x4) • phi' (4x4) ./
for ( i=O; i < 4; ++i)
{

for(j=O; j < 4; ++j)
{

Pp[i] [j] = 0.0;
for(k =0; k < 4 ; ++k)

Pp[i][j] += P(i][k] • phi[j] [k];
}

}

/. Matrix Multiplication KC(4x4) = K(4x1) *C(lx4) ./
for ( i=O; i < 4; ++i)
{
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for(j=Oj j < 4; ++j)
KC [il [j] = K[i] * C [j];

}

/* Matrix Addition p_KC(4x4) = ( phi(4x4) - KC(4x4» */
for ( i=O; i < 4; ++i)
{

for(j=Oj j < 4; ++j)
p_KC [il [j] = phi Ci] [j] - KC [il [j] j

}

/* Matrix Multiplication gb(4x4) =(phi - K C)P phi'=p_KC(4x4)*Pp(4x4) */
for ( i=O; i < 4; ++i)
{

for(j=O; j < 4; ++j)
{

gb [i] [j] = 0.0;
for(k = 0; k < 4 ; ++k)

gb [il [j] += p_KC [il [k] * Pp [k] [j] ;
}

}

/* Final formula for P(4x4) = Q + (phi - K C) P phi' = Q + gb */
for ( i=O; i < 4; ++i)
{

for(j=O; j < 4; ++j)
P [il [j] = Q[il [j] + gb [i] [j] ;

}

/* ******************************* 3 ****************************** */
/* x Update, and output generation */

/* Matrix Multiplication xl(4xl) = ( phi -KC ) • x = p_KC(4x4) * x(4xl) */
for e i=O; i < 4; ++i)
{

xl [il = 0.0;
forej=O; j < 4; ++j)

xl[i] += p_KC[i][j] * x[j];
}

/* Matrix Multiplication x(4xl) = (phi -KC) x+K y=K(4xl)*y(lxl)+xl(4xl) */
for ( i=O; i < 4; ++i)

xCi] = K(i] * Delta_T + xl[i] ;

/* Output generation y = C x = x(1) + x(3) */
Torque_ripple = x[O] + x[2]

return(Torque_ripple);
}

/* -- end of file free_kalman.c --*/
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/*
*
*
*
*
*
*
*
•
*
*
•
*
*
*
*
*
*
*
*
•
*

3. TORQUE RIPPLE AND MISALLIGNMENT TORQUE ESTIMATION

Torque Ripple and Misallignment Torque Estimation

****************************** Kalman ******************************

Kalman Filter estimation for HD Torque ripples
function calls

x = KALMAN ( Y , V , T)

y T_meas - T_mod ( youx estimate of the torque error)
v velocity (rad/sec)
T Sampling Period (sec)
x The estimate of the torque ripple

Algorithm:

A second order harmonic oscillator, with two harmonics of
oscillation equal to twice and for times velocity is the model
of the torque ripples. Time varying Kalman Filter is considered
to estimate the torque ripple.

Last Update : April 18, 1996
By: Hamid D. Taghirad

*
***********************************************************************/

float Kalman( Delta_T, velocity, sample_period)

float Delta_T;
float velocity;
float sample_period;

{
int i, j, k;
float om1, om2, K[4] , PC [4] , pPC[4] , CPC;
float phi [4] [4], Pp [4] [4], KC[4] [4], p_KC[4] [4], gb[4] [4];
float x1[4] , Torque_ripple;
float x[4], C[4], R, P[4] [4], Q[4] [4] ;

/* Matrix Initialization */

•

if (kal_count == 1)
{

R = 1.0;
forCi=O; i<4; ++i)
{

x [il = 0.0;
CCi] = 0.0;
forCj=O; j< 4; ++j)

{
if ( i == j )
{

P (i] [j] = 1. 0 ;

/* only true for first iteration */
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• Q[il [j] = 1000.0;
}

else
{

P[il [j] = 0.0;
Q[il [j] = 0.0;

}
}

}
x[O] = x [2] = Delta_T;
C[O] = C [2] = 1.0;
Q[2] [2] = Q[3] [3] = 5e-2;

/* T~o harmonies of the Torque ripples * Sample Period */
om1 = 2.0 * veloeity * sample_periodj
om2 = veloeity * sample_period / 100.0; /* 100 == HD Gear ratio */

/* System Model of Harmonie Oseillatar 4th arder */
for(i=O; i< 4; ++i)
{

for(j=O; j<4; ++j)
phi[i] [j]=O.O;

}

phi[O][O] = eos(oml);
phi [0] [1] = sin(oml);
phi [1] [0] =-sin(om1);
phi [1] [1] = cos(oml);

phi [2] [2] = cos(om2);
phi [2] [3] = sin(om2);
phi [3] [2] =-sin(om2);
phi [3] [3] = eos(om2);

/* ******************************* 1 ****************************** */
/* Gain update K */

/* Matrix Multiplication PC(4x1) = P(4x4) * C'(4x1) */
for ( i=O; i < 4; ++i)
{

PC[i] = 0.0;
for(j=O; j < 4; ++j)

PC [il += P[il [j] * C[j] ;
}

•
/* Hatrix Multiplication pPC(4xl)
for ( i=O; i < 4; ++i)
{

pPC[i] = 0.0;
for(j=Oj j < 4; ++j)

pPC[i] += phi[i][j] • PC[j];

= phi(4x4) * PC(4x1) */
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}

/* Hatrix Multiplication CPC(1x1) = C(1x4) * PC(4x1) */
CPC = 0.0;
for(j=O; j < 4; ++j)

CPC += C[j] * PC[j];

/* Final Gain Calculation K(4x1) = phi P C' / ( R + C PC')
* Note that (R + C PC') is scalar --) NO Matrix inversion
*/

for ( i=O; i < 4; ++i)
K[i] = pPC[i] / ( R + CPC);

/* ******************************* 2 ****************************** */
/* P Update */

/* Matrix Multiplication Pp(4x4) = P(4x4) * phi' (4x4) -/
for ( i=O; i < 4; ++i)
{

for(j=O; j < 4; ++j)
{

Pp [il [j] = 0.0;
for(k = 0; k < 4 ; ++k)

Pp [il [j] += P[il (k] - phi [j] [k] ;
}

}

/* Matrix Multiplication KC(4x4) = K(4x1) *C(lx4) */
for ( i=O; i < 4; ++i)
{

for(j=O; j < 4; ++j)
KC Ci] [j] = K[il * C [j];

}

/* Matrix Addition p_KC(4x4) = ( phi(4x4) - KC(4x4» -/
for ( i=O; i < 4; ++i)
{

for(j=O; j < 4; ++j)
p_KC Ci] [j] = phi Ci] [j] - KC Ci] [j] ;

}

/- Matrix Multiplication gb(4x4) =(phi - K C)P phi'=p_KC(4x4)*Pp(4x4) */
for ( i=O; i < 4; ++i)
{

for(j=O; j < 4; ++j)
{

gb Ci] [j] = 0.0;
for(k = 0; k < 4 ; ++k)

gb [il [j] += p_KC [il [k] * Pp [k] [j] ;
}

•
}

/* Final formula for P(4x4)
for ( i=O; i < 4; ++i)

= Q + (phi - K C) P phi' = Q + gb */
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{
for(j=O; j < 4; ++j)

P[il [j] = Q[il [j] + gb [il [j] ;
}

/* ************************•••*••* 3 *.****••**••**.****.**.******* */
/* x Update. and output generation */

/* Matrix Multiplication x1(4x1) = ( phi -KC ) * x = p_KC(4x4) * x(4x1) */
for ( i=O; i < 4; ++i)
{

x1[i] = 0.0;
for(j=O; j < 4; ++j)

xl[i] +=p_KC[i][j] * x[j];
}

/* Matrix Multiplication x(4x1) = (phi -KC) x+K y=K(4x1)*y(lx1)+x1(4xl) */
for ( i=O; i < 4; ++i)

xCi] = K[i] * Delta_T + xl[i];

/* Output generation y = C x = x(1) + x(3) */
Torque_ripple = x[O] + x[2] ;

return(Torque_ripple);
}

/* ---------------------- End of Module ------------------------------- */
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4. Closed-Loop Time Response

4.1. Kalman Filtered Torque, 'Hoc Controller and Friction Compensator

Cleaned up and documented.
Expanded from 2 channels to four.
DT140X analog input boards; float functionalities
Friction compensation loop added
Boundry Layer and undercompensation added
According to Kubo's results
Buttervorth filter for torque
Differentiator Filter for acceleration
Kalman filter estimation for torque ripples
H-infinity Controller

ptd
ptd
ptd
hdt
hdt

hdt
hdt
hdt
hdt

26/02/92
11/03/92
24/02/94
12/10/95
29/10/96

01/11/95
18/04/96
18/04/96
18/04/96

Revision Information:
Date By Changes Made ....

Function: 1- C30 node "C" program to respond to C30V timer-generated
interrupts using timer 0 and sample a2d inputs and the pulse count
from the quadrature decoder.

2- encoder pulse COllOt acqusition.
3- Applies friction compensation feedback
4- Kalman filter estimation of the torque measurements
5- H-infinity controller implementation

*
*•
•
*
*•
•
•
*
*•
•
•
*•
•
•
•
•
•••••••*••••••••*••••*••••••••••••••••••••••••••••••••••*.*****.*.**••• */

#include "DT140X.h" /. Analog-to-digital converter definitions */
#include <math.h> /. Sine-wave generator functions ./
#include "node_map.h" /* C30 node address definitions */
#include "stypes.h" /* Boolean type definition */
#include "servo_refgen.h" /. Servo reference generation functions */
#include "servo_conv.h ll /* Servo variable value definitions ./

/*--------------------------------------------------------------------* FILE: fric_kfdr_hinf.c

** Calling Sequence:
*
*

#define NOM_CHANNELS 4
#define NOM_MISe_FIELDS 1
#define FIELD_QTY (NUM_CHANNELS+NUM_MISC_FIELDS)

/. Humber of fields per sample ./
#define NUM_A2D_CHAN DT1401_A2D_CHANNELS
#define SIGN(X) «X) < 0 ? -1 1 )

140

/. Sample data storage */
/. Mail boxes ./

/. Parameter passing mailboxes ./
/* Sample data storage */

•

int .time_sample_ptr = (int .) Oxc23000;
short .mbox = (short *) OxeO;
float .parm_ptr = (float *) OxcOOOcO;
float .sample_ptr = (float *) Oxc03000;
float Namplitude = 0.0, Vamplitude = 0.0;
float Nbias = 0.0, Vbias = 0.0;
float theta = 0, freq =0; /. Angle and angular frequency of
float rise = 0.0;
float fall = 0.0;

function */



/* dutY cycle ratio for some reference inputs */•
4. CLOSED-LOOP TIME RESPONSE

float dutY = 1.0;

void c_intl00;
float friction();
float Diff_filter();
float First_order_filter();
float Kalman();
float Control();

/- Constant needed for Subroutines */
int kal_count = 1;
float v_l=O.O, a_l=O.O;
float T_1=0.O, Tf_l=O.O;
float volt2Nm = 6.6, volt2radps = 56.2565;
float J_load = 1.725e-2, Gain = 100;
float T_ripple = 0.0;
float u_1=O,u_2=O,u_3=O,u_4=O,

y_l=O,y_2=O,y_3=O,y_4=0;

DT140XChan
str_ch = DT140X_CH3,
end_ch = DT140X_CH6;

int numchannels = NUM_CHANNELS;
int vavetype = 0;
int samplecount = 0;
float sample_period = 0.001;
int time_samplecount =0;

/* number of a2d channeis -/
/* no wave generation by default */

/* sample COllOt */
/* Sample period in decimal */

/*------------ Timer 1 ETINTl handler ---------------------------------*/
void c_intl0()
{

int channel, Nref;
float a2dsamplesCNUM_A2D_CHAN]; /* current set of resolved values */
float ref_fl, ref_control, Error, ref_fric, ref_total;
float Tacha, MotorCurrOut, Torque, Torque_f, Torque_clean;
float vel, acc, T_meas, T_mod, Delta_T, out;

DT1401Read( str_ch, end_ch, a2dsamples);

Tacho
MotorCurrOut
Torque

= a2dsampIes(DT140X_CH4];
a2dsamples(DT140X_CH5];

= a2dsamples[DT140X_CH6];

•

vel = Tacho * volt2radpsj /* Calibration volt --) rad/sec */
ace = Diff_filter( vel); /- Differentiation of velocity */
T_meas = Torque * volt2Nm ; /* Calibration volt --) Nm */
T_mod = J_Ioad * acc / Gain; /* Evaluatind Modelled Torque */
Delta_T =T_meas - T_mod; /* Torque Error */
Torque_f = T_meas - T_ripple; /* Kalman Filtered Torque */
Torque_clean = First_order_filter(Torque_f);

/* Final Filtered Torque */
T_ripple = Kalman (Delta_T, vel, sample_period);

/* Finding torque ripple for next
iteration: Perdiction-Type KF */
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ref_fl = reference_generation( wavetype );
Error = ref_fl - Torque_clean;
ref_control = Control(Error); /. Generating Control Output ./
ref_fric = friction( ref_control , Tacha );
ref_total = ref_fric + ref_control;

write_dacO( ref_total );
write_dac1( Torque_clean )j

copyCtref_fl, sample_ptr++,l,OxOOOO, 16);
copyCtTacho, sample_ptr++,1,OxOOOO, 16);
copyCtMotorCurrOut, sample_ptr++,l,OxOOOO, 16);
copyCtTorque_clean, sample_ptr++,l,OxOOOO, 16);

++samplecount;
enable_intrO;

} /. c_intl0C) ./

/. NRAM->GRAM ./
/. NRAM->GRAM ./
/. NRAM->GRAM ./
/. NRAM->GRAM ./

/ /
void mainO
{

Bool Samples_Ready = True;
int channel, pause, numsamples;

copyCparm_ptr,
copyCparm_ptr+2,
copyCparm_ptr+3,
copyCparm_ptr+4,
copyCparm_ptr+5,
copyCparm_ptr+6,
copyCparm_ptr+7,

tNbias, l, OxOOOO, 21);
tsample_period, 1, OxOOOO, 21);
tnumsamples, 1, OxOOOO, 21);
tNamplitude, 1, OxOOOO, 21);
twavetype, 1, OxOOOO, 21);
tfreq, l, OxOOOO, 21);
tduty, l, OxOOOO, 21);

/. GRAM->NRAM */
/. GRAM->NRAM ./
/* GRAM->NRAM */
/. GRAM->NRAM */
/* GRAM->NRAM ./
/. GRAM->NRAM ./
/. GRAM->NRAM ./

•

Vbias = PC2V_linear_conv( Nbias );
Vamplitude = PC2V_linear_convC Namplitude );
setup_dac_csrC);
write_dacO( Vbias );

for (pause=O; pause < Oxffff; pause++);

/. Initialize a2d converter; sample rate t mapping ./
DT140Xlnit(str_ch, end_ch);
tl_schedule_intr(c_intl0,sample_period);
enable_intrO ;
t l_start () ;

whileC samplecount < numsamples ){}
disable_intr 0 ;
copyCiSamples_Ready,eparm_ptr +l),l,OxOOOO, 16); /. NRAM->GRAM */
write_dacO(O.O);
c30_led_sflash();

}

/ •••••••••••••••••*•••• Friction Feedforward ••••••••••••••••**•••••••••
*• This routine calculates the Coulomb and viscous friction of the

142



The algorithm includes a treshhold and boundary layer for friction
at lo~ velocities see Kubo et al. 1996 for details

Function calls:
Controlled_Ref_Signal = friction ( Ref_signal, velocity )

•
4. CLOSED-LOOP TIME RESPONSE

• system based on the Identified parameters and adds enough input to
• the system to compensate for that.
•
•
•
•
•
•
•
•••••••••••••••••••••••••••••••*.***.*.**.****••**.*••••**.*.*.*•••••*••/

float friction (inpl, inp2 )

float inpl, inp2;

{

/. Friction Compensation Aigorithm ./

/. inpl: reference signal
inp2: Tacho readings

float TVPJ Tvn, Tsp, Tsn, Tacho_calib_gain,
Torque2volt, inp_comp, Treshhold, under_comp_p, under_comp_n;

Tvp=3.7302e-04; /. Viscous friction (+ive velocity direction)./
Tvn=3.5282e-04; /. Viscous friction (-ive velocity direction)./
Tsp=4.6057e-02; /. Static friction (+ive velocity direction) ./
Tsn=4.4390e-02; /. Static friction (-ive velocity direction) ./
Tacho_calib_gain = 56.2565; /. volt2rad/sec ./

/* l/Km/Servo_Gain relates the compensation torque ./
/. to the compensation voltage to be feed to the servo ./

Torque2volt = 70.15 ;

Treshhold = 1.0;
under_comp_p = 0.95;
under_comp_n = 0.95;

inp2= inp2 • Tacho_calib_gain;

/. velocity treshhold (rad/sec) ./
/. Under conpensation ratio ./
/. Under conpensation ratio ./

if ( inp2 > Treshhold /. Positive velocity./

•

inp_comp= under_comp_p • Torque2voit • ( Tvp • inp2 + Tsp );

eise if (inp2 < -Treshhold) /. Negative velocity./

inp_comp = under_comp_n • Torque2volt • ( Tvn • inp2 - Tsn );

else /* boundary layer routine ./
{

if ( inp1 > 0.0 ) /. Positive reference command ./

inp_comp= under_comp_p * Torque2volt • ( Tvp • inp2 + Tsp );

eise if ( inpl < 0.0 ) /. Negative reference command ./

inp_comp = under_comp_n • Torque2volt * ( Tvn • inp2 - Tsn );

}
return( inpl + inp_comp );

}
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/. ------ Control algoritm, discritized H_infinity controller --------- ./

float Control( inp )
float inp;
{

float out;

/. check file control.c for more info about the controllers ./

/. Control4
Ws = (s+300)/5(s+3)
./

Wu = 2e-3 gamma = 0.7344

float n[5]={
1.613232636335038e+02,

-3.070818844474838e+02,
-1.476520800977480e+01,
3.070860612409937e+02,

-1.46553878830218ge+02
};

float d[5]={
1.000000000000000e+00,

-2. 194950808074451e+00,
9.761822803324164e-01,
6.340890488734918e-01,

-4. 153191877594238e-01
}j

out=«n[0].inp+n[1].u_l+n[2].u_2+n[3].u_3+n[4].u_4)­
(d[4].y_4+d[3].y_3+d[2].y_2+d[1].y_1»/d[0]j

}

u_4 = U_3i
y_4 = y_3i

return(out) ;

u_3 = u_2j
y_3 == y_2;

u_2 = u_l;
y_2 = y_l;

u_1 inpi
1_1 = out;

•

/ ••••••••••••••••••••••• First order Filter ••••••••••••••*••••••*•••••••
•
• Discretized Differentiotor Filter H(s) = 1/ (0.05 s + 1)
• Disretized by tustin method for Ts = 1 ms
•
• Function Calls Tf = First_order_filter (T)
•
• input: T = noisy signal
• output: Tf = filtered signal
••••••••••••••••••*•••••••••*••*•••*•••••••*•••••••••••••••••••••••••••••/

float First_order_filter (T)
float Ti
{

float Tf;
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• float B[2] ={
0.00990099009901,
0.00990099009901,

};
float A[2]={

1.00000000000000,
-0.98019801980198

};

4. CLOSED-LOOP TIME RESPONSE

}

/*
float B[2]={

0.02439024390244,
0.02439024390244,

}j
float A[2]={

1.00000000000000,
-0.95121951219512.
};
*/
Tf=B[O]*T + B[1]*T_1 - A[1]*Tf_1;
T_1 =T; Tf_1 =Tf;

return(Tf);
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5. Open-Loop Frequency Response

Revision Information:
Date By Changes Made ....
22/06/92 ptd Modified loadadlights.c
24/02/94 ptd Conversions of sample data from Ti_float format.
20/10/95 hdt Updating the reference signaIs to incorporate

duty-cycled functions.

Function: Interactive loader for sampling at constant time intervals.

*
*
*

5.1. The Host Portion
/*-----------------------------------------------------------------------
* FILE: load_freq_kfdr.c

** Calling Sequence: Main program.

*
*
*
*
*
*

/* contains declaration of scanf() */
/* declaration of atof();extern double atof() */

**----------------------------------------------------------------------*/
#include <sys/errno.h>
#include <stdio.h>
#include <stdlib.h>
#include <malloc.h>
#include II skyc30v.h"
#include II stypes.h"
#include "ti2ie3cnv.h"

#define NODE! 1 /* C30 node */
#define NODE2 2 /* C30 oode */
#define CARD 0 /* the Challenger card number */
#define GLOBAL 0 /* for GRAM */

#define NODEIFILE IIfreq_kfdr.out" /* C30 program */
#define NODE2FILE II c301oop.out ll / * C30 program */
#define GMEM_BASE OxcOOOOO /* Global memory */
#define GMEM_OFFSET_PP OxcO /* cao Parameter Passing space */
#define GMEM_OFFSET_SD Ox3000 /* cao Sample Data space */
#define GMEM_OFFSET_TB Ox2aOOO /* cao time sample data */

/*
#define FIELD_QTY
#define FIELD_QTY_TOTAL
#define FIELD_QTY_TS
*/

4
(FIELD_QTY+l)

2

extern TiFloat ie3_to_ti();
extern float ti_to_ie3();
SKYC30_device *sky_open_card();

long *samples;
int time_samplecount;
/* ------------------------------------------------------------------- */

main()

•
{

unsigned long i,delay, numsamples;
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B1T_32 *addr;
int dummy, status;
char fnamel[80] , inputvar[80];
float sample_period, max_time;
Bool Samples_Ready = False;
TiFIoat tmpf_Ti, sample_period_Ti, max_time_Ti;
char *src, *dst;
SKYCaO_device *device; /* pointer ta the hardware */

/* Acquire the card and make sure that the card is not doing anything. */
device = sky_open_card(O); /* assign the card */
if ( device == NULL )

{
perror(lI sky_open_card: ");
exit(-1);

}
sky_nodes_off(O); /* turn it off */

/* Load the cao main program into node 1. */

status = sky_ld_file (0, NODE1, NODE1F1LE);
if (status != 0)

{
printf ("Node 1, sky_Id_file 0 for file ' %s' failed i status = ï.d\n",

fname1, status);
exit (-1);
}

/* Load the cao dummy loop program into node 2. */
status = sky_ld_file (0, NODE2, NODE2F1LE);
if (status != 0)

{
printf ("Node 2, sky_ld_fileO for file '%s' failed; status = ï.d\n",

NODE2F1LE, status);
exit (-1);
}

Parameter passing via cao global memory. */
addr = device->mem + GMEM_OFFSET_PP;
printf(1I Enter sample period Ts (s): ");
scanf("ï.s",inputvar);
sample_period = atof(inputvar);
tmpf_Ti = ie3_to_ti( tsample_period );

src = (char .) ttmpf_Ti;
dst = (char .) tsample_period_Ti;

*dst++ = *src++; *dst++ = .src++; *dst++ = .src++; *dst++ = .src++;
status = sky_wr_mem (CARD, GLOBAL, addr, 1, tsample_period_Ti);

if (status != 0)
{
printf ("sky_wr_memO failed; status = ï.d\n ll

, status);
exit (-1);
}

Parameter passing via C30 global memory. */
addr = device->mem + GMEM_OFFSET_PP + 1;

status = sky_wr_mem (CARD, GLOBAL, addr, 1, tSamples_Ready);
if (status != 0)

147



•
5. OPEN-LOOP FREQUENCY RESPONSE

{
printf (II skY_llr_memO failed; status ï.d\n", status);
exit (-1);
}

/* Parameter passing via C30 global memory. */
addr = device->mem + GMEM_OFFSET_PP + 2;
printf(1I Enter the expected experiment time (5): ");
scanf(lIï.s" Jinputvar);
max_time = atof(inputvar);
tmpf_Ti = ie3_to_ti( tmax_time);

src = (char .) &tmpf_Ti;
dst = (char .) tmax_time_Ti;

*dst++ = *src++; *dst++ = .src++; *dst++ = *src++; *dst++ = *src++;
status = skY_llr_mem (CARD, GLOBAL, addr, 1, &max_time_Ti);

if (status != 0)
{
printf (lIskY_llr_memO failed; status = ï.d\n", status);
exit (-1);
}

/* Run the cao programs. */
sky_reset_go(O);
addr = device->mem + GMEM_OFFSET_PP + Oxl;

while( Samples_Ready == False ){ /* Samples ready */
printf(1I Waiting for Samples_Ready flag ... \n ll

);

for (delay=O; delay< (max_time * 8 /0.0001) ; delay++);
status = sky_rd_mem(CARD,GLOBAL,addr,l,&Samples_Ready);
if (status != 0)

{
printf(lI sky_rd_mem failed \n ll

);

exit (-1);
}

}
printf(" Experiment Closed ... \n

Check if frequency response is complete! \n");

•

samples++;

1* convert hexadecimal short integer to decimal format */

}

/* ---------------------- End of Module ------------------------------ */
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Cleaned up and documented.
Expanded from 2 channels to four.
DT140X analog input boards; float functionalities.
Friction compensation loop added
Modified for frequency response estimates
Differentiator subroutine
Kalman Estimator for torque ripple

ptd
ptd
ptd
hdt
hdt
hdt
hdt

26/02/92
11/03/92
24/02/94
12/10/95
13/11/95
22/04/96
22/04/96

Function: 1- C30 node "C" program to respond to C30V timer-generated
interrupts using timer 0 and sample a2d inputs and the pulse count
from the quadrature decoder.

2- Kalman filter is used to filter the torque ripples
3- Accomodate Siglab input and output

*
*
*
*
*
*
*
*
*
*

5.2. The cao Portion
/----------------------------------------------------------------------
* FILE: freq_kalman.c

** Calling Sequence:

*
*
*
*
*
*
** Revision Information:

Date By Changes Made ....

•

/* Analog-to-digital converter definitions
/* Sine-wave generator functions

/* C30 node address definitions
/* Boolean type definition

/* Servo reference generation functions
/* Servo variable value definitions

"DT140X.h"
<math.h>
"node_map.h"
"stypes.h"
"servo_refgen.h"
"servo_conv.h"

---------------------------------------------------------------------- */
*/
*/
*/
*/
*/
*/

#include
#include
#include
#include
#include
#include

#define NOM_CHANNELS 4
#define NOM_MISC_FIELDS 1

/* Number of fields per sample */
#define FIELD_QTY (NUM_CHANNELS+NUM_MISC_FIELDS)
#define NUM_A2D_CHAN DT1401_A2D_CHANNELS
#define SIGN(X) «(X) < 0 ? -1 1 )

/* Sample data storage */
/* Mail boxes */

/* Parameter passing mailboxes */
/* Sample data storage */

int *time_sample_ptr = (int *) Oxc23000;
short *mbox = (short *) OxeOi
float *parm_ptr = (float *) OxcOOOcO;
float *sample_ptr = (float *) Oxc03000;
/* float Namplitude = 0.0, Vamplitude = 0.0;
float Nbias = 0.0, Vbias = O.Oi
float theta = 0, freq =0 ;
float rise = 0.0;
float fall =0.0;
*/
void c_int10 () ;
float Diff_filter()i
float First_order_filter();
float Kalman0 ;

•
/* Constant needed for Subroutines */
int kal_count = 1;
float v_1=O.O. a_1=0.O;
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float T_1=0.0, Tf_l=O.Oj
float volt2Nm =6.6, volt2radps = 56.2565j
float J_load = 1.725e-2, Gain = 100;
float T_ripple = 0.0;

DT140XChan
str_ch = DT140X_CH3,
end_ch = DT140X_CH6j
int numchannels = NUM_CHANNELSj
/* int wavetype = 0; */
int samplecount = 0;
float sample_period = 0.001;
int time_samplecount = 0;

/* Start channel of a2d = 3 */
/* End channel of a2d = 6 */
/* number of a2d channels */

/* no wave generation by default */
/* sample count */

/* Sample period in decimal */

•

/*------------- Timer 1 ETINTl handler ---------------------------------*/
void c_intl0 0
{

int *tl_counter_reg = (int *) Tl_CNTR_REG;
int channel, timecnt, timemark = OxffffffOf;
float a2dsamples[NUM_A2D_CHAN] j /* current set of resolved values */
short pcsamplej
short EncoderPulses;
int Nref;
float Tacho, MotorCurrOut, Torque, Torque_f, Torque_clean;
float vel, acc, T_meas, T_mod, Delta_T, out;

t1_stopO;
timecnt = *tl_counter_reg;
tl_startO;
copy( PB_LAT_RD_ADDR,tpcsample,l,OxcaOO,VME_2_NRAM);

DT1401Read( str_ch, end_ch, a2dsamples);

Tacho = a2dsamples[DT140X_CH4];
MotorCurrOut =a2dsamples[DT140X_CH5];
Torque = a2dsamples[DT140X_CH6];

vel = Tacho * volt2radpsj /* Calibration volt --> rad/sec */
acc = Diff_filter( vel); /* Differentiation of velocity */
T_meas = Torque * volt2Nm; /* Calibration volt --> Nm */
T_mod = J_Ioad * acc / Gain; /* Evaluatind Modelled Torque */
Delta_T = T_meas - T_modj /* Torque Error */
Torque_f = T_meas - T_ripplej /* Kalman Filtered Torque */
Torque_clean = First_order_filter(Torque_f)j

/* Final Filtered Torque */
T_ripple = Kalman (Delta_T, vel, sample_period)j

/* Finding torque ripple for next
iteration: Perdiction-Type KF */

out = Torque_clean * 10.0;
write_dacO(out)j

time_samplecount = time_samplecount + 3;
++samplecount;
enable_intrO j
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/* ****************************************************************** */
void mainO
{

Bool Samples_Ready = True;
int channel, pause. numsamples;
float max_time = 300; /* Maximum exp. time initialized to 5 min*/
float tlperiod = 514.0; /* max. allowable Timer period in */

/* seconds */
/* end declaration addition */

copyCparm_ptr. tsample_period. l, OxOOOO, GRAM_2_NRAM);
copyCparm_ptr+2. tmax_time, l, OxOOOO, GRAM_2_NRAM);
numsamples = Cint) (max_time / sample_period);

/*
copy(parm_ptr. tNbias , 1, OxOOOO, GRAM_2_NRAM);
copyCparm_ptr+4. tNamplitude. l, OxOOOO, GRAM_2_NRAM);
copyCparm_ptr+S, twavetype. l, OxOOOO. GRAM_2_NRAM);
copyCparm_ptr+S. tfreq, 1. OxOOOO. GRAM_2_NRAM);

*/

/* Initialize the hardware "my addition" */

/* Prototype board encoder interface initialized */
/* C30 node and buses initialized */

/* Port configuration reset, mode 0 */
sample_period); /* CPU interrupt levei Ox9 */

/* CPU external interrupt #3 enabled */

xvme085_ini t 0 ;
init_c30v_busO;
c30_1ed_onO;
tO_schedule_intr(c_intl0.
enable_ie_int3e);

/*
Vbias = PC2V_linear_conv( Nbias );
Vamplitude = PC2V_linear_conv( Namplitude )j
setup_dac_csr 0 ;
*/

write_dacO( 0.0 );

for epause=O; pause < Oxffff; pause++);
/* Initialize a2d converter; sample rate t mapping */
DT140Xlnit(str_ch. end_ch);
tl_schedule_intr(c_intl0,sample_period);
enable_intr 0 ;
tl_startO;

whileC samplecount < numsamples ){}

disable_intrO;
copyCttime_samplecount,Cparm_ptr + 10). l, OxOOOO,
copyC&Samples_Ready,eparm_ptr +l),l,OxOOOO t 16);
write_dacOCO.O);
c30_1ed_sflash();

NRAM_2_GRAM);
/* NRAM->GRAM */

•
}

/* -- end of file freq_kalman.c --*/
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6. Closed-Loop Frequency Response

/----------------------------------------------------------------------
• FILE: freq_fric_hinf.c

-• Calling Sequence:
•
• Function: 1- C30 node "c" program to respond to C30V timer-generated
• interrupts using timer 0 and sample a2d inputs and the pulse COllOt
• from the quadrature decoder.
• 4- Kalman filter is used to filter the torque ripples
•
• Revision Information:
• Date By Changes Made ....
•
* 26/02/92 ptd Cleaned up and documented.
* 11/03/92 ptd Expanded from 2 channels to four.
• 24/02/94 ptd DT140X analog input boards; float functionalities.
• 12/10/95 hdt Friction compensation loop added
• 13/11/95 hdt Modified for frequency response estimates
• 22/04/96 hdt Differentiator subroutine
• 22/04/96 hdt Kalman Estimator for torque ripple
• 02/08/96 hdt H-infinity torque feedback
• 29/10/96 hdt Boundry Layer and undercompensation added
* According to Kubo's results
---------------------------------------------------------------------- ./

#include llDT140X.h"
#include <math.h>
#include "node_map.h"
#include "stypes.h"
#include "servo_refgen.h"
#include "servo_conv.h"

/. Analog-to-digital converter definitions ./
/. Sine-~ave generator functions */
/. C30 node address definitions */

/* Boolean type definition */
/. Servo reference generation functions -/

/. Servo variable value definitions */

#define NUM_CHANNELS 4
#define NUM_MISC_FIELDS 1
#define FIELD_QTY (NUM_CHANNELS+NUM_MISC_FIELDS)
#define NUM_A2D_CHAN DT1401_A2D_CHANNELS
#define SIGN(X) «X) < 0 ? -1 1 )

152

/- Sample data storage */
/- Mail boxes */

/. Parameter passing mailboxes ./
/. Sample data storage ./

int *time_sample_ptr = (int .) Oxc23000;
short -mbox = (short *) OxeO;
float *parm_ptr = (float.) OxcOOOcO;
float *sample_ptr = (float.) oxcoaooo;
/. float Namplitude = 0.0. Vamplitude = 0.0;
float Nbias = 0.0. Vbias = 0.0;
float theta = 0, freq = 0 ;
float rise = 0.0;
float fall = 0.0;
*/
void c_int100;
float friction();
float Diff_filter();
float First_order_filter();
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float Kalman();
float Controle);

/* Constant needed for Subroutines */
int kal_count = 1;
float v_l=O.O, a_l=O.O;
float T_l=O.O, Tf_l=O.O;
float volt2Nm = 6.6, volt2radps = 56.2565;
float J_Ioad = 1.725e-2, Gain = 100;
float T_ripple = 0.0;
float u_l=0,u_2=0,u_3=O,u_4=0,

y_l=O,y_2=O,y_3=O,y_4=0;

DT140XChan
str_ch = DT140X_CH3,
end_ch = DT140X_CH6;
int numchannels = NUM_CHANNELS;
/* int wavetype = 0; */
int samplecount = 0;
float sample_period = 0.001;
int time_samplecount = 0;

/* Start channel of a2d = 3 */
/* End channel of a2d = 6 */

/* number of a2d channels */
/* no wave generation by default */

/* sample count */
/* Sample period in decimal */

/* Timer 1 ETINTl handler ---------------------------------*/
void c_int10 0
{

int *tl_counter_reg = (int *) Tl_CNTR_REG;
int channel, timecnt, timemark = OxffffffOf;
float a2dsamples[NUM_A2D_CHAN]; /* current set of resolved values */
short pcsamplej
short EncoderPulses;
int Nref;
float Tacho, MotorCurrOut, Torque, Torque_f, Torque_clean, Error;
float vel, acc, T_meas, T_mod, Delta_T, out;
float ref_fl, ref_fl_mag, ref_control, ref_fric, ref_total;
tl_stopO;
timecnt = *tl_counter_reg;
tl_start 0 ;
copy{ PB_LAT_RD_ADDR,tpcsample,l,OxcaOO,VME_2_NRAM);

DT1401Read( str_ch, end_ch, a2dsamples);

ref_fl_mag
Tacha
MotorCurrOut
Torque

= a2dsamples[DT140X_CH3];
= a2dsamples[DT140X_CH4];

a2dsamples[DT140X_CH5] ;
= a2dsamples[DT140X_CH6];

vel = Tacho * volt2radps; /* Calibration volt --> rad/sec */
acc = Diff_filter( vel); /* Differentiation of velocity */
T_meas = Torque * volt2Nm j /* Calibration volt --> Nm */
T_mod = J_Ioad * ace / Gain; /* Evaluatind Modelled Torque */
Delta_T = T_meas - T_mod; /* Torque Error */
Torque_f = T_meas - T_ripple; /* Kalman Filtered Torque */
Torque_clean = First_order_filterCTorque_f);

/* Final Filtered Torque */
T_ripple = Kalman (Delta_T, vel, sample_period);
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•
Error =
ref_control
ref_fric
ref_total

1* Finding torque ripple for next
iteration: Perdiction-Type KF */

1* attenuate the magnified input */
1* signal to its real value */

ref_fl - Torque_clean;
= Control(Error); 1* Generating Control Output */
= friction( ref_control , Tacho );
= ref_fric + ref_control;

vrite_dacO( ref_total );
out = Torque_clean * 10.0;
vrite_dacl(out)j

/* Write controlled output to D/A*/
1* Magnify Torque signal */
/* Write Magnified Torque ta DIA */

pcsample t= OxOOOOffff; /. Avoid hi/lo duplication of short */
EncoderPulses = pcsample;
time_samplecount = time_samplecount + 3;
++samplecount;
enable_intrO ;

1* *******••••••*••**.***.**.*****•••••***••••*••••**•••••••***•••••••• • /
void main()
{

Booi Samples_Ready = True;
int channel, pause, numsamples;
float max_time = 300; /. Maximum experiment time initialized to 5 min./
float t1period = 514.0; /. max. allovable Timer period in ./

/. seconds */
copy(parm_ptr, lsample_period, l, OxOOOO, GRAM_2_NRAM);
copy(parm_ptr+2, tmax_time, l, OxOOOO, GRAM_2_NRAM);
numsamples = (int) (max_time 1 sample_period);

/. Initialize the hardvare .1

/. Prototype board encoder interface initialized ./
1. C30 node and buses initialized ./

/. Port configuration reset, mode 0 ./
sample_period); /. CPU interrupt leveI Ox9 ./

/. CPU external interrupt #3 enabled */

xvme085_initO;
init_c30v_bus 0 ;
c30_led_on 0 ;
tO_schedule_intr(c_intl0,
enable_ie_int3();

vrite_dacO( 0.0 );

for (pause=O; pause < Oxifff; pause++);

/. Initialize a2d converter; sample rate t mapping ./
DT140Xlnit(str_ch, end_ch);
tl_schedule_intr(c_intl0,sample_period);
enable_intr0 ;
tl_start () ;

•
while( samplecount < numsamples ){}

disable_intr();
copy(ttime_samplecount,Cparm_ptr + 10), l, OxOOOO, NRAM_2_GRAM);
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• }

copy(iSamples_Ready,(parm_ptr +l),l,OxOOOO, 16);
vrite_dacO(O.O);
c30_led_sflash();

/* NRAM->GRAM */

The algorithm includes a treshhold and boundary layer for friction
at lov velocities see Kubo et al. 1996 for details

Function calls:
Controlled_Ref_Signal = friction ( Ref_signal, velocity )

This routine calculates the Coulomb and viscous friction of the
system based on the Identified parameters and adds enough input to
the system to compensate for that.

/********************** Friction Feedforyard ***************************
*
*
*•
*•
•
•
•
•
*
***********************************************************************./

float friction (inp1, inp2 )

float inp1, inp2;

{

/* Friction Compensation Algorithm ./

/. inp1: reference signal
inp2: Tacho readings

float Tvp, Tvn, Tsp, Tsn, Tacho_calib_gain,
Torque2volt, inp_comp, Treshhold, under_comp_p, under_comp_n;

Tvp=3.7302e-04; /* Viscous friction (+ive velocity direction)*/
Tvn=3.5282e-04; /* Viscous friction (-ive velocity direction)./
Tsp=4.6057e-02; /* Static friction (+ive velocity direction) ./
Tsn=4.4390e-02; /* Static friction (-ive velocity direction) */
Tacho_calib_gain = 56.2565; /* volt2rad/sec */

/* l/Km/Servo_Gain relates the compensation torque */
/* to the compensation voltage to be feed to the servo */

Torque2volt = 70.15 ;

Treshhold = 1.0;
under_comp_p = 0.95;
under_comp_n = 0.95;

inp2= inp2 * Tacho_calib_gain;

/* velocity treshhold (rad/sec) */
/* Under conpensation ratio */
/* Under conpensation ratio */

if ( inp2 > Treshhold /* Positive velocity*/

•

inp_comp= under_comp_p * Torque2volt * ( Tvp * inp2 + Tsp );

else if (inp2 < -Treshhold) /. Negative velocity*/

inp_comp = under_comp_n * Torque2volt * ( Tvn * inp2 - Tsn );

else /* boundary layer routine */
{

if ( inp1 > 0.0 ) /* Positive reference command ./

inp_comp= under_comp_p * Torque2volt * ( Tvp * inp2 + Tsp );
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else if ( inpl < 0.0 ) /* Negative reference command */

inp_comp = under_comp_n * Torque2volt * ( Tvn * inp2 - Tsn );

}
re'turn( inp1 + inp_comp );

}

/* ------ Control algoritm, discritized H_infinity controller --------- */

float Control( inp )
float inp;
{

float out;

/* check file control.c for more info about the controllers */

/* Contro14
Ws = (8+300)/5(s+3)
*/

Wu = 2e-3 gamma = 0.7344

float n[5]={
1.613232636335038e+02,

-3.070818844474838e+02,
-1.476520800977480e+01,
3.070860612409937e+02,

-1.46553878830218ge+02
};

float d[5]={
1.000000000000000e+00,

-2. 194950808074451e+00,
9.761822803324164e-01,
6.340890488734918e-01,

-4. 153191877594238e-01
}i

out=«n[O] *inp+n[1] *u_1+n[2]*u_2+n[3]*u_3+n[4] *u_4)­
(d[4]*y_4+d[3]*y_3+d[2]*y_2+d[1]*y_I»/d[0];

}

u_4 = u_3;
y_4 = y_3;

return (out) ;

u_3 = u_2;
y_3 = y_2;

u_2 = u_l;
1_2 = y_l;

u_l = inp;
y_1 = out;

•

/* -- end of file freq_kalman.c --*/
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APPENDIX C

Modelling Scheme Verification Plots

As a continuation of modelling scheme verification addressed in § 1.3 of Chapter 5, in

this appendix sorne more comparison plots of the simulation and experimental results for the

systenl under constrained and free motion are presented. Here experiments with different

current input shape functions, and fi-equencies are examined and illustrated. In aIl figures,

a solid line represent the fiitered measured velocity or torque signaIs from the experiments,

while a dotted line represents the simulation outputs. A fifth-order Butterworth fiIter, by

zero-phase distortion routine is empIoyed to fiIter the measured signaIs_
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Simulation Verification: 50_3
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2. System under Free-Motion

Simulation Verification: 70_1_12
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FleURE C.9. Simulation verification: 1.4 Hz sinusoid input
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2. SYSTEM UNDER FREE-MOTION
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FIGURE C.IO. Simulation verification: 1.6 Hz sinusoid input

Simulation Verification: 70_1_18
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FIGURE C.Il. Simulation verification: 1.8 Hz sinusoid input
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2. SYSTEM UNDER FREE-MOTION
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FIGURE C.12. Simulation verification: 2 Hz sinusoid input
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FIGURE C.13. Simulation verification: 2.5 Hz sinusoid input
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