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Abstract

The conversion of solar energy into a carbon-free chemical form of fuel comprises

a key constituent of the economic paradigm based on renewable energy. Through-

out the last two decades, the growing and pervasive impact of anthropogenic climate

change continue to drive the demand for efficient, eco-friendly and large-scale solar-

to-chemical fuel conversion. In the same spirit, solar-assisted water splitting, by uti-

lizing light-absorbing and earth-abundant semiconductors, is of paramount interest

as it can delineate a route to low-cost and scalable production of H2-fuel and possibly

serve as the backbone of a renewable economic paradigm. Nevertheless, inadequate

understanding of the intricate charge transfer processes governing semiconductor pho-

tocatalysis significantly impedes the realization of cost-competitive monolithic pho-

toelectrodes pertaining to solar water splitting in an unassisted fashion. Extensive

ongoing research in this direction has outlined critical scientific problems that entail

urgent resolution through combined theoretical and experimental efforts.

The research in this dissertation demonstrates numerical modeling of an archetyp-

ical semiconductor-aqueous electrolyte junction and theoretically probes the electro-

statics and charge transport processes determining interfacial photoelectrochemical

performance. Our numerical approach concomitantly incorporates the drift-diffusion

methods developed for the solid state semiconductor devices with the Gouy-Chapman-

Stern model for aqueous electrolyte. This research, along with the complete numeri-

cal description of the system, tackles some of the key numerical problems (boundary

conditions) related to the semiclassical modeling of the photocatalytic semiconductor-

liquid junctions. To numerically capture both the photovoltage and photocurrent (two

of the most commonly measured quantities in typical photoelectrochemical experi-

ments) at semiconductor-liquid interfaces we show that it is necessary to simultane-

ously solve both the majority and minority carrier transport equations. The solution

of the minority carrier transport equation is needed to calculate the interfacial pho-
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tocurrent and the solution of the majority carrier transport equation is needed to es-

timate the photovoltage. Throughout this numerical treatment, a floating boundary

condition for the electrostatic potential in the bulk and a pseudo-Schottky bound-

ary conditions for the interfacial electron and hole currents must also be imposed

to facilitate the band-flattening process brought about by the solar irradiation. In

addition, this work also extends the scope of the semiclassical modeling in theoret-

ically exploring the phenomena due to the presence of surface states and bulk trap

states. By utilizing a distinct Fermi-level for surface state occupation, this work

provides insights regarding the equilibration of surface states and unravels the non-

trivial trends in Mott-Schottky analysis. Conversely, computational studies regarding

the impact of bulk trapping of the carriers are shown to demonstrate severe degra-

dation of the maximum attainable photovoltage along with poor majority carrier

conduction properties. Furthermore, the utility of the methodology, as developed

throughout the course of this thesis, is demonstrated by correlating theoretical cal-

culations with experimental measurements reported in the literature. This includes,

but is not limited to: computation of the photovoltage, onset and saturation of the

photocurrent, interfacial transfer and bulk relaxation of the minority carriers, various

generation/recombination processes, impacts of surface states and bulk trap states,

Mott-Schottky analysis and capacitance spectroscopy, charge screening at the photo-

electrochemical interface, and the suppression of back-reactions. Finally, our results

decouple the interfacial transfer of the minority carriers from the recombination at the

interface/space charge region, underscore the significance of bulk processes and eluci-

date possible methods to engineer the mesoscopic transfer process at water splitting

electrodes. In general, this work is intended to expand the scope of photocatalytic

device design tools and thereby aid the design of the practical photoelectrodes en

route to unassisted solar water splitting
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Résumé

La conversion de l’énergie solaire en forme de combustible chimique sans carbone

constitue un élément clé du paradigme économique que posent les énergies renouve-

lables. Au cours des deux dernières décennies, les impacts croissants et généralisés

provenant des changements climatiques anthropiques sont devenus essentiels à la de-

mande critique pour une conversion de combustible solaire en produit chimique, qui

serait à la fois efficace, écologique et produit à grande échelle. Dans cette perspec-

tive, la recette scientifique de la séparation de l’eau par voie d’énergie solaire en

utilisant des semi conducteurs abondants en terre, qui absorbent la lumière, prend

un rôle critique pouvant définir la voie vers une production de H2 peu coûteuse et

évolutive pour ainsi servir de base fondamentale au paradigme économique des re-

nouvelables. Néanmoins, une compréhension inadéquate des processus complexes

de transfert de charge contrôlant la photocatalyse à semi-conducteur, entrave con-

sidérablement la production des photo-électrodes monolithiques à prix économique,

relatif à la séparation de l’eau solaire de manière non assistée. Des recherches ap-

profondies en cours dans cette direction ont mis en évidence des problèmes scien-

tifiques critiques qui demandent une résolution urgente nécessitant des efforts à la

fois théoriques et expérimentaux.

Les études de recherche dans cette thèse proposent la modélisation numŕique d’une

jonction de diffusion électrolyte archétypique à semi-conducteur aqueux et offre une

portée intrigante pour sonder théoriquement l’électrostatique et les processus de trans-

fert de charge qui ainsi peuvent identifier la performance photo-électrochimique inter-

faciale. Notre approche numérique incorpore de manière concomitante, les méthodes

de dérive à diffusion, développées pour les appareils semi-conducteurs à l’état solide

ainsi que pour le modèle de Gouy-Chapman-Stern utilisé pour l’électrolyte aqueux.

Cette étude, ainsi que la description numérique complète du système, sattaque à

certains problèmes numériques fondamentaux (limites de conditions) associés à la
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modélisation semi-classique des jonctions semi-conductrices photo catalytique-liquide.

Afin de capter numériquement et en même temps le photovoltage ainsi que le pho-

tocourant (deux des quantités les plus couramment mesurées dans la majorité des

essais photo-électrochimiques) aux interfaces semi-conductrices à base liquide, nous

démontrons qu’il est nécessaire de résoudre simultanément les formules de transfert

de porteurs majoritaires et minoritaires. La solution du calcul de transfert de por-

teurs minoritaires savère fondamentale pour calculer le photocourant interfacial ainsi

que la solution du calcul de transfert de porteurs majoritaires qui savère cruciale

pour calculer le photovoltage. Tout au long de ce traitement numérique, une condi-

tion limite flottante en masse pour le potentiel électrostatique et pour les conditions

limites pseudo-Schottky attribués aux courants d’électrons et trous interfaciaux, doit

absolument être appliquée afin de faciliter le processus d’aplatissement des bandes

que l’irradiation solaire tend à provoquer. De plus, cette recherche étend également

la portée de la modélisation semi-classique en explorant les phénomènes théoriques as-

sociés la présence des états de surface et des états de piégeage en masse. En utilisant

un différent niveau de Fermi pour l’occupation de l’état de surface, cette recherche

fournit des aperçus concernant l’équilibrage des états de surface au niveau de Fermi

et dénoue les tendances non-triviales dans l’analyse de Mott-Schottky. Inversement,

les calculs concernant l’impact du piégeage en masse des porteurs, présentent une

dégradation importante de la photovolte maximale qui est atteignable accompagnée

de mauvaises propriétés de conduction provenant de porteurs majoritaires. De plus,

les fonctionnalités de la méthodologie développée au cours de cette thèse, sont relevées

en corrélant les calculs théoriques avec les mesures expérimentales rapportées dans la

littérature. Ceci inclus mais ne se limite pas aux calculs de photovoltage, d’apparition

et de saturation du photocourant, de transfert interfacial, de relaxation globale des

porteurs minoritaires, des divers processus de génération et de recombinaison, d’états

de surface et d’états de piégeage en masse, des analyses Mott-Schottky, de la spec-
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troscopie de capacité, de filtrage de charge à l’interface photo-électrochimique et de

la suppression des rétro-réactions. Enfin, nos résultats découplent le transfert inter-

facial des porteurs minoritaires lors de la recombinaison à la région dinterface et de

charge d’espace et soulignent l’importance des processus en masse tout en proposant

des nouvelles méthodes pour concevoir le processus de transfert mésoscopique aux

électrodes séparatrices de l’eau. En général, ce travail est destiné à élargir la portée

des outils de conception des appareils photo-catalytiques et ainsi assister à la con-

ception des photoelectrodes pratiques qui servent au processus de séparation de l’eau

solaire, d’une manière non assistée.
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2.3 Various charge transfer processes at a typical n-type semiconductor-

aqueous electrolyte junction pertaining O2 evolution. The schematic

band diagram in (a) represents the situation at the instant when the

first stroke of the sunlight is incident on the SL junction. Each pro-

cess can be identified as either beneficial (marked in blue) or detri-

mental (marked in red) in terms of the yield of solar to O2 evolution

reaction. For instance, processes depicted by 1, 2 and 5 (namely, photo-

generation of carriers, direct and indirect interfacial transfers of valence
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Qsolid + Qliquid = 0 and x = xint marks the location of the SL inter-

face. Here, the illustration portrays a hematite photoanode immersed

in an aqueous solution of pH = 13.6, similar to the one presented in

Ref. [68]. In general, the screening length in semiconductor usually

spans much longer than that of the electrolyte (not drawn in scale
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junction and (b) cathodic semiconductor-aqueous junction (photosyn-

thetic cells). For example, at the photoanode (part a), OER is assumed
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ing O2 at the surface of the photoanode via conduction band electron
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OH−/O2 species. Similarly, HER and HOR are respectively assumed
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4.1 Various charge transfer processes involving surface states in a typical

semiconductor photoanode. (a) Electron transfer between the con-

duction band and surface states with rate constants cn and en. Free

electrons occupy only a small portion of the available density of states

(DOS) in conduction band close to EC . (b) Hole transfer between the

valence band and surface states with rate constants cp and ep. Most

of the states in the valence band DOS are occupied by electrons and

hence very few free holes, that posses an energy close to EV , are avail-

able. (c) Transfer of a trapped hole from surface states to the reduced

species (CR) in the liquid with rate constant ksp and (d) transfer of a

trapped electron from the surface states to the oxidized species (CO)

in the liquid with rate constant ksn. The schematic band diagrams are

drawn under equilibrium in dark where all the Fermi levels are aligned. 79

4.2 Calculated dark current energy band diagram of an n-type TiO2-water

junction under (a) flat-band (b) equilibrium conditions. A band gap

of ∼ 3 eV is assumed. The junction in equilibrium demonstrates a

flat Fermi level EF = EL = EFs. Due to the fact that EFs lies below
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(ρss > 0). (c) Equilibrium potential distribution at the interface.

The ionized surface states gives rise to the vertical potential jump at

the interface (Vss). Finally, most of the potential drop is accommo-

dated by the semiconductor depletion region and SS region (Vsc+Vss).

(d) Calculated SS Fermi level (EFs) under an applied bias and using

different sets of rate constants. . . . . . . . . . . . . . . . . . . . . . . 90
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4.3 Electrostatics and occupation statistics of a TiO2-water junction con-

taining shallow level surface states with ksp
cn
≤ 10−12. (a) Normalized

surface states occupation by electrons. Fermi level pinning (FLP) and

band level pinning (BLP) regions are shown. FLP occurs due to sur-

face state filling/emptying. (b)-(c) Variation of the potential across the

semiconductor electrode and liquid with applied bias. When surface

states are completely filled/empty, Vsc follows a linear profile to accom-

modate the change in potential at the junction, whereas VH remains

almost constant. However as the SS starts to participate in screening,

Vsc becomes nearly constant and VH starts to vary. (d)-(f) Plots of

different junction capacitances Css, Csc and CH , respectively. . . . . . 94

4.4 Electrostatics of a TiO2-water junction containing shallow level sur-

face states with ksp
cn
≤ 10−12. (a)-(b) Total junction capacitance in the

high and low frequency regimes, respectively. The associated simple

equivalent circuit models are also shown in the insets. (c) Calculated

Mott-Schottky plots for high (green) and low (dashed puple) frequency

regimes. The high frequency plot exhibits the classical plateauing ef-

fects. The low frequency plot exhibits non-linearly close to the flat-

band potential that can be linked to the surface state capacitance. . . 95
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4.5 TiO2-water junction under equilibrium, with a donor-type SS located

deep inside the band gap. (a) Calculated equilibrium energy band

diagram. The SS remains charge neutral, since EFs resides well above

Es. (b) Distribution of potential at the interface. Since ρss ∼ 0,

semiconductor depletes further to compensate the counter charge in

the liquid. (c) Plot of EFs at the maximum rate (ksp/cp = 10−21) for

which the SS remains in perfect equilibration with the semiconductor

within the bias window. (d) Normalized surface states occupation by

electrons. FLP and BLP regions are shown. SS charging takes place

in deep depletion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.6 TiO2-water junction with a donor-type SS located deep inside the band

gap and ksp
cn

= 10−21. (a)-(c) Plots of different junction capacitance

(Css, Csc and CH) respectively. (d)-(e) Total junction capacitance

under high and low frequency approximation. The associated simple

equivalent circuit models are also shown in the insets. (f) Calculated

Mott-Schottky plots for the high (green) and low (blue) frequency ap-

proximations. High frequency plot exhibits the classical plateauing ef-

fects.34,36 But the low frequency plot exhibits “U-shaped” non-linearly
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4.7 (a) Evolution of EFs under an applied bias for different hole transfer

rate constants between the liquid and semiconductor. With increasing

ksp, EFs equilibrates more with EL. (b)-(c) Variation of the potential

across the semiconductor electrode and liquid under an applied bias.

As ksp increases, FLP region moves deeper into the depletion region.

(d) Normalized surface state occupation by electrons. (e) Variation

of Css with applied potential. Increasing ksp shifts the peak of Css

towards inversion region. (f) High frequency approximation of the

Mott-Schottky plot, with its plateau driven deeper inside depletion

region due to the increase in ksp. . . . . . . . . . . . . . . . . . . . . . 99

5.1 (a) Typical equilibrium band diagram alignment of a metal-semiconductor

junction demonstrating perfect alignment of all the Fermi-levels

(EFn = EFp = EF,metal). Here EC is the conduction band edge and

EV is the valence band edge. Formation of a Schottky contact is

illustrated by a constant barrier height, whereas the electron and hole

transfer over the barrier are modulated by vs.n and vs.p, respectively.

(b) Band diagram alignment of an illuminated semiconductor-liquid

junction forming a pseudo-Schottky contact and demonstrating split-

ting between the quasi Fermi-levels. The generation of Vph is marked

by a reduction in band bending from the unbiased built-in potential

(Vbi) under dark condition. (c)-(d) Illustration of the discretized

spatial domains used in the simulation of the junctions shown in (a)

and (b), respectively. All the boundary conditions are indicated as

either Dirichlet or Neumann in character. . . . . . . . . . . . . . . . . 108
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5.2 Various generation-recombination processes determining the interfa-

cial/bulk charge transfer at an n-type photocatalytic semiconductor-

liquid anode. Each process can be viewed as either beneficial (marked

in blue) or detrimental (marked in red) in terms of the solar-to-chemical

fuel conversion yield. (a) Photogeneration (Ghν) of electron-hole pairs

under solar irradiation. (b) Transfer of conduction band electrons and

valence band holes to reduce and oxidize species inside liquid, respec-

tively. Here, hole transport is marked as the desired reaction, whereas

electron transfer is the undesired backward reaction. (c) Non-radiative

recombination in the semiconductor mediated by trap states and sur-

face states. (d) Direct band-to-band radiative recombination. . . . . 117

5.3 Photovoltage generation processes at a typical illuminated photoanode-

liquid junction without any externally applied bias (V=0). (a) Equi-

librium band alignment of the electrode, clearly illustrating the in-

terface, SCR and bulk regions. Exposed ionized donors compensated

by screening electrolyte ions in the SCR provide the depletion region

electric field ( ~Efield). (b) Processes at the same photoanode occur-

ring immediately after illumination, highlighting several interfacial and

SCR generation-recombination processes. The photogenerated elec-

trons and holes travel in opposite directions inside SCR due to the

influence of ~Efield. (c) Steady-state band diagram of the illuminated

photoanode showing band flattening due to photovoltage generation

and depicted by a reduction in the built-in potential (Vbi). Simultane-

ously, ~Efield weakens as the depletion region shortens. . . . . . . . . . 123
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5.4 Self-consistently calculated electrostatics and charge transfer kinetics

of an n-type Si-metal Schottky junction. (a) Unbiased (V = 0) band

alignment with the demonstration of a flat Fermi-level (EFn = EFp =

EF,metal). The Si-metal interface is characterized by the formation

of ∼ 0.45 eV Schottky barrier. (b) Band diagram under forward

bias (V < 0) showing the extent of electron extraction and hole in-

jection due to finite electron and hole recombination velocities. The

quasi Fermi-level of electrons (EFn) moves away from EC due to inter-

facial electron extraction, whereas the quasi Fermi-level of holes (EFp)

equilibrates with EF,metal due to interfacial hole injection. (c) Band

diagram under reverse bias (V > 0) illustrating injection of electrons

into the conduction band and the extraction of valence band holes. (d)

Calculated injection ratio defined as the hole current density over the

total current density, drawn with respect to the forward bias current

density. (e) Calculated total interfacial current density clearly showing

the rectifying nature of a typical MS Schottky junction. . . . . . . . . 126

5.5 Self-consistent calculation of the photovoltage in an illuminated n-

type hematite-water junction (pH=13.6). A band-gap of ∼ 2.1 eV

is assumed. Calculated energy band diagram of an unbiased hematite

photoanode under (a) dark and (b) 0.33 sun illumination. As can be

seen, most of the built-in potential (∼ 0.69 V) is suppressed by the

generated photovoltage (∼ 0.64 V). (c) Corresponding, depleted donor

charge densities under dark (in blue) and 0.33 sun illumination (in

green), where the illuminated hematite surface exhibits a dramatically

shortened space-charged-region due to band-flattening by the induced

photovoltage. (d) Calculated ~Efield inside hematite electrode under

dark (blue) and solar irradiation (green). . . . . . . . . . . . . . . . . 130
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5.6 Calculated charge transfer kinetics of an n-type hematite-liquid junc-

tion. (a) Spatial distribution of the electron and hole densities of an

unbiased junction under dark (marked in blue) and 0.33 sun illumina-

tion (pink and green, respectively). When dark, the hematite electrode

demonstrates an electron-depleted surface, while under illumination

both electron and hole concentrations are increased. (b) Calculated

spatial distribution of holes inside an illuminated hematite photoanode

under zero (0.59 V vs. RHE and in green), small (0.8 V vs. RHE and

in blue) and large (1.4 V vs. RHE in pink) applied reverse potential.

Photogenerated holes start to accumulate in the semiconductor SCR as

the extent of the bias is increased. These holes with longer lifetimes are

detected as ‘long-lived’ holes in practical TA experiments. (c) Compar-

ison of rate of recombination (marked in red) and rate of interfacial hole

transfer (marked in blue) with applied reverse bias demonstrating the

suppression of hole SCR recombination. As the photogenerated holes

become less vulnerable to recombination in the SCR, the photoanode

exhibits higher yield of solar-to-chemical fuel conversion. (d) Evolution

of the surface hole density under an applied reverse bias demonstrating

the incremental trend (due to the gradual suppression of recombina-

tion) and saturation (due to the minimized recombination rate with

respect to the interfacial hole transfer rate). . . . . . . . . . . . . . . 134
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5.7 (a) Calculated photocurrents under different light intensities (4.4 mWcm−2→33.8 mWcm−2),

clearly demonstrating the experimental trend of photocurrent on-set,

transition and saturation. The on-set potential of the photocurrents

can be estimated to be slightly anodic to 1 V vs. RHE, whereas the

saturation occurs at potential anodic to 1.3 V vs. RHE. (b) Photocur-

rent density with respect to the illumination intensity. In this case the

linear dependency of the photocurrent with respect to illumination

intensity is correlated with a slope of 0.170 mA mW−1. (c) Impact of

the interfacial hole transfer rate on the photocurrent. With faster hole

transfer, the solar-to-chemical conversion yield improves by shifting

the photocurrent in the cathodic direction. . . . . . . . . . . . . . . . 136

6.1 Typical band-diagram alignment of an illuminated semiconductor pho-

toanode (n-type) in contact with an aqueous solution (pH > 7). All

important energy levels are drawn for clarity. In this case, the energy

of the reversible hydrogen electrode (RHE) is taken as the reference

(Eref ). In PEC experiments, the potential of the working electrode

(photoanode in our case) or EWE is measured with respect to Eref ,

whereas the metal counter electrode (operating at energy ECE) is re-

quired to close the path of electron/hole flow. Under solar irradi-

ation, the photoanode demonstrates splitting of electron (EFn) and

hole (EFp) quasi-Fermi levels and the band bending is reduced by the

amount of generated photovoltage (Vph). The built-in potential at dark

and the applied external bias are represented by Vbi and Vapplied, re-

spectively. Here, the PEC set-up is illustrated for Vapplied = 0 with

solar irradiation (illuminated OCC). A few important points along the

space vector (xbulk, xint and xmetal) are also shown for convenience of

the discussion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
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6.2 (a) Calculated band diagram of hematite photoanode at the dark OCC.

The PEC system demonstrates perfect alignment of all the Fermi lev-

els and thus illustrates the junction at equilibrium characterized by

Vbi ∼ 0.69 V. (b)-(c) Calculated band diagrams of the hematite pho-

toanode under ∼ 0.33 sun of solar irradiation. Depending on whether

(b) Dirichlet- or (c) Neumann-type boundary condition is applied on

the electrostatic potential at x = xbulk, the band diagram may

(Neumann) or may not (Dirichlet) capture the band flattening pro-

cess brought by the illumination. . . . . . . . . . . . . . . . . . . . . 149

6.3 Calculated photocurrents using Neumann- (marked by A) and

Dirichlet- type (marked by B) boundary conditions on φ at x = xbulk.

Here, Jph is plotted as a function of the applied external poten-

tial, where Vapplied = 0 denotes the open circuit potential (OCC).

Jph computed with a Neumann condition theoretically imitates the
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(dark OCC → illumination OCC → Vapplied > 0) and hence, in accor-

dance with the perception of hematite band bending and interfacial

hole transport. However, Jph computed with a Dirichlet condition fails

to produce a photovoltage and is unable to provide a point-by-point
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6.4 Comparison of the calculated rate of recombination and rate of inter-

facial hole transfer in an illuminated hematite photoanode with both

Neumann (marked by A) and Dirichlet (marked by B) boundary condi-

tions. For curve A, the entire region 1 and part of region 2 are situated

in the sub-onset regime of the photocurrent (compare curve A in Fig-

ure 6.3). In this case, the interfacial hole transfer is suppressed by a

high rate of recombination. These holes are detected experimentally

as fast-decay hole in TA spectra analysis of hematite electrodes. Nev-

ertheless, the lifetime of interfacial holes improves with the application

of a reverse potential. It is only in region 3, where the interfacial hole

transfer becomes comparable or outperforms the hole recombination

process and the holes are detected as long-lived holes in TA spectra

analysis. With improper Dirichlet condition (curve B), this entire pro-

cess is unphysically shifted towards applied forward potentials and a

direct correlation between theoretical and experimental results cannot
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7.1 Idealized band-diagram alignments of a crystalline semiconducting

photoanode-aqueous junction under (a) dark and (b) illuminated

conditions, with no externally applied potential and in the absence

of carrier trapping.21,130,206 Schematic (a) represents the open-

circuited SL junction at equilibrium (OCC dark) and therefore,

EFn = EFp = EL.72,206 Due to the electric-field in the SCR, pho-

toexcited carriers are separated and driven in opposite directions.

Schematic (b) displays the open-circuit SL junction under solar

illumination (OCC under illumination). Here, the photoanode maxi-

mizes Vph, which is achieved by suppressing Vbi and is characterized by

a near complete flattening of the semiconductor bands. Quasi-Fermi

level splitting also occurs under illumination. . . . . . . . . . . . . . . 165

7.2 Electron and hole capture/emission by trap states distributed in

a semiconductor. With the inclusion of trap states, electron and

hole transport deviates from that of an idealized crystalline semi-

conductor.73,138,218 This is illustrated by the capture of mobile

electrons and holes, which should be separated and collected at the

substrate/electrode and photocatalytic SL interfaces, respectively.

Depending on the nature of the trap states and the types of carriers

captured, the electrons/holes trapped by these states may or may not

contribute to the overall charge balance.143,219 This is shown in the

insets drawn for acceptor-type (upper) and donor-type (lower) states. 168
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7.3 Calculated electrostatics of an idealized PEC junction between a

perfectly crystalline hematite photoanode and an aqueous solu-

tion (pH = 13.6).68 The computed band diagram in (a) exhibits the

equilibration of Fermi levels on both sides of the SL interface. As can

be seen from (b), the electron concentration in the bulk approaches

the dopant concentration – expected for efficient n-type doping.

Furthermore, with a span of ∼5 nm, the SCR region approximates

the short minority carrier collection length commonly observed in

hematite photoanodes.57 . . . . . . . . . . . . . . . . . . . . . . . . . 175

7.4 Calculated electrostatics of a hematite photoanode with a distribution

of acceptor traps as expressed by Eq. (7.10), characterized by ζ = 1.48

and σs = 1. The impact of shallow- to deep-level states are computed

by varying fpeak from 0.8 (b-d, marked in green), through to 0.7 (e-g,

marked in purple) and 0.6 (h-j, marked in red). As can be seen from

the energy band diagrams in (b), (e) and (h), the built-in potential is

gradually reduced, simultaneously decreasing the extent of Vph|max. A

reduction in Lscr (corresponding to the hole collection length) is also

correlated with decreasing fpeak in (c), (f) and (i). The capture of

conduction band electrons (ncb) by acceptor traps (nT |A) is also visible

in (d), (g) and (j). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
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7.5 (a) Potential of the hematite photoanode vs. RHE, operating at the

dark OCC (green diamond) and flatband condition (yellow square)

drawn for the acceptor states as presented in Fig. 7.4. The flatband

potential becomes increasingly anodic as the acceptor states are placed

deep in the bandgap, leaving limited room for the desired cathodic

shift of the photocurrent onset.21 (b) Evolution of Vph|max as a func-

tion of the location of the peak of the distributed acceptor states.

Here, we have assumed σs = 1 and ζ is allowed to change as 0 (grey),

0.99 (green), 1 (yellow), 1.01 (pink), 1.5 (purple) and 10 (red). (c)

Evolution of Vph|max as a function of the spread of the distribution. In

this case, fpeak is assumed to be fixed at 0.7 and ζ is allowed to take

the same values as in the case of (b). . . . . . . . . . . . . . . . . . . 180

7.6 Calculated electrostatics of a hematite photoanode only with donor

traps, as expressed by Eq. (7.11). Part (a) depicts the evolution

of Vph|max with respect to the peak position of donor traps inside the

bandgap (fpeak), assuming a fixed energetic breadth σs = 1 and varying

the relative concentration (ζ) from 0.1 (red) to 1 (green) and 10 (pur-

ple). Whereas (b) depicts the electron doping activity of donor traps

located close to the conduction band for various values of ζ and fpeak.

This is also shown in (c), where enhanced broadening of σs results in

an increase in Vph|max by raising the Fermi level slightly through the
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7.7 (a)-(b) α-Fe2O3 orbital projected density of states (PDOS) of the

polaronic ground states as calculated from first-principles (with

UFe3+ = UFe2+ = 4.3 eV). The electron polaron PDOS peak is

more visible in (b) and is localized at ET |A = 0.782 eV below the

conduction band (fpeak = 0.64). (c) Calculated energy band dia-

gram of the idealized α-Fe2O3-aqueous junction (using first-principles

derived parameters). The photoelectrochemical junction is charac-

terized by Vbi = 0.71 V. (d) Evolution of Vph|max as a function of σs

for fpeak = 0 (dotted line), fpeak = 0.64 (red), 0.68 (purple) and

fpeak = 0.74 (green). (e) Evolution of the concentration of the

self-trapped electrons in polaronic states as a fraction of the total

donated electron concentration and as a function of σs. We assume

ζ = 1 for all calculations in (d) and (e). . . . . . . . . . . . . . . . . . 185

7.8 Two-site non-adiabatic electron transfer picture in the context of po-

laronic hopping in hematite. In this case, the localized electron hops

between two neighbouring sites A and B by overcoming the barrier Ehop.189

B.1 (a) Calculated rates of generation (marked in blue) and recombina-

tion (marked in red) for the hematite photoanode in Chapter 6 oper-

ated at potential ∼ 1.45 V vs. RHE. (b) Calculated hole lifetime for

the same PEC set-up utilizing the hematite photoanode. . . . . . . . 205
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Chapter 1

Introduction

1.1 Objective

The rising societal and environmental costs of fossil fuels have recently driven the

worldwide hunt for inexhaustible and carbon-free energy sources.1–4 This ‘as-yet-

unknown’ source of energy must be abundant, environmentally friendly and replen-

ishable in character in order to reduce our ecological footprint and man-made environ-

mental impact.1,4 Any solution of this kind is also obliged to meet the energy demand

of new eco-friendly economic system, which will be essentially nourished by progres-

sive political stances and green energy policies. As this decade is witnessing the most

devastating and pervasive man-made impact on our planet, the need for this green

and renewable energy solution is more pronounced than ever.4 Decades of intensive

research has unequivocally directed our search of this ‘Holy Grail’ of clean energy on

the basis of earth-abundant substances and readily available forms of energy (e.g., so-

lar), which can ensure sustainability and offer large-scale and cost-effective energy

production.5,6

The practical realization of efficient solar-to-chemical fuel production constitutes

a long-standing possible solution to assist mankind’s journey towards the proposed
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green and renewable energy paradigm.5,6 In this regard, the scientific recipe of solar-

to-hydrogen generation via solar-assisted water splitting requires only cheap ingredi-

ents (sunlight, water and earth-abundant metal-oxide semiconductors) to perform the

key energy conversion process.1 An intensive amount of research throughout the last

40 years has robustly delineated the intriguing scope of solar-to-hydrogen generation

in mitigating the demand for renewable energy.1,4–6 Nevertheless, these cumulative

research efforts have revealed that efficient solar water splitting is enormously chal-

lenging due to our lack of understanding of the relevant fundamental processes. It is

now clear that scientists and engineers from different fields need to come together with

combined theoretical and experimental efforts to realize the efficient and economical

production of solar-H2.4

The objective of this thesis is to comprehend the pivotal charge transfer pro-

cesses at the semiconductor-liquid interfaces as they pertain to the evolution of H2

and O2 via solar-assisted water splitting reactions.7 The method, as presented in

this thesis, is based on theoretical modeling, simulation and scientific attempts to

correlate the key experimentally observable quantities with the reliable theoretical

reproductions. By including the important ingredients of the complete semiconduc-

tor water splitting process into the state-of-the-art modeling of semiconductor-liquid

junctions, the developed numerical recipe provides an intriguing scope to theoretically

probe critical phenomena, such as the generation/recombination of carriers, genera-

tion of photovoltage and photocurrent, roles of surface states and bulk trap states,

competitive transfer of interfacial carriers that are vulnerable to undesired recom-

bination etcetera. More importantly, theoretical computation of this nature can be

directly linked to the state-of-the-art experimental procedures, e.g., measurements of

photocurrent, photovoltage and junction capacitance (Mott-Schottky analysis), ex-

perimental spectroscopy of carrier relaxation process, and can offer further insights
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to improve our understanding of the fundamental governing processes en route to

solar-to-chemical fuel conversion.

1.2 Organization of the Thesis

The organization of the thesis is based on the published and submitted manuscripts,

which are solely developed by utilizing the methodology presented here. The entire

discussion is divided into eight chapters. Chapter 1 briefly presents the introduc-

tory comments and motivations leading to the research presented in this dissertation.

Chapter 2 consists of the literature review covering (1) the aspects of photoelectro-

chemical water splitting as a form of solar-to-chemical fuel generation (Sections 2.1-

2.3); (2) scientific challenges and technological bottlenecks hindering the efficiency

of solar-H2 production (Section 2.4); and (3) a review of theoretical modeling of the

photocatalytic semiconductor-liquid junctions with a clear delineation of the limi-

tations of the existing theoretical frameworks (Section 2.5). Chapter 3 presents a

thorough discussion on the computational methodology utilized in this thesis. It

includes (1) a discussion on the generic semiclassical description of a semiconductor-

liquid junction (Sections 3.1-3.2); (2) explanations of the assumptions (Section 3.3);

and (3) the details of the numerical formulations of the drift-diffusion equations that

are specifically designed/modified to simulate an archetypical semiconductor-liquid

junction (Sections 3.4-3.6).

Chapter 4 - 7 are comprised of the published (Chapter 4 - 6) and submitted (Chap-

ter 7) manuscripts in peer-reviewed scientific journals. Chapter 4 presents an elab-

orate theoretical derivation of the surface states equilibration process at a typical

semiconductor-liquid interface. With the aid of the relative rate constants defining

the interfacial charge transport, it has been shown that the surface states possess

separate non-equilibrium Fermi-level that lies between the respective Fermi-levels of
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the semiconducting electrode and liquid electrolyte. Furthermore, by incorporating

this theory into the numerical computation, Section 4.3 presents theoretical repro-

duction of the non-trivial phenomena commonly observed through various capacitive

measurements (non-linearity, dip and plateau in Mott-Schottky analysis, detrimental

and beneficial roles of surface states etc.).

Chapter 5, on the other hand, presents the complete numerical solution of the cou-

pled Poisson-continuity equations at the semiconductor-liquid junctions (Section 5.2).

By solving the electrostatics and charge transport in this way, it has been demon-

strated that the numerical procedure can simultaneously capture both the photo-

voltage and photocurrent. In addition, results from the theoretical calculation in

Section 5.3 are well-aligned with the experimental results reported in the literature.

The pivotal contribution of this work can be identified as the development of the

theoretical probing of the charge transport phenomena that determine the overall

solar-to-H2 conversion process.

Chapter 6 presents a scientific analysis on the impact of boundary conditions on

simultaneously solving photovoltage and photocurrent at the semiconductor-liquid

interfaces. The discussion presented in this chapter provides critical insights on how

to numerically replicate the practical photocurrent along with a realistic band diagram

of the photocatalytic junctions pertaining solar-assisted water splitting reactions.

Chapter 7 is organized to underscore the impacts of the bulk phenomena in deter-

mining the interfacial photoelectrochemical performance of the semiconductor-liquid

junctions. Our numerical approach, as presented in this Chapter, includes the dy-

namics of mobile carrier trapping by the bulk trap states. The key take away from

this work can be identified as the theoretical probing of the phenomena, e.g. degrada-

tion of the maximum of the attainable photovoltage, poor extraction of the majority

carrier at the bulk electrode contact and unraveling the low majority carrier conduc-

tivity due to the presence of the bulk trap states. The numerical analysis has been
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linked to the various experimental studies present in the literature. Overall, this work

suggests the engineering of the bulk of the semiconductor electrodes along with the

more traditional approach of surface modification techniques.

Finally, Chapter 8 summarizes the conclusion obtained from the research work

presented in this dissertation. It consists of the contributions to the original knowledge

along with the key outcomes obtained from this thesis, the originality of the research

findings and intriguing future directions by utilizing the footprint of the research

performed throughout this doctoral study.

1.3 Contributions of the Author

The research work, as presented in this thesis, is aimed at the semiclassical modeling of

the electrostatics and charge transport phenomena at semiconductor-liquid junctions

pertaining solar-assisted water splitting. This thesis contains elaborate descriptions

of the computational methodologies that are aptly developed and/or modified to

simulate the performance of photoelectrochemical (PEC) devices. Throughout this

research, persistent efforts have been given to correlate the theoretically extracted

characteristics with those observed in the real-life experiments. The scope of this

thesis, along with its original contributions, has been outlined in the following journal

publications and submitted manuscript:

1. Asif Iqbal, Md. Sazzad Hossain and Kirk H. Bevan, The Role of Relative Rate

Constants in Determining Surface State Phenomena at Semiconductor-Liquid

Interfaces, Physical Chemistry Chemical Physics, 2016, 18, 29466–29477 (Chap-

ter 4).

2. Asif Iqbal and Kirk H. Bevan, Simultaneously Solving the Photovoltage and

Photocurrent at Semiconductor–Liquid Interfaces, The Journal of Physical

Chemistry C, 2018, 122 (1), 30–43 (Chapter 5).
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3. Asif Iqbal and Kirk H. Bevan, The Impact of Boundary Conditions on Cal-

culated Photovoltages and Photocurrents at Photocatalytic Interfaces, MRS

Communications, 2018, 1–8, DOI: 10.1557/mrc.2018.42 (Chapter 6).

4. Asif Iqbal, Shuaishuai Yuan, Zi Wang and Kirk H. Bevan, Impact of Bulk Trap-

ping Phenomena on the Maximum Attainable Photovoltage of Semiconductor-

Liquid Interfaces, The Journal of Physical Chemistry C, 2018, 122, 42 23878–

23889 (Chapter 7).

In all the published manuscripts, the author has derived the relevant theories from

the existing semiclassical models of the semiconductor-liquid interfaces. The entire

sets of the source codes and simulations have been developed and performed by the

author himself. The only exception is the first-principles calculation as presented

in Chapter 7, where Shuaishuai Yuan and Zi Wang performed the computations

using density functional theory (Section 7.3.2). Throughout the development of these

computation models, the author engaged in valuable discussions with Professor Kirk

H. Bevan. The idea of the separate Fermi-level for surface states, as presented in

Chapter 4, was devised by Professor Kirk H. Bevan, whereas the author deduced

the theory and performed all the numerical calculations. Both Professor Kirk H.

Bevan and Md. Sazzad Hossain closely participated in the manuscript preparation

and internal review. The author deduced all the derivations, simulations and results

analysis presented in Chapter 5 and 6, whereas Professor Kirk H. Bevan provided

important guidelines, instructions and participated in the writing/reviewing of the

manuscripts. Similarly, the idea, derivation and most of the simulation presented in

Chapter 7 were performed by the author. Shuaishuai Yuan and Zi Wang computed

the DFT analysis and collaborated to prepare the results of polaronic states at the

hematite photoanodes in Section 7.3.2. Professor Kirk H. Bevan provided valuable

guidelines and participated in the writing/reviewing of the manuscript.
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Chapter 2

Literature Review

2.1 Solar-to-Chemical Fuel

The sun offers the largest exploitable source of renewable energy in the form of pho-

tons.1–3 Solar energy is practically inexhaustible and therefore, considered as a key

solution of our transition towards a renewable economic paradigm.1–4 In recent years,

the resurgence of solar-fuel research has largely prompted the intention to directly

convert solar energy into a storable, eco-friendly chemical form of fuel.3,4, 7–9 Theoret-

ically, the energy of photons from the visible spectrum (ranges between 1 eV to 3 eV)

is sufficient to facilitate various reactions synthesizing chemical fuels.1,3 Furthermore,

chemical fuels have the advantage of high energy density and ease of transportation

and can serve as the backbone of large-scale energy production.1,10,11 However, the

ultimate scientific formula of solar-to-chemical fuel conversion should incorporate the

cheap earth-abundant, non-toxic materials along with the solar energy so that this

technology can afford electricity at a comparable price with respect to the cost of the

existing fossil fuel based electricity.1,3–6
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2.2 Artificial Photosynthesis

In this regard, the process of artificial photosynthesis, as inspired by the natural

photosynthesis, is one of the possible routes towards the solar conversion to chemical

fuel.4,9 This process utilizes sunlight, water and semiconductors as the key ingredients

to perform solar-assisted water splitting reactions to produce hydrogen (H2) and oxy-

gen (O2) via water reduction and oxidation, respectively.7–9 Now, H2 is a storable,

green fuel with excellent energy density.1,10 An informative discussion on H2 as a

chemical fuel has been provided in Chapter 1 of Ref. [10]. However, to find a suitable

semiconductor capable of implementing a low-cost but efficient photoconversion route

is extremely non-trivial due to the stringent requirements that govern the desired wa-

ter splitting processes at the typical photocatalytic semiconductor-liquid interfaces.1,4

Fundamental research on semiconductor photoelectrochemistry, combined with the

knowledge of solid state physics, has established the necessary requirements that a

semiconductor must satisfy to optimally perform both of the water reduction and

oxidation reactions.1,12–14 These requirements include: (1) suitable semiconductor

bandgap and the relevant energetic alignments of the energy levels in semiconduc-

tor and liquid phases; (2) facile charge transport between semiconductor and liquid

phases; (3) chemical stability of the semiconductor in aqueous environment and (4)

the cost of the implementation. For example, to perform solar-to-chemical fuel con-

version, the bandgap of the desired semiconductor should range from 1.9 eV to 3.1 eV

to ensure optimum absorption of the solar spectrum.1 In addition, the semiconductor

should possess suitable band alignment so that transfer of electrons (for water reduc-

tion) and/or holes (for water oxidation) to the liquid environment are energetically

viable without the aid of any overpotential. Excellent carrier transport properties

inside the semiconductor coupled with the superior interfacial catalytic performance

are also crucial to maximize both the semiconductor-assisted solar harvesting as well

as the interfacial transfers of the photogenerated carriers. Furthermore, the semi-
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conductor must demonstrate stability against decomposition and corrosion reactions

to ensure the durability of the device operation.1,13 In practice, any single semi-

conductor satisfying all of the aforementioned criteria is yet to be realized.1 This

reality, in turn, has directed the recent photocatalysis research towards engineering

its underlying properties by nanoscale design,13–16 surface modification techniques,17

optimization of the bulk18,19 and interfacial carrier transport20–22 etc. It is now ev-

ident that the challenges of efficient artificial photosynthesis need to be solved via

combined efforts from scientists of all the basic sciences along with engineers from

different disciplines.4

2.3 Photoelectrochemical (PEC) Water-Splitting

2.3.1 Basics of PEC Operation

The photoelectrochemical (PEC) device, designed to perform the artificial photo-

synthesis, is at the heart of the technology leading to solar-to-H2 conversion.1,25,26

Figure 2.1a exhibits a prototype PEC device commonly used in solar-assisted water

splitting.7,24,25 To simplify our discussion, in Figure 2.1a, we only consider that an

n-type semiconductor is utilized to construct the photoanode (working electrode),

whereas a metal electrode is utilized to construct the counter electrode. An exact

example of this type of PEC configuration can be found in Ref. [24]. In the liter-

ature, wide varieties of practical PEC device configurations, albeit performing the

identical water splitting reactions, have been reported.8,24,26–28 Chapter 2 of Ref. [1]

provides a brief description of the different types of PEC configurations reported in

the literature. Now, in our illustration of the basic PEC configuration, as shown

in Figure 2.1a, the oxygen evolution reaction (OER) occurs at the semiconducting

photoanode, resulting in the generation of O2.29 Conversely, the fuel-generating hy-

drogen evolution reaction (HER) takes place at the metal counter electrode, giving
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Figure 2.1: (a) A schematic of the standard PEC set-up based on a single semicon-
ductor photoanode.23,24 Solar-assisted water splitting takes place under illumination
and suitably applied external potential (Vapplied). Under the operating conditions, H2

is bubbled through the metal-counter electrode. The other half of the water splitting
reaction occurs at the semiconductor photoanode, where O2 evolves due to water
oxidation reaction. Inset provides an illustration of the interior of the photoelectrode
under solar irradiation. The processes of the photogeneration of the electron-hole
pairs at the semiconductor bulk and their subsequent separation and transfer are
shown in part (b) with the aid of the energy band diagram. The key energy levels in
the liquid and the counter electrode are also shown. Details of this band-alignment,
e.g., definitions of all the energy levels, open circuit condition (OCC), will be provided
in the course of the discussion presented in this chapter.
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rise to the formation of H2.29 From the electrochemistry literature, we can represent

both of the water oxidation and reduction reactions in terms of the respective reac-

tion potentials compared to the potential of a standard electrode scale.30,31 In this

regard, the normal hydrogen electrode (NHE) scale is particularly popular. However,

the measurement of NHE is found to be pH dependent.1 For instance, in an acidic

environment, the oxidation (OER) and reduction (HER) reactions of water can be

respectively written as1

2H2O + 4h+ ⇀↽ 4H+ +O2, E0
ox = 1.299V vs. NHE, (2.1)

4H+ + 4e− ⇀↽ 2H2, E0
red = 0.0V vs. NHE. (2.2)

Using our illustration from Figure 2.1a, E0
ox represents the potential of oxygen evo-

lution reaction when the semiconducting photoanode transfers holes (h+) to the OH−

species. Similarly, E0
red represents the potential of the hydrogen evolution reaction

when the H+ species take electrons (e−) from the metal counter electrode. However,

in a basic environment, Eqs. 2.1- 2.2 are respectively written as1

4OH− + 4h+ ⇀↽ 2H2O +O2, E0
ox = 0.401V vs. NHE, (2.3)

4H2O + 4e− ⇀↽ 2H2 + 4OH−, E0
red = -0.828V vs. NHE. (2.4)

Now, in the case of an aqueous solution with pH = pHliq, the potential measure-

ment (ENHE |pHliq ) against NHE scale can be written as1

ENHE |pHliq= ENHE |0 −2.3
kBT

q
pH, (2.5)

where, ENHE |0 is the potential measurement vs. NHE at pH = 0, kB represents the

Boltzmann constant, T is the temperature and q is the charge of an electron. To
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eliminate the pH dependence of the standard electrode scale in PEC measurement,

the use of reversible hydrogen electrode (RHE) is extremely useful.32 In this case, the

measurements of RHE (ERHE) at pH = pHliq is expressed as32

ERHE = ENHE |pHliq +2.3
kBT

q
pHliq

= ENHE |0 ,
(2.6)

which is independent of the pH value of the solution.

Figure 2.1b represents the photoanode band diagram along with the key en-

ergy levels in the liquid electrolyte and metal counter electrode to fully describe

the functionality of a typical PEC device.7 In this illustration, all the energy lev-

els are referred with respect to Eref , which is a RHE reference scale. In addi-

tion, the spatial evolution of the vacuum level (0 eV) – a reference energy widely

adopted by the solid state community,33 is simultaneously drawn for clarity. Here,

EWE is the energy of the working electrode (photoanode) and essentially repre-

sents the energy of the electron (majority carrier) quasi Fermi-level (EFn) at the

bulk. Similarly, ECE represents the energy of the counter electrode. On the other

hand, the liquid contains two electrochemically active redox species, e.g., OH−/O2 at

1.23 V vs. RHE and H+/H2 at Eref or 0 V vs. RHE. Considering various practical

PEC experiments reported in the literature, the liquid can be characterized as neu-

tral (pH = 7), acidic (pH < 7) or basic (pH > 7) and is deliberately made highly con-

ductive by adding electrochemically inactive supporting electrolyte.34 Consequently,

the semiconductor-liquid (SL) junctions, as presented in Figure 2.1b, exhibits elec-

trostatics similar to the metal-semiconductor (MS) Schottky contacts (see also the

discussions in Sections. 2.5.2, 3.3.1 and 3.3.2). Therefore, SL junctions are conven-

tionally treated as pseudo-Schottky contacts in the literature.32,34,35 Finally, the PEC

set-up in Figure 2.1 also allows the application of external excitation in the form of

solar irradiation and/or externally applied potential source (denoted by Vapplied).
7
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A comprehensive understanding of the solar-assisted water splitting at a photocat-

alytic SL interface, such as that shown in Figure 2.1a, can be achieved by perceiving

the processes of (i) photogeneration and (ii) separation of electron-hole pairs at the

semiconductor interior and subsequent (iii) collection and transportation of the ap-

propriate types of carriers to facilitate the desired electrochemical reaction.12 In

principle, an illuminated semiconductor photoelectrode exhibits the photogeneration

of electron-hole pairs (EHPs) if the incident photon possesses energy higher than the

semiconductor bandgap (EG).1,36 Under the influence of the electric field ( ~Efield),

which exists at the space charge region (SCR) of the semiconducting electrode, the

photogenerated EHPs (see Figure 2.1b) can be separated and directed oppositely.36

As a result of this preferential movement of the separated EHPs, photogenerated

holes (minority carriers) are collected at the anodic semiconductor-liquid interface,

whereas the photogenerated electrons are swept towards the semiconductor bulk and

subsequently transferred to the metal counter electrode via the external wire. Now,

as illustrated in Figure 2.1b, the interfacial holes can oxidize water and generate O2

(see eqs. 2.1 or 2.3) at the photoanode. Conversely, the electrons at the metal counter

electrode can reduce water to produce H2 (see eqs. 2.2 or 2.5).1

2.3.2 Oxygen Evolution Reaction vs. Hydrogen Evolution

Reaction

The archetypical PEC set-ups performing complete water-splitting reactions demon-

strate evolutions of H2 and O2 respectively at the cathodes and anodes. Nevertheless,

the overall rate of water-splitting is critically set by the reaction characterized by the

slowest reaction dynamics. Intensive amount of research during the last 40 years has

unambiguously attributed OER at the photoanodes to limit the rate and efficiency

of the complete solar assisted water-splitting.37 OER is notoriously slow due to its

complex reaction process requiring the transfer of four interfacial holes to complete
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the reaction.38 In practical water splitting environment, the extraordinaryly sluggish

kinetics of OER require large anodic overpotential to proceed and can lead up to

85% of the efficiency loss.29,39 However, on the other hand, numerous experimental

results on HER at the photocathodes have demonstrated the fast reaction mechanism

leading an appreciable amount of current at equilibrium HER potential.29,37,39 Con-

sequently, though the goal of artificial photosynthesis is to perform complete water

splitting, however, a large amount of the research and design efforts in the last two

decades have been deliberately directed to the electrochemistry of OER.37 Untill to-

day, the understanding/optimization of the photoanodes performing OER remains as

the long-standing challenge in improving the efficiency of solar-assisted water splitting

reactions.37

2.3.3 Materials for Photoelectrochemistry and Photocataly-

sis

The exclusive search for suitable materials for performing OER (photoanodes) and/or

HER (photocathodes) has been one of the key ingredients outlining the state-of-the-

art PEC research. In last 40 years, a wide variety of semiconductors along with differ-

ent configurations of the PEC devices have been proposed and tested for PEC-based

water-splitting applications. The list of prospective semiconductors include: elemen-

tary semiconductors (Si),40–44 compound semiconductors (Ta3N5,45 WSe2,46,47 WS2,48

etc.), III - nitride/ III - V semiconductors,14,44,49–52 oxide-semiconductors (TiO2,23

Hematite (α-Fe2O3),53 WO3
54 BiVO4,55 Cu2O56 etc). It is certainly a daunting task

to review all of the key references available in the literature. Interested readers are

referred to the expert in Ref. [13], Ref. [57, Chapter 1] and Ref. [37, Chapter 8] (for

metal oxide-semiconductors) and Ref. [14], Ref. [57, Chapter 3-4] and Ref. [37, Chap-

ter 9] (for III - nitride/ III - V semiconductors).
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PEC-based water splitting scheme has the advantages of generating H2 and O2

at separate sites (respectively, at the cathode and anode).57 Ideally, a prospective

material for PEC application should efficiently perform both of the OER and HER

without any externally applied potential (Vapplied = 0). Nonetheless, this expecta-

tion is far from being practical due to the stringent conditions that a semiconductor

must satisfy (see the discussion in Section 2.2). Therefore, the practical PEC de-

vices incorporating complex designs (such as tandem cells) and separate materials

for photoanodes and photocathodes are commonly found in the literature.1,8 Now,

in terms of the development of efficient water-reduction photocathode, several key

materials have already demonstrated appreciable performance.2,12 This includes, but

is not limited to: p-Si (EG ∼1.1 eV) with combination of Pt and NiMo catalysts,40–42

p-WSe2 (EG ∼1.2 eV),46,47 p-WS2 (EG ∼1.4 eV),48 and p-Cu2O (EG ∼2 eV).56 Con-

versely, the slow kinetics of water oxidation process along with the corrosive elec-

trolyte environment make the search for anodic material extremely non-trivial.12 For

instance, most of the non-oxide semiconductors (Si, GaAs, GaP, InP, CdS) are prone

to photocorrosion and exhibit diminishing performance once brought into contact

with the aqueous solutions.12,13,57 Thus, despite of demonstrating reasonable anodic

performance, the adaptation of non-oxide semiconductors as a photoanode material

still remains technologically unclear. The oxide-semiconductors, on the other hand,

display superior stability in electrolyte solution.57 However, their performance is

strongly limited by the inherently poor light harvesting and charge transfer proper-

ties.13,57 Thereby, a single material performing durable and efficient OER has yet to

be found.

Now, the oxide-semiconductors are particularly important due to their low-cost

synthetic procedure, which can outline cost-effective solar-H2 generation – the ul-

timate goal of pursuing solar-to-chemical fuel conversion.5,6, 37 In this regard, the

incorporation of TiO2, α-Fe2O3, BiVO4 and WO3 as photoanode materials is of
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paramount importance.13,37,57 In fact, the first demonstration of semiconductor water

splitting by Fujishima et al. was performed on TiO2 photoanode.23 TiO2 is cheap,

chemically stable in a wide range of pH and by far the most studied material for

photoelectrochemical and photocatalytic applications.13,58 However, due to its large

bandgap (∼3 eV), TiO2 mostly absorbs the ultraviolet spectrum and is only able to

harvest 5% of the solar spectrum (wavelength ≤ 410 nm).57,59,60 Thus the research

efforts are primarily directed to engineer the optical absorption of TiO2 to incorporate

the visible spectrum.13 In addition, TiO2 photoanode is characterized by short hole

diffusion distance of ∼10 nm and low absorption coefficient (α) – meaning that the

photogenerated holes are created at a distance larger than the hole diffusion length

beneath the surface and vulnerable to the bulk recombination.61

On the other hand, α-Fe2O3 has a highly suitable bandgap of ∼ 2.1 eV with

a possibility of absorbing 17% of the visible part of the solar spectrum (wave-

length ≤ 590 nm).57,59,60 In terms of chemical stability, hematite is found to be

relatively stable in nonacidic pH.13,57 Nonetheless, the anodic performance of hematite

is highly suppressed by the hostile environment of the interior that allows only 2-4 nm

of hole diffusion length in bare hematite.62,63 Consequently, the photo-activity of

the hematite electrodes are only detectable at potential ≥ 0.9 V vs. RHE.53 Finally,

BiVO4 (bandgap ∼ 2.4 eV, wavelength ≤ 520 nm) and WO3 (bandgap ∼ 2.7 eV,

wavelength ≤ 460 nm) are also relatively stable in aqueous solutions and demonstrate

photo-activity at potential ≥ 0.7 V vs. RHE and at potential ≥ 0.5 V vs. RHE,

respectively.57,64 Both of these materials suffer from low absorption coefficients,

while BiVO4 is also characterized by poor charge transport and WO3 demonstrates

unfavourable band alignments with respect to the liquid energy levels.57,65
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2.3.4 Understanding of the Anodic Process: “The Key”

All the scientific data available today clearly show that the performance of state-of-

the-art photoanodes are far shy of the predicted maximum.59 For instance, using

Murphy’s calculation (as presented in Ref. [59]), the theoretical maximum of pho-

tocurrent supported by a hematite photoanode can be estimated as 12.6 mA cm−2,

which is well above even compared to the best performing hematite electrodes in

the literature.21 Similar observations in other prospective anodic materials strongly

suggest the demand of urgent scientific investigation to comprehend the complete

anodic process, starting from the incidence of the photons on the semiconductor pho-

toelectrodes to the electrochemistry of OER that is driven by the notoriously sluggish

rate of hole transfer at the photocatalytic interface. Current observations/trends of

the scientific explorations towards this direction are pressing the need of a combined

interdisciplinary knowledge, which is based on experiments involving semiconductor

photoelectrochemistry, theoretical modeling of solid state physics and the in-depth

understanding of catalytic procedures.4 Though the solution of this critical problem

is still unclear as the scientists are exploring the existing/new avenues of develop-

ment, it has been unambiguously agreed that the remedy will come via systematic

and collaborative theoretical and experimental efforts.4

2.3.5 Towards Unassisted Solar Water Splitting

The accurate energetic band diagram representation of a photoelectrochemical SL

junction, as presented in Figure 2.1b, reveals important electrostatics and charge

transfer processes of the junction leading to the desired photoelectrochemical reac-

tions (OER and HER).1,2, 37 Therefore, it is customary to draw the reliable band-

alignment to depict the solar-to-H2 production capability of any arbitrary photo-

catalytic SL junction. Here, we will also use energy band diagrams to develop our

understanding of the photocatalytic SL junctions. Now, to begin, let us consider the
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Figure 2.2: (a) Typical J-V characteristic of an anodic PEC junction (as presented
in Figure 2.1b) along with the band diagram schematics of the n-type photoanode
to demonstrate the influence of Vapplied. The potential of HER (0 V vs. RHE) and
OER (1.23 V vs. RHE) are marked as well. The insets illustrate the restoration of

the ~Efield by gradually increasing the reverse potential (from the flatband condition).
(b) Schematics of J-V characteristics of a photoanode and a photocathode drawn
together to display the optimization of the operating photocurrent at a PEC device
performing the complete water splitting. Here, the operating photocurrents from
both of the electrodes are optimized at the cross-over point (Jop) – delineating the
equal currents from the respective electrochemical reactions (HER at photocathode
and OER at photoanode). Therefore, the design objective of a PEC device generally
aimed at increasing Jop by simultaneously shifting the photoanode curve towards the
cathodic direction (left on the potential axis) and the photocathode curve towards
the anodic direction (right on the potential axis).
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schematic band diagram in Figure 2.1b. It is imperative to understand that the illus-

trated band diagram in Figure 2.1b is drawn for the open circuit condition (OCC) at

the illuminated SL junctions, meaning that the photocatalytic SL junction exhibits

zero net photocurrent (Jph ≈ 0).21,36,66,67 Under illuminated OCC, the semiconductor

is only exposed to the solar irradiation and the applied external potential (Vapplied) is

reduced to zero. The hole concentration is increased at the semiconductor interior due

to the photogeneration of EHPs (as depicted by the separate hole quasi Fermi level or

EFp) and the junction exhibits the formation of the photovoltage (Vph).
21,67 Now, the

photovoltage is characterized by the flattening of the semiconductor bands under illu-

mination. For instance, from the drawing in Figure 2.1b, the band-flattening process

can be seen as the lowering of the band bending to Vbi - Vph.
21,36 Here, Vbi repre-

sents the built-in potential of the SL junction under equilibrium and dark conditions

(Vapplied = 0 and without illumination). Nevertheless, the band diagram picture of the

SL junction can be changed under the circumstances of externally applied reverse or

forward potentials, by respectively increasing or decreasing the semiconductor band

bending (see Ref. [37, Chapter 6 and 9]). In the case of the photoanode depicted

in Figure 2.1b, the application of a forward bias pushes the bands upwards and the

semiconductor approaches towards the flat-band condition. In contrast, reverse bias

increases the band bending by pushing the bands in the downward direction.1,34,36

To delve more deeply, the influence of the applied external potential on semi-

conductor band bending is shown via a series of schematics in Figure 2.2a along

with a sketch of the commonly observed photocurrent at the water-oxidation pho-

toanodes.2,12,37 As can be seen, the electrode operated at the flat-band condition

displays perfect flattening of its bands and its Fermi-level is located cathodic of the

water-oxidation potential at 1.23 V vs. RHE. Due to the absence of a preferential

field ( ~Efield ≈ 0) inside of the semiconductor, the separation of EHPs is highly ineffi-

cient and thus the amount of photogenerated holes reaching at the SL interface (ps)
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is significantly low.37 This situation becomes worse if the semiconductor has a rel-

ative low absorption coefficient (α) as the photogenerated EHPs are then created

deep inside of the semiconductor, well beneath of the surface.57 Overall, at flatband

condition, most of the photogenerated carriers undergo various forms of detrimental

recombination processes (see Sec. 2.4 for details of these processes). This limits the

photocurrent driven by the interfacial hole transfer around the flatband potential and

is displayed as a negligible amount of photocurrent in Figure 2.2a. The negligible pho-

tocurrent at flatband condition is also commonly observed in almost every practical

PEC experiment.68–70 However, the solar harvesting of the photogenerated holes (mi-

nority carriers) can be improved with the application of the reverse bias, which in

turn, restores the ~Efield and thus aides the efficient separation of the photogenerated

EHPs.69 The gradual increase of the band bending under reverse bias is also shown

in Figure 2.2a. It is crucial to comprehend the trends of a typical photocurrent curve

that undergoes the on-set (zero/low photocurrent), transition (moderate photocur-

rent) and saturation (high photocurrent) as the potential of the photoanode moves

anodic of the flatband potential.37

At this point, from our discussion of SL junctions, it is clear that the relative align-

ment of the semiconductor electrode and the key energy levels can be modulated by

the external excitation (illumination and applied potential). Consequently, it is also

imperative to perceive what constitutes the fundamental design goal of any state-of-

the-art PEC device development to conduct efficient solar-to-chemical fuel conversion.

To further elaborate, let us simultaneously consider the photocurrent plots of both of

the photoanode and photocathode as juxtaposed in Figure 2.2b.2,12 If the PEC sys-

tem operates at a potential close to water oxidation potential of 1.23 V vs. RHE ( 1 in

Figure 2.2b), the current due to oxygen evolution reaction at the photoanode would

be high, while the current due to hydrogen evolution reaction at the photocath-

ode (comprised of a p-type semiconductor) would be extremely low. On the other
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extreme, bringing the operating potential close to the water reduction potential of

0 V vs. RHE ( 2 in Figure 2.2b) would highly improve the current at the photo-

cathode, albeit in exchange of a poorly performing photoanode. Hence, the general

design objective is aimed at shifting the photoanode curve (marked in red) towards

cathodic direction and the photocathode curve (marked in green) towards the an-

odic direction to guarantee that the potential marking the current-crossover point

can offer an optimal operation for both of the electrodes by engaging considerable

amount of electrochemical reactions at the respective sites.2 This is illustrated via

point 3 in Figure 2.2b representing the optimized photocurrent (Jop). Now, the

term “unassisted” solar water-splitting is coined to delineate the idea of obtaining

high Jop when the crucial potential shifts (as marked in red and green arrows in Fig-

ure 2.2b) are brought about by only using solar irradiation through efficient generation

of the photovoltage (with Vapplied = 0). The implementation of a PEC device in this

unassisted fashion arguably sets the target of the state-of-the-art PEC design.2,21

Consequently, the efficient generation of Vph in a PEC set-up is absolutely pivotal in

accomplishing the goal of solar-assisted water splitting.71 Nevertheless, the different

recombination processes at the semiconductor bulk/interface, along with the complex

nature of the interfacial charge transport, severely impede the realization of this goal.

Therefore, practical implementation of unassisted solar water splitting is considered

as one of the hardest challenges preventing our journey towards the renewable energy

paradigm.4,12,20–22

2.4 Practical Challenges and Bottlenecks

2.4.1 Generation and Recombination Processes

To delve deeper, let us consider Figure 2.3a-b providing the detailed illustration of

the impact of photovoltage along with the key generation-recombination processes

21



EC


EV


EL (OH-/O2)
EFp


(Photoanode)


(Liquid)


Vbi - Vph

Interface


EC


EV


EL (OH-/O2)


(Photoanode)


(Liquid)


 -
Vbi

Interface


EFn


 -


EFn = EFp


 -


 +
  +


 -


 +


 -


 +


 -


 +


 -


 +


 
1


 
2


 
3


 
4


 
4


 
7


Ghν
 kt,p


kt,n


SRH


Radiative
ET

ES


Eref (H+/H2)


SRH

Vph

Eref (H+/H2)


 -


 +

 +


 -


 +


 -


 +


 -


 +


OH-


O2


OH-


O2


OH-


O2

kt,p


kt,n


OH-


O2


(bulk)
 (bulk)
(SCR)
 (SCR)


(b)
(a)


 
6
O2


 
5


ksn


ksp

OH-


ksn
 O2
 -
  -

 +
  +


ksp
 OH-


/


Figure 2.3: Various charge transfer processes at a typical n-type semiconductor-
aqueous electrolyte junction pertaining O2 evolution. The schematic band diagram in
(a) represents the situation at the instant when the first stroke of the sunlight is inci-
dent on the SL junction. Each process can be identified as either beneficial (marked
in blue) or detrimental (marked in red) in terms of the yield of solar to O2 evolution
reaction. For instance, processes depicted by 1, 2 and 5 (namely, photogeneration of
carriers, direct and indirect interfacial transfers of valence band holes, respectively)
are considered to be the beneficial processes. All other processes, conversely, can
hinder the anodic performance either by annihilating the photogenerated holes (pro-
cesses 4 and 7) or by reversing the product of the electrochemical reaction (processes 3
and 6). These undesirable processes include: the reduction of O2 by direct interfacial
electron transfer (process 3) and indirect surface-mediated electron transfer (process
6), the SRH recombination of free carriers via bulk and surface trap states (process
4 and 4′, respectively) and the radiative recombination of the carriers (process 7).
The complex mutual interaction of these charge transfer processes ultimately sets the
extent of band flattening due to the generation of photovoltage. As can be seen in (b),
under a steady rate of illumination, the anodic SL junction demonstrates a partial
flattening of its band.
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commonly present at the interior and interface of an anodic SL junction.12,21,37 How-

ever, our discussion, with appropriate modifications, is also equally applicable to

photocathodes performing HER. Now, at equilibrium, a typical anodic SL junction

demonstrates a perfect alignment of all the Fermi levels, if the photoanode only trans-

fers electrons/holes to the OH−/O2 redox species in the liquid (see also Sections 3.3.3

and 3.3.4).72 Figure 2.3a represents the energetics of the SL junction under this dark

equilibrium (also known as the dark OCC), when the electrode-electrolyte system

demonstrates a flat Fermi level (EFn = EFp = EL). Further details of this equi-

libration process are provided in Section 3.3. In addition, Figure 2.3a can also be

considered as the picture of the anodic SL junctions at the instant of solar exci-

tation when the band bending of the semiconductor remains equal to the built-in

potential (Vbi) of the relaxed electrode. Now, in a generic manner, we can categorize

different processes at the typical SL junctions (see Figure 2.3) as beneficial (marked in

blue) or detrimental (marked in red) in the context of the unassisted solar water split-

ting – the ultimate goal of the PEC device development. For instance, under a steady

rate of photon incidence (Ghν), semiconducting electrode exhibits the generation of

electron-hole pairs if the energy of the photons ≥ EG (marked as 1 ). As discussed

earlier in Section 2.3.1, the photogenerated electrons and holes are separated and

subsequently directed in opposite directions under the influence of the electric field

at the semiconductor SCR. Afterwards, the accumulated holes at the SL interface

can be transferred to the OH− species at an interfacial transfer rate of kt,p and thus,

complete the desired oxidation reaction (marked as 2 ). Furthermore, the interfacial

transfer of electrons to the liquid, if any, can be regarded as an unwanted backward

reaction (see 3 in Figure 2.2a), lowering the yield of oxygen evolution reaction at

the photoanode (see Section 3.3.3).72

Now, in the most usual case, semiconductor electrodes contain bulk and interfa-

cial trap states, located at energy (ET ) intermediate of the bandgap.1,33,34,36 These
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states are considered as detrimental recombination centres, reducing the available

free carriers in the conduction and valence bands. The dynamics of this trap-assisted

recombination is described by the Shockley-Read-Hall (SRH) recombination and il-

lustrated as 4 in Figure 2.2a.73 It is also important to note that the recombination

assisted by surface states (ES) is also commonly represented in literature by equivalent

SRH expression.74–77 However, the role of surface states in terms of the performance

of the anodic OER reaction is still unclear and of paramount interest in the current

PEC research.22,78–82 This is primarily due to the dual role played by surface states

to either hinder22,78–80 or facilitate81,82 the interfacial charge transfer process. In a

classical description, the surface states, similar to the bulk trap states, also act as

recombination centres and annihilate solar-harvested minority carrier population via

recombination (as depicted by 4′ in Figure 2.2a).22,78–80 Nonetheless, there are ex-

perimental evidences of beneficial surface-mediated reactions at the photocatalytic

SL interfaces.81,82 For instance, with a sufficiently fast rate of surface-mediated hole

transfer (ksp) in Figure 2.3a, surface trapped holes can avoid the undesired interfacial

recombination and perform OER via the interfacial transfer from the surface states

(presented as 5 in Figure 2.3a). Similarly, as shown by 6 , surface states can also

transfer electrons and facilitate the undesired oxygen reduction reaction (ORR)29

by reversing the product of OER. Finally, the direct band-to-band radiative recom-

bination (process 7 in Figure 2.3a) is also possible and can reduce the available

photogenerated EHPs.33,83

2.4.2 Generation of Photovoltage

As described earlier in Section 2.3.5, at any PEC set-up, we can exploit the photovolt-

age to incorporate the necessary cathodic shift of the J-V characteristics of a typical

photoanode (see the red arrow in Figure 2.2b). This is also true for photocathodes,

where the goal is to shift the J-V characteristics towards the anodic direction (green
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arrow in Figure 2.2b). In both cases, photovoltage generation is absolutely pivotal

to meet-up the design goal of complete water splitting PEC devices.2,12,21 In the

literature of solar-assisted water splitting, the photovoltage is considered as a ther-

modynamic quantity arising due to the net electron-hole pair generation at the interior

of the semiconducting materials under solar illumination.67 The net effect of photo-

voltage on the overall energetics of SL junction is seen in Figure 2.3b. Vph effectively

flattens the semiconductor bands and acts as a forward bias, solely brought about by

the solar irradiation. Consequently, splitting of quasi Fermi-levels of electrons and

holes are simultaneously observable. Refs. [67], [84] and [85] provide expert’s discus-

sion on the role of photovoltage in overall PEC performance. Also, Section 5.2.3 of

Chapter 5 of this thesis contains an in-depth description of the generation of photo-

voltage at a stereotypical photocatalytic SL junctions. Finally, Chapters 5-7 contain

extensive discussion on the significance of photovoltage generation (equivalent to the

semiconductor band-flattening under illuminated condition) to accomplish the uliti-

mate design goal of unassisted solar water splitting.

2.4.3 Degradation of Photovoltage and Retarded On-set of

Photocurrent

At the semiconductor-liquid junctions, the maximum possible value of photovolt-

age (Vph|max) is generally set by the extent of the built-in potential and exhibited

by a complete flattening of the semiconductor bands under solar irradiation (see

Ref. [36, Chapter 10]). However, our schematics of an SL junction at illuminated

OCC, as presented in Figure 2.1b and Figure 2.3b, depict the degradation in the

generation of photovoltage by illustrating a partial band flattening (Vph < Vbi) – a

situation when the band bending is reduced but not completely eliminated under suf-

ficient photoexcitation. This situation can be worsened by reducing Vph ∼ 0 under

certain circumstances. For instance, experimental results on hematite electrode by
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Sivula et al. show the complete absence of the photovoltage (corresponding to zero

photocurrent) unless the electrode undergoes high temperature (800 ◦C) annealing.53

Moreover, under the partial band flattening or inefficient generation of Vph, the practi-

cal PEC devices demonstrate retarded on-set of photocurrent – an issue that directly

hinders the unassisted solar water splitting.21 Under these circumstances, large over-

potential (reverse bias) must be applied to see considerable amount of photocurrent.

Numerous studies in literature attributed the surface and bulk recombination

processes as the principal cause behind both of the degradation of photovoltage and

retarded on-set of photocurrent.12,19–21,53 Recently, the nanostructuring of the elec-

trodes along with different surface and bulk modification techniques have gained

considerable amount of attention due to the corresponding improvement of the pho-

tocurrent response and photovoltage generation.17 Nonetheless, the fundamental un-

derstanding and effective mitigation of the detrimental processes causing performance

degradation have yet to be determined. Moreover, the role of catalysts and/or dopants

to overcome the limits of the practical photoelectrodes has not been explored com-

pletely.86 It is evident that further theoretical and experimental studies providing

fundamental insights of the photocatalytic SL junctions are essential to engineer PEC

devices and enhance the corresponding solar-to-H2 (STH) conversion efficiency.

2.5 Modeling of Semiconductor-Liquid Junctions

2.5.1 A Brief History

Analytical Approach

The history of theoretical modeling of the electrostatics and charge transport phe-

nomena at the SL junctions can be dated back to 1977 when Butler first treated

a semiconductor-electrolyte junction as a metal-semiconductor (MS) Schottky con-
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tact and analytically derived the J-V characteristics of WO3 photoanode.35 Butler’s

derivation was based on Gartner’s (1959) original analytical derivation of the pho-

togenetation and the subsequent interfacial collection of carriers at a reverse-biased

Schottky contact.87 At the same timeline, Wilson (1977) published his model on pho-

toexcited electrodes in an electrochemical cell.88 This work marked the first demon-

stration of the inclusion of the surface recombination and the interfacial transfer of

the minority carriers via transfer/recombination velocity. The concept of recombina-

tion velocity was originally introduced at the simulation of MS contact by Crowell

and Sze (1966) in the wake of semiconductor device modeling development.89 Using

different charge transfer velocities for n-TiO2 photoanode, Wilson was able to show

the competition between the unwanted surface recombination and the beneficial in-

terfacial charge transport – a critical observation generally found to be true for the

state-of-the-art photo-active SL junctions.21,65 Later, a refined analytical model was

proposed by Reiss (1978).90 However, all of these analytical models for semiconductor

photoelectrodes disregarded the critical SCR recombination (see Ref. [37, Chapter 1]).

The effects of SCR recombination were first considered by Reichman (1980).91 This

approach demonstrated the retarded on-set of the photocurrent response, commonly

observed in PEC experiments, by including the SCR recombination.37,91 Later, El

Guibaly and Colbow, in a series of papers, also included SCR recombination and

further refined the analytical J-V model for the photoelectrodes utilized in PEC set-

ups.92–94 It is clear that this early stage of modeling of SL junction was mainly focused

on the ideal J-V characteristics of earth abundant oxide-semiconductors (WO3
35 and

TiO2
88) with wide bandgaps. Afterwards, Peter et al., in a series of papers, devel-

oped analytical models considering the charging/discharging effects of the surface

states.95–98 The most important take away from Refs. [95]-[98] was the explanation of

the transient processes widely observed in the chopped light-based voltammograms.37

Recently, Peter also presented a simplified yet effective phenomenological model66 to
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compute the energetics and kinetics of photocatalytic SL junction, which has been uti-

lized in few experimental studies with some success.62,99 Finally, along with this long

list of analytical attempts to model the SL junctions, it is also worthwhile to mention

the theoretical works performed by the Lewis group (1992)72 and Salvador (1999)67

covering the critical insights on the mathematical treatment of the physical processes

at the practical PEC systems. Refs. [72] and [67] discussed fundamentals of formation

of quasi Fermi-levels, generation of photovoltage, kinetics of chemical reactions etc.,

and untill today, are serving as the references of the relevant assumptions utilized in

the state-of-the-art modeling of photocatalytic SL junctions.

Numerical Approach

Over the last two decades, the modeling of photocatalytic SL junctions has been

mostly spurred by the scope of the computer-aided numerical simulation.32,82,100–119

The enormous success of numerical simulation in the development of the modern-

era semiconductor devices has been continuously motivating scientists to implement

similar simulation techniques for the typical SL junctions.120–122 Numerical modeling

of the standard photo-active SL junctions can offer an intriguing scope to probe the

fundamental physical processes governing the photoelectrochemistry/photocatalysis

and potentially open new avenues to engineer the performance of PEC devices. The

ultimate goals of the numerical simulation of SL junction are (1) to model the charge

transport and band diagram electrostatics of the semiconductor electrodes (including

all the processes as presented in Figure 2.3); (2) to calculate the kinetics of photo-

driven electrochemical reactions and surface catalytic processes; and (3) to determine

the charge screening and ions distributions inside of the liquid environment. In addi-

tion, the numerical approach should be highly adaptable with facile implementation

so that the results can be reliably reproducible by the experts of this field. A par-

ticular important modeling framework is comprised of the complete solution of the
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coupled drift-diffusion (Poisson-continuity) equations (see Refs. [120, Chapter 6] and

[122, Chapter 4]). The coupled solution of semiconductor drift-diffusion equations can

provide insights on charge transport and band bending electrostatics.122 This, in turn,

can be further utilized to engineer the band alignment and generation-recombination

processes inside of the photoelectrodes used in PEC applications. Along with this

direction, the numerical study presented by Lewis and co-workers (1999) is regarded

as one of the earliest efforts to incorporate basic semiconductor equations in the sim-

ulation of J-V characteristics of semiconductor photoelectrodes.100 Cass et al. also

presented separate numerical studies using the similar sets of equations (2003).101,102

Very recently, Cendula et al. (2014) demonstrated the numerical calculation of the

band diagram picture of PEC cells performing water splitting.32 However, Ref. [32]

only considered the light induced modulation of the minority carrier concentration –

an assumption that is unable to capture the critical process of photovoltage genera-

tion (see Ref. [37, Chapter 1]). Bertoluzzi et al. (2016)82 and Shi et al. (2016)103 also

presented results by solving drift-diffusion equations with an aim at understanding

the surface recombination process at the photocatalytic interfaces. Two other recent

numerical studies towards this direction were performed by Foley et al. (2012)107 and

Gaudy et al. (2015)109 using available commercial software.

Furthermore, Boettcher and co-workers have directed their work to the simulation

of electrocatalyst-coated semiconducting electrodes for PEC applications.105,106 The

main contribution of these works is the numerical implementation of the adaptive and

metallic electrocatalyst layers generally used in catalyzed photoelectrodes. A relevant

discussion can be found in Refs. [37, Chapter 7], [105] and [106]. Also, throughout

the last two decades, Bisquert and co-workers presented several original works on

the capacitive modeling of SL junctions with an aim at correlating theoretical re-

sults with the practical observations from the standard impedance spectroscopy (IS)

experiments.81,82,123–126 These works also explored the crucial role surface states
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charging/discharging81,82,124,127 and attempted to model the cyclic voltammetry mea-

surements.125,126 Finally, existing modeling literature also demonstrated the scope of

density functional theory (DFT) to numerically determine the optical and electronic

properties of the prospective materials for PEC applications,110–112 effects of dop-

ing,113–115 relevant band-alignment at the SL interfaces116,117 and the performance

of water splitting catalysts.118,119 However, in general, DFT calculations are com-

putationally expensive. Using the current computational resources, it is a daunting

task to perform comprehensive numerical simulation of photoelectrodes, even with

a dimension of ∼ 10 nm. One particular intriguing scope of DFT analysis in PEC

device modeling would be the electrochemical characterization and analysis of the

Stern layer located at the SL interface (see discussion in Section 3.1 for details).116

2.5.2 Limitations of the Existing Models

Our discussion from Section 2.5.1 clearly establishes the modeling of carrier trans-

port phenomena at the photocatalytic SL junctions as a relatively old problem of the

modern photoelectrochemistry. Despite the appreciable amount of analytical and nu-

merical works in this area, the utilization of the existing models with the experimental

results in a collaborative manner has demonstrated limited success. This is, of course,

partly because of the inherently complicated picture of the practical SL interfaces that

makes the theoretical modeling very challenging (see Figure 2.3). More discussion on

the electrostatic picture of the SL interface is also provided in Section 3.1 of Chap-

ter 3. Overall, despite of the persistent efforts, a systematic implementation of the

numerical models (with robust assumptions) capturing the fundamental processes of

artificial photosynthesis has not been fully developed yet. As the concluding part of

this chapter, we will now visit some key limitations of the existing models as well

as few essential features that need to be considered in the future development of the

comprehensive simulation tools for this exciting field of research.
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Complete Solution of Drift-Diffusion Equations at Illuminated SL Junction

The complete solution of the drift-diffusion model (coupled Poisson equation with

electron and hole continuity equations) is a proven theoretical procedure to probe

the pivotal band diagram energetics and charge transport kinetics in the semicon-

ducting materials (see also Section 3.2.1).33,120–122 When applying at an SL junction,

the combined drift-diffusion model appears to be more complicated as the semicon-

ducting electrode is characterized by the electronic ‘band’ conduction (due to the

movements of the conduction band electrons and valence band holes), whereas the

liquid is characterized by the ionic conduction.1,25,34,36 Hence, at the SL junctions,

the conventional current-continuity equations have to be solved only inside of the

semiconductor (Eqs. 3.1a - 3.1d). However, the electrostatic potential, the other key

energetics that is computed from the Poisson equation, spans throughout the entire

SL junction and must be calculated accordingly. Furthermore, as the semiconductor

and liquid systems can be considered as dielectric media with widely different dielec-

tric constants (εsc and εL, respectively), it is also important to consider the impact

of the spatially varying dielectric constant while solving the Poisson equation in a

unified fashion (Eqs. 3.1a and 3.10). For instance, hematite has a bulk dielectric

constant of εsc ∼ 32, whereas the bulk water is characterized by a dielectric constant

of εL ∼ 80.128,129 Due to these inherent complexities of the semiclassical descrip-

tion of a typical SL junction, the existing drift-diffusion solutions in the literature

consider only the semiconductor electrode resides in the computational domain by

assuming constant/negligible potential distribution in the liquid.32,82,100–103 In ad-

dition, the inclusion of all the key generation-recombination processes (as presented

in Section 2.4.1) in the full solution of drift-diffusion equations is also important to

accurately predict the PEC-performance. This requirement can make the numeri-

cal implementation and the subsequent convergence criteria mathematically difficult

to satisfy. For example, Refs. [32], [82] and [103] only assume bulk/SCR radiative
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recombination and do not include the critical process of SRH recombination into ac-

count. This, in other words, greatly simplifies the overall computation. Finally, the

boundary conditions of the drift-diffusion model should be imposed according to the

physical processes of the SL junctions by clearly comprehending their impact on the

calculated results – a crucial issue often ignored in the state-of-the-art SL junctions

modeling literature.32,82,103

Calculation of the Photovolatge

Generation of photovoltage is the key to perform unassisted solar-to-H2 conver-

sion (see Section 2.4.2). The effect of Vph can be seen as the semiconductor

band-flattening brought about by the solar irradiation, which is commonly ob-

served/measured via different experimental flatband techniques (see Ref. [130, Chap-

ter 6]). The notions of Vph – flattening of semiconductor bands and cathodic/anodic

shift of J-V characteristics of photoanode/photocathode,21,67,84 so far have not been

implemented in the existing computational frameworks in the literature.32,82,103

Pinning/Unpinning of the Semiconductor Bands

The conventional procedure to simulate the charge transport at a photocatalytic SL

junction assumes the existence of a pseudo Schottky-type contact at the interface,

so that the junction electrostatics closely emulate those of a metal-semiconductor

Schottky contact (details are given in Sections 3.3.2 and 5.1).32,35,103 The basis

of this assumption can be easily perceived by analyzing the parameters reported in

numerous PEC experiments. For instance, by taking the practical hematite-based

PEC set-up by Le Formal et al.,68 a simple calculation shows that the concentration

of liquid ions (∼3×1020 cm−3) are substantially higher than the maximum available

free electrons (∼1019-1020 cm−3) in the conduction band. Consequently, at a usual

PEC set-up, the electrode exhibits higher screening length compared to the liquid
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side and any change in the junction potential mostly appears as a change of potential

in the semiconductor side.1,34,36 This situation, which is electrostatically equivalent

to the MS junctions, is known as the band-level pinning (BLP) of the semiconduc-

tor electrodes, where the relative positions of the semiconductor bands with respect

to the liquid Fermi-level are independent of the applied potential. Nevertheless, the

electrode can deviate from this ideal BLP picture of the interface by unpinning its

bands during the events of surface state charging/discharging, high concentration of

semiconductor doping or large applied potential. All of these practical scenarios un-

derscore the significance to model the SL junction in such a way so that the potential

drop at the liquid side (∆φL), if needed, can also change at the event of unpinning of

semiconductor bands (see our discussion in Section 3.2.2). However, the state-of-the-

art SL junction simulations fail to capture the band-level unpinning as they forcibly

assume that the SL junction maintains BLP throughout its operation.32,82,100–103

Role of Surface States

It has been experimentally well-established that surface states (SSs) play a criti-

cal role in determining the ultimate PEC performance at the stereotypical SL junc-

tions.65,71,81,85 Effects of surface states are often experimentally linked with band-level

unpinning, retarded on-set of photocurrent with reduced photovoltage and intensive

interfacial recombination.21,65 Various surface modification techniques and superior

geometrical design led by nanostructuring of the electrodes are considered as the po-

tential remedies to eliminate detrimental impact of SS.17,20,79 On the other hand,

recent observations have also attributed the indirect electron/hole transfer to the

liquid via SS as beneficial as it yields in the solar-to-chemical fuel conversion.81,82

Needless to say, it is immensely important for a realistic model to capture the dual

role of SS-dynamics, which of course does not fully exist in the current SL junction

modeling literature. Moreover, earlier research also brought intriguing issues regard-
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ing the equilibration process of SS at an SL junction.131,132 So far, the equilibration

of SS at the SL junctions (and thus the occupational statistics of SS) is poorly un-

derstood, as SS can be equilibrated with either the semiconductor or the liquid.131,132

Overall, a numerical description of SS occupational statistics, which is capable of

probing/exploring the dual role of SS in photocatalytic SL interfaces would be piv-

otal as a future work. Moreover, directly correlating the theoretical results with the

experimental observations can also be utterly useful to improve our understanding of

the critical processes related with SS.

Impact of the Bulk/SCR Trap States on Interfacial Photocurrent

Similar to the surface states, the bulk/SCR trap states also adversely affect the in-

terfacial photocurrent. This is due to the poor bulk-transport characteristics and

the inefficient generation of Vph.
53 To better understand, let us consider again the

case of oxide-semiconductor based photoanodes.13 These materials are characterized

by the low absorption coefficients (as discussed in Section 2.3.3), elucidating that

the photogenerated carriers are mostly created at the bulk region of the electrodes.57

That being said, now if the electrode contains bulk trap states, most of the EHPs

will undergo bulk recombination and the yield of solar water-splitting will be severely

reduced. Sivula et al.53 showed that the hematite electrodes are reluctant to exhibit

photocurrent generation (and the subsequent solar-harvesting) without the essential

high temperature annealing process, which presumably enhances the bulk transport

properties. This observation has been widely reported in the literature.12,22,60,133 In

the same direction, Ref. [19] demonstrated the performance degradation by the forma-

tion of the ‘dead-layer’ at the bulk hematite due to the large number of intermediate

trap states. Therefore, it is imperative for any numerical model exploring SL junction

characteristics to take account the impacts of the bulk/SCR trap states in the overall

PEC performance.
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Role of Catalysts: Enhancement of Reaction Kinetics or SCR Thermody-

namics?

Electrocatalysts are widely utilized to improve the photocatalytic performance of the

semiconductor electrodes. Recent experimental studies by Wang and co-workers aptly

pointed out the seemingly different strategies played by the electrocatalysts in im-

proving the PEC performance.21 Subsequently, the concepts of kinetic catalysts (that

enhance the reaction kinetics and thus work as traditional catalysts) and thermody-

namic catalysts (that enhance the band diagram electrostatics of the SL junctions)

have recently emerged in the field of photoelectrochemistry. A particular example

can be the role of cobalt-phosphate (Co-Pi) onto hematite photoanode.86 An exper-

imental study by Klahr et al.134 proposed that Co-Pi, when deposited on hematite,

enhances the hole transfer kinetics (kinetic catalyst). Conversely, Barroso et al.,78

using a similar PEC set-up, speculated that the enhancement arises due to the im-

proved band bending (thermodynamic catalyst). Clearly, these observations urge to

pursue more theoretical and experimental research towards this direction.

Modeling of the SL Junctions with Corrosion and Mixed Reactions

Ideally, OER constitutes the desired reaction at the photoanodes, whereas HER is

the desired reaction at the photocathodes, as illustrated in Figure 2.1b.7,13,72 Prac-

tical PEC systems, however, can deviate from this ideal situation and exhibit mixed

electrochemical activities (performing both OER and HER).72 Moreover, the pho-

tocorrosion and self-oxidation of the electrodes can further complicate the electro-

chemical activities of the photocatalytic SL interfaces (see Ref. [34, Chapter 8] and

Ref. [1, Chapter 2]). Though the possibility of the mixed reaction is vaguely outlined

in the existing modeling literature due to the inherent complexities of the associ-

ated processes, the inclusion of the mixed electrochemical reaction along with the
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effects of corrosive degradation of the semiconductor (chemical instability) need to

be considered in the future models utilized in efficient PEC devices designing.72

Modeling of the Liquid Electrolyte

As mentioned earlier that the usual approximation of SL junction simulation assumes

that the entire potential drop occurs at the semiconductor-part of the junction and

then analytically or numerically calculates the electrostatic potential only inside the

electrode.1,34,36 This oversimplified approximation is unable to capture any change

in liquid potential and thus undermines the practical situation of band-level unpin-

ning.21,34 In order to overcome this limitation, it is imperative to include liquid

electrostatics to the combined numerical solution. Along the same direction, it is

also crucial to differentiate between electrochemically active and inactive ions in the

liquid.34 Overall, the inclusion of liquid models can manifest the impact of the sup-

porting electrolyte, role of redox-active species, finite-ion size as well as demonstrate

the charge screening process and how the charge conservation is satisfied.

Modeling of the Stern Layer

Now, very close to the interface, electrochemically active ions undergo adsorption

and desorption processes (also illustrated in Figure 3.1).1 Ideally, these ions are

mainly immobile in character and form a densely packed layer, known as Helmholtz

or Stern layer (see Section 3.1 for details).135,136 In theory, the processes in the

Stern layer are usually modeled using analytical expressions.135–137 In this regard,

the application of semiclassical treatment still remains largely unclear. In terms of

numerical analysis, so far, the first-principles approach (DFT calculation) seems to

be effective in theoretically probing the impacts of the Stern layer (potential jump,

constituents of the Stern layer and so on).116
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Chapter 3

Theory

3.1 Semiconductor-Liquid Interface

In the most generic case, when a semiconductor is immersed in an aqueous electrolyte,

charge transfer between solid and liquid phases starts to occur and as a result, a

charged interface (analogous to the electrical double layer) is formed almost instan-

taneously.1,34,36,129,136 The driving force facilitating this fundamental charge transfer

process is the difference between the Fermi levels of both sides of the interface.25,34

Under any external perturbation in the form of sunlight and/or applied potential, the

extent of charged interface would change accordingly (see Ref [1, Chapter 2]). Never-

theless, the overall picture of a semiconductor-liquid interface, as shown in Figure 3.1,

remains the same. Here, Figure 3.1 represents a schematic of the spatial charge dis-

tribution at a typical anodic SL junction pertaining OER. The electrostatics of any

SL interface must obey the fundamental law of charge conservation, meaning that the

charge in the semiconductor electrode (Qsolid) must be balanced by the equal amount

of oppositely signed liquid charge (Qliquid). However, it is also important to under-

stand that the electrical conduction mechanisms on both sides of the interface are

very different as the semiconductor is characterized by electronic ‘band’ conduction,
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whereas, the liquid exhibits ionic conduction (see Ref. [34, Chapter 3]). In addition,

the picture of a realistic SL junction often becomes overwhelmingly complicated due

to the presence of the surface and bulk trap states in semiconductor, adsorption of

H+ and OH− species via the protonation/deprotonation reactions at the liquid part

of the interface and the slow kinetics of O2 evolution.1

3.1.1 Charge inside of the Semiconductor

The contribution of the net semiconductor charge (Qsolid) comes from: (1) the freely

moving electrons/holes respectively located at the conduction/valence bands; (2) ion-

ized donors/acceptors; and (3) charge from the trapped electrons and holes in the

intermediate bandgap states located at the surface or the bulk of the semiconduc-

tor.33,83,138 The interaction of these different contributions can be seen as the ex-

posed charge in the semiconductor space charge region (SCR), just beneath the SL

interface (from x = xint to x = xSCR in Figure 3.1).1,34,36 In this case, the

depleted photoanode (n-type semiconductor) exhibits its net SCR charge comprised

of the positively charged ionized donors (N+
D ) along with the photogenerated holes

located either at the valence band (free) or the surface states (trapped). Conversely,

the bulk of the semiconductor is characterized by a flat electrostatic potential profile,

indicating the locally balanced charge distributions in the interior of the semiconduc-

tor.33 However, this picture of the semiconducting electrode (Figure 3.1) is obviously

simplified as the photogenerated electrons in the conduction band and the carriers

trapped by the bulk trap states can also contribute to the net semiconductor charge

in a practical semiconductor photoelectrode. As we will see later in this Chapter that

the numerical technique developed in this thesis can take into account of all of these

charge contributions in the overall computation.
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Figure 3.1: Physical picture of an anodic SL junction with the corresponding illus-
trations of Qsolid (on the left) and Qliquid (on the right), where Qsolid + Qliquid = 0
and x = xint marks the location of the SL interface. Here, the illustration por-
trays a hematite photoanode immersed in an aqueous solution of pH = 13.6, similar
to the one presented in Ref. [68]. In general, the screening length in semiconductor
usually spans much longer than that of the electrolyte (not drawn in scale here). As
can be seen, Qsolid at the SCR is primarily comprised of the ionized donors (N+

D )
and photogenerated holes. Nevertheless, SCR in a practical photoanode also contains
photogenerated electrons, which is not shown here. Qliquid, on the other hand, is
comprised of (1) diffusively distributed ions from liquid bulk (x = xliq) up to the
extent of outer Helmholtz plane (x = xOHP ); and (2) specifically adsorbed ions
on the inner Helmholtz plane (x = xIHP ). The spans of Stern layer and diffusive
Gouy-Chapman layer are also shown for convenience. In addition, charge neutrality
exists in both of the semiconductor-bulk and liquid-bulk. Finally, a typical distri-
bution of electrostatic potential (φ) throughout the junction is also exhibited. Here,
∆φsc and ∆φL are respectively the potential drops in the semiconductor and liquid
and φ = ∆φsc+∆φL.
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3.1.2 Charge inside the Liquid

Conversely, the contribution of the net liquid charge (Qliquid) comes from: (1) elec-

trochemically active ions and (2) electrochemically inactive ions (supporting elec-

trolyte).34 To further delve, let us begin by the generic picture of the liquid-part

of the SL interface, situated from x = xint to x = xliq in Figure 3.1.135–137 In

a usual liquid environment, the movement of the ions in the liquid (charge parti-

cles) results in the flow of electricity. However, the experimentally measured value

of ionic mobility falls close to 10−4 cm2V−1s−1, which is 5 - 6 orders of magnitude

lower compared to the electron or hole mobilities in typical semiconductors.34 To fix

this mismatch in conductivity, high concentration (> 0.1 M) of supporting electrolyte

is usually added to the solution and the conductivity of the liquid is increased sub-

stantially. However, the selection of the supporting electrolyte should be such that

the constituent ions are unable to participate in any form of charge transfer reac-

tion with the electrode under the normal PEC operating conditions.34 Consequently,

they are treated as electrochemcially inactive species solely contributing in the charge

screening process. Now, the other species in the liquid (H+ and OH−, in our case), of

course, are electrochemically active and capable of exchanging electrons/holes with

the electrode along with their contribution in the overall screening process. In the

usual description of the liquid-part of the interface, the distribution of Qliquid can be

divided into a diffusive ‘Gouy-Chapman’ layer and a compact ‘Stern’ layer hosting

the absorption/desorption events.135–137 According to the Gouy-Chapman model of

the liquid,139,140 the solution is considered to be a dielectric continuum, embedded

with different point-ions representing both the electrochemically active and inactive

species (see Chapter 5 of Ref. [137]). These ions are distributed under the influence of

the varying electrostatic potential by following the Boltzmann statistics.135,136 The

net results of this process can be seen by the formation of a diffusive layer close to

the SL interface, as illustrated in Figure 3.1 (from x = xOHP to x = xGC). Now,
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these ions can diffusively approach the physical SL interface up to a certain distance

of x = xOHP , known as the outer Helmholtz plane (OHP) and then undergo the ad-

sorption process on the inner Helmholtz plane (IHP) at x = xIHP and participate in

the inner sphere electrochemical reaction.135–137 The formation of these two compact

layers (IHP and OHP) was first envisioned by Helmholtz141 and later considered by

Stern142 in the combined Gouy-Chapman-Stern (GCS) model of electrode-electrolyte

interface. Together, the compact layer, as shown in Figure 3.1, is often referred as

the Stern or Helmholtz layer in the literature.135,136

3.2 Semiclassical Modeling of Semiconductor-

Liquid Junctions

Our objective in this section is to formalize the mathematical description of the elec-

trostatics and charge transport phenomena at a generic SL junction, such as that

illustrated in Figure 3.1. In this regard, we will begin by separately visiting the

relevant semiclassical treatments of the semiconductor photoelectrodes and aqueous

electrolytes. Furthermore, the necessary assumptions will be introduced to clearly

delineate the linkage between theoretical and practical PEC systems with an addi-

tional understanding of the scope and limitations of the models presented in this

dissertation. Afterwards, the combined mathematical models, capable of simulating

the SL junctions, will be introduced along with the developed boundary conditions.

3.2.1 Semiconductor Drift-Diffusion Equations

Traditionally, the conventional method to simulate and/or model the electrostatics

and charge transfer process in semiconducting materials corresponds to the solution

of the drift-diffusion equations.33,120–122 Drift-diffusion (DD) model, as a semiclassical

approach, is immensely popular to numerically calculate physics related to semicon-
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ductors and widely used in the commercial solid state device simulation softwares. In

1 D, the complete drift-diffusion model is based on the following set of equations120–122

Current equation (electron): Jn = qnµnEfield + kBTµn
dn

dx
, (3.1a)

Current equation (hole): Jp = qpµpEfield − kBTµp
dp

dx
, (3.1b)

Continuity equation (electron):
dn

dt
=

1

q

dJn
dx

+Gn −Rn, (3.1c)

Continuity equation (hole):
dp

dt
= −1

q

dJp
dx

+Gp −Rp, (3.1d)

Poisson equation:
d2φ

dx2
= − 1

εsc
[ρsc + ρss + ρT ], xbulk ≤ x ≤ xint. (3.1e)

Here, the current due to electron flow is given by Jn, whereas the current due to

hole movement is given by Jp, n and p respectively represent the electron and hole

concentrations, µn and µp are respectively the electron and hole mobilities. Gn and Gp

take into account of all the electron and hole generation processes whereas, Rn and Rp

take into account of all the electron and hole recombination processes, respectively and

εsc represents the dielectric constant of the semiconducting material. As can be seen

from Eqs. 3.1a- 3.1b, the electron and hole current equations explicitly express the

contribution of both drift and diffusion components of the respective carrier flow (see

Ref. [122, Chapter 4]). To understand, drift is the motion of the charged particles

in response to an applied electric field (Efield). Thereby, qnµnEfield represents the

electron drift current. Similarly, qpµpEfield represents the hole drift current. Diffusion

currents, on the other hand, arise due to the movement of the carriers because of

the concentration gradient and are respectively given by kBTµn
dn
dx

for electrons and

−kBTµp dpdx for holes.122

Continuity equations (see Eqs. 3.1c- 3.1d) describe a basic concept – any change

in the carrier density over time is due to the difference between the incoming and out-

42



going flux of carriers plus the net carrier generation at the interior of the material.122

Here, [Gn − Rn] and [Gp − Rp] respectively represent the net generation rates of

electrons and holes. In numerical simulations, current and continuity equations are

combined and the resultant form of the equation is utilized to solve for the electron

and hole distributions. It is also imperative to understand that all the simulations

presented in this thesis are performed at steady-state conditions (dn/dt = dp/dt = 0),

meaning that the solutions are time-independent.120–122

Now, the final piece of the combined drift-diffusion model of semiconductor is the

Poisson equation (Eq. 3.1e), which determines the distribution of the electrostatic

potential (φ) from the charge density inside the material.33,120–122 In the context of

the photoanode drawn in our illustration of SL junction in Figure 3.1, this represents

the calculation of φ from x = xbulk to x = xint. Eq. 3.1e explicitly shows the

charge contributions from crystalline semiconductor (ρsc → free carriers and ionized

dopants), surface states (ρss) and bulk trap states (ρT ). Here, ρsc takes into account

of the charges due to the freely moving electrons (n) and holes (p) respectively in the

conduction and valence band along with the ionized donors (N+
D ) and acceptors (N−A )

and expressed as122

ρsc = N+
D −N

−
A + p− n, (3.2)

where,33

n = nie
[ (EFn − Ei)/VT ], (3.3)

p = nie
[
(
Ei − EFp

)
/VT ]. (3.4)

Here, VT = kBT/q is the thermal voltage, Ei represents the intrinsic Fermi-level given

by Ei = (EC + EV )/2 + 1
2
kBT ln (NV/NC), NV and NC are the effective density of states

in the valence and conduction bands, respectively.33 Clearly, ρsc models the charge

distribution in a semiconductor without any surface or bulk trap states and thereby,

ρsc is referred here as the charge from the crystalline semiconductors. However, in the
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case of practical semiconductor photoelectrodes, intermediate bandgap states (trap

states) are originated due to the unpassivated dangling bonds, impurities, intrinsic

defects or surface reaction intermediates and can effectively trap the conduction band

electrons and valence band holes.125,143 For instance, it is speculated that the inter-

mediate Fe=O complexes, generated from the first step of the water oxidation process

on the surface of hematite photoanode, energetically lie inside the bandgap and act

like surface states.127,144 Surface states can also be originated due to the various forms

of irregularities in the surface morphology of the photoelectrodes.65,143,145,146 Similar

to the surface states, the intermediate bandgap states at the semiconductor-bulk can

also participate in overall charge conservation process by trapping and detrapping the

freely available electrons and holes (see Ref. [33, Chapter 5]). In this regard, a rele-

vant example in semiconductor water splitting application would be the bulk hematite

trap states at the fluorine-doped tin oxide (FTO)/hematite interface, leading to the

generation of the notorious ‘dead-layer’.19,147–149 These bulk trap states are believed

to be formed due to the lattice mismatch between FTO and hematite.19,149,150 In

our description of the Poisson equation (Eq. 3.1e), ρss and ρT respectively model

the charge contributions from the surface and bulk trap states (see Section 3.4 for

numerical details).

3.2.2 Semiclassical Modeling of Liquid Electrolyte

Potential Distribution in Electrolyte

Let us now consider the remaining part of the electrostatic potential (φ) that is dis-

tributed inside the liquid from x = xint to x = xliq, as shown in Figure 3.1. At an

ideal PEC set-up, the total potential drop (∆φL) in the liquid is generally assumed

to be relatively small and constant with respect to the total potential drop in the

semiconductor (∆φsc).
1,34,36 This ideal situation, where the potential drop in the

liquid is neglected in the computation (∆φL � ∆φsc and ∆φL ≈ 0), has been
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widely adopted in the state-of-the-art numerical and analytical models when solving

for the electrostatics of SL junctions (see also Section 2.5.1).35,100,101 In a practical

PEC environment, however, ∆φL can range from few meV to 0.5 eV and hence cannot

be ignored for accuracy.1 For instance, using the first-principles calculation on GaN-

water and ZnO-water junctions, Kharche et al.116 demonstrated a liquid potential

drop ∼ 0.5 eV that can certainly impact the critical energy level alignments at the

SL junctions. Cendula et al.,32 in their semiclassical modeling of SL junction, con-

sidered a constant ∆φL computed from an analytical expression and then searched

for the numerical solution of φ only inside of the semiconductor (from x = xbulk to

x = xint, in the context of Figure 3.1). This procedure is unable to capture the

change in ∆φL at the event of so called ‘band level unpinning’ – commonly observed

in practical photoelectrodes with surface states, high doping density or large applied

potential (see Section 2.5.2). Thus, it is imperative to simultaneously consider the

evolution of the potential drop in the liquid with an aim at accurately capturing the

overall electrostatics of the SL junctions.

Gouy-Chapmann-Stern (GCS) Model

A complete description of the liquid potential can be given by the Gouy-Chapmann-

Stern (GCS) model, as introduced in our discussion in Section 3.1. In practice, due

to the high concentration of supporting electrolyte and the densely packed adsorbed

species (in the Stern layer), the overall charge screening length inside the liquid-

part of the interface spans a very short distance from the physical SL interface.1

According to the Gouy-Chapman theory, ions in the electrolyte can approach the

interface by following the Boltzmann distribution and subsequently, participate in the

screening of the counter charges located at the electrode (Qsolid, in our case).135–137

In other words, the spatial distribution of any ions in the liquid can be modeled by

Boltzmann-type expression.137 For example, the concentrations of electrochemically
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inactive cation (n+) and anion (n−) from the supporting electrolyte can be expressed

as137

n+ = c+
supe

[− z (φ− φb)/VT ] (3.5)

and

n− = c−supe
[z (φ− φb)/VT ]. (3.6)

Here, c+
sup and c−sup respectively are the bulk concentrations of the cation and an-

ion of the supporting electrolyte, φb is the electrostatic potential in the bulk of the

liquid (at x = xliq), z denotes the charge number of the ion. Similarly, the concentra-

tions of electrochemically active H+ (cH+) and OH− (cOH−) species can be expressed

as137

cH+ = c0
H+e[− (φ− φb)/VT ] (3.7)

and

cOH− = c0
OH−e

[ (φ− φb)/VT ], (3.8)

where, c0
H+ and c0

OH− represent the bulk concentrations of H+ and OH− species,

respectively. Finally, the total charge contribution of the diffuse layer (ρL) can be

computed as137

ρL = zn+ − zn− + cH+ − cOH− . (3.9)

Eq. 3.9 along with Eqs. 3.5 - 3.8 provide a semiclassical description of the charge

distribution process in the liquid electrolyte from x = xliq (liquid bulk) to

x = xOHP (outer Helmholtz layer). However, the subsequent adsorption and

desorption processes of H+ and OH− species on the IHP cannot be described by the

Boltzmann-type distribution, rather they are determined by the surface protonation

and deprotonation reactions (see Ref. [1, Chapter 2]). The impact of these processes

can be seen as the net adsorbed charge (ρad) in the Stern layer.136 Unlike the charge

in the diffusive layer of the liquid, the charges in the Stern layers are immobile and
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strongly adsorbed on inner Helmholtz plane.135 Finally, by combining ρL and ρad, the

electrostatic potential in the liquid can also be computed from the Poisson equation

given by (similar to Eq. 3.1e)

d2φ

dx2
= − 1

εL
[ρL + ρad], xint ≤ x ≤ xliq. (3.10)

Here, εL refers to the dielectric constant of the liquid. In the case of bulk water,

εL ≈ 80.1

3.3 Assumptions

3.3.1 Supporting Electrolyte

Throughout our model development, as presented in this thesis, we have consid-

ered the existence of the electrochemically inactive supporting electrolyte in the solu-

tion.34 As a generic implementation, our model takes into consideration of both the

cations (n+) and anions (n−) from the supporting electrolyte that are deliberately

added to the liquid to achieve sufficient electrical conduction in the PEC set-up. Sim-

ilar to the practical PEC set-up, we also assume that the ions from the supporting

electrolyte can effectively screen the exposed charge in the semiconductor without

participating in any electron transfer with the electrode. To elaborate, let us revisit

the practical liquid environment as presented by Le Formal et al.68 and also utilized

in the simulation of hematite photoanode in Chapters 5 and 6. Here, the solution

consists of 10 mL of 1 M NaOH (pH = 13.6) and the PEC set-up is investigated

for oxidative water splitting reaction at an n-type hematite electrode with doping

concentration (ND)∼1019 - 1020 cm−3.68 Hence, the liquid contains OH−, H+ and

Na+ species, among which OH− and H+ are respectively considered as electrochem-

ically active to photoanode and Pt-counter electrode and whereas, Na+ constitutes
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an electrochemically inactive cation (n+) from the supporting electrolyte. In this

particular case, the anionic contribution from the supporting electrolyte is considered

to be zero (n− ≈ 0).

3.3.2 SL Junction as an Adaptive Pseudo-Schottky Contact

As we discussed in Section 2.5.2, the conventional models of the SL junctions as pseudo

Schottky-contacts implicitly assume that the semiconductor bands are pinned (BLP),

which is certainly not the practical case when surface states charging/discharging

takes place.21,57 Rather, a more realistic approach should also allow the semicon-

ductor bands to be unpinned when it is appropriate. That being said, the Poisson

equation implemented in this thesis (see Section 3.4) can model the required adap-

tivity of the SL Schottky junctions. In this way, the potential on the liquid side is

solely calculated from the extent of screening charge and thereby, the SL junction

represents an ‘adaptive’ pseudo-Schottky contact on the basis of the evolution of the

exposed charges. This assumption of the adaptive Schottky contact makes our model

suitable to simulate oxide-semiconductors (α−Fe2O3, TiO2, BiVO4 etc.), which are

severely affected by band-level unpinning.57

3.3.3 Electrochemical Activity at the Interface

Throughout this thesis, our consideration of the PEC cells are essentially photo-

synthetic cells, where current flow yields in chemical fuel production via chemical

reactions (see Figure 3.2).7,72 Photosynthetic cells are different than regenera-

tive cells – another form of the PEC cell, where current flow yields no net chem-

ical change of the electrolyte.7 As explained in Refs. [72] and [7] , in the water

splitting photosynthetic cells, the species (OH−/O2) involved in the anodic reac-

tion at the photoanode are not the same as the species (H+/H2) involved in the

cathodic reaction at the photocathode or metal counter electrode. Figure 3.2 illus-

48



EC


EV


EL (OH-/O2)
EFp


(Liquid)


Interface


EFn


 -

 -


 +

 +


 -


 +


 -


 +


 -


 +


OH-


O2

kt,p


kt,n


OH-


O2


(Photoanode)


[ORR]


[OER]

EL (H+/H2)


EC


EV


EFp


(Liquid)

Interface


EFn


 -
 -


 +
  +


 -


 +


 -


 +


 -


 +


kt,p


kt,n

H+


H2


(Photocathode)


[HOR]


[HER]


H+


H2
(a)
 (b)


Figure 3.2: Electrochemical activities at (a) an anodic semiconductor-aqueous junc-
tion and (b) cathodic semiconductor-aqueous junction (photosynthetic cells). For
example, at the photoanode (part a), OER is assumed as the forward reaction, where
holes from the valence band participate in oxidation of OH− species. Conversely,
ORR is considered as the backward reaction reversing the yield of the forward reac-
tion by reducing O2 at the surface of the photoanode via conduction band electron
transfer. In this case, the liquid Fermi-level (EL) is determined by OH−/O2 species.
Similarly, HER and HOR are respectively assumed as the forward and reverse re-
actions occurring at a photocathode and liquid Fermi-level is determined by H+/H2

species.

trates the assumed electrochemical activity of the photocatalytic anodic SL inter-

face (part a) as well as that of the photocatalytic cathodic SL interface (part b)

considered in the present work. In this case, we have assumed that the photoanode

is only capable of exchanging electrons/holes with OH−/O2 redox species. Hence,

OER (H2O + 2h+ → 1/2O2+ 2H+) is considered as the forward reaction, whereas

the oxygen reduction reaction (ORR: 1/2O2+ 2H++ 2e− → H2O) is considered as the

reverse reaction at the photoanode.29,72,151 In the counter-electrode, electrochemical

reactions solely consist of HER as the forward reaction (2H+ + 2e− → H2) and hy-

drogen oxidation reaction (HOR: H2 → 2H+ + 2e−) as the reverse reaction.29 Thus,

our assumed set-up of the electrochemical activity perfectly emulates the common

situation in the practical water splitting cells, where O2 is evolved in the photoanode

and H2 is collected in the compartment containing counter-electrode.7,72
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Though we have considered ORR as the only reverse reaction at the photoan-

ode, it is also possible for the conduction band electrons to reduce the water and

produce H2.72 In this case, the mixed reaction (as discussed in Section 2.5.2), oc-

curring at the SL interface, would certainly make the computation more complex.

As the main objective of this thesis is to model/explore the performance of the rate

determinant anodic OER at the photoanode, we discarded the possibility of a mixed

reaction, e.g., anodic H2 production, corrosion of the photoanodes in our compu-

tation.1,34 Moreover, the picture of the anodic SL interface, even only assuming

OER/ORR, can become complex if the semiconductor is oxidized by the evolved O2.

Nonetheless, we can rule out the self-oxidation of the oxide-semiconductor-based pho-

toanodes due to the fact that these materials are already in their oxidized forms and

practically demonstrate superior chemical stability in the aqueous solution (see also

the discussion in Section 2.3.3).13,57

3.3.4 Liquid Fermi-level

In general, the liquid Fermi-level (EL) is determined by the electrochemically ac-

tive species participating in electron/hole transfers with the electrode, as presented

in Figure 3.2.34,151 Therefore, by considering the assumption of interfacial electro-

chemical activity from our discussion in Section 3.3.3, the liquid Fermi-level at an

anodic SL interface is solely determined by the OH−/O2 species as we have consid-

ered that the photoanode is only capable of exchanging electrons/holes with OH−/O2

species. This approximation is widely utilized in presenting the anodic SL junctions

electrostatics in the literature.32,152 Imposing this assumption on a photoanode guar-

antees the existence of an equilibrium situation under dark condition, where the

Fermi-levels of electrons and holes are equal and perfectly aligned with the liquid

Fermi-level (EFn = EFp = EL, in Figure 2.3a). Conversely, to model the water

reduction reaction on photocathode, we consider HER/HOR as the only electrochem-
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cial reactions at the photocathode, meaning EL at the cathodic SL junction is entirely

determined by the H+/H2 species. Nevertheless, both of the situations in photoan-

ode and photocathode need to be replaced by a more complicated non-equilibrium

situation (even under dark) if the respective electrode is prone to corrosion and/or

demonstrates mixed reactions (see the discussion in Section 3.3.3).

3.3.5 Finite-Size of Ions and Helmholtz Layer Charge

Now, the widely common ‘point-ion’ approximation in GCS theory becomes gradually

invalid when the ions start to approach each other more closely so that the finite-size

of the ions cannot be ignored anymore. Using a simple cubic packing of the ions

with effective diameter of a, a back-of-the-envelope calculation sets the upper limit of

the allowable concentration of a species, cmax = [a3 ×Navg]
−1

.135 Here, Navg is the

Avogadro’s number (6.022×1023 mol−1). Now, cmax effectively limits the maximum

surface potential as135,153,154

∆φL|max = −kBT
zq

log
[
a3Navgc∞

]
, (3.11)

where, c∞ is the bulk concentration of the species in the liquid under consideration.135

Now, the assumptions considered in the GCS model would work if the liquid poten-

tial (∆φL) ≤ ∆φL|max – delineating the limit for the so called ‘point-ion’ concept.137

In general, this constraint can severely limit the application of the simple GCS model,

specifically at the metal-electrolyte junctions where all the potential drop occurs in

the liquid side.153,154 Conversely, in the case of an SL junction (see Section 3.2.2), the

potential drop inside the liquid remains relatively small (up to 0.5 eV) and thereby,

the GCS model is valid up to some extent under normal PEC operating conditions.1

To better comprehend this, let us consider OH− ions in an aqueous solution of pH = 7

and with the ionic radii of 1.52 Å.155 Therefore, using c∞ = c0
OH− = 10−7 M and
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a = 3.04 Å in Eq. 3.11, ∆φL|max can be estimated as ≈ 0.522 V. However, if the con-

centration of OH− species is elevated to c0
OH− = 1 M (pH = 14), ∆φL|max ≈ 0.1 V. As

expected, high electrolyte concentration can limit the validity of GCS theory as the

maximum allowable surface potential gradually becomes smaller. Overall, the calcu-

lation of ∆φL should be checked with respect to ∆φL|max to guarantee the validity of

the GCS model.

Furthermore, being a semiclassical approach, the methodology presented in this

thesis cannot capture the adsorption/desorption processes at the inner Helmholtz

plane (equivalent to the computation of ρad). One possible way to compute ρad

would be the atomistic first-principles calculation.116 Up to now, the determination

of ρad with a detailed probing of IHP phenomena remains unclear, to a large degree,

in the context of any theory.137 Nevertheless, the combined Poisson equation, as

developed in Section 3.4 of this Chapter, also considers ρad in its generic formulation.

This means, if ρad can be estimated from the atomistic models and subsequently, is

supplied as an input of the combined Poisson equation, then our model can take the

effects of ρad into account along with other contributions of the exposed charges and

estimate the potential distribution.

3.4 Formulation of the Numerical Grid

In numerical simulation of the SL junctions, the solutions of the coupled semiclassical

transport equations (Poisson-continuity equations) are sought in a discretized grid,

such as that shown in Figure 3.3. In this regard, the set of transport equations, as

introduced in Section 3.2, needs to be discretized along with the necessary boundary

conditions. To understand this, let us begin by revising the space vector as shown

in Figures 3.1. Clearly, Figure 3.3 presents the discretized version of the same space

vector. All the critical points along the x-axis are also shown for convenience. As a
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Figure 3.3: An illustration of the discretized grid utilized in the formulation of the
discretized versions of the transport equations. The grid is characterized by the non-
uniformly spaced grid points with spacings of ∆i, where i = [1 : M-1]. As can be
seen, grid points i = [1 : N] are located in the electrode, whereas the rest of the
grid points are placed in the liquid (i = [N+1 : M]). The spans of all the different
charge contributions, as described in Sections 3.2.1 and 3.2.2, are also drawn for ease
of comprehension. Finally, the extents of the solutions of both the Poisson equation
and current equations are also shown in purple and pink, respectively.

part of the generic implementation scheme, we have considered non-uniform spacing

of the grid points as the default discretization technique. Here, ∆i represents the

spacing between two consecutive grid points i and i + 1, where i can be any value

from [1 : M-1]. Also, grid points [1 : N] are located in the semiconductor, grid

points [N+1 : M] are placed in the liquid and i = N marks the physical location of

the SL interface. Discretizing the x-grid in a non-uniform fashion comes with the

advantages of fast and efficient computation albeit with the cost of complexity in

the numerical formulation. Some of the notable features of the discretized grid in

Figure 3.3 include:
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• Illustrations of the spans of charges in semiconductor such as ρsc + ρT in green

and ρss in red. Also, ρsc+ρT +ρss can only have non-zero values when i = [1 : N]

(inside of the semiconductor). Otherwise, ρsc + ρT + ρss reduces to zero for grid

points i = [N+1 : M] (in the liquid).

• Similarly, the spans of liquid charges are also shown. In this case, span of the

diffusive, mobile ions (ρL) is depicted in purple and the span of the specifically

adsorbed charges (ρad) is marked in orange. Here, ρL + ρad is non-zero only

when i = [N+1 : M] or i is in the liquid.

• The search for the solution of the electrostatic potential by numerically

solving combined Poisson equation (Eqs. 3.1e and 3.10) covers the entire

grid (i = [1 : M]).

• Grid points i = 1 and i = M mark the two boundary points for discretized

Poisson equation.

• Both of the electron and hole continuity equations are solved only inside of the

semiconductor or i = [1 : N].

• Grid points i = 1 and i = N present the two boundary points for electron and

hole continuity equations.

3.5 Combined Poisson Equation of the SL Junc-

tions

In order to develop the discretized form of the combined Poisson equation, the

usual starting point should be the descriptions of Poisson equations in semiconduc-

tor (Eq. 3.1e) and liquid (Eq. 3.10). However, the expressions in Eqs. 3.1e and 3.10
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cannot be coupled in their present forms due to the spatially varying dielectric con-

stant along the SL junction. To resolve this issue, a more convenient starting point

would be the generic Gauss equation, where Eq. 3.1e is expressed as

d

dx
[εscEfield] = [ρsc + ρss + ρT ], xbulk ≤ x ≤ xint (3.12)

and Eq. 3.10 is expressed as

d

dx
[εLEfield] = [ρL + ρad]. xint ≤ x ≤ xliq. (3.13)

Together, a combined Gauss equation in 1 D can be written as

d

dx
[εEfield] = [ρsc + ρss + ρT + ρL + ρad], xbulk ≤ x ≤ xliq. (3.14)

Here, ε is the varying dielectric constant along the x-axis, Efield = −dφ
dx

, Qsolid = ρsc+

ρss + ρT and Qliquid = ρL + ρad. Therefore, Eq. 3.14 can be rewritten as

ε
d2φ

dx2
+
dε

dx

dφ

dx
= − [ρsc + ρss + ρtrap + ρad + ρL] . (3.15)

Eq. 3.15 is the combined Poisson equation that needs to be discretized and solved us-

ing suitable numerical techniques. In this regard, we will be using Gummel technique

implemented by the finite-difference (FD) scheme to perform the discretization and

subsequent computation of Eq. 3.15.120–122,156

3.5.1 Formulation of the Charges in Semiconductor

Conventionally, the electrostatic potential and all the energy levels in a semiconductor

are drawn by considering the transport of electrons as the default charge carrier.33

For example, an upward bending at an SL interface (see Figure 2.1) represents an
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energy barrier impeding the electron transport from the bulk towards the liquid side.

However, φ in the Poisson equation (such as in Eq. 3.15) is assumed to be the elec-

trostatic potential experienced by the positively charged carriers. Therefore, it is

customary in the state-of-the-art semiconductor simulation to assume a relationship

such as φ = −Ei, which can directly link the semiconductor band bending potential

with the computed potential from the Poisson solver. Here, φ = −Ei means that the

electrostatic potential calculated by solving Poisson equation equals to the negative

of the semiconductor intrinsic Fermi-level (Ei) (see Ref.[122, Chapter 4]). That being

said, we will now derive the necessary expressions suitable for the self-consistent solu-

tion of the Poisson equation. While solving the Poisson equation in a self-consistent

manner, the iteration always starts from an initial guess of φ and then goes on slowly

updating φ = φ + δφ in each iteration step.120 Here, δφ is the deviation between

to consecutive solutions of φ and assumed to be small compared to VT . Now, using

φ = -Ei, φ = φ+ δφ and δφ � VT , Eq. 3.3 can be rewritten as122

n = nie
[ (EFn + φ)/VT ],

= nie
[ (EFn + φ + δφ)/VT ],

= ne[δφ/VT ],

≈ n

(
1 +

δφ

VT

)
.

(3.16)

Here, we use e[δφ/VT ] ≈ [1 + δφ/VT ]. Similarly, Eq. 3.4 can be rewritten as122

p = nie
[−

(
φ + EFp

)
/VT ],

= nie
[−

(
φ + δφ + EFp

)
/VT ],

= pe[−δφ/VT ],

≈ p

(
1− δφ

VT

)
,

(3.17)
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where, e[−δφ/VT ] ≈ [1− δφ/VT ]. Finally, using Eq. 3.2, the contribution of the crystalline

semiconductor can be approximated as

ρsc ≈ N+
D −N

−
A + p

(
1− δφ

VT

)
− n

(
1 +

δφ

VT

)
. (3.18)

On the other hand, the computations of ρss and ρT depend on the characteristics

(donor- or acceptor-type) of the intermediate trap states. For example, donor-type

trap states are considered neutral when filled by electrons, whereas empty donor-

states are positively charged.143 Therefore, the charge from the donor-type surface

states (ρss|D) can be computed by

ρss|D =

∫ E−C

E+
V

Ns|D(1− fs|D)dE, (3.19)

where, Ns|D and fs|D are respectively the distribution of donor-type surface states

and probability of these states to be occupied by electrons. E+
V and E−C respectively

represent an energy just above the valence band edge and an energy just below the

conduction band edge. Furthermore, fs|D is determined via the corresponding Fermi-

distribution given as

fs|D =
1

1 + e
[
Es − EFs|D

]
/kBT

. (3.20)

Here, EFs|D is the Fermi-level of the distribution of donor-type surface states and

Es represents the energy of the surface states. The details of the determination of

EFs|D at a photocatalytic SL interface will be a topic of discussion in Chapter 4 of

this thesis. Conversely, the acceptor-type states are negatively charged when filled

by electrons, whereas they remain charge neutral if the states are empty.143 Thus

bringing the similar treatment as presented for donor-type surface states, the charge
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due to acceptor-type surface states (ρss|A) can be expressed as

ρss|A = −
∫ E−C

E+
V

Ns|A(fs|A)dE, (3.21)

Here, Ns|A and fs|A are the density of acceptor-type surface states and probability of

these states being occupied by electrons, respectively. Finally, fs|A can be given by

Fermi-Dirac distribution of

fs|A =
1

1 + e
[
Es − EFs|A

]
/kBT

, (3.22)

where, EFs|A is the Fermi-level of the distribution of acceptor-type surface states

determining the electron occupation probability. Now, the total charge contribution

from an ensemble of donor- and acceptor-type surface states can be written as

ρss = ρss|D + ρss|A. (3.23)

Likewise, the charge contribution from bulk/SCR trap states can also be computed

by separately considering the donor- and acceptor-type character of the trap states,

and expressed as138

ρT = ρT |D + ρT |A. (3.24)

Here, the charge contributions from the donor- and acceptor-type trap states are

respectively given by33

ρT |D =

∫ E−C

E+
V

gT |D (1− f)dE, (3.25a)

ρT |A = −
∫ E−C

E+
V

gT |A fdE, (3.25b)
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where, gT |D and gT |A are the distributions of donor- and acceptor-type of

bulk/SCR trap states, respectively. Also, f denotes the Fermi-distribution given

by f = 1

1+e
[
ET − EF

]
/VT

, where ET is the location of the trap states and EF is the

Fermi-level of the majority carrier of the semiconductor (see Chapter 5 of Ref. [138]).

The details of the computation of ρT will be a subject of discussion in Chapter 7 of

this thesis.

3.5.2 Formulation of the Charges in Liquid

Following a similar procedure, as presented in Section 3.5.1, we can also derive suitable

expressions representing different charge contributions in the liquid. For instance,

Eq. 3.5 can be rewritten as

n+ = c+
supe

[− z (φ− φb)/VT ],

= c+
supe

[− z (φ + δφ− φb)/VT ],

= n+e
[− zδφ/VT ],

≈ n+

(
1− z δφ

VT

)
.

(3.26)

Here, we again utilized φ = φ + δφ and δφ � VT . Likewise, Eqs. 3.6, 3.7 and 3.8

are respectively expressed as

n− = c−supe
[z (φ− φbulk)/VT ] ≈ n−

(
1 + z

δφ

VT

)
, (3.27)

cH+ = c0
H+e[− (φ− φbulk)/VT ] ≈ cH+

(
1− δφ

VT

)
(3.28)

and

cOH− = c0
OH−e

[ (φ− φbulk)/VT ] ≈ cOH−

(
1 +

δφ

VT

)
. (3.29)
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Therefore, Eq. 3.9 can be written as

ρL ≈ zn+

(
1− z δφ

VT

)
−zn−

(
1 + z

δφ

VT

)
+cH+

(
1− δφ

VT

)
−cOH−

(
1 +

δφ

VT

)
. (3.30)

Finally, as discussed in Section 3.3.5, the theoretical determination of ρad on IHP

still remains largely unclear.137 Yet, we consider ρad in the expression of the generic

Poisson equation so that the impact of adsorption/desorption phenomena can also be

aptly included in the future models/extensions towards this direction.

3.5.3 Discretized From of the Combined Poisson Equation

With all the essential expressions of charge contributions at our hand, we can resume

our derivation of the combined Poisson equation and rewrite Eq. 3.15 as

ε
d2

dx2
[φ+ δφ] +

dε

dx

d

dx
[φ+ δφ] =

−
[
N+
D −N

−
A + p− n+ ρss + ρT + zn+ − zn− + cH+ − cOH− + ρad

]
+
δφ

VT

[
p+ n+ z2n+ + z2n− + cH+ + cOH−

]
.

(3.31)

Here, we again use φ = φ+ δφ. Now, if we assume

Q′ =
[
N+
D −N

−
A + p− n+ ρss + ρT + zn+ − zn− + cH+ − cOH− + ρad

]
, (3.32)

and

Q′′ =
[
p+ n+ z2n+ + z2n− + cH+ + cOH−

]
, (3.33)

then Eq. 3.31 can be expressed as

ε
d2

dx2
[φ+ δφ] +

dε

dx

d

dx
[φ+ δφ] = −Q′ + δφ

VT
Q′′. (3.34)
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Finally, Eq. 3.34 can be rearranged into

[
ε
d2

dx2
+
dε

dx

d

dx
− Q′′

VT

]
δφ = −

[
ε
d2

dx2
+
dε

dx

d

dx

]
φ−Q′. (3.35)

At this point, our final goal is to discretize Eq. 3.35 and construct the equivalent

matrix representation. Now, at a non-uniformly discretized grid, such as that shown

in Figure 3.3, differential operators d
dx

and d2

dx2
in Eq. 3.35 can be written as their

respective difference operators given by120

[
d

dx

]
i

→

− 1
∆i

1
∆i


>

(3.36)

and

[
d2

dx2

]
i

→


2

∆i−1(∆i−1+∆i)

−
(

2
∆i−1(∆i−1+∆i)

+ 2
∆i(∆i−1+∆i)

)
2

∆i(∆i−1+∆i)


>

(3.37)

where, i = 2, 3, . . . , M-1 and i = 1 and i = M are the two boundary points and

will be handled along with the boundary conditions (see discussion in Section 3.5.5).

Also, > stands for the transpose of the matrix. Now, with Eqs. 3.33, 3.36 and 3.37,

the left-hand-side of Eq. 3.35 can be written into the corresponding Matrices as

[
ε
d2

dx2
+
dε

dx

d

dx
− Q′′

VT

]
δφ = Λ δΦ. (3.38)

Here,

Λ̄ =



λ11 λ12 λ13 . . . λ1M

λ21 λ22 λ23 . . . λ2M

...
...

...
. . .

...

λM1 λM2 λM3 . . . λMM


(3.39)

61



and

δΦ =



δφ1

δφ2

...

δφM


. (3.40)

As can be seen from Eq. 3.39, Λ̄ is an M×M matrix with the following features:

• Centre diagonal elements:

λi,i = −εi
[

2
∆i−1(∆i−1+∆i)

+ 2
∆i(∆i−1+∆i)

]
− 1

∆2
i

[εi+1 − εi]− Q′′i
VT

, i = 2, 3, . . . , M-1.

• Diagonal elements below centre diagonal:

λi,i−1 = εi

[
2

∆i−1(∆i−1+∆i)

]
, i = 2, 3, . . . , M-1.

• Diagonal elements above centre diagonal:

λi,i+1 = εi

[
2

∆i(∆i−1+∆i)

]
+ 1

∆2
i

[εi+1 − εi], i = 2, 3, . . . , M-1.

• Elements of Λ(1, :) and Λ(M, :) respectively constitute the boundary conditions

at i = 1 and i = M and is discussed in Section. 3.5.5.

• All other elements are zero.

In addition, δΦ is an M×1 column vector (see Eq. 3.40). Similarly, the right hand

side of Eq. 3.35 can be expressed as

−
[
ε
d2

dx2
+
dε

dx

d

dx

]
φ−Q′ = Υ Φ−Q′, (3.41)

where,

Ῡ =



γ11 γ12 γ13 . . . γ1M

γ21 γ22 γ23 . . . γ2M

...
...

...
. . .

...

γM1 γM2 γM3 . . . γMM


, (3.42)
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Φ =



φ1

φ2

...

φM


(3.43)

and

Q′ =



Q′1

Q′2
...

Q′M


. (3.44)

Again, Ῡ in Eq. 3.42 is an M×M matrix with the following elements:

• Centre diagonal elements:

γi,i = εi

[
2

∆i−1(∆i−1+∆i)
+ 2

∆i(∆i−1+∆i)

]
+ 1

∆2
i

[εi+1 − εi], i = 2, 3, . . . , M-1.

• Diagonal elements below centre diagonal:

γi,i−1 = −εi
[

2
∆i−1(∆i−1+∆i)

]
, i = 2, 3, . . . , M-1.

• Diagonal elements above centre diagonal:

γi,i+1 = −εi
[

2
∆i(∆i−1+∆i)

]
− 1

∆2
i

[εi+1 − εi], i = 2, 3, . . . , M-1.

• Elements of Υ(1, :) and Υ(M, :) respectively constitute the boundary conditions

at i = 1 and i = M and is discussed in Section. 3.5.5.

• All other elements are zero.

Furthermore, both Φ (Eq. 3.43) and Q′ (Eq. 3.44) are M×1 column vectors. Finally,

the combined Poisson equation from Eq. 3.35 can be written in its matrix form as

Λ δΦ = Υ Φ−Q′. (3.45)
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3.5.4 Self-Consistent Solution of the Combined Poisson

Equation

The self-consistent solution of Eq. 3.45 can be computed by implementing the Gummel

iterative technique that includes the following steps:122

(1) Start with an initial guess for the electrostatic potential Φ (Eq. 3.43).

(2) Compute all the elements of Λ (Eq. 3.39), Υ (Eq. 3.42) and Q′ (Eq. 3.44).

The computations of the matrix elements at the boundaries (i = 1 and M) are

discussed in detail in the upcoming Section 3.5.5.

(3) Compute δΦ using the following expression (by rearranging Eq. 3.45)

δΦ = Λ
−1
[
Υ Φ−Q′

]
. (3.46)

(4) Update potential calculation by Φ |new = Φ+βδΦ, where β is a mixing factor.

(5) In case, when | δΦ |< tolerance, Φ is assumed to be the converged solution.

Otherwise, use Φ = Φ |new and repeat from step (2).

3.5.5 Boundary Conditions for Poisson Equation

Dirichlet Boundary Condition

In this section, we will see how to formulate different boundary conditions to self-

consistently solve the combined Poisson equation in Eq. 3.45. At this point, it is

important to realize that the element of the column matrix δΦ (Eq. 3.40) refer to

the deviations between two consecutive iterations (assuming β = 1). Ideally, when

the numerical solution of φ converges to the exact solution, all the elements of δΦ

should be reduced to zero, or δΦ |i→ 0 for i = [1 : M]. This situation can be utilized
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to implement a Dirichlet-type (constant) boundary condition on φ. A Dirichlet-

type boundary condition is usually imposed when the value of the variable is known

beforehand.120,121 In the case of an SL junction, the relevant examples consist of the

potentials at the grid-points i = 1 (at x = xbulk) and i = M (at x = xliq) that are

directly attached to the external bias source (Vapplied). For the sake of our discussion,

let us assume that φ at the node i = 1 (φ |i=1) has a value of φbulk, which is known in

advance. That being said, we guarantee that δφ |i=1 reduces to zero as φ |i=1 = φbulk

is the exact solution. Equivalently, this condition can be implemented by

• Λ(1, :) = [ 1, 0, 0, . . . , 0].

• Υ(1, :) = [ 0, 0, 0, . . . , 0], Φ(1) = φbulk and Q′(1) = [0].

Therefore, δΦ(1) = [0] as [Υ(1, :)Φ−Q′(1)] = [0] in Eq. 3.46. Likewise, a Dirichlet

boundary condition at i = M can be formulated by making

• Λ(M, :) = [ 0, 0, 0, . . . , 1].

• Υ(M, :) = [ 0, 0, 0, . . . , 0], Φ(M) = φb and Q′(M) = [0].

Also, recall that φb refers to the potential in the bulk of the liquid (see Section 3.2.2).

Finally, [Υ(M, :)Φ−Q′(M)] = [0] and therefore, from Eq. 3.46, we find δΦ(M) = [0].

Neumann Boundary Condition

A Neumann or floating boundary condition is imposed when the derivative of the

variable, rather than its exact value, is available.120,121 In the case of the combined

Poisson equation at the SL junction, it means dφ
dx

(or equivalently Efield) is known

beforehand. Now, being a grid point at the bulk of the semiconductor, the boundary

point at i = 1 guarantees the vanishing Efield or dφ
dx

= 0. Alternatively, it means

Φ(1) = Φ(2) or δΦ(1) = δΦ(2). Now, this can be implemented by

• Λ(1, :) = [ 1, -1, 0, . . . , 0].
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• Υ(1, :) = [ 0, 0, 0, . . . , 0], Φ(1) = Φ(2) and Q′(1) = [0].

Therefore, Eq. 3.46 becomes [Υ(1, :)Φ−Q′(1)] = [0] and consequently δΦ(1) = δΦ(2).

Following a similar procedure for the other boundary point at i = M, a Neumann-type

boundary condition can be implemented as well. In this case, we consider

• Λ(M, :) = [ 0, 0, . . . , -1, 1].

• Υ(M, :) = [ 0, 0, 0, . . . , 0], Φ(M − 1) = Φ(M) and Q′(M) = [0].

In the end, Eq. 3.46 becomes [Υ(M, :)Φ − Q′(M)] = [0] and consequently,

δΦ(M) = δΦ(M − 1) (Neumann).

3.6 Continuity Equations at the SL Junctions

To extract the valuable electrostatics and charge transport properties, the standard

numerical recipe requires the simultaneous solution of the electron and hole current-

continuity equations (Eqs. 3.1a-d) along with Poisson’s equation (Eq. 3.1e).120–122 In

Section 3.5.3, we have demonstrated a step-by-step procedure to derive the numerical

analog of Poisson equation given by Eq. 3.45 in the span of the entire SL junction

as shown in Figure 3.3. In this Section, our goal is to derive the discrete versions

of the electron and hole current-continuity equations. Nevertheless, the solution grid

for continuity equations only extends inside of the electrode that hosts the photo-

generated electrons and holes. In the context of Figure. 3.3, the concentrations of

electrons (n) and holes (p) will be sought within i = [1 : N], where i = 1 and i = N

constitute two boundary points.

Similar to our treatment of the combined Poisson equation (derivation of Eq. 3.45

from Eq. 3.15), both of the sets of current-continuity equations (Eqs. 3.1a-d) need to

be aptly discretized and converted into suitable matrices to facilitate the numerical

calculation. Now, Scharfetter-Gummel (SG) scheme provides an optimum way to
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discretize Eqs. 3.1a-d and is commonly implemented in the numerical simulation of

semiconductor devices.120–122,157 The details of the SG discretization scheme of SL

junctions and the subsequent derivations of the electron and hole continuity equations

will be a subject of discussion in Chapter 5 of this thesis. Therefore, in this section,

our goal will be to demonstrate a step-by-step procedure to construct the equivalent

matrices by utilizing the final discretized versions of the electron and hole continuity

equations from Chapter 5.

3.6.1 Discretized Versions of Continuity Equations

Section 5.2.1 of Chapter 5 provides the discretized versions of the electron and hole

current-continuity equations by utilizing the footprint of standard SG scheme (see also

Refs. [120, Chapter 6] and [122, Chapter 4]). For instance, the final discretized version

of the coupled current (Eq. 3.1a) and continuity (Eq. 3.1c) equations of electrons is

expressed as (Eq. 5.9 in Section 5.2.1)

µn|i−1/2

∆i−1

[
ni−1B

(
φi−1 − φi

VT

)
− niB

(
φi − φi−1

VT

)]
+
µn|i+1/2

∆i

[
ni+1B

(
φi+1 − φi

VT

)
− niB

(
φi − φi+1

VT

)]
=

(∆i−1 + ∆i)

2VT

(
Rn|i −Gn|i

)
.

(3.47)

Likewise, the discretized representation of the coupled current (Eq. 3.1b) and conti-

nuity (Eq. 3.1d) equations of holes is given by (Eq. 5.10 in Section 5.2.1)

µp|i−1/2

∆i−1

[
pi−1B

(
φi − φi−1

VT

)
− piB

(
φi−1 − φi

VT

)]
+
µp|i+1/2

∆i

[
pi+1B

(
φi − φi+1

VT

)
− piB

(
φi+1 − φi

VT

)]
=

(∆i−1 + ∆i)

2VT

(
Rp|i −Gp|i

)
.

(3.48)
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Here, i represents any node on the discretized grid inside the semiconductor except

at the boundaries. That being said, i can be any point inside [2 : N-1] in Figure. 3.3.

This can be easily perceived by looking at Eqs. 3.47 and 3.48, where the carrier

concentration at grid-point i is coupled with those of its neighbouring points i − 1

and i+1 (a three-point description). Hence, the expressions in Eqs. 3.47 and 3.48 are

applicable to the bulk points when i = [2 : N-1]. Moreover, B stands for Bernoulli

function defined as B(x) = x/[ex − 1].120 Finally, all other variables have already been

defined in the course of our discussion as presented in this Chapter.

3.6.2 Discretized Boundary Conditions of Continuity Equa-

tions

Boundary Conditions at SL interface (i = N)

The situation at the photoelectrochemically active SL interface is much more in-

tricate and generally solved via Neumann boundary condition. To understand, we

can start again by treating the SL interfaces as pseudo-Schottky contacts (see Sec-

tion 3.3.2).1,32,34–36 Now, the presence of a Schottky-type contact at the interface

allows us to write the interfacial electron and hole currents in a similar fashion of

those at the MS contacts158,159 and finally expressed as32,34,36

Jn|int = −qvt,n(ns − ns0), (3.49)

Jp|int = qvt,p(ps − ps0). (3.50)

Here, Jn|int and Jp|int represent the interfacial currents respectively due to the elec-

trons and holes transfers at the typical SL junctions. In other words, Jn|N = Jn|int

and Jp|N = Jp|int. A step-by-step procedure to discretize Eqs. 3.49 and 3.50 is

provided in Section 5.2.3 of Chapter 5. Therefore, to construct the required matrices
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via SG scheme, here we are directly utilizing the final discretized forms of Eqs. 3.49

and 3.50 from Section 5.2.3 as

µn|N−1/2

∆N−1

[
nN−1B

(
φN−1 − φN

VT

)
− nNB

(
φN − φN−1

VT

)]
=

∆N−1

VT

(
Rn|N −Gn|N

)
,

(3.51)

and

µp|N−1/2

∆N−1

[
pN−1B

(
φN − φN−1

VT

)
− pNB

(
φN−1 − φN

VT

)]
=

∆N−1

VT

(
Rp|N −Gp|N

)
,

(3.52)

where, Rn|N and Gn|N respectively accumulate all the possible interfacial recombina-

tion and generation processes.

Boundary Conditions at Semiconductor Bulk (i = 1)

As the semiconductor bulk is generally characterized by a quasi-neutral region, it is

commonly assumed that the concentrations of electrons and holes at the bulk remain

the same as their equilibrium concentrations, which are respectively given as nbulk

and pbulk.
33 This, in turn, means that the grid point i = 1 in Figure 3.3 represents

Dirichlet-type boundary conditions for both the electron and hole continuity equations

and are expressed as

n1 = nbulk, (3.53)

p1 = pbulk, (3.54)

However, the semiconductor bulk can also experience carrier extraction and back

recombination (as presented in Ref. [70]) and alternatively, the boundary conditions

on carrier concentrations can also be given by Neumann-type conditions.32,103 Similar

to our treatment of the boundary conditions of continuity equations at an SL interface,

we can define electron and hole currents at the bulk of the semiconductor by utilizing
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electron and hole extraction/recombination velocities (respectively given as vr,n and

vr,p). Consequently, the electron and hole currents at the back contact are given as

Jn|bulk = qvr,n(nb − nb0), (3.55)

Jp|bulk = −qvr,p(pb − pb0). (3.56)

Here, Jn|1 = Jn|bulk and Jp|1 = Jp|bulk and we define that the positive current flows

from the bulk towards the SL interface (in accordance to the current definitions used

in Eqs. 3.49 and 3.50). Also nb and pb respectively are the bulk concentrations of

electron and hole populations under non-equilibrium conditions, whereas nb0 and pb0

respectively are the electron and hole concentrations in the bulk under equilibrium

condition. Finally, by using the SG scheme, the discretized versions of Eqs. 3.55

and 3.56 can be obtained as (for details, see Section 5.2.3)

µn|1 1
2

∆1

[
−n1B

(
φ1 − φ2

VT

)
+ n2B

(
φ2 − φ1

VT

)]
=

∆1

VT

(
Rn|1 −Gp|1

)
, (3.57)

and

µp|1 1
2

∆1

[
−p1B

(
φ2 − φ1

VT

)
+ p2B

(
φ1 − φ2

VT

)]
=

∆1

VT

(
Rp|1 −Gp|1

)
, (3.58)

where, Rn|1 and Gn|1 respectively accumulate all the possible bulk recombination and

generation processes.

3.6.3 Numerical Solution of Carrier Concentrations

At this point, we can now construct the necessary matrices to numerically compute

n and p – the ultimate goal of solving the current-continuity equations for electrons

and holes (Eqs. 3.1a-d).
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Concentration of Electrons

In the numerical computation of the electrons concentration, Eq 3.47 serves as the

basic building block of the corresponding matrix representation. In addition, Eqs 3.53

and 3.51 serve as the two boundary conditions located respectively at i = 1 and i = N.

Together Eqs. 3.47, 3.53 and 3.51 can be expressed as

Zn n = Un, (3.59)

where,

Zn =



zn|11 zn|12 zn|13 . . . zn|1N

zn|21 zn|22 zn|23 . . . zn|2N
...

...
...

. . .
...

zn|N1
zn|N2

zn|N3
. . . zn|NN


, (3.60)

n =



n1

n2

...

nN


(3.61)

and

Un =



un1

un2

...

unN


(3.62)

Now, as can be seen from Eq. 3.60, Z̄n is an N×N matrix with the following features:

• Centre diagonal elements:

zn|i,i = −
[
µn|i−1/2

∆i−1
B
(
φi−φi−1

VT

)
+

µn|i+1/2

∆i
B
(
φi−φi+1

VT

)]
, i = 2, 3, . . . , N-1.
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• Diagonal elements below centre diagonal:

zn|i,i−1
=

µn|i−1/2

∆i−1
B
(
φi−1−φi
VT

)
, i = 2, 3, . . . , N-1.

• Diagonal elements above centre diagonal:

zn|i,i+1
=

µn|i+1/2

∆i
B
(
φi+1−φi
VT

)
, i = 2, 3, . . . , N-1.

• Element implementing the Dirichlet boundary condition at i = 1: zn|11 = 1.

• Element implementing the Neumann boundary condition at i = 1:

zn|11 = −
µ
n|1 1

2

∆1

[
B
(
φ1−φ2
VT

)]
and zn|12 =

µ
n|1 1

2

∆1

[
B
(
φ2−φ1
VT

)]
.

• Elements implementing the Neumann boundary condition at i = N:

zn|NN−1
=

µn|N−1/2

∆N−1

[
B
(
φN−1−φN

VT

)]
and zn|NN = −µn|N−1/2

∆N−1

[
B
(
φN−φN−1

VT

)]
.

• All other elements are zero.

In addition, n andUn can be identified as N×1 column vectors (see Eq. 3.61 and 3.62).

The elements of n constitute the spatial values of electron concentrations that are

under determination, whereas the elements of the Un vector are:

• Non-boundary elements: uni = (∆i−1+∆i)
2VT

(
Rn|i −Gn|i

)
, i = 2, 3, . . . , N-1.

• Boundary element at i = 1: un1 = nbulk.

• Boundary element at i = 1: un1 =∆1

VT

(
Rn|1 −Gn|1

)
.

• Boundary element at i = N: unN =∆N−1

VT

(
Rn|N −Gn|N

)
.

Finally, n can be computed by rearranging Eq. 3.59 as

n = Zn
−1 [

Un

]
. (3.63)
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Concentration of Holes

Similar to the case of the electron continuity equation, by utilizing Eqs. 3.48, 3.54

and 3.52, the hole continuity equation can be rewritten as

Zp p = Up, (3.64)

where,

Zp =



zp|11 zp|12 zp|13 . . . zp|1N

zp|21 zp|22 zp|23 . . . zp|2N
...

...
...

. . .
...

zp|N1
zp|N2

zp|N3
. . . zp|NN


, (3.65)

p =



p1

p2

...

pN


(3.66)

and

Up =



up1

up2
...

upN


. (3.67)

Here, Zp is an N×N matrix with the following features:

• Centre diagonal elements:

zp|i,i = −
[
µp|i−1/2

∆i−1
B
(
φi−1−φi
VT

)
+

µp|i+1/2

∆i
B
(
φi+1−φi
VT

)]
, i = 2, 3, . . . , N-1.

• Diagonal elements below centre diagonal:

zp|i,i−1
=

µp|i−1/2

∆i−1
B
(
φi−φi−1

VT

)
, i = 2, 3, . . . , N-1.
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• Diagonal elements above centre diagonal:

zp|i,i+1
=

µp|i+1/2

∆i
B
(
φi−φi+1

VT

)
, i = 2, 3, . . . , N-1.

• Element implementing the Dirichlet boundary condition at i = 1: zp|11 = 1.

• Element implementing the Neumann boundary condition at i = 1:

zp|11 = −
µ
p|1 1

2

∆1

[
B
(
φ2−φ1
VT

)]
and zp|12 =

µ
p|1 1

2

∆1

[
B
(
φ1−φ2
VT

)]
.

• Elements implementing the Neumann boundary condition at i = N:

zp|NN−1
=

µp|N−1/2

∆N−1

[
B
(
φN−φN−1

VT

)]
and zp|NN = −µp|N−1/2

∆N−1

[
B
(
φN−1−φN

VT

)]
.

• All other elements are zero.

Moreover, p is an N×1 column vector (see Eq. 3.66) representing the spatial values of

hole concentrations that are under determination. As can be seen from Eq. 3.67, Up

is also an N×1 column vector with the following elements:

• Non-boundary elements: upi = (∆i−1+∆i)
2VT

(
Rp|i −Gp|i

)
, i = 2, 3, . . . , N-1.

• Boundary element at i = 1: up1 = pbulk.

• Boundary element at i = 1: up1 =∆1

VT

(
Rp|1 −Gp|1

)
.

• Boundary element at i = N: upN =∆N−1

VT

(
Rp|N −Gp|N

)
.

Finally, p can be computed by rearranging Eq. 3.64 as

p = Zp
−1 [

Up

]
. (3.68)
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Chapter 4

The Role of Relative Rate

Constants in Determining Surface

State Phenomena at

Semiconductor-Liquid Interfaces

This chapter presents an elaborate theoretical derivation of the occupational dynam-

ics of the surface states at the semiconductor-liquid junctions. By utilizing the rate

constants characterizing different surface states-assisted charge transfer processes, it

has been shown that the surface states possess a distinct Fermi-level that lies in

between the respective Fermi-levels of the semiconductor electrode and the aqueous

electrolyte. Importantly, if the charge transfer to the liquid via the surface states

occurs slowly, the Fermi-level of the surface states equilibrates with the Fermi-level

of the semiconducting electrode and the junction deviates from the ideal ‘band edge

pinning’ picture of the interface. Conversely, if the charge transfer to the liquid via

the surface states happens fast, the Fermi-level of the surface states approaches the
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Fermi-level of the aqueous electrolyte and contributes to the yield of interfacial elec-

trochemical reaction by indirectly transferring charges to the liquid. Furthermore,

by incorporating this theory into the numerical computation, the theoretical results

present reproductions of the non-trivial phenomena often observed through various

capacitive measurements (e.g., non-linearity, dip and plateau in Mott-Schottky anal-

ysis, low and high frequency capacitive responses, detrimental and beneficial roles of

surface states).

This Chapter has been published as: Asif Iqbal, Md. Sazzad Hossain and Kirk H.

Bevan, The Role of Relative Rate Constants in Determining Surface State Phenomena

at Semiconductor-Liquid Interfaces, Physical Chemistry Chemical Physics, 2016, 18,

29466–29477.

Abstract

In this work, we present a theoretical study of surface state occupation statistics at

semiconductor-liquid interfaces, as it pertains to the evolution of H2 and O2 through

water splitting. Our approach combines semiclassical charge transport and electrostatics

at the semiconductor-liquid junction, with a master rate equation describing surface state

mediated electron/hole transfer. As a model system we have studied the TiO2-water

junction in the absence of illumination, where it is shown that surface states might not

always equilibrate with the semiconductor. Non-trivial electrostatics, for example, includ-

ing a shifting of the Mott-Schottky plateau in capacitive measurements are explored when

deep-level surface states partially equilibrate with the liquid. We also endeavor to explain

observations of non-linearity present in Mott-Schottky plots, as it pertains to surface state

occupation statistics. In general, it is intended that the results of this work will serve

to further the use and development of quantitative device modeling techniques in the

description of H2 evolution at semiconductor-liquid junctions.
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4.1 Introduction

The extensive ongoing research into semiconducting materials utilized in water split-

ting is spurred by their inherent ability to generate free carriers (electrons and holes)

by absorbing freely available solar energy.1,4, 34,160,161 Moreover, through controlled

doping the electric field at a semiconductor-water interface may be engineered. This

enables the efficient separation of electrons and holes, leading to water oxidation

(OH−/O2) at semiconductor photoanodes and reduction (H+/H2) at semiconductor

photocathodes.1 However, light driven carrier generation within a semiconductor is

coupled with the parasitic process of recombination.33 It is generally believed that sur-

face states (SS) present at the interface often act as an effective recombination centre

for photogenerated carries and thereby hinder the process of efficient electron/hole

transfer to electroactive species at the semiconductor-liquid interface.78,79However,

this depicts only a part of the actual dynamics. Indeed, the presence of surface states

often facilitates charge transfer between a semiconductor and electroactive species

present at the interface.81 Due to this dual role, the impact of surface states in

water splitting has gained considerable research interest.17,162,163 Recently, Bisquert

et al. demonstrated81 that water oxidation at Fe2O3 occurs primarily by surface-

trap-mediated hole transfer, rather than direct hole transfer from the valence band.

Similarly, improved photocatalytic activity has been reported for TiO2 by deliberately

introducing donor/acceptor type band gap states using metallic (Fi,164 Ni,165 V166 or

Cr167) and non-metallic (C,168 N169 or S170) dopants, respectively. On the other hand,

recent studies have also attributed enhancements in the water splitting performance of

Fe2O3 to various surface treatments that reduce or passivate surface states.21,54,71,78,79

Indeed, since the entire process of water splitting is an “inner-sphere” electrochem-

ical reaction, one may argue that surface states formed via reaction intermediates

and products during chemisorption play a crucial role in water splitting that deserves

deeper investigation.171
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However, understanding all of the complex phenomena due to SS at the

semiconductor-water interface is a long term community wide effort. In this work we

explore how the dynamics of SS electron/hole capture and emission processes in the

absence of illumination (“dark condition”) impacts upon SS occupation statistics. In

particular, we examine the degree to which a surface state equilibrates with either

the semiconductor or the liquid under various conditions.131,132 As a quantitative

measure of surface state occupation we utilize the concept of a surface state Fermi-

level. The idea of a separate intermediate Fermi-level for surface states present at

semiconductor-liquid junctions was qualitatively proposed in earlier work.131 Later,

Bisquert et al. quantitatively examined the deviation of a SS Fermi-level from the

semiconductor Fermi level.132 Theoretically, surface states can equilibrate entirely

either with the semiconductor or with the liquid, or at an intermediate position

between these two limits.131 Crucially, the equilibration of surface states has a direct

impact on the availability of electrons and holes during intermediate water splitting

reaction steps. Therefore, it is important to develop quantitative models that can

provide a deeper understanding of SS-mediated charge transfer processes.

In this work we present a master rate equation based description of surface state

occupation statistics, incorporating charge exchange with both the valence and con-

duction bands as well as the liquid. This master equation approach is combined with

a semiclassical treatment of mesoscale semiconductor transport33 coupled with a non-

linear Poisson description of the electrostatics present across the semiconductor-water

junction. In this manner, SS-mediated charge transfer is captured self-consistently

by calculating the Fermi level dependence upon all the different charge transfer rates

present at the interface. Depending on the relative values of the various rate constants,

we demonstrate that SS-mediated charge transfer with the liquid is likely to be more

prominent for deep-level SS present on wide band gap semiconductors. Moreover,

our method produces significantly different electrostatics from commonly predicted

78



EL

OH-/O2

EF

cn

ES

en

EC

EV

DOS

EC,surface

EV,surface

Electrons

(a)

EL

OH-/O2

EF epcp

EC

EV
DOS

EC,surface

EV,surface

Holes

ES

(b)

EL
OH-/O2

EF

ksp

EC

EV

CR

COES

h+

(c)

EL
OH-/O2

EFn
ksn

EC

EV

e-
CO

CRES

(d)

Figure 4.1: Various charge transfer processes involving surface states in a typical
semiconductor photoanode. (a) Electron transfer between the conduction band and
surface states with rate constants cn and en. Free electrons occupy only a small
portion of the available density of states (DOS) in conduction band close to EC . (b)
Hole transfer between the valence band and surface states with rate constants cp and
ep. Most of the states in the valence band DOS are occupied by electrons and hence
very few free holes, that posses an energy close to EV , are available. (c) Transfer
of a trapped hole from surface states to the reduced species (CR) in the liquid with
rate constant ksp and (d) transfer of a trapped electron from the surface states to
the oxidized species (CO) in the liquid with rate constant ksn. The schematic band
diagrams are drawn under equilibrium in dark where all the Fermi levels are aligned.

SS-mediated semiconductor-liquid junction electrostatic and gives rise to interesting

non-trivial trends previously observed in experiments, such as: non-linearity in the

Mott-Schottky plot close to the flat-band potential, shifting of the Mott-Schottky

plateau, and marked dips in the Mott-Schottky plots.172–177
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4.2 Method

4.2.1 Charge Transfer Dynamics Involving Surface States

The various charge transfer processes involving surface states are illustrated in

Fig. 4.1: (1) electron capture/emission with the conduction band (CB) (see

Fig. 4.1a); (2) hole capture/emission with the valence band (VB) (see Fig. 4.1b); and

(3) hole/electron transfer to the electroactive species in the liquid (see Fig. 4.1c and

4.1d). For simplicity, we consider only a single surface state located at energy Es

with spatial distribution density of Ns.
34,124,178 Capturing a distribution of surface

states is left to future work. The occupation statistics of a single level SS can be

expressed in terms of a Fermi-Dirac distribution of the form

fs =
1

1 + exp
[
Es−EFs
kBT

] (4.1)

where EFs is the SS Fermi level. Note that the expression “Fermi level” is often used

interchangeably with the expression “electrochemical potential” in semiconductor de-

vice modeling.33,34 In this work we consider donor surface states, though similar

trends hold for acceptor surface states. A filled donor SS is charge neutral, whereas

an empty donor SS is positively charged.143 This has an important impact on band

bending at semiconductor-liquid interfaces, as we will show in Section 4.3. Therefore,

it is important to know the type of surface states as well as their occupation statis-

tics, in order to capture the charge contributed by surface states (ρss). Moreover,

to determine the occupation statistics of surface states as described by Eq. (4.1) we

need to know EFs, which follows from a detailed consideration of all three SS charge

transfer pathways shown in Fig. 4.1.
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Electron Transfer Dynamics

To understand the electron transfer dynamics, let us first consider the process of

electron capture by SS from the conduction band as shown in Fig. 4.1a. The rate of

this process is given by

Rn,CB→SS =

∫ ∞
EC

Ns(1− fs)cnf(E)N(E)dE

where EC is the conduction band minimum, N(E) is the semiconductor density of

states, cn is the average probability per unit time of capturing a conduction band

electron by a SS at energy Es, and f = 1/[1 + exp(E−EF )] is the Fermi distribution

of the semiconductor anode with Fermi level EF .73 Since most of the conduction

band electrons sit close to EC , assuming a non-degenerate semiconductor, the above

integral may be approximated as33,73

Rn,CB→SS = Ns(1− fs)cnns (4.2)

where ns is the density of conduction band electrons at the surface. Similarly, the

rate of electron emission from the SS to the conduction band can be defined via the

corresponding emission probability per unit time en (see Fig. 4.1a) as

Rn,SS→CB =

∫ ∞
EC

Nsfsen(1− f(E))N(E)dE

which can be reduced to33,73

Rn,SS→CB = NsfsenNC (4.3)

Here, NC is the effective density of states in the conduction band. Depending on

the relative values of Eqs. (4.2) and (4.3), there will be a net capture or emission
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of electrons by surface states and equilibrium is characterized by a balance between

these two processes as shown in Fig. 4.1a.73

Hole Transfer Dynamics

Likewise, hole transfer dynamics between the valence band and surface states can

be captured as shown in Fig. 4.1b. In this case, the rate of capturing a hole in the

valence band by SS is given by

Rp,V B→SS =

∫ EV

−∞
Nsfscp(1− f(E))N(E)dE

where cp is the average probability per unit time of capturing a valence band hole by

a SS at energy Es and EV is the valence band maximum. Furthermore, by assuming

that all the free holes in the valence band reside close to EV
33,73

Rp,V B→SS = Nsfscpps (4.4)

where ps is the density of valence band holes at the surface. Similarly, the hole

backward emission rate is given by

Rp,SS→V B =

∫ EV

−∞
Ns(1− fs)epf(E)N(E)dE

and can be approximated to33,73

Rp,SS→V B = Ns(1− fs)epNV (4.5)

Here, NV is the effective density of states in valence band and ep is the hole emission

counterpart to cp. Equilibrium is characterized by a balance between Eqs. (4.4) and

(4.5) as shown in Fig. 4.1b.
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Charge Transfer Dynamics Between Surface States and Liquid Species

To capture charge transfer between surface states and electrochemically active species

in the liquid, we need to consider: (1) the transfer of holes to reduced species (CR) in

the liquid as shown in Fig. 4.1c; and (2) the transfer of electrons to oxidized species

(CO) as shown in Fig. 4.1d. Assuming the first order reaction kinetics, the rate of

hole transfer from SS to reduced species in liquid may be expressed as

Rp,SS→R = Ns(1− fs)kspCR (4.6)

where ksp is a rate constant characterizing hole transfer from surface states to reduced

species. Similarly, the rate of electron transfer from surface states to oxidized species

may be expressed as

Rn,SS→O = NsfsksnCO (4.7)

where ksn is a rate constant characterizing electron transfer from surface states to re-

duced species. Similarly, equilibrium is characterized by a balance between Eqs. (4.6)

and (4.7) as shown in Figs. 4.1c and 4.1d.

4.2.2 Rate Equation of Surface State Charge Transfer

To describe how the charge transfer dynamics illustrated in Fig. 4.1 impacts the

time dependent statistical occupation of surface states we can combine all of the rate

constants in the form

Ns
dfs
dt

= [Rn,CB→SS −Rn,SS→CB] + [Rp,SS→V B −Rp,V B→SS] +

[Rp,SS→R −Rn,SS→O] (4.8)

83



and by further inserting Eqs. (4.2)-(4.7) into Eq. (4.8) we arrive at

dfs
dt

=(1− fs)cnns − fsenNC + (1− fs)epNV − fscpps+

(1− fs)kspCR − fsksnCO (4.9)

This generic expression can be applied to describe the overall rate of charge transfer

to or from surface state in a typical semiconductor-water junction. Importantly,

under steady state conditions surface state occupation remains constant such that

dfs/dt = 0. Therefore the above expression simplifies to

(1− fs)cnns − fsenNC + (1− fs)epNV − fscpps+

(1− fs)kspCR − fsksnCO = 0 (4.10)

Typically, in a water splitting measurement one measures the long time-scale steady

state response governed by Eq. (4.10). If short time scale transient techniques are

applied, then Eq. (4.9) is more appropriate.160 In this work we focus on the steady

state response.

Steady State Rate Equation Under Equilibrium

To describe the steady state occupation of surface states, one may utilize the

equilibrium balance relationships developed above for electrons, holes, and surface

state mediated reactions.73,178 For example, balancing electron capture and emission

[Eqs. (4.2) and (4.3)] leads to

Ns(1− fs)cnns = NsfsenNC

en = cnexp

[
Es − Ec
kBT

]
(4.11)
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Here, the ratio of hole to electron occupation density (1 − fs)/fs can be rewritten

as exp [(Es − EFs)/(kBT )] using Eq. (4.1). Moreover at steady state, the density of

conduction band electrons is ns = NCexp [−(EC − EF )/(kBT )] and under equilibrium

all the Fermi levels of the system are aligned giving EF = EFs.
33 Similarly, balancing

the hole transfer dynamics between the valence band and surface states via Eqs. (4.4)

and (4.5) gives

Nsfscpps = Ns(1− fs)epNV

ep = cpexp

[
EV − Es
kBT

]
(4.12)

utilizing the hole density given by ps = NV exp [(EV − EF )/(kBT )].33 Finally, a sim-

ilar equilibrium expression can be obtained for charge transfer between the surface

states and the redox-active species, which via Eq. (4.6) and (4.7) results in

ksnfsCO = ksp(1− fs)CR

COksn = CRkspexp

[
Es − EL
kBT

]
(4.13)

where we have made use of the equilibration of the surface state (EFs) and liquid (EL)

Fermi levels under equilibrium EFs = EL. Our goal is to utilize these expressions to

describe the occupation statistics of a surface state under dark current conditions.

Steady State Rate Equation Under Non-Equilibrium

If we consider the non-equilibrium occupation of surface states under steady state

conditions, then the master equation given by Eq. (4.10) leads to the following generic

expression of fs

fs =
cnns + epNV + CRksp

cnns + enNC + cpps + epNV + CRksp + COksn
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or

fs =
1

1 + enNC+cpps+COksn
cnns+epNV +CRksp

(4.14)

Now, from Eqs. (4.1) and (4.14), we can write

exp

[
Es − EFs
kBT

]
=
enNC + cpps + COksn
cnns + epNV + CRksp

(4.15)

The number of rate variables in Eq. (4.15) expression can be reduced by making use

of Eqs. (4.11) and (4.12), as well as the expressions ns = NCexp [−(EC − EF )/kBT ]

and ps = NV exp [(EV − EF )/kBT ], to write

enNC = cnns

[
exp

(
Es − EF
kBT

)]

pscp = epNV

[
exp

(
Es − EF
kBT

)]
which upon substitution in Eq. (4.15) provides

exp

[
Es − EFs
kBT

]
=

(cnns + epNV ) exp
(
Es−EF
kBT

)
+ CRkspexp

(
Es−EL
kBT

)
cnns + epNV + CRksp

(4.16)

With a rearrangement of variables the generic expression of surface state Fermi-level

becomes

EFs = Es − kBT ln (∆) (4.17)

∆ =

(cnns + epNV ) exp
(
Es−EF
kBT

)
+ CRkspexp

(
Es−EL
kBT

)
cnns + epNV + CRksp


Eq. (4.17) determines how the competing charge transfer dynamics interacting with

surface states results in a Fermi level for surface states, distinct from that of the

semiconductor or liquid, may arise under steady state conditions. Depending on the
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relative values of rate constants of these process, three different regimes can be iden-

tified:

Regime I (Fast Charge Transfer Between Semiconductor and the Surface

State): When the SS to liquid (SS↔L) rate constants (ksn and ksp) are much less

than the SS to semiconductor rate constants (cn, cp, en, and ep), then Eq. (4.17)

reduces to EFs = EF . Meaning, in this regime the SS tends to equilibrate with the

semiconductor Fermi level (EF ). In physical sense, this regime characterizes very

sluggish SS↔L charge transfer, such that the SS occupation is mostly determined by

considerably fast capture/emission dynamics between the semiconductor and SS.

Regime II (Fast Charge Transfer Between Surface State and the Liquid):

Conversely, when the SS↔L rate constants (ksn and ksp) are much greater than the

SS to semiconductor rate constants (cn, cp, en, and ep), then Eq. (4.17) reduces to

EFs = EL. In this case, the SS prefers to equilibrate with the liquid Fermi level (EL).

This may arise when charge transfer between the semiconductor and SS becomes

exceedingly sluggish, due to either low carrier concentrations or very low carrier mo-

bility in the semiconductor (e.g. tightly bound small polaron hopping).160

Regime III (Intermediate Case): Between these two extreme cases, the SS↔L

rate constants (ksn and ksp) and the SS to semiconductor rate constants (cn, cp, en,

and ep) are comparable in value. In this regime, EFs resides between the semicon-

ductor and liquid Fermi-levels. This regime is the least explored and, as we shall see

in Section 4.3, can arise easily when either the semiconductor carrier concentration

becomes low or when a surface state resides far from the band edges well within the

semiconductor band gap.

However, to model regime III proper estimates of ns and ps are needed [as de-

scribed by Eq. (4.17)], which requires solving the band bending electrostatics present

at the semiconductor-liquid interface as we shall explore next.
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4.2.3 Band Bending Electrostatics

In the absence of surface states, an ideal interface between a semiconductor electrode

and a liquid contains: a region of space charge in the semiconductor (ρsc), with an

equal but opposite screening charge in the liquid (ρL). Taking into additional SS

charges (ρss), the overall charge balance for a semiconductor can be expressed as

ρsc + ρss + ρL = 0. (4.18)

The screening charge density inside the semiconductor under dark condition may

be further broken down into33

ρsc = N+
D −N

−
A + p− n, (4.19)

where N+
D and N−A are the density of ionized electron donors and acceptors,

respectively, n = NC exp [−(EC − EF )/kBT ] refers to the electron density, and

p = NV exp [−(EF − EV )/kBT ] refers to the hole density. Similarly, for the donor

type surface states we consider the charge contributed is given by ρss = Ns(1 − fs).

Note that the surface state charge density expression is slightly modified when accep-

tor surface states are also present. Finally, the charge distribution inside the liquid

can also be modelled semiclassically through a similar set of Boltzmann distributions

dependent upon the electrostatic potential (φ) in the form

ρL = zn+ − zn− + c0

H+
e
− qφ
kBT − c0

OH−
e

qφ
kBT , (4.20)

which is commonly known as the Gouy-Chapman model.137 Here, n+ = csupexp [−zqφ/kBT ]

and n− = csupexp [zqφ/kBT ] are the supporting electrolyte’s cation and anion con-

centrations, where csup refers to their bulk concentration assumed to be 0.5 mol/L

throughout – z denotes the charge number, kB Boltzmann’s constant, and T the
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temperature. Moreover, c0
H+ and c0

OH− stand for the bulk concentration of H+ and

OH− species, respectively in the water splitting reaction.25,34

4.2.4 Electrostatics Across the Semiconductor-Liquid Inter-

face

We can now begin to solve for the potential distribution across the semiconductor-

liquid interface. Since the dielectric constant (ε) exhibits spatial dependence across

the semiconductor-liquid junction, our starting point is the generic Gauss equation

which has the 1D form

d

dx
(εEfield) = ρsc + ρss + ρL, (4.21)

where the electric field is given by Efield = −dφ/dx. This can be expanded into the

non-linear form of Poisson’s equation122

ε
d2φ

dx2
+
dφ

dx

dε

dx
= − [ρsc + ρss + ρL] (4.22)

which can be solved iteratively on a finite-difference numerical grid.122 By adopting

this approach, the potential distribution across the interface between two different di-

electric media is maintained such that the differential form of Gauss’s law is obeyed:

εscEfield,sc−εLEfield,L = ρss, where Efield,sc and Efield,L are the semiconductor and liq-

uid region electric fields just outside the interface, respectively. Hence, in the presence

of charged surface states or adsorbed ions, the potential exhibits a jump at the inter-

face.129 Moreover, since the dielectric constant of the semiconductor region (εsc) can

vary dramatically from that of water (εL ≈ 80),129 it is crucial that the more general

Gauss equation be applied when modelling the band bending at semiconductor-water

interfaces semiclassically.
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Figure 4.2: Calculated dark current energy band diagram of an n-type TiO2-water
junction under (a) flat-band (b) equilibrium conditions. A band gap of ∼ 3 eV is
assumed. The junction in equilibrium demonstrates a flat Fermi level EF = EL =
EFs. Due to the fact that EFs lies below Es, donor-type surface states are ionized
and hence positively charged (ρss > 0). (c) Equilibrium potential distribution at
the interface. The ionized surface states gives rise to the vertical potential jump
at the interface (Vss). Finally, most of the potential drop is accommodated by the
semiconductor depletion region and SS region (Vsc+Vss). (d) Calculated SS Fermi
level (EFs) under an applied bias and using different sets of rate constants.

4.3 Results

We will now examine the impact of competing rate constants on the occupation

statistics and charge transfer dynamics of surface states under an applied bias. As

our model system, we have selected an n-type TiO2 photoanode doped with niobium

at a density of ND= 1018 cm−3, immersed in an aqueous solution of pH=7 (CR =

1×10−7 mol/L), possessing a donor type surface state density of ∼3×1014 cm−2.172 To

calculate the potential of this working electrode (TiO2), we assumed Normal Hydrogen

90



Electrode (NHE) as the reference electrode, placed 4.44 eV below the liquid vacuum

level.1,129 However, the results of this study can be interpreted as applicable to

semiconductor photoanodes in general (particularly those comprised of wide band

gap materials). The discussion is split into two parts dedicated to shallow and deep

surface states, respectively. Throughout the analysis an attempt made to correlate the

occupation statistics of surface states with quantities observable via Mott-Schottky

capacitance measurements.

4.3.1 Dynamics of Shallow Level Surface States

The first part of this analysis is aimed at exploring the dynamics of donor-type surface

states that are located near to the conduction band edge (EC) under dark current

conditions. The precise positioning of shallow surface states is set at EC − Es = 0.4

eV as shown in Fig. 4.2a.179,180 At the instant contact is made between the electrode

and water, the respective bands remain flat and unaligned across the junction; the

vacuum level however, remains flat throughout the whole junction. Both of these

properties are illustrated in Fig. 4.2a. Charge transfer begins immediately in order to

establish equilibrium alignment of the electrochemical potential on both sides (EF =

EFs = EL); this is further accompanied by a balance between the anodic and cathodic

currents at the interface (Jnet = 0). The final equilibrium band diagram is shown in

Fig. 4.2b.

Importantly, the equilibration process is accomplished by direct charge transfer

from the semiconductor bands as well as indirect charge transfer via the surface

states82 — which in this case is characterized by a built-in potential of∼ 1 V across the

interface (Fig. 4.2c). Due to the high concentration of supporting electrolyte carriers

in the liquid (csup= 0.5 mol/L), only a small portion of the electrostatic potential

(φ) drops across the liquid (∼ 140 meV) as shown in Fig. 4.2c. The remainder of

the potential drop occurs across the semiconductor depletion region and surface state
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region. In this system, equilibration of the electrochemical potential requires that the

Fermi level fall below the surface states as shown in Fig. 4.2b, which results in ∼ 79%

ionization of the donor type surface states. This surface-exposed charge displaces the

semiconductor bands, that are usually pinned, substantially contributing a vertical

potential jump, Vss ∼ 0.58 V at the interface (see Fig. 4.2c).30 Finally, to satisfy

charge conservation, the semiconductor is depleted of majority carriers (ρsc) giving

rise to the ∼ 0.26 V potential drop within the electrode (denoted as Vsc in Fig. 4.2c).

The important point here is that determining the equilibrium concentration of ns,

ps, and ρss (as dictated by band bending) requires an electrostatic consideration of

all charges in the junction. The same holds out of equilibrium. We are concerned

with these near surface charges because they directly impact upon the charge transfer

rates as described by Eqs. (4.2) through to (4.17).

In equilibrium, surface states maintain a consistent Fermi level with that of the

system and all of the three types of charge transfer kinetics involving them are bal-

anced (as discussed in Section 4.2). Any shift from equilibrium causes a disturbance

in the balance between individual processes. Thus, out of equilibrium one must solve

Eq. (4.17) to determine the occupation statistics of surface states as described by EFs.

We shall now explore how the competing rates interact to determine EFs for shallow

traps under a dark current bias. When the charge transfer between the liquid and

semiconductor is sluggish we generally reside in regime I, as discussed in Section 4.2,

such that EFs = EF (marked as a diagonal dashed blue line in Fig. 4.2d). Conversely,

when the exchange of charges between the surface state and bulk bands is very slow

we generally reside in regime II, such that EFs = EL (marked as a horizontal dashed

blue line in Fig. 4.2d). In shallow traps the rate of SS mediated charge transfer to the

liquid is usually considerably smaller than the rate of capture/emission of trapped

electron/hole between the SS and semiconductor bands, such that regime I is typically

followed.180
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To examine this assumption we systematically varied the relative charge trans-

fer rates and calculated the resulting position of EFs under an applied bias as

shown in Fig. 4.2d. In this analysis, we assume ep ∝ exp[−EA,p/kBT ] and en ∝

exp[−EA,n/kBT ], where EA,n = EC − Es and EA,p = Es − EV are the respective

activation energy or barrier energy for the emission processes.181 Moreover, the

capture constants are set equal (cp = cn) and ksp is varied systematically with respect

to cp as dictated by Eq. (4.17). Typical sluggish charge transfer with the liquid

(ksp/cp = 10−12) is shown in green in Fig. 4.2d, where it can be seen that the surface

state Fermi level (EFs) closely follows the semiconductor Fermi level (EF ) with a

bias of approximately ±1 V about equilibrium (no bias). Note that the bias scale

is taken with respect to NHE, as discussed earlier. However, as the semiconductor

bands are bent closer to inversion the surface state Fermi level (EFs) begins to track

the liquid Fermi level (EL). This is marked by a flattened plateau in Fig. 4.2d (solid

green line). This plateau occurs because the surface electron concentration is rapidly

decreased by inversion directed band bending and the rate of hole exchange with

shallow conduction band traps is quite low. Only when the inversion hole density

becomes quite large does EFs again begin to track EF at about 3.3 V (see solid

green line in Fig. 4.2d). If the liquid rate constant transfer rate is increased to

ksp/cp = 10−5 and ksp/cp = 104, EFs begins to track EL more and more closely (see

solid yellow and solid purple lines in Fig. 4.2d, respectively). However, these higher

rate constants do not represent physically achievable liquid charge transfer rates, but

merely demonstrate the impact of increasing rate constants that will become more

impactful when we examine deep level traps.

The question we wish to address next is: to what degree are the occupation statis-

tics of shallow surface surface states observable experimentally? The most common

method for characterizing surface state occupation involves some form of capacitance

spectroscopy.81,99,127 In this work we shall utilize Mott-Schottky analysis.33,34 Let
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Figure 4.3: Electrostatics and occupation statistics of a TiO2-water junction con-
taining shallow level surface states with ksp

cn
≤ 10−12. (a) Normalized surface states

occupation by electrons. Fermi level pinning (FLP) and band level pinning (BLP)
regions are shown. FLP occurs due to surface state filling/emptying. (b)-(c) Varia-
tion of the potential across the semiconductor electrode and liquid with applied bias.
When surface states are completely filled/empty, Vsc follows a linear profile to accom-
modate the change in potential at the junction, whereas VH remains almost constant.
However as the SS starts to participate in screening, Vsc becomes nearly constant and
VH starts to vary. (d)-(f) Plots of different junction capacitances Css, Csc and CH ,
respectively.

us begin by examining the calculated surface state electron occupation displayed in

Fig. 4.3a for ksp/cp = 10−12, where 1 represents a neutral donor surface state density

and 0 represents an ionized donor surface state density.143 While the surface state

occupation changes under an applied bias the semiconductor bands undergo Fermi

level pinning (FLP) as shown in Fig 4.3a. However, when the occupation is constant

the semiconductor undergoes band level pinning (BLP) also shown in Fig 4.3a. The

transition from Fermi level pinning to band level pinning appears in the potential

drop across the semiconductor region (Vsc shown in Fig. 4.3b), with a plateaued re-

gion marking FLP and a linear slope during BLP. When the Fermi level is pinned the

voltage drop across the liquid region (VH) increases dramatically, however it remains

relatively unchanged during BLP as shown in Fig. 4.3c.
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Figure 4.4: Electrostatics of a TiO2-water junction containing shallow level surface
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≤ 10−12. (a)-(b) Total junction capacitance in the high and low
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also shown in the insets. (c) Calculated Mott-Schottky plots for high (green) and
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The origin of Fermi level pinning resides in the high capacitance of the surface

states (Css) shown in Fig. 4.3d. This surface state capacitance is often referred to

as the “quantum capacitance” in the solid state literature and the “electrochemical

capacitance” in the electrochemistry literature.34,182 Because the surface state capac-

itance is so large and strongly localized about Es it is unlikely that the high bias EFs

plateauing features exhibited in Fig. 4.2d would be observable in the capacitance mea-

surements of shallow surface states. Nevertheless, the occupation statistics of surface

states does play an important role in the interpretation of capacitance measurements

of semiconductor-liquid junctions, which also incorporates the semiconductor (Csc)

and Helmholtz/liquid (CH) capacitances shown in Fig. 4.3e and 4.3f, respectively.
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In a Mott-Schottky measurement of the junction capacitance, a small ac voltage

signal is applied to the larger bias dc voltage signal.33,34 Depending on the rate

of charge exchange between the semiconductor and surface states as described by

Eqs. (4.2) through (4.5), the surface states may not be able to follow the alternating

voltage signal.131 If the surface states cannot follow the alternating voltage signal (i.e.

at high frequencies), then only the semiconductor capacitance and Helmholtz/liquid

capacitance are measured in series131 as shown in green in Fig. 4.4a and Fig. 4.4c.

The equivalent circuit then becomes Ctot → Chigh,f=CscCH/(Csc + CH) as shown in

Fig. 4.4a, such that the surface state is observed as a plateau in the Mott-Schottky

plot (1/C2
tot) as shown in green in Fig. 4.4c.30,34,36,172 On the other hand, if the

surface states can empty and fill in synchronization with the alternating voltage signal

(i.e. at low frequencies), then the entire capacitance of the junction is measured

including the surface state capacitance as shown in purple in Fig. 4.4b and dashed

purple in Fig. 4.4c. In the low frequency regime the equivalent circuit then becomes

Ctot → Clow,f=(Csc + Css)CH/(Csc + CH + Css) as shown in Fig. 4.4b, such that the

surface state produces a marked non-linear dip in the Mott-Schottky plot as shown in

dashed purple in Fig. 4.4c. Interestingly, this low frequency trend has been reported in

different experimental results using various semiconductor electrodes used in artificial

photosynthesis [TiO2,162,172,173,183,184 Fe2O3,12,163,174 Si175]. Hence, from our present

analysis, we can attribute surface state occupation statistics to the experimental trend

of low frequency non-linearity in Mott-Schottky plots close to the flat-band potential.

However, the precise delineation between the high frequency regime and low

frequency regime varies between systems, as it depends both on the semiconduc-

tor charge mobility and semiconductor-to-SS charge transfer rates. Nevertheless, it

is important to note that the low frequency result follows directly from our self-

consistent electrostatic calculation in the form of the total differential capacitance of

the semiconductor-liquid junction by simply calculating δQtot/δV – where δQtot is
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Figure 4.5: TiO2-water junction under equilibrium, with a donor-type SS located
deep inside the band gap. (a) Calculated equilibrium energy band diagram. The SS
remains charge neutral, since EFs resides well above Es. (b) Distribution of potential
at the interface. Since ρss ∼ 0, semiconductor depletes further to compensate the
counter charge in the liquid. (c) Plot of EFs at the maximum rate (ksp/cp = 10−21)
for which the SS remains in perfect equilibration with the semiconductor within the
bias window. (d) Normalized surface states occupation by electrons. FLP and BLP
regions are shown. SS charging takes place in deep depletion.

the differential charge added for a bias change δV . Thus, it is a fundamental property

which should be measurable at sufficiently low frequencies in any system. In a similar

manner, the semiconductor (Csc), surface state (Css), and liquid/Helmholtz (CH) ca-

pacitances in Fig. 4.3 are arrived at by examining the charge change in each region

(δQsc, δQss and δQH , respectively) with respect to the change in bias voltage (δV ).

The same approach is utilized in the analysis of deep level surface states discussed

next.

97



0 1 2 3
0

1

2

3
x 10

13

0 1 2 3
0

100

200

300

400

500

0 1 2 3
0

1

2

3

0 1 2 3

200

400

600

800

1000

0 1 2 3
0

0.5

1

1.5

2

2.5

0 1 2 3
0

100

200

300

FLP BLP

Potential (V vs NHE)

C
s
c

(
F

m
-2

)

(a) (b) (c)

(d) (e)

Potential (V vs NHE)

BLP

C
s
s

(
F

m
-2

)
C

h
ig

h
,f

(
F

m
-2

)

FLP BLPBLP

FLP BLPBLP

FLP BLPBLP

FLP BLPBLP

C
lo

w
,f

(
F

m
-2

)

C
H

(
F

m
-2

)

Potential (V vs NHE)

0 1 2 3
0

1

2

3
x 10

13
(f)

FLP BLPBLP

Low frequency
High frequency

C
to

t-2
(F

-2
c
m

-4
)

Csc CH

�

Csc

Css

CH

�

Figure 4.6: TiO2-water junction with a donor-type SS located deep inside the band
gap and ksp

cn
= 10−21. (a)-(c) Plots of different junction capacitance (Css, Csc and CH)

respectively. (d)-(e) Total junction capacitance under high and low frequency approx-
imation. The associated simple equivalent circuit models are also shown in the insets.
(f) Calculated Mott-Schottky plots for the high (green) and low (blue) frequency ap-
proximations. High frequency plot exhibits the classical plateauing effects.34,36 But
the low frequency plot exhibits “U-shaped” non-linearly deep in depletion region that
can be linked to the surface state capacitance.

4.3.2 Dynamics of Deep Level Surface States

Let us now study the occupation statistics of deep level surface states. Specifically, we

shall examine a mono-energetic surface state located 0.1 eV above the semiconductor

mid-gap, or 1.4 eV below EC , as plotted in Fig. 4.5a.185 The equilibrium band

diagram shown in Fig. 4.5a reveals that the surface state is fully occupied, residing

well below EF . Thus, under equilibrium conditions, the deep level surface state is not

ionized and does not contribute to the potential drop as shown in Fig. 4.5b. Since

our primary aim is to examine the occupation statistics of deep level surface states,

let us begin by examining the Mott-Schottky features (a direct capacitive measure

of occupation statistics). If the relative ratio between rate constants is set at or

below the extreme ratio ksp/cp = 10−21, such that charge transfer to the liquid is

exceptionally sluggish (regime I discussed in Section 4.2), then the deep level surface
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Variation of Css with applied potential. Increasing ksp shifts the peak of Css towards
inversion region. (f) High frequency approximation of the Mott-Schottky plot, with
its plateau driven deeper inside depletion region due to the increase in ksp.

state Fermi level remains in equilibrium with the semiconductor across a wide range

of biases as shown in Fig. 4.5c. The surface state occupation across this bias range

is also plotted in Fig. 4.5d, where it can be seen the surface state induces FLP just

beyond equilibrium up to biases midway towards inversion (compare Fig. 4.5c and

Fig. 4.5d). Again, outside the bias window for FLP the surface state occupation is

constant and BLP occurs (see Fig. 4.5d).

The capacitance of the deep surface state (Css) is shown as a peak in Fig. 4.6a,

which may be compared with the semiconductor (Csc) and liquid/Helmholtz (CH)

capacitances (see Figs. 4.6b and 4.6c, respectively). As described in the context of

shallow surface states, if the ac capacitive measurement signal oscillates too fast then

the deep level trap will not be able to empty/fill in synchronization with the applied

signal and the measured capacitance will primarily contain the series combination
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Ctot → Chigh,f=CscCH/(Csc + CH) (as shown in Fig. 4.6d).131 This high frequency

signal capacitance response produces the typical Mott-Schottky plateaued response

about the surface state shown in green in Fig. 4.6f.34,36 However, if the ac capaci-

tive measurement signal is slow enough (as might be required for very low mobility

semiconductors) then the surface state occupation statistics may be able to follow

the ac signal. Thus, under sufficiently low frequencies, the total capacitance be-

comes Ctot → Clow,f=(Csc + Css)CH/(Csc + CH + Css) as shown in Fig. 4.6e. In the

Mott-Schottky analysis, the participation of deep level surface state in the measured

capacitance results in a marked non-linear “U-shaped” dip as shown in purple in

Fig. 4.6f. To our current knowledge, the closest practical system that exhibits the

above mentioned “U-shaped” Mott-Schottky plot at low frequencies would be the

organic solar cells at low temperatures as reported in the literature.176,177 In the

case of organic semiconductors, the low temperature carrier mobility is very limited,

requiring a very low frequency ac signal to experimentally obtain the Mott-Schottky

plot.33 However, similar low frequency features may be observable at water splitting

electrodes possessing low carrier mobility.

Thus far our analysis of the Mott-Schottky measured variation in semiconductor

occupation statistics of deep surface states has focused on regime I. Though regime II

most likely remains unrealizable for water splitting reactions, regime III has particular

relevance to deep surface states because of the increased difficulty of charge exchange

with the semiconductor band edges. If we increase the ratio between rate constants

(from ksp/cp = 10−21 through to ksp/cp = 10−13, ksp/cp = 10−9, and ksp/cp = 10−5)

the surface state Fermi level [EFs as dictated by Eq. (4.17)] begins to deviate markedly

from equilibration with the semiconductor as shown in Fig. 4.7a. Instead equilibration

with liquid electrochemical potential (EL) occurs over a mid-gap bias range (regime

III) as the semiconductor is biased toward inversion (see yellow, blue and red lines in

Fig. 4.7a, juxtaposed against full semiconductor equilibration in green). This occurs
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because the magnitude of the solution rate constant(s) multiplied by the solution

reactant concentration(s), begins to exceed the semiconductor band edge rate con-

stant(s) multiplied by the low carrier concentration present midway between surface

accumulation and depletion [as described by Eqs. (4.2) through (4.13)]. For deep

surface state traps the competition for liquid charge transfer is enchanced by the high

electron and hole activation energies associated with the band edges. It is important

to note that the liquid equilibration shown in Fig. 4.7a occurs at rate constant ratios

that are comparable to those determined experimentally (i.e. ksp/cp = 10−10).99

The tendency of the mid-gap surface states to partially follow the liquid elec-

trochemical potential (EL) at higher rate constants (as shown in Fig. 4.7a), leads

to a delayed emptying of the surface states as the semiconductor is biased towards

inversion (this is demonstrated in Fig. 4.7d). Meaning, the bias range over which

the surface states follow the liquid electrochemical potential (EL) in yellow, blue and

red in Fig. 4.7a, leads to corresponding equivalent shift the emptying of surface state

by the semiconductor electrochemical potential also shown in yellow, blue and red

in Fig. 4.7d. Because the emptying of surface states is delayed when the liquid rate

constant increases, the associated FLP pinning region is also delayed as demonstrated

in the semiconductor (Vsc) and liquid/Helmholtz (VH) potential profiles in Figs. 4.7b

and 4.7c. Finally, since the emptying of the SS is delayed as the liquid rate con-

stant is increased, the quantum capacitance peak associated with the surface state is

also delayed until higher biases (and thus higher semiconductor charge transfer rates)

are achieved. This is demonstrated in the transition from full semiconductor equi-

libration ksp/cp = 10−21 (solid green in Fig.4.7e), through to higher rate constants

ksp/cp = 10−13 (solid yellow), ksp/cp = 10−9 (solid blue) and ksp/cp = 10−5 (solid red)

lines in Fig. 4.7e. In terms of observable capacitive quantities, partial equilibration

with the liquid leads to a shift in the high frequency Mott-Schottky plateau as shown

in Fig. 4.7f.
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The important point here is that the position of a Mott-Schottky plateau may not

be directly associated with the precise position of a surface state inside the band gap.

Taking our n-type TiO2 model system as an example (displayed in Fig. 4.5a), based

on the bias separation between the Mott-Schottky intercept and surface state plateau

in Fig. 4.7f one could easily conclude that the surface state resides anywhere from

mid-gap or towards the valence band edge depending on the relative rate constants

– if this were a purely empirical measurement. Where, for the example given here in

Fig. 4.5, the surface state always resides slightly above mid-gap (1.4 eV below EC).

Thus, it is imperative that capacitive measurements of surface states be accompa-

nied with measures of both the liquid and semiconductor rate constants.160,186 Such

rate measurements may then be directly incorporated in self-consistent numerical

models of the kind presented here to more accurately discern the nature, occupation

statistics, and position of surface states in water splitting reactions. This problem

is particularly acute with deep surface states, as the liquid rate constants can still

influence occupation states when they are many orders of magnitude smaller than the

semiconductor rate constants (as shown in Fig. 4.7).

4.4 Conclusion

To conclude, we have theoretically examined how the relative magnitude of rate con-

stants at the interface determine surface state occupation statistics. This has been

done utilizing the TiO2-water junction as our model system. It was accomplished

by coupling a semiclassical description of semiconductor-liquid charge transport and

electrostatics, with the dynamics of surface state mediated electron/hole transfer.

The primary result of this study was to demonstrate that surface state equilibration

may occur with the liquid rather than the semiconductor (even with sluggish liq-

uid electron/hole transfer). In particular, wide band gap oxide semiconductors with
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deep-level surface states can equilibrate with liquid, at least partially. This, in turn,

impacts strongly upon the junction electrostatics contributed by surface states and

the interpretation of capacitive measurements. In particular, if a deep-level surface

states equilibrates partially/fully with the liquid then the location of the plateau in

Mott-Schottky plot can exhibit a marked shift with respect to the applied potential

– complicating the use of capacitive measurements to locate the position of surface

states. It was also shown that non-linear trends in Mott-Schottky capacitive mea-

surements close to the flat-band potential, can be correlated with the low frequency

statistics of donor-type surface states located close to the conduction band edge.

This appears to explain experimental observations in various semiconductor-liquid

systems, such as: TiO2,162,172,173,183,184 Fe2O3,12,163,174 and Si.175 Similar non-linear

trends might be observed in deep-level surface states.176,177 In the future, further

comparisons with experiment are needed to fully understand surface state equilibra-

tion with water under full light illumination for promising materials such as Fe2O3

and TiO2 utilized in artificial photosynthesis.
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Chapter 5

Simultaneously Solving the

Photovoltage and Photocurrent at

Semiconductor-Liquid Interfaces

This chapter presents a complete numerical description of the semiclassical transport

equations at an archetypical semiconductor-liquid junction pertaining solar-assisted

water splitting reactions. As demonstrated, the coupled Poisson-continuity equations

must be solved in order to facilitate the simultaneous captures of the photovoltage

and photocurrent. The solution of the majority carrier continuity equation is the key

to capture the photovoltage, whereas the solution of the minority carrier continuity

equation is the key to capture the photocurrent. The numerical results presented in

this work manifested intriguing correlation with the experimental results reported in

the literature. Furthermore, this technique provides a scope to theoretically probe

the interfacial and bulk phenomena in a decoupled manner and thus can be utilized as

a valuable tool in the design and optimization of the state-of-the-art photocatalytic

devices.
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Abstract

In this work, we present a general theoretical and numerical approach for simultaneously

solving for the photovoltage and photocurrent at semiconductor-liquid interfaces. Our

methodology extends drift-diffusion methods developed for metal-semiconductor Schottky

contacts in the device physics community, into the domain of semiconductor-liquid ‘pseudo-

Schottky’ contacts. This model is applied to the study of photoelectrochemical anodes,

utilized in the oxidative splitting of water. To capture both the photovoltage and pho-

tocurrent at semiconductor-liquid interfaces we show that it is necessary to solve both

the electron and hole current continuity equations simultaneously. The electron continuity

equation is needed to primarily capture the photovoltage formation at photoanodes, whereas

the hole continuity equation must be solved to obtain the photocurrent. Both continuity

equations are solved through coupled recombination and generation terms. Moreover, to

capture charge transfer at the semiconductor-liquid interface floating (Neumann) boundary

conditions are applied to the electron and hole continuity equations. As a model system we

have studied the illuminated hematite photoanode, where it is shown that our approach can

capture band flattening during the formation of a photovoltage, as well as the photocurrent

onset and saturation. Finally, the utility of this methodology is demonstrated by correlating

our theoretical calculations with photocurrent measurements reported in the literature. In

general, this work is intended to expand the scope of photocatalytic device design tools and

thereby aid the optimization of solar fuel generation.
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5.1 Introduction

Photoelectrochemical (PEC) devices capable of converting sunlight into solar fuels

through water splitting hold out the possibility of a sustainable renewable energy

economic paradigm.1,4, 54,160,187 Efficient solar harvesting using light-absorbing semi-

conductors provides one of the most promising routes towards unassisted solar water-

splitting.20 However, decades of extensive research have outlined several key sci-

entific problems that must be resolved to achieve this goal, such as: (1) retarded

on-set of the photocurrent71; (2) inefficient generation of the photovoltage21; (3) the

recombination of carriers at surface states22,81,85; and (4) the role of electrocata-

lysts/spectators.78,86,134 These problems must be addressed through combined theo-

retical and experimental efforts in order to improve the performance of PEC devices.

Recent research has unequivocally attributed the aforementioned bottlenecks to the

poor dynamics of carrier transport at semiconductor-liquid junctions, in particular,

the interfacial region where electron-hole pairs are generated, separated and finally

transferred to the liquid environment.12,20,21,71 Thus an increased understanding of

the mesoscopic charge transfer process at photocatalytic interfaces can provide both

fundamental insights and enhanced PEC device designs.

In recent years, theoretical analysis and simulation of the semiconductor-liquid

junction has gained a considerable amount of attention, with the aim of improving

our understanding of the processes governing artificial photosynthesis. This includes,

but is not limited to: the extraction of the steady-state band diagram electrostat-

ics;32 modeling of the surface states dynamics188,189 and its impact on electrochemical

measurements;81,82,95,188,189 understanding the performance of electrocatalyst-coated

photoelectrodes;105,106 analyses of transient phenomena;104,108 and a few studies us-

ing available commercial software.107,109 It is also worthwhile to mention several key

analytical87,88,91–94 and numerical72,100,101 approaches pioneered the development of

carrier transport modeling at semiconductor-liquid junctions. In a nutshell, the stan-
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dard approach towards numerically simulating charge transfer dynamics in semicon-

ducting photodevices requires complete solution of the semiclassical drift-diffusion

equations (more specifically, coupled Poisson-Continuity equations).120–122 A com-

prehensive solution to the combined drift-diffusion equations in a photodevice should

capture both the photovoltage (Vph)
21,36 and the photocurrent (Jph)

21,84 generation

processes. Importantly, to capture both Vph and Jph in a drift-diffusion model ap-

propriate boundary conditions must be applied and both the minority and majority

carrier concentrations must be solved.120–122 In earlier PEC device drift-diffusion mod-

eling by Cendula et al., band diagram electrostatics were extracted by only consider-

ing the minority carrier modulation under solar irradiation.32 Later, Bisquert et al.

explored the combined solution of electron and hole drift-diffusion equations to cal-

culate the photocurrent at a photocatalytic interface.82,103 However, the notion of

photovoltage (as mentioned by Gratzel et al.84 and Thorne et al.71) and the neces-

sity of solving it in a coupled manner with the photocurrent, so far has not received

proper attention under existing computational frameworks in the literature. Clearly,

in order to simultaneously compute the photocurrent as well as the photovoltage in

the semiclassical modeling of a photocatalytic interface, it is important to develop

appropriate boundary conditions for both minority and majority carriers.

The typical procedure for simulating the photocurrent at a photocatalytic

semiconductor-liquid (SL) junction assumes the presence of an interfacial pseudo-

Schottky contact, similar to that which commonly occurs at metal-semiconductor

(MS) junctions (see Fig. 5.1).82,101,109,120–122 This assumption serves well due to

the considerable similarities between the electrostatics of a MS junction and those

of a SL junction.34 To elaborate this point, let us consider the band alignments of

a typical MS junction as well as a typical SL junction as shown in Figs. 5.1a and

5.1b. The barrier height of an ideal MS junction (denoted by Φm − χ in Fig. 5.1a)

remains constant irrespective of the applied external bias. Here, Φm is the metal
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Figure 5.1: (a) Typical equilibrium band diagram alignment of a metal-semiconductor
junction demonstrating perfect alignment of all the Fermi-levels (EFn = EFp =
EF,metal). Here EC is the conduction band edge and EV is the valence band edge.
Formation of a Schottky contact is illustrated by a constant barrier height, whereas
the electron and hole transfer over the barrier are modulated by vs.n and vs.p, respec-
tively. (b) Band diagram alignment of an illuminated semiconductor-liquid junction
forming a pseudo-Schottky contact and demonstrating splitting between the quasi
Fermi-levels. The generation of Vph is marked by a reduction in band bending from
the unbiased built-in potential (Vbi) under dark condition. (c)-(d) Illustration of the
discretized spatial domains used in the simulation of the junctions shown in (a) and
(b), respectively. All the boundary conditions are indicated as either Dirichlet or
Neumann in character.

work-function and χ is the electron affinity of the semiconducting material. Likewise,

the semiconductor band edges (EC and EV ) at the surface should remain pinned when

the semiconductor makes contact with the liquid34,36 — a phenomenon known as

the band edge/level pinning (BLP). BLP enforces a constant relative position of the

liquid Fermi level (EL) with respect to the semiconductor band edges (equivalent to

the barrier at a MS contact). Thus one can assume the presence of a pseudo-Schottky

contact at the semiconductor-liquid interface.34 However, a photocatalytic interface
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can deviate from this ideal interfacial Schottky-type picture through unpinning of the

semiconductor bands if the electrode begins to charge or discharge surface states.188

In this case, an adaptive Schottky contact is required to represent the solid-liquid

interface.188

Numerical solutions of a Schottky contact typically utilize the concept of ‘effective

recombination velocity’, first introduced by Crowell and Sze in the wake of semicon-

ductor device modeling development.89,190 By using separate recombination velocities

for electrons and holes, the electron (Jn) and hole (Jp) currents at the contact can be

expressed as121,158,159

Jn = −qvs,n(ns − ns0), (5.1)

Jp = qvs,p(ps − ps0), (5.2)

where vs,n and vs,p are the electron and hole surface recombination velocities (see

Fig. 5.1a). Moreover, ns0 and ps0 are the equilibrium concentrations of electrons and

holes at the interface and ns and ps are the non-equilibrium concentrations of electrons

and holes at the interface, respectively. Here, Eqs. (5.1) and (5.2) constitute the

boundary conditions for the current continuity equation and, as we will see later, the

solution of these equations can effectively capture the electrostatics of both Schottky

and Ohmic contacts.89,121,158,190

Similarly, the assumption of pseudo-Schottky contact at the photocatalytic in-

terface (by considering only first-order electron/hole transfer rates32,82,101) allows us

to use expressions equivalent to Eqs. (5.1) and (5.2) to represent currents due to

the electron and hole flow at the semiconductor-liquid junction, which are expressed

as34,36

Jn = −qvt,n(ns − ns0), (5.3)

Jp = qvt,p(ps − ps0). (5.4)
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Here, vt,n and vt,p are the equivalent pseudo-Schottky contact terms of vs,n and vs,p

and respectively represent the ‘surface transfer velocities’ of electron and hole from

the semiconductor to the liquid (see Fig. 5.1b).82,101,103 This pseudo-Schottky con-

tact approximation works quite well in describing the current flow across SL junc-

tions.82,103,109 However, care must be taken in its implementation due to the key

differences between a perfect metal-semiconductor Schottky contact and a pseudo

semiconductor-liquid Schottky contact. In the case of an MS Schottky contact, the

minority carrier population remains negligible and almost all of the current is carried

by the transfer of majority carriers across the barrier.89 In contrast, as the desired

reaction at a SL interface takes place due to the minority carrier transfer, the cur-

rent is primarily conveyed by minority carriers.1,34,37,186 Moreover, at SL junctions

it is desirable to block the transfer of the majority carrier from the semiconductor

side as this process can lead to the backward reaction and potentially degrade the

water-splitting performance of a semiconducting electrode. Finally, different forms of

generation and recombination processes at the photocatalytic interface and bulk can

dramatically impact upon the overall performance and therefore, should be included

in any comprehensive theoretical simulation approach.

In this work, we present a generic approach for solving both the minority carrier

and majority carrier currents at photocatalytic SL electrodes, which leads directly

to a simultaneous solution of both Vph and Jph. This is accomplished through the

formulation of appropriate boundary conditions in the coupled Poisson-Continuity

solution of an archetypal SL junction. Our approach directly extends the device

modeling techniques developed for MS Schottky contacts,89,190 into the domain of SL

pseudo-Schottky contacts. Moreover, the methodology we present includes all the key

interfacial generation and recombination processes that might affect the overall charge

transfer kinetics. In this manner, we demonstrate that the numerical solution of the

coupled Poisson-Continuity equations can self-consistently capture the photocurrent
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as well as the photovoltage. Furthermore, we explore the scope of our method by

revisiting the physics of photovoltage generation and semi-quantitatively correlating

our computational photocurrent with experimental results reported in the literature.

5.2 Method

5.2.1 Discretization of the Semiconductor Continuity Equa-

tions

In order to develop a general approach for simultaneously solving for both Vph and

Jph at SL junctions, let us begin by briefly revisiting the Scarfetter-Gummel (SG)

discretization scheme developed for semiconductors.157 Here, we will consider the

problem of discretizing the electron and hole continuity equations inside the bulk of

the semiconductor as shown in Fig. 5.1. The corresponding discretized domains used

to solve the coupled Poisson-Continuity equations at a MS junction and a SL junction

are shown in Figs. 5.1c and 5.1d, respectively. Numerically, the SG scheme allows us

to write the discretized version of the current driven by electrons at the center of the

mesh line connecting the grid points i− 1 and i (see Figs. 5.1c and 5.1d) in the form

of120,122

Jn|i−1/2 =
qVT
∆i−1

µn|i−1/2

[
niB

(
φi − φi−1

VT

)
− ni−1B

(
φi−1 − φi

VT

)]
, (5.5)

where φ is the electrostatic potential, n is the electron concentration, µn is the electron

mobility. Other parameters include the Boltzmann constant (kB), temperature (T),

VT = kBT
q

, grid spacing (∆) and Bernouli’s function (B) given by B(x) = x
ex−1

.

Similarly, the electron current at the middle of the mesh line connecting the grid

111



points i+ 1 and i can be expressed as

Jn|i+1/2 =
qVT
∆i

µn|i+1/2

[
ni+1B

(
φi+1 − φi

VT

)
− niB

(
φi − φi+1

VT

)]
. (5.6)

Now the steady-state form of the electron continuity equation in 1D is written as33,122

1

q

dJn
dx

+Gn −Rn =
∂n

∂t
= 0, (5.7)

where Gn and Rn represent generation and recombination rates of electrons, respec-

tively. This takes the following discretized form at grid point i120,122

Jn|i+1/2 − Jn|i−1/2

∆i−1+∆i

2

= q(Rn|i −Gn|i). (5.8)

Finally, by substituting Eqs. (5.5) - (5.6) into Eq. (5.8), we arrive at the discretized

version of the electron current continuity equation as given by the SG scheme120,122

µn|i−1/2

∆i−1

[
ni−1B

(
φi−1 − φi

VT

)
− niB

(
φi − φi−1

VT

)]
+
µn|i+1/2

∆i

[
ni+1B

(
φi+1 − φi

VT

)
− niB

(
φi − φi+1

VT

)]
=

(∆i−1 + ∆i)

2VT

(
Rn|i −Gn|i

)
.

(5.9)

Following a similar discretization procedure for the hole continuity equation leads

to120,122

µp|i−1/2

∆i−1

[
pi−1B

(
φi − φi−1

VT

)
− piB

(
φi−1 − φi

VT

)]
+
µp|i+1/2

∆i

[
pi+1B

(
φi − φi+1

VT

)
− piB

(
φi+1 − φi

VT

)]
=

(∆i−1 + ∆i)

2VT

(
Rp|i −Gp|i

)
,

(5.10)
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where p is the hole concentration and µp is the hole mobility. Moreover, Gp and Rp

represent generation and recombination rates of holes, respectively. It is important

to understand that the standard Scharfetter-Gummel discretization scheme, resulting

in Eqs. (5.9) and (5.10), can be directly applied to any grid point except those at

boundaries. The boundaries should be solved by modifying the original SG approach,

which we will now proceed to do for SL pseudo-Schottky contacts by building upon

the techniques developed for MS Schottky contacts.158

5.2.2 Boundary Conditions at the Metal-Semiconductor

Junction

To arrive at the discretized current equations due to electron and hole transport at

a MS junction, one may utilize the SG scheme boundary condition extracted from

the interface current expressions given in Eqs. (5.1) and (5.2). We begin here by

considering the electron current arising from conduction band electron transfer at the

MS junction as shown in Fig. 5.1a. At the contact grid point i = N , Eq. (5.1) takes

the form of

Jn|N = −qvs,n(nN − ns0). (5.11)

In the original SG formulation, the current inside any interval [i − 1, i] is given as a

truncated Taylor expansion about its value at the mid point (i+ 1
2
) of that interval.122

Using this well-defined numerical approximation, the electron current at the contact

(Jn|N) can be approximated as the current value at the mid-point of the same interval

[N −1, N ] or equivalently, Jn|N ≈ Jn|N−1/2. Furthermore, Jn|N−1/2 can be determined

from Eq. (5.5) as the case when i = N and can be used to replace Jn|N in Eq. (5.11).

This procedure results in the discretized boundary condition representing the electron
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continuity equation at the interface and is given as158

qVT
∆N−1

µn|N−1/2

[
nNB

(
φN − φN−1

VT

)
− nN−1B

(
φN−1 − φN

VT

)]
= −qvs,n(nN − ns0).

(5.12)

This discretized form of the electron continuity equation at the contact has been

widely used in the simulation of MS Schottky contacts.158 By rearranging the terms

in Eq. (5.12), the expression of the electron concentration at the boundary becomes

nN =

[
µn|N−1/2B(φN−1−φN

VT
)
]
nN−1 + ∆N−1

VT
vs,nns0

µn|N−1/2B(φN−φN−1

VT
) + ∆N−1

VT
vs,n

. (5.13)

More insight can be obtained if Eq. (5.12) is rearranged and given a generic form

similar to Eq. (5.9), or

µn|N−1/2

∆N−1

[
nN−1B

(
φN−1 − φN

VT

)
− nNB

(
φN − φN−1

VT

)]
=

∆N−1

VT

[
vs,n(nN − ns0)

∆N−1

]
.

(5.14)

Interestingly, by comparing Eqs. (5.9) and (5.14), the transfer of conduction band

electrons from the semiconductor to the metal (vs,nnN
∆N−1

) can be recognized as the

interfacial electron recombination term (Rn|N). At the same time, the transfer of

metal electrons to the semiconductor conduction band (vs,nns0
∆N−1

) can be recognized as

the interfacial electron generation term (Gn|N) — in the absence of any additional

recombination or generation processes. In this sense vs,n can be interpreted as a

‘recombination velocity’ for electron transfer across a MS Schottky contact. Now if

we introduce additional generation-recombination processes, which will be done in

depth for a SL pseudo-Schottky contact, we can write the generic discretized form of
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the electron continuity equation boundary condition at the contact as

µn|N−1/2

∆N−1

[
nN−1B

(
φN−1 − φN

VT

)
− nNB

(
φN − φN−1

VT

)]
=

∆N−1

VT

(
Rn|N −Gn|N

)
.

(5.15)

Here, Gn|N and Rn|N respectively take into account of all the interfacial electron gen-

eration and recombination processes, a concept that will be very useful for modeling

the current flow at SL junctions. Following a similar approach, the discretization of

the hole continuity equation at the contact (i = N) leads to

qVT
∆N−1

µp|N−1/2

[
pN−1B

(
φN − φN−1

VT

)
− pNB

(
φN−1 − φN

VT

)]
= qvs,p(pN − ps0),

(5.16)

and upon rearranging the terms in Eq. (5.16), the hole concentration at the boundary

can be expressed as

pN =

[
µp|N−1/2B(φN−φN−1

VT
)
]
pN−1 + ∆N−1

VT
vs,pps0

µp|N−1/2B(φN−1−φN
VT

) + ∆N−1

VT
vs,p

. (5.17)

Finally, by comparing Eqs. (5.10) and (5.16) one arrives at a similar generic discretized

expression for the hole continuity equation interfacial boundary condition, with the

form

µp|N−1/2

∆N−1

[
pN−1B

(
φN − φN−1

VT

)
− pNB

(
φN−1 − φN

VT

)]
=

∆N−1

VT

(
Rp|N −Gp|N

)
,

(5.18)

where Gp|N and Rp|N respectively refer to all the interfacial hole generation and recom-

bination processes. In this approach, recombination velocities (vs,n and vs,p) play the

pivotal role in capturing the electrostatics of MS Ohmic and Schottky contacts.121,190

In general, Eqs. (5.15) and (5.18) constitute Neumann-type boundary conditions,
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where the concentrations of electrons and holes at the interface are allowed to float

and the Schottky-type of character of the contact is revealed. For example, if vs,n

and vs,p become significantly high in value, then nN → ns0 and pN → ps0 – as we

can see from Eqs. (5.13) and (5.17). When framed in terms of a boundary condi-

tion problem, this extreme represents a Dirichlet-type condition where electron and

hole concentrations take pre-defined constant values.120 Physically, it represents an

Ohmic contact.190 This is due to the fact that an Ohmic contact tends to maintain its

interfacial electron and hole concentrations equal to their equilibrium values. There-

fore, according to the ‘recombination velocity’ approach, Ohmic contacts are often

idealized by assuming infinite electron and hole recombination velocities at the inter-

face.121,190 Schottky contacts, on the other hand, do not maintain constant electron

or hole concentrations and so must employ Neumann boundary conditions as shown

above.

5.2.3 Boundary Condition at the Semiconductor-Liquid

Junction

With general boundary conditions for the MS Schottky interface in hand, let us

now extend this work to similarly formalize boundary conditions for the SL pseudo-

Schottky interface — shown in Fig. 5.1d. The key additional criteria present at SL

junctions, is that the electron and hole continuity equations must be coupled with

Poisson’s equation to capture both the photocurrent (Jph) and the photovoltage (Vph).

Let us begin by developing boundary conditions for the electron and hole continuity

equations, following a similar approach to that deployed for the MS junction in Sec-

tion 5.2.2. Subsequently, revised boundary conditions for Poisson’s equation, capable

of capturing Vph, will be introduced.
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Figure 5.2: Various generation-recombination processes determining the interfa-
cial/bulk charge transfer at an n-type photocatalytic semiconductor-liquid anode.
Each process can be viewed as either beneficial (marked in blue) or detrimental
(marked in red) in terms of the solar-to-chemical fuel conversion yield. (a) Photogen-
eration (Ghν) of electron-hole pairs under solar irradiation. (b) Transfer of conduction
band electrons and valence band holes to reduce and oxidize species inside liquid, re-
spectively. Here, hole transport is marked as the desired reaction, whereas electron
transfer is the undesired backward reaction. (c) Non-radiative recombination in the
semiconductor mediated by trap states and surface states. (d) Direct band-to-band
radiative recombination.

Boundary Conditions of the Electron and Hole Continuity Equations

In principle, the transport of interfacial electrons and holes can be strongly modulated

by the various generation-recombination processes present at the interface of a SL

junction.1,109,186 Therefore, it is crucial to explore and mathematically represent all

of the basic generation-recombination processes (illustrated in Fig. 5.2), so that these

effects can be taken into account when self-consistently solving the carrier transport

properties of a SL interface.

Photogeneration of Electron-Hole Pairs. In a photocatalytic anode incident sun-

light penetrates the semiconductor region, promoting the direct band-to-band pho-

togeneration of electron-hole pairs (as shown in Fig. 5.2a). The photogeneration
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rate (Ghν) of electron-hole pairs, as a function of the penetration depth (x) into the

semiconductor, can be calculated by the Lambert-Beer law as32,109

Ghν(x) =

∫ λg

λmin

ηφ0(λ)α(λ)e−α(λ)xdλ, (5.19)

where the incident photon flux density (φ0) is related to the spectral power density (P )

associated with the solar irradiation by φ0(λ) = P (λ) λ
hc

. In a typical solar experiment

under standard AM1.5G spectrum, P is usually specified along with other data. Here,

η is the quantum efficiency of the generation process, α is the absorption coefficient,

λg refers to the wavelength below which the semiconductor absorbs photons and λmin

is the lowest wavelength present in the incident solar spectrum.32,109 It is important to

note that Ghν(x) serves as the photogeneration rate throughout the entire numerical

grid of the semiconductor electrode including the photocatalytic interface.

Transport of Electrons and Holes to the Liquid. Just as with a MS Schottky con-

tact, the transfer of holes across a SL pseudo-Schottky contact (depicted in Fig. 5.2b)

can be treated as a recombination process modeled by vt,p.
103,186 For MS junctions,

this process physically represents the transfer of holes from the semiconductor side and

their subsequent recombination with the electrons on the metal side (see Fig. 5.1a).

However, the surface hole recombination velocity at an anodic SL junction physically

represents the transfer of valence band holes leading to the desired reaction (oxida-

tion of water at the photoanode as shown in Fig. 5.2a), thereby resulting in hole

driven current flow as given by Eq. (5.4).32,101,103 Furthermore, electron transfer at

an anodic SL junction can be captured by vt,n (as given by Eq. (5.3)), and represents

an undesirable counter back-reaction (reduction of O2 by conduction band electrons)

lowering the net water-splitting conversion yield of a PEC anode.72,82,101 Whereas,

the electron transfer across a MS Schottky contact is essential to device operation

(as a diode). Hence, photocatalytic anodes are minority carrier devices (where one
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seeks to maximize Jp above Jn) and MS Schottky diodes are majority carrier devices

(where one seeks to maximize Jn above Jp, for an n-type semiconductor).

Non-radiative Recombination of Carriers at the Interface. Interfacial trap states

(and/or surface states) usually act as recombination centres, where electrons and holes

recombine non-radiatively (as illustrated in Fig. 5.2c). The non-radiative dynamics

of these states at the surface can be captured by additional surface recombination

velocity terms for electrons (vss,n) and holes (vss,p). For example, vss,p can be defined

as74–76,186

vss,p =
Rss

ps
, (5.20)

where ps is the surface hole concentration (per unit volume) and Rss is the trap-

assisted surface recombination rate per unit area. We can arrive at a definition

for Rss by starting with the non-radiative Schokley-Read-Hall (SRH) recombination

expression73,74

RSRH = NT
σnσpvth,nvth,p (np− n2

i )

σnvth,n (n+ nT ) + σpvth,p (p+ pT )
. (5.21)

Here, NT is the volume density of the trap states, vth,n and vth,p are the electron and

hole thermal velocities, σn and σp are the electron and hole capture cross sections,

and ni is the intrinsic carrier concentration. Moreover, nT = niexp
(
ET−Ei
kBT

)
and

pT = niexp
(
Ei−ET
kBT

)
respectively represent the concentrations of electrons and holes

if the semiconductor Fermi-level falls at ET , where ET is the energy of the trap state

and Ei is the intrinsic Fermi-level. Furthermore, electron and hole capture lifetimes

can also be recognized as τn0 = 1
NT σnvth,n

and τp0 = 1
NT σpvth,p

.83 Now non-radiative

recombination at the surface (Rss) can be derived by modifying the SRH expression

presented in Eq. (5.21).74–77 This is accomplished by replacing n and p respectively

with their surface quantities ns and ps and NT with Ns. Here, Ns is the arial density

of the trap states within a very short distance ∼ ∆x from the surface and taken as
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the mean value of NT∆x.
74 After these substitutions, Rss takes the following form

Rss = Ns
σnσpvth,nvth,p (nsps − n2

i )

σnvth,n (ns + nT ) + σpvth,p (ps + pT )
= ∆xRs,SRH , (5.22)

where Rs,SRH is the SRH recombination at the surface of the semiconductor. A full

derivation of Eq. (5.22) can be found elsewhere.74 Using the value of Rss in Eq. (5.20),

we arrive at

vss,p = ∆x
Rs,SRH

ps
. (5.23)

Likewise, the electron surface recombination velocity can be expressed as

vss,n = ∆x
Rs,SRH

ns
. (5.24)

Now, in our approach, we utilized Eqs. (5.23) and (5.24) to model the interfacial non-

radiative recombination, whereas the non-radiative recombination at the bulk was

modeled by Eq. (5.21).

Radiative Recombination of Carriers at the Interface. Finally, direct band-to-band

recombination (see Fig. 5.2d) can also take place and reduce carrier concentrations

at the surface, particularly if the semiconductor is a direct band-gap material.83,122

By utilizing a similar physical representation to that given by Eq. (5.23), for the

non-radiative surface hole recombination process, we can also define the radiative

recombination velocity for holes at the surface as

vrad,p = ∆x
Rs,rad

ps
. (5.25)

Here Rs,rad is the radiative recombination at the surface and is given by32,83,103,109

Rs,rad = Brad

(
nsps − n2

i

)
, (5.26)
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where Brad is the bimolecular recombination coefficient.83,103 Similarly, radiative

recombination velocity (vrad,n) for electrons at the surface can be expressed as

vrad,n = ∆x
Rs,rad

ns
. (5.27)

In this work, we used Eq. (5.25) and Eq. (5.27) to model the interfacial radiative

recombination. On the other hand, bulk radiative recombination (Rrad) inside of the

semiconductor is modeled in this work by Rrad = Brad (np− n2
i ) — which is the bulk

form of Eq. (5.26).

Discretized Continuity Equations at the Semiconductor-Liquid Interface. We have

now mathematically defined all the key interfacial generation-recombination processes

that might impact upon interfacial charge flow at a SL junction. Our next step is to

discretize Eqs. (5.3) and (5.4) by formulating boundary conditions for the electron and

hole continuity equations at SL junctions, in a similar manner to what was done in

Section 5.2.2 for MS junctions. To discretize Eq. (5.4) at the interface of a typical SL

junction (i = N in Fig 5.1d), one may utilize a similar analysis to that which provided

Eq. (5.18) from Eq. (5.2) in the MS junction discretization. For the hole continuity

equation, this would result in the discretized SL junction boundary condition of the

form

µp|N−1/2

∆N−1

[
pN−1B

(
φN − φN−1

VT

)
− pNB

(
φN−1 − φN

VT

)]
=

∆N−1

VT

[
vt,p(pN − ps0) + vss,ppN + vrad,ppN

∆N−1

−Ghν|N

]
=

∆N−1

VT

[
Rp|N −Gp|N

]
,

(5.28)

where Gp|N and Rp|N respectively represent all the interfacial generation and re-

combination processes discussed so far. Finally, the surface hole concentration at
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steady-state is expressed as

pN =

[
µp|N−1/2B(φN−φN−1

VT
)
]
pN−1 + ∆N−1

VT
vt,pps0 +

∆2
N−1

VT
Ghν|N

µp|N−1/2B(φN−1−φN
VT

) + ∆N−1

VT
(vt,p + vss,p + vrad,p)

. (5.29)

Now if a semiconductor-liquid junction simultaneously allows electrons and holes to

be transferred to the liquid, which might be the case for a practical junction, we

need allow the electron current continuity equation boundary condition to float as

well. Following a similar analysis for electrons, we arrive at the below SL junction

boundary condition for the discretized electron continuity equation

µn|N−1/2

∆N−1

[
nN−1B

(
φN−1 − φN

VT

)
− nNB

(
φN − φN−1

VT

)]
=

∆N−1

VT

[
vt,n(nN − ns0) + vss,nnN + vrad,nnN

∆N−1

−Ghν|N

]
.

(5.30)

Finally, the surface electron concentration at steady-state can be expressed as

nN =

[
µn|N−1/2B(φN−1−φN

VT
)
]
nN−1 + ∆N−1

VT
vt,nns0 +

∆2
N−1

VT
Ghν|N

µn|N−1/2B(φN−φN−1

VT
) + ∆N−1

VT
(vt,n + vss,n + vrad,n)

. (5.31)

It is imperative to note that Eqs. (5.28) and (5.30) represent Neumann-type boundary

conditions, allowing the interfacial concentrations of holes and electrons to float and

thus revealing the pseudo-Schottky character of the photocatalytic interface.

Boundary Conditions for Modeling the Photovoltage

Origin of the Photovoltage. To correctly model the photovoltage (a thermodynamic

quantity arising due to electron-hole pair generation), it is imperative that both the

electron and hole continuity equations be solved simultaneously. To understand this,

let us begin by considering the generation process of the open-circuit voltage (Voc),

also known as the photovoltage when no external bias is applied (V=0).2,67 First

consider an anodic SL junction under equilibrium (without any light illumination) as
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Figure 5.3: Photovoltage generation processes at a typical illuminated photoanode-
liquid junction without any externally applied bias (V=0). (a) Equilibrium band
alignment of the electrode, clearly illustrating the interface, SCR and bulk regions.
Exposed ionized donors compensated by screening electrolyte ions in the SCR provide
the depletion region electric field ( ~Efield). (b) Processes at the same photoanode
occurring immediately after illumination, highlighting several interfacial and SCR
generation-recombination processes. The photogenerated electrons and holes travel
in opposite directions inside SCR due to the influence of ~Efield. (c) Steady-state band
diagram of the illuminated photoanode showing band flattening due to photovoltage
generation and depicted by a reduction in the built-in potential (Vbi). Simultaneously,
~Efield weakens as the depletion region shortens.

shown in Fig. 5.3a. Here, we assumed that the photoanode is robust against corrosion

and only exchanges electrons/holes with OH−/O2 redox species. Meaning, we assume

the existence of an equilibrium condition where the Fermi-levels of electrons (EFn)

and holes (EFp) are equivalent and aligned with the liquid Fermi-level (EL), which is

determined solely by OH−/O2 redox species.32 However, a practical photocatalytic

interface is prone to multiple possible electrochemical reactions including undesir-
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able corrosion of the photoelectrode.1,34 Therefore, future extensions of semiclassical

modeling in this direction should include the impact of corrosion reactions on band

alignments.

Now, under equilibrium as shown in Fig. 5.3a, the semiconductor space-charged-

region (SCR) exhibits a net positive charge due to ionized donors (arising from down-

ward band bending). The resulting electric-field ( ~Efield) within the SCR points toward

the liquid (as marked in Fig. 5.3a). Immediately after the semiconductor is exposed

to sunlight, electron-hole pairs are generated and driven in opposite directions by the

electric-field. Electrons travel towards the Ohmic back contact, while holes travel

towards the photocatalytic interface (see Fig. 5.3b). Thus both the electron and hole

concentrations change substantially in the illuminated SCR, requiring that both the

electron and hole continuity equations be solved simultaneously to capture the pho-

tovoltage. To accomplish this the bulk carrier concentrations are utilized as Dirichlet

boundary conditions in the interior of the semiconductor, while the floating Neumann

boundary conditions developed in Section 5.2.3 are utilized at the SL-interface as il-

lustrated in Fig. 5.1b — for the electron and hole continuity equations. Importantly,

this migration of photogenerated carriers, determined by their local concentrations

and electrostatic fields (or quasi-Fermi levels), induces the photovoltage (which acts

as an effective forward potential) on the semiconducting electrode.33,36 The end result

is a partial or even complete suppression of the electric-field in the SCR or equiva-

lently the built-in voltage, Vbi (compare Figs. 5.3b and 5.3c).36,130 This is shown

in Fig. 5.3c, where our illuminated junction demonstrates a photovoltage (Vph) and

reduced band bending from ∼Vbi under steady-state conditions.

Boundary Conditions for Poisson’s Equation. We adopted a standard discretiza-

tion technique for solving Poisson’s equation to arrive at the electrostatic potential φ,

and have incorporated a spatially varying dielectric constant across the SL junction

as discussed in our earlier work.188 In this manner, the potential drop inside the
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liquid (primarily comprised of the Helmholtz layer charges) is allowed to change as a

function of surface state charging, semiconductor doping and the applied bias.188 This

enables one to capture both pinning and unpinning of the semiconductor band-edges

at the solid-liquid interface. Now, in order to model the movement of semiconductor

bands under illumination (compare Fig. 5.3a and Fig. 5.3c) and the generation of Vph,

it is imperative that one allow the conduction and the valence bands at the bulk of

the electrode to float when self-consistently solving the Poisson equation. This can

be implemented by setting a Neumann-type boundary condition on φ (defined as the

potential of the local vacuum level) at the Ohmic back contact (see Fig. 5.1d), which

also enforces ~Efield = 0 in the bulk of the electrode. On the other hand, to guarantee

a unique potential solution, a Dirichlet-type boundary condition on φ also needs to be

implemented in the bulk of the liquid (at i = M in Fig. 5.1d). This is accomplished

by considering φ at i = M of the grid to take some pre-defined reference value. In

our case, we have assumed φ in the bulk of the liquid to be zero.

5.3 Results

5.3.1 Modeling a Metal-Semiconductor Schottky Junction

As stated in the introduction, it is the objective of this work to extend the device

modeling techniques developed for MS Schottky junctions into the domain of SL

pseudo-Schottky junctions. Thus we begin our analysis by briefly demonstrating that

our methodology can capture the majority and minority carrier electrostatics of MS

junctions, by numerically solving the complete drift-diffusion equations utilizing the

boundary conditions derived in Section 5.2.2. The primary goal of this analysis is to

verify that the implementation procedure discussed in our present work can capture

the electrostatics and carrier transport of an MS Schottky junction – which has been

well explored in the device physics literature.89,158,159,190,191 Particular attention will
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Figure 5.4: Self-consistently calculated electrostatics and charge transfer kinetics of
an n-type Si-metal Schottky junction. (a) Unbiased (V = 0) band alignment with
the demonstration of a flat Fermi-level (EFn = EFp = EF,metal). The Si-metal in-
terface is characterized by the formation of ∼ 0.45 eV Schottky barrier. (b) Band
diagram under forward bias (V <0) showing the extent of electron extraction and hole
injection due to finite electron and hole recombination velocities. The quasi Fermi-
level of electrons (EFn) moves away from EC due to interfacial electron extraction,
whereas the quasi Fermi-level of holes (EFp) equilibrates with EF,metal due to interfa-
cial hole injection. (c) Band diagram under reverse bias (V >0) illustrating injection
of electrons into the conduction band and the extraction of valence band holes. (d)
Calculated injection ratio defined as the hole current density over the total current
density, drawn with respect to the forward bias current density. (e) Calculated to-
tal interfacial current density clearly showing the rectifying nature of a typical MS
Schottky junction.

be given to modeling the transport of minority carriers due to its importance in pho-

tocatalytic semiconductor-liquid junctions, which is the ultimate goal of our present

work.

As our model system, we have considered a Schottky junction between n-type

Si, doped at a density of ND = 1016 cm−3, and a corresponding metal contact with
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a work function (Φm) of ∼ 4.5 eV. The junction is situated in the dark and has

no recombination or generation terms, apart from the interfacial electron transfer

velocities across the MS junction as discussed in Section 5.2.2. All material depen-

dent parameters were set at standard Si-based semiconductor simulation values as

discussed in Ref.122. The calculated energy band diagram (presented in Fig. 5.4a)

demonstrates equilibration between the electron quasi Fermi-level (EFn), hole quasi

Fermi-level (EFp), and metal contact (EF,metal) Fermi-level. From Fig. 5.4a we can see

that the metal-Si junction forms a Schottky contact with a barrier height of ∼ 0.45 eV.

To model the electron and hole transport across this junction, we have assumed initial

interfacial transfer velocities of vs,n = 105 ms−1 and vs,p = 104 ms−1, typical for Si.192

Importantly, this equilibration process (unbiased) physically represents zero net elec-

tron (majority) transfer via the conduction band, as well as zero net hole (minority)

transfer via the valence band, which is formally defined by both Eqs. (5.1) and (5.2)

falling to zero. However, even for MS Schottky junctions the process of the interfacial

charge transfer become rather complicated when the junction is biased from V = 0

to |V | > 0 — which we will explore next.

The concept of electron/hole extraction and injection at the metal-semiconductor

interface is particularly helpful in order to understand the nature of carrier transport

at a Schottky contact. In general, the extent of the electron/hole extraction and

injection processes is such that the junction tends to work to restore the equilibrium

carrier concentrations (ns0 and ps0) even under applied bias. It is important to explore

this for a MS Schottky contact, because similar processes are at work in SL pseudo-

Schottky junctions. To understand what happens in a MS contact, let us consider

the calculated band digram under forward bias condition (V < 0) as illustrated in

Fig. 5.4b. Here V denotes the externally applied potential attached to the n-type Si

electrode, whereas the metal electrode is assumed to be grounded (reference poten-

tial). However, as is customary in the device physics literature,33 our MS Schottky
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junction band diagrams are drawn with respect to the vacuum level (0 eV). Now, the

steady-state calculation with a non-zero electron recombination velocity, as presented

in Fig. 5.4b, shows that the electron quasi Fermi-level (EFn) at the interface shifts

downward or away from the conduction band edge (EC) due to the transfer and subse-

quent relaxation of injected conduction band electrons on the metal side. In practice,

EFn always tends to approach EF,metal with relatively small values of vs,n and the

contact displays Schottky-type behavior. With a very high value of vs,n, EFn per-

fectly restores its equilibrium with EF,metal even under forward bias and the contact

becomes Ohmic in character. However, in the case of hole transfer, the contact be-

haves oppositely under forward bias (V < 0) by injecting holes to the semiconductor

valence band from the metal side (see Fig. 5.4b) and eventually aligning the hole

quasi Fermi-level (EFp) with EF,metal with moderate/high values of vs,p. Likewise, by

reversing the bias-direction (V > 0) n-type Si undergoes the injection of electrons

and the extraction of holes as shown in Fig. 5.4c, which can be explained in a similar

manner.

The results in Figs. 5.4a through 5.4c, showing the evolution of EF,n and EF,p,

match well with results from the device physics literature regarding minority carrier

transport through a Schottky contact.193–195 To further verify that our implemen-

tation captures the physics of minority carrier transport (a necessary property for

modeling SL pseudo-Schottky contacts), we have calculated the injection ratio (Υ)

in Fig. 5.4d. It is defined as the ratio of the hole current to the total current

(Υ = |Jp|/|Jp + Jn|) under forward bias.196 In general, the injection ratio depends

on the applied bias and the energy of the Schottky barrier. Under forward bias,

Υ rises with the forward current.196,197 Using practical values of vs,n and vs,p for

Si,192 our method reproduces uprising trend for Υ with respect to the total current

as illustrated by the blue and red curves in Fig. 5.4d. Importantly, if one gradually

reduces vs,p (while maintaining vs,n at a fixed value) the contact should become more

128



‘electron-selective’ resulting in a reduced injection ratio with increasing bias (or cur-

rent flow). This is precisely what is demonstrated in Fig. 5.4d as vs,p is decreased

from 104 m/s to 102 m/s. Thus, we have demonstrated that our approach captures

the necessary minority carrier physics, an important prelude to evaluating SL pseudo-

Schottky contacts which are dominated by minority carrier transport. Finally, the

calculated current density (as shown in Fig. 5.4e) exhibits the rectifying character

of a typical Schottky contact and can be compared with numerous current-voltage

characteristics present in the device physics literature.89,158,159,190,191

5.3.2 Modeling a Semiconductor-Liquid pseudo-Schottky

Junction

Let us now simultaneously solve for the photocurrent and photovoltage of a typi-

cal SL pseudo-Schottky junction, obtained by self-consistently solving the complete

drift-diffusion equations with the boundary conditions derived in Section 5.2.3. As

our model system, we have selected an n-type hematite (α−Fe2O3) photoanode per-

forming water oxidation.68 Hematite has been widely investigated for photocatalytic

water splitting due to its inexpensive constituent elements and suitable band-gap

that lies between 1.9 eV - 2.2 eV (absorbing wavelengths 560 nm - 660 nm or less

in the solar spectrum).1,60,198 However, its characteristic small-polaron carrier trans-

port and sluggish hole transfer kinetics make hematite-based water splitting highly

challenging.62,69,199,200 Moreover, a practical hematite photoanode may undergo elec-

tronic band unpinning at the solid-liquid interface, due to surface charge accumu-

lation through the formation of reaction intermediates.127 Despite these practical

challenges, recent theoretical studies have demonstrated the utility of semi-classical

models in exploring hematite-based water splitting electrodes.32,125 Thus, we also

apply our semi-classical methodology to theoretically explore hematite photoanodes

with the aim of extracting key electrostatics and charge transfer kinetics present in the
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Figure 5.5: Self-consistent calculation of the photovoltage in an illuminated n-type
hematite-water junction (pH=13.6). A band-gap of ∼ 2.1 eV is assumed. Calculated
energy band diagram of an unbiased hematite photoanode under (a) dark and (b) 0.33
sun illumination. As can be seen, most of the built-in potential (∼ 0.69 V) is sup-
pressed by the generated photovoltage (∼ 0.64 V). (c) Corresponding, depleted donor
charge densities under dark (in blue) and 0.33 sun illumination (in green), where the
illuminated hematite surface exhibits a dramatically shortened space-charged-region
due to band-flattening by the induced photovoltage. (d) Calculated ~Efield inside
hematite electrode under dark (blue) and solar irradiation (green).

literature.68 Throughout our simulation, we considered a hematite photoanode with

a band-gap (EG) of ∼2.1 eV32 and a doping density of ND ∼ 1020 cm−368,115,201–203

immersed in an aqueous solution of pH=13.6.68 To calculate the potential of the

working electrode, we assumed a reversible hydrogen electrode (RHE) as the refer-

ence electrode. This part of our discussion is split into two segments dedicated to the

self-consistent calculation of the photovoltage and the calculation of the photocurrent,

respectively.

Self-consistent Calculation of the Photovoltage

The first part of our analysis is aimed at verifying that the boundary conditions

developed in Section 5.2.3 capture semiconductor band flattening due to the genera-
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tion of a photovoltage.20,21,36,71 Let us start by considering Fig. 5.5a, which displays

the calculated equilibrium band diagram of the hematite photoanode. To enable a

direct correlation between electrostatics and current-voltage properties, our calcu-

lated SL junction band diagrams are drawn with respect to RHE rather than the

vacuum level – this involves a shift of -4.44 eV below the standard vacuum poten-

tial reference energy commonly found in the device physics literature.32,33,129 Under

equilibrium, the electrode is depleted of electrons (see also Figs. 5.5c and 5.6a), char-

acterized by a built-in potential of ∼ 0.69 V and displayed a flat Fermi-level aligned

at 1.23 V vs. RHE. Equivalently, our calculation corresponds to a flat-band poten-

tial (Vfb) of ∼ 0.54 V vs. RHE, which falls inside the experimentally determined

flat-band potential (between 0.4 V - 0.55 V vs. RHE) for hematite photoanodes as

reported in the literature.70,147,202 Now, as discussed in Section 5.2.3, this simple

picture of equilibration assumes the phototanode is only capable of exchanging elec-

trons/holes with OH−/O2 redox species. Thus, this idealized situation should be

replaced by a complicated non-equilibrium open-circuit condition if the electrode is

prone to corrosion or allowed to exchange electrons/holes with other species present

in the liquid.1,34

Now, if we begin from a depleted picture of the hematite surface under equilib-

rium (as presented in Fig. 5.5a), to maximize band flattening upon photoexcitation

one would require good majority carrier conduction as well as a lengthened minority

carrier lifetime.1 However, both of these prerequisites are undermined by hematite

due to: (1) its characteristic ‘small polaronic’ conduction mechanism199; and (2) high

rates of non-radiative recombination.204 In this regard, surface modification tech-

niques (including nanostructuring of hematite electrodes) can improve the harvesting

of photogenerated electrons and holes by partially suppressing detrimental recombina-

tion process and partially enhancing interfacial charge transfer kinetics.17,21 However,

the standard experimental procedure to analyze the performance of a photoanode is

131



to probe the corresponding hole relaxation process by analyzing transient absorp-

tion (TA) spectra. For instance, the TA spectra of a nanostructured hematite elec-

trode reported by Barroso et al.69 suggest that the rapid electron-hole recombination

in the bulk of the hematite photoanode can be assigned to the part of the spectra

that decays at a scale of micro- to milli-seconds (known as ‘fast-decay’). Neverthe-

less, other studies assigned the photogenerated hole relaxation time at the bulk of

hematite in between 10ps - 100ps.199,205 However, in accordance with Ref.70, we

have adopted a carrier lifetime of τp0 = τn0 = 1µs to represent the trap-assisted bulk

recombination of carriers. We also have assumed that all trap-states are located at

the energy of the intrinsic Fermi-level (ET = Ei), as well as vth,p = vth,n = 105 ms−1

and σn = σp = 10−24 m2.74 On the other hand, to focus on the minority carrier

physics, the electron transfer velocity (vt,n) between the semiconductor and liquid

was assumed to be zero. Whereas, the hole transfer velocity (vt,p) was given the

value ∼ 10−9 ms−1, typical for hematite electrodes.62,63,70,99 The value of vt,p can be

estimated from the reported interfacial hole transfer rate (10-0.1 s−1)62,70,99 and hole

diffusion distance (2-4 nm)63 at the surface of hematite photoanodes. In addition, we

also assumed that the electron and hole transfer rates are mutually independent and

remain constant irrespective of any external excitation (applied bias or light intersity).

Now, to produce a photovoltage the hematite electrode was theoretically set to

∼ 0.33 sun of solar irradiation (α ∼ 1.5× 107 m−1), for which the calculated band

diagram is given in Fig. 5.5b.68 As can be seen, the calculated band diagram under

illumination exhibits almost complete flattening of the hematite bands by generating

Vph ≈ 0.64 V. Moreover, the calculated exposed donor charge densities and electric-

field inside the semiconductor depletion region under dark (marked in blue) and illu-

minated (marked in green) conditions are also shown in Fig. 5.5c- 5.5d, respectively.

As expected from our earlier discussion, the SCR region under illumination shortens

substantially, since Vph effectively acts as a photo-induced forward potential.21 This
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also underscores the importance of simultaneously solving both the electron and hole

continuity equations to compute the photovoltage, as the exposed donor density is

reduced through a photo-induced increase in the electron density in the SCR (see

Fig. 5.6a).

Thus far we have only discussed the numerically computed electrostatics (band

bending) associated with Vph generation in the absence of any external bias. However,

in practice, photovoltage generation also takes place under an externally applied bias84

and can also be computed self-consistently using our approach. Next we wish to

address to what degree can our approach capture: (1) the charge transfer kinetics (i.e.

the dynamics of short- and long-lived holes,68,70,99 the impact of the interfacial hole

transfer rate,62 etc.); and (2) the experimentally observable photocurrent (i.e. current

on-set, saturation and the impact of the incident light intensity20,68,71).

Charge Transfer Kinetics and the Photocurrent

As discussed earlier, our approach is based on solving both the electron and hole

continuity equations simultaneously. This means that we can capture the modulation

of the majority carrier concentration along with the minority carrier concentration

by solar irradiation in SL pseudo-Schottky junctions — a crucial physical ingredient

often ignored32 or not fully derived82,103 in state-of-the-art photocatalytic interface

simulations. In general, the majority carrier population of a depleted photoelectrode

is modified under illumination and capturing this process is critical to the development

of PEC device physics simulations.36,37

Fig. 5.6a juxtaposes the spatial distribution of electrons and holes under dark

and illuminated conditions (with no external bias), calculated using the methodology

discussed in this work. The dark carrier concentrations (marked in blue in Fig. 5.6a)

indicate the presence of a strongly depleted semiconductor surface, with a long SCR

and strong electric-field as shown in blue in Fig. 5.5d. We have already examined the
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Figure 5.6: Calculated charge transfer kinetics of an n-type hematite-liquid junction.
(a) Spatial distribution of the electron and hole densities of an unbiased junction un-
der dark (marked in blue) and 0.33 sun illumination (pink and green, respectively).
When dark, the hematite electrode demonstrates an electron-depleted surface, while
under illumination both electron and hole concentrations are increased. (b) Cal-
culated spatial distribution of holes inside an illuminated hematite photoanode un-
der zero (0.59 V vs. RHE and in green), small (0.8 V vs. RHE and in blue) and
large (1.4 V vs. RHE in pink) applied reverse potential. Photogenerated holes start
to accumulate in the semiconductor SCR as the extent of the bias is increased. These
holes with longer lifetimes are detected as ‘long-lived’ holes in practical TA experi-
ments. (c) Comparison of rate of recombination (marked in red) and rate of interfacial
hole transfer (marked in blue) with applied reverse bias demonstrating the suppression
of hole SCR recombination. As the photogenerated holes become less vulnerable to
recombination in the SCR, the photoanode exhibits higher yield of solar-to-chemical
fuel conversion. (d) Evolution of the surface hole density under an applied reverse
bias demonstrating the incremental trend (due to the gradual suppression of recom-
bination) and saturation (due to the minimized recombination rate with respect to
the interfacial hole transfer rate).

net SCR charge distribution under this particular operating condition in Fig. 5.5c.

Now, upon illumination the hole concentration (marked in green) as well as the elec-

tron concentration (marked in pink) are spatially modulated as shown in Fig. 5.6a.

In this case, the steady-state electron concentration at the illuminated junction is

increased from its dark condition value, specifically near the interface. This is due to
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the strong initial electric-field (see Fig. 5.5d) that efficiently separates the photogen-

erated electron-hole pairs immediately after the electrode is illuminated. Throughout

this simulation, the illuminated electron surface concentration (n∗s) is optimized for

the hole-driven water oxidation reaction by deliberately making the interface opaque

to conduction band electron transfer to the liquid ( vt,n = 0). Fundamentally, these

excess electrons now can either contribute constructively to Vph by traveling towards

the back Ohmic contact or degrade Vph by participating in recombination with the

available photogenerated holes.

Further degradation of Vph can occur if the interface hole transfer velocity becomes

sluggish enough (which is true for hematite) so that surface holes (p∗s) are more likely

to annihilate in recombination processes. In practice, the experimental procedure to

probe this complex charge transfer kinetics requires analyzing standard TA spectra

such as that reported in Refs. 69 and 70. The situation, as shown in Fig. 5.5b

where hematite photoanode is operated close to the flat-band potential (precisely, at

0.59 V vs. RHE), corresponds to the ‘fast-decay’ portion of the TA spectrum due

to the rapidly occuring trap-assisted recombination of phototgenerated holes. This

can be verified in experiment by comparing the rate of recombination with the rate of

interfacial hole transfer.62,70,99 In this case, as the interfacial hole transfer in hematite

is extraordinarily slow, the fate of the photogenerated holes is primarily decided by

the bulk/SCR recombination process. Our calculation of recombination rate and

interfacial hole transfer rate, as plotted in Fig. 5.6c, also demonstrates that a majority

of the photogenerated holes undergo undesirable recombination with electrons at

0.59 V vs. RHE and as a consequence, the steady-state surface concentration of holes

reaches as low as ∼ 6×1012 cm−3 (see Fig. 5.6a and 5.6d).

However, the hole relaxation lifetime, from this nearly flat-band picture of the elec-

trode, can be improved if the applied bias is increased in the reverse direction (V > 0).

As our computation shows (see Fig. 5.6c), for electrode potential of 0.72 V vs. RHE
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Figure 5.7: (a) Calculated photocurrents under different light intensi-
ties (4.4 mWcm−2→33.8 mWcm−2), clearly demonstrating the experimental trend of
photocurrent on-set, transition and saturation. The on-set potential of the photocur-
rents can be estimated to be slightly anodic to 1 V vs. RHE, whereas the saturation
occurs at potential anodic to 1.3 V vs. RHE. (b) Photocurrent density with respect
to the illumination intensity. In this case the linear dependency of the photocurrent
with respect to illumination intensity is correlated with a slope of 0.170 mA mW−1.
(c) Impact of the interfacial hole transfer rate on the photocurrent. With faster hole
transfer, the solar-to-chemical conversion yield improves by shifting the photocurrent
in the cathodic direction.

and above, the reverse bias gradually suppresses interfacial recombination and restores

the electric-field inside SCR. To gain further insights, we also have calculated (as

shown in Fig. 5.6b) the evolution of spatial hole distribution under zero (0.59 V vs.

RHE), small (0.8 V vs. RHE) and large (1.4 V vs. RHE) reverse potentials. As

can be seen, photogenerated holes start to accumulate at the surface with increasing

potential due to the gradual suppression of SCR recombination. These holes with

a prolonged lifetime are commonly detected as ‘long-lived’ holes (τp = 0.1 - 10s) in

TA measurements.69,70 Eventually, at a sufficiently strong reverse bias, as in our

case ∼ 1.2 V vs. RHE and beyond, the hole recombination rate falls below the inter-

facial hole transfer rate (as shown in Fig. 5.6c). Afterwards the surface concentration

of hole primarily depends on the hole transfer/extraction rate and becomes saturated

if vt,p remains constant (see Fig. 5.6d). All of these results (Fig. 5.6b - 5.6d) are in

agreement with the complex charge transfer kinetics observed in hematite-based PEC

experiments.62,69,70,99
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Our final goal is to translate our calculated charge transfer kinetics into an inter-

facial photocurrent (Jph), such as that commonly observed in hematite-based PEC

experiments.20,60,68,70,99 The photocurrent can be calculated directly from Eqs. (5.3)

and (5.4) using the self-consistent solutions of carrier concentrations provided by

Eqs. (5.28) and (5.30) and then compared with the literature. In this regard, we

have selected the photocurrent measurement of a hematite photoanode by Le For-

mal et al.68 to our benchmark results. As can be seen from Fig. 5.7a, the cal-

culated photocurrents under different solar irradiation (ranging from 4.4 mWcm−2

to 33.8 mWcm−2) are comparable with reported experimental photocurrents for

hematite.68 The on-set of our self-consistently computed photocurrents fall close

to the experimentally determined onsets of ∼ 1 V vs. RHE. Furthermore, our cal-

culated photocurrents saturate at ∼ 1.3 V vs. RHE whereas the practical electrodes

demonstrate saturation from 1.3 V - 1.4 V vs. RHE.68 Fig. 5.7b shows the evolution

of photocurrent with respect to light intensity, when the potential of the hematite

photoanode is held at 1.4 V vs. RHE. Moreover, the calculated photocurrents clearly

exhibit a linear increase with a slope of 0.170 mA mW−1 with respect to illumina-

tion intensity (which compares well to the experimental value of 0.177 mA mW−1 in

Ref. 68).

Finally, impact of the interfacial hole transfer velocity on the calculated pho-

tocurrent is also computed (see Fig. 5.7c). In this case, we self-consistently solved

the charge transport of an hematite photoanode under a solar irradiation intensity

of 17.2 mWcm−2 and modulated the interfacial hole transfer velocity (vt,p) from

103→ 10−9 ms−1. We recognize that the higher values of vt,p considered in Fig. 5.7c

are well above the values expected for sluggish hole transfer (as is commonly ob-

served in practical hematite-based PEC devices). Nevertheless, with increasing vt,p

the electrode shows significant improvement through a shift in the on-set of pho-

tocurrent towards lower potentials (in the cathodic direction as shown in Fig. 5.7c)
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and thus delineating the route towards unassisted solar water splitting as explained

in Ref. 20. Importantly, this trend qualitatively matches with the experimental re-

sults presented by Thorne et al.62 where the enhancement of the on-set (cathodic

shift of the photocurrent) is correlated with the improvement in hole transfer velocity

brought about by surface modification techniques. Therefore, the theoretical results

for hematite-based photoanodes calculated from our approach are in agreement with

the experimentally extracted kinetics reported in the literature.

However, the aim of this work is to derive a theoretical/numerical framework

that can simultaneously capture both photovoltage and photocurrent properties of

SL pseudo-Schottky junctions, by self-consistently solving the electron and hole drift-

diffusion equations in the presence of recombination and generation processes. There-

fore, we shall leave a detailed kinetics study of the process driving solar-assisted water

splitting incorporating other key semiconductors and further experimental compar-

isons for future work.

5.4 Conclusion

In this work we have presented a general theoretical and numerical method for si-

multaneously calculating the photovoltage and photocurrent at semiconductor-liquid

junctions. The method was developed by building upon Schottky junction model-

ing techniques within the device physics literature utilizing the concept of an ‘ef-

fective recombination velocity’.89,158,159,190,191 The recombination velocity concept

was extended to capture both charge transfer and recombination physics present at

semiconductor-liquid interfaces and applied to the pseudo-Schottky junction formed

by an anodic water-splitting semiconductor. This approach was implemented through

the introduction of Neumann boundary conditions within the electron and hole con-

tinuity equations at the semiconductor-liquid interface. Moreover, it was shown that
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both the electron and hole continuity equations must be simultaneously solved to

capture both the photovoltage and the photocurrent at a semiconductor-liquid inter-

face. The electron continuity equation must be solved primarily to capture dynamic

screening in the space charge region under the active illumination (which gives rise to

the photovoltage) and/or external bias. The hole continuity equation must be solved,

in parallel, primarily to capture the hole concentration at the reacting semiconductor-

liquid interface (which gives rise to the photocurrent). These equations are, of course,

coupled and the dynamics of their interaction is influenced by the various recombina-

tion mechanisms present — which are included in our approach. We then theoretically

explored photovoltage generation and the key charge transfer kinetics leading to the

photocurrent at hematite photanodes. This, in turn, exhibited the capability of our

self-consistent numerical treatment to address the various mesoscopic charge transfer

processes present at practical photocatalytic interfaces. In particular, the method

was demonstrated to exhibit the scope to correlate theoretical work with observable

quantities in practical PEC experiments, including: the photovoltage, on-set and

saturation of the photocurrent, interfacial hole transfer and bulk hole relaxation, in-

terfacial recombination, space-charge-region screening processes, and the suppression

of back reactions. Future work shall focus upon conducting exhaustive comparisons

with experiments to address the charge transfer properties that impact upon the per-

formance of water-splitting oxide semiconductors (hematite, TiO2, etcetera). More

importantly, since our methodology can decouple interfacial processes from the pro-

cesses in the space-charged-region, future theoretical work in this direction should be

able to elucidate possible routes to engineer both interfacial and space-charge-region

processes.
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Chapter 6

The Impact of Boundary

Conditions on Calculated

Photovoltages and Photocurrents

at Photocatalytic Interfaces

The content of this chapter is designed to provide a scientific discussion on the im-

pact of the boundary conditions on the computation of the complete solutions of

the coupled Poisson-continuity equations at the photocatalytic semiconductor-liquid

junctions. By utilizing the results from the numerical simulations, it has been shown

that a floating boundary condition for the electrostatic potential, facilitating the band

flattening in the bulk, is needed to capture the photovoltage. Furthermore, it has been

also demonstrated that the capture of photovoltage with appropriate boundary con-

ditions is pivotal to reliably replicate the practical photocurrent and realistic band

diagrams of the photocatalytic junctions.
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Abstract

This work presents an in-depth study of how the choice of boundary conditions can impact

upon the calculated photovoltage and photocurrent in photoelectrochemical (PEC) devices.

Utilizing a floating boundary condition for the electrostatic potential and pseudo-Schottky

boundary conditions for the interfacial electron/hole currents, we show simultaneous calcu-

lation of photovoltage and photocurrent. We also explore the significance of capturing the

photovoltage, with proper boundary conditions, to accurately replicate practical photocur-

rent along with the realistic band-alignments. Finally, our results decouple the interfacial

hole transfer from the recombination at the interface/space-charged-region and suggest pos-

sible methods to engineer the mesoscopic transfer process at PEC-electrodes.

6.1 Introduction

The rising societal and environmental costs of fossil fuels have driven a resurgence of

intense research into artificial photosynthesis.1,4, 12,160,187 Solar-driven water splitting

using light-absorbing semiconducting electrodes can delineate a possible route towards

solar-to-chemical fuel conversion.71 Extensive ongoing research in this direction has

outlined critical scientific problems that entail urgent resolution through combined

theoretical and experimental efforts.21,81,86,105,188 Nevertheless, inadequate under-

standing of the complex processes governing semiconductor photocatalysis signifi-

cantly impedes progress towards cost competitive unassisted solar water splitting.105

142



Thus, device models exploring the mesoscopic charge transfer processes driving pho-

tocatalysis at semiconductor-liquid (SL) junctions can deliver fundamental insights

into these processes and may provide more efficient PEC device designs.

The modeling of mesoscopic phenomena at semiconductor-liquid junctions com-

prises an long standing problem in modern photoelectrochemistry.91,100,101 In recent

years, however, the development of numerical techniques, which provide an enhanced

understanding of the photocatalytic process at SL junctions, has gained a considerable

amount of attention. This includes, but is not limited to the calculation of steady-

state band diagrams,32 transient analysis of PEC device behavior,104 modeling of

surface-state dynamics,188 complete solution of combined drift-diffusion equations,206

and the simulation of electrocatalyst-coated photoelectrodes.106 In general, meso-

scopic charge transport in a SL junction can be self-consistently calculated by solving

the coupled Poisson-continuity equations.206 However, to capture the photocurrent

(Jph) and the photovoltage (Vph) (two of the most commonly measured quantities in

typical PEC experiments)84 it is also imperative to that one set up appropriate bound-

ary conditions. For instance, the interfacial photocurrent (Jph) at a photocatalytic

SL junction (a boundary point) is usually computed by assuming the presence of a

pseudo-Schottky contact at the interface.32,103,206 Yet, similar boundary conditions

are needed for Poissons equation to capture Vph, but this crucial issue has not received

proper attention in the literature. As described by Thorne et al.21 and Dotan et al.,84

the photovoltage (Vph) generated at a SL junction shifts the photocurrent toward

cathodic direction (for a photoanode) or anodic direction (for a photocathode) to

facilitate unassisted solar water splitting. Likewise, due to its tendency to flatten

the bands of semiconducting electrodes, the accurate determination of Vph is also im-

portant to precisely extract and understand the band-diagram electrostatics of PEC

devices.21,71,206
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As part of an ongoing effort to understand the mesoscopic phenomena occurring

in photocatalytic SL junctions, we previously presented a comprehensive analysis of

the discretized drift-diffusion equations to theoretically extract measurable quanti-

ties (such as the photovoltage, onset and saturation of photocurrent, etc.)206 and

a comprehensive analysis of the surface-state dynamics at SL junction under dark

current conditions.188 The purpose of our present work is to emphasize the signif-

icance/importance of choosing appropriate boundary conditions when modeling the

photovoltage in PEC devices – a critical ingredient often ignored in the SL junction

modeling literature. When combined with the governing drift-diffusion equations,

these boundary conditions can self-consistently capture both the photocurrent and

photovoltage. Special attention is given to outline how the typical theoretical results

from our approach can be directly translated into experimental procedures and mea-

surements. Furthermore, it is also demonstrated that our theoretical approach can be

directly correlated with experimental transient absorption (TA) spectra analysis of

semiconductor/metal oxide photoanodes performing solar-assisted water oxidation.

6.2 Method

To begin with, let us briefly revisit the standard band-diagram alignment of a typ-

ical PEC set-up (see Figure 6.1), where the photocatalytic interface between the

semiconducting photoanode (n-type) and aqueous solution (pH > 7) is utilized to

perform the solar-assisted water oxidation reaction.1,32 In addition, Figure 6.1 also

demonstrates the basic configuration of a standard PEC experimental set-up.1 As il-

lustrated, a semiconductor electrode constitutes the working electrode (WE) whereas

a metal counter electrode (CE) is required to complete the circuit.1,129 All the rele-

vant energy levels in the system are referred with respect to the energy of a reference

electrode (Eref ). In our present work, we have considered a reversible hydrogen elec-
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Figure 6.1: Typical band-diagram alignment of an illuminated semiconductor pho-
toanode (n-type) in contact with an aqueous solution (pH > 7). All important energy
levels are drawn for clarity. In this case, the energy of the reversible hydrogen elec-
trode (RHE) is taken as the reference (Eref ). In PEC experiments, the potential of the
working electrode (photoanode in our case) or EWE is measured with respect to Eref ,
whereas the metal counter electrode (operating at energy ECE) is required to close
the path of electron/hole flow. Under solar irradiation, the photoanode demonstrates
splitting of electron (EFn) and hole (EFp) quasi-Fermi levels and the band bending
is reduced by the amount of generated photovoltage (Vph). The built-in potential at
dark and the applied external bias are represented by Vbi and Vapplied, respectively.
Here, the PEC set-up is illustrated for Vapplied = 0 with solar irradiation (illuminated
OCC). A few important points along the space vector (xbulk, xint and xmetal) are also
shown for convenience of the discussion.

trode (RHE) as the reference electrode.1 Moreover, the PEC set-up in Figure 6.1 also

allows the application of external excitation in the form of solar irradiation and/or

externally applied potential source (denoted by Vapplied).
32

With the PEC set-up in hand, we now configure the governing equations with

appropriate boundary conditions so that experimental trends of Jph and Vph can be

reliably replicated in our calculations. Now, the electron and hole continuity equations

inside of a semiconductor can be expressed as33,120–122

1

q

dJn
dx

+Gn −Rn = 0, (6.1)
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− 1

q

dJp
dx

+Gp −Rp = 0, (6.2)

Here, Jn and Jp respectively represent electron and hole currents throughout the

semiconducting electrode. Other parameters include electron generation (Gn) and

recombination (Rn) rates and hole generation (Gp) and recombination (Rp) rates,

electron charge q and space vector x. At a SL junction, as presented in Figure 6.1,

electronic conduction only exists inside of the semiconductor electrode, whereas the

electrolyte is characterized by ionic conduction.34,129 Thus, the pair of continuity

equations (eqs. 6.1 and 6.2) are to be solved only inside the working electrode with

boundary conditions located at x = xbulk and x = xint. Now, the boundary

conditions on continuity equations at the bulk of the photoanode (x = xbulk) are

merely set equal to the bulk concentrations of electrons (nbulk) and holes (pbulk) and

thereby, are considered as Dirichlet type.103,122,206 However, the appropriate bound-

ary conditions for eqs. 6.1 and 6.2 at the SL interface (x = xint) can be determined

by comprehending that an ideal SL interface exhibits pinning of both the conduc-

tion band edge (EC) and valence band edge (EV ) with respect to the liquid Fermi

level (EL).34,36 Due to this characteristic band level pinning (BLP) of the semicon-

ductor bands, it is customary to consider that an ideal SL interface closely mimics

the properties of a conventional metal-semiconductor (MS) Schottky junction.103,206

Consequently, the interfacial currents due hole (Jp|int) and electron (Jn|int) transfers

at SL junctions can also be expressed similarly to those representing the interfacial

currents at MS Schottky junctions and are given by89,206

Jp|int = qvt,p (ps − ps0) (6.3)

Jn|int = −qvt,n (ns − ns0) (6.4)

At an anodic SL junction, vt,p represents the transfer velocity of valence band

holes to the liquid, leading to the desired oxidation reaction of OH− species.103,206
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Similarly, the conduction band electron transfer velocity is modeled by vt,n, repre-

senting the undesired counter-reaction (reduction of O2).72,206 Here, ns0 and ps0 are

the equilibrium concentrations of electrons and holes at the interface and ns and ps

are the non-equilibrium concentrations of electrons and holes at the interface, respec-

tively. However, an SL junction can deviate from the ideal Schottky-type behavior

(constant height of the Schottky barrier) via unpinning the semiconductor bands if

the charging/discharging process of surface states start to occur.34,188 In this re-

gard, an adaptive Schottky contact with varying barrier height, as presented in our

earlier work,206 is required to represent the SL interface. Finally, Jn|int and Jp|int

(necessary to reliably capture the photocurrent) serve as the Neumann type bound-

ary conditions for eqs. 6.1 and 6.2, respectively, at the photocatalytic SL interface

(x = xint).
103,206 The discretization technique of the continuity equations coupled

with pseudo-Schottky type boundary conditions has already been presented in our

earlier work to which the reader is referred.206

Now, to compute the electrostatic potential (φ) that spans over the entire SL

junction, Poisson’s equation must be solved together with the continuity equations

(eqs. 6.1 and 6.2).122,206 Fundamentally, φ arises due to exposed charges at the SL

interface – denoted by the sum of the charge density in the semiconductor (ρsc) and

liquid (ρL).34,188 Here, we have incorporated a varying dielectric constant (ε) in

Poisson’s equation to solve for the electrostatic potential inside the entire span of the

anodic SL junction, expressed as188

ε
d2φ

dx2
+
dφ

dx

dε

dx
= − [ρsc + ρL] (6.5)

By solving the Poisson equation in this manner, we ensure that the potential

drop inside the liquid (comprised mostly by the Helmholtz layer potential)1,34 is

allowed to evolve under the circumstances of surface state charging, applied external
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excitations and semiconductor doping.188 Therefore, the SL contact is modeled as

an adaptive Schottky contact capable of capturing both pinning and unpinning of

semiconductor bands at the interface – an important prerequisite to simulate various

oxide semiconductors (e.g., hematite, TiO2, BiVO4) used in photocatalysis.206

Now, our implementation of Poisson’s equation assumes two boundary conditions

located at x = xbulk and x = xmetal (see Figure 6.1). The search for correct

boundary conditions on φ is steered by: (1) the existence of the unique solution and

(2) the band flattening process (under illumination) that occurs at the bulk of the

semiconductor. To guarantee a unique potential solution, we set φ at x = xmetal

to some pre-defined value (for instance, the value of the local vacuum level), which

imposes a Dirichlet boundary condition. Conversely, the appropriate boundary condi-

tion (Dirichlet/Neumann) at x = xbulk will be examined in this work by correlating

theoretical calculations with the experimental procedures and trends.

6.3 Results

As a model system, we have considered an n-type hematite-based water splitting

photoanode performing water oxidation.68–70,201 Hematite (α-Fe2O3) has been widely

investigated for solar-assisted water splitting due to its inexpensive elemental con-

stituents and suitable band gap (1.9 eV - 2.2 eV).1,60 In our simulation, we assumed

a hematite photoanode with band gap (EG) of ∼ 2.1 eV, immersed in an aqueous

solution of pH = 13.6.68 The donor concentration of the photoanode (ND) is also

set to ∼ 1020 cm−3 in accordance with values reported in the literature.68,201 For

convenience, our calculated energy band diagrams for the hematite photoanode are

drawn with respect to reversible hydrogen electron (RHE), which is located -4.44 eV

below the standard vacuum level reference commonly found in the device physics

literature.1,129
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The first part of our analysis is aimed at numerically capturing the photovoltage

at the illuminated hematite photoanode. This explores, as presented in the Method

section, the impact of the chosen boundary condition (Dirichlet- or Neumann-type)

for Poisson’s equation at x = xbulk, upon the band flattening process and charge

transfer rates due to incident solar irradiation. That being said, the nature of this

boundary condition should be such that the calculated electrostatics can effectively

capture the evolution of φ (equivalent to semiconductor band bending) under any

form of external excitation.84 However, to analyze the band-diagram under dark and

illumination, we only consider the open circuit condition (OCC) – characterized by a

net zero current flow, within a dark or illuminated hematite photoanode.36

Figure 6.2a displays the calculated band diagram of the hematite photoanode at

the dark OCC (also known as the ‘equilibrium’ condition). Importantly, the electrode

considered in this study is assumed to be robust against corrosion and only allowed

to exchange electrons/holes with OH−/O2 redox species.72,206 This assumption, in

other words, means that the liquid Fermi level (EL) is solely determined by the energy

of the OH−/O2 redox species.32 Consequently, as clearly shown in Figure 6.2a, the

electrode-electrolyte system, when situated in the dark, demonstrates equilibrium

through perfectly aligning the electron (EFn) and hole (EFp) Fermi levels with EL (at

1.23 V vs. RHE) when Vapplied = 0.206 Our results shows that under the dark OCC,

the hematite surface is depleted from electrons (majority carrier) and characterized

by a built-in potential (Vbi) of ∼ 0.69 V. However, this OCC picture of the hematite

photoanode when dark can be replaced by non-equilibrium OCC if the electrode is

set to solar irradiation.84 This, in turn, is regularly detected via different ‘flat-band’

experiments in the form of semiconductor band flattening due to Vph generation.130

Therefore, it is fundamentally imperative that any numerical technique applied to a

SL junction correctly captures the band flattening process.
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In order to self-consistently capture Vph at the illuminated OCC, we separately

used both Dirichlet- and Neumann-type boundary conditions on φ at x = xbulk and

calculated the band alignments (shown in Figure 6.2b - Figure 6.2c, respectively).

Here, the photoanode is theoretically set to ∼ 0.33 sun of solar irradiation, whereas

the absorption coefficient (α) of hematite is considered to be ∼ 1.5 ×107m−1.32,68

We also considered the hole transfer velocity (vt,p) ∼ 10−9 ms−1, typical for hematite

photoanode due to its extraordinarily sluggish hole transfer rate.206 Moreover, to

optimize the hole-driven oxidation reaction at the hematite interface, we deliberately

made the hematite interface opaque to electron transfer by reducing the electron

transfer velocity (vt,n) to zero.72 Utilizing this computational set-up, the calculated

band diagram with a Dirichlet boundary condition imposed on φ at x = xbulk is un-

able to capture the band flattening process; this is demonstrated by the equal amount

of band bending (∼ 0.69 V) calculated for the hematite electrode under solar irradia-

tion (see Figure 6.2b). Nevertheless the quasi-Fermi levels of electrons and holes are

separated to accommodate photogenerated electron-hole pairs. As a consequence of

the vanishing interfacial electron transfer, the electron quasi-Fermi level moves toward

the conduction band and is depicted as a rise in interfacial electron concentration.

As explained in Ref. [206], these photogenerated electrons (if not recombined in the

space-charged region) should migrate toward the bulk of the electrode and induce Vph

that acts as a forward potential by flattening the semiconductor bands. However, the

desired migration of the electrons (majority carrier) and thus the band flattening due

to solar irradiation can only be captured when a Neumann-type boundary condition

is imposed on φ at x = xbulk (see Figure 6.2c). In this case, the hematite photoan-

ode generates a photovoltage of ∼ 0.56 V by efficiently separating the photogenerated

electrons and holes created in the space-charged region (SCR). As expected, the quasi-

Fermi level of electron remains flat at ∼ 0.67 V vs. RHE and is also elevated compared

to the dark resting potential of the hematite photoanode (∼ 1.23 V vs. RHE). Now,
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the band flattening due to solar irradiation is commonly measured/estimated as the

amount of shift in OCC brought about by photoexcitation.21 This has been well

documented both theoretically (by Salvador67) and experimentally (by Wang and

co-workers in a series of papers21,71) for hematite-based photoanodes. Following a

similar procedure, our calculation of the band flattening (∼ 0.56 V) is comparable

to the experimentally determined range of band flattening (0.24 V - 0.8 V) exhib-

ited by hematite photoanodes.21,71 However, the numerical estimation of this band

flattening process has not been captured in the existing SL junction simulation lit-

erature due to: (1) the consideration of the Dirichlet boundary condition on φ at

x = xbulk;
32,100,101,103 and (2) the assumption of only minority carrier modula-

tion at the illuminated electrodes.32 Nevertheless, the impact of different types of

boundary conditions in simulating state-of-the-art solid-state devices constitutes an

old problem, which has been explored thoroughly in the solid-state device physics lit-

erature.120–122 However, this problem has not been well explored in the photocatalytic

device literature. Importantly, capturing this critical band flattening process (equiv-

alently, Vph) profound impacts upon the computed photocurrent at the SL junctions

– an issue that we will explore next.

A pivotal ingredient of our present work is the calculation of the photocurrent

following the “standard” experimental steps albeit using a purely theoretical plat-

form,84 these steps include: (1) resting the electrode in the dark equilibrium (OCC

under dark); (2) placing the electrode only under solar irradiation (illuminated OCC);

and (3) imparting the electrode with both photoexcitation and an applied reverse bias

(Vapplied > 0). Up to now, we have discussed steps (1) and (2) and have determined

that a Neumann boundary condition must be imposed on φ at x = xbulk to produce

Vph (or the band flattening, as shown in Figure 6.2). Now, the photocurrent can be

computed as Jph = Jn|int+Jp|int (eqs. 6.3 and 6.4) using the self-consistent solution of

the carrier concentrations obtained by solving the coupled Poisson-continuity equa-
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by-point match with experimental trend.

tions. Figure 6.3 presents calculations of the photocurrent at a hematite electrode

and explicitly delineates the significance of placing appropriate boundary conditions

on φ at the semiconductor bulk.

To understand, let us consider curve A in Figure 6.3, representing the photocur-

rent calculated using a Neumann boundary condition. At the illuminated OCC

(Vapplied = 0), Jph is negligible (∼ 6.2×10−9 mAcm−2) and essentially considered

as zero. The reason Jph becomes non-zero albeit very small in value, is directly linked

with the extraordinary sluggish rate of interfacial hole transfer. However, with fast

vt,p, ps approaches ps0 and can make Jp|int) → 0 or Jph → 0. As discussed earlier

(see Figure 6.2c), band flattening of the hematite electrode elevates the electron quasi-

Fermi level (∼ 0.67 V vs. RHE) and the electrode is operated close to the flat-band

potential (VFB ∼ 0.54 V vs. RHE)70 with a significantly low SCR electric field and
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high SCR/bulk recombination. At this point, in a practical PEC set-up, a reverse

potential (Vapplied > 0) is applied on the photoanode to gradually increase the SCR

electric field in order to suppress the recombination.84,206 In our simulation, the appli-

cation of reverse potential on hematite electrode (operating in sub-onset region) also

increases photocurrent by suppressing detrimental recombination processes. Critical

operating points on Jph can be marked as onset (small reverse bias), transition region

(moderate reverse bias) and saturation (high reverse bias). Interestingly, curve A in

Figure 6.3 depicts the photocurrent computed using an identical procedure to that

applied in experiments. Here, photocurrent onset occurred at 0.4 V of reverse bias,

transition region spans within a reverse bias from 0.4 V - 0.72 V and finally, saturation

occurs at reverse bias > 0.72 V. Moreover, a photocurrent onset at 0.4 V of reverse

bias (Vapplied = 0.4 V) can be translated into an onset potential of ∼ 1.07 V vs. RHE,

which falls very close to the experimentally determined onset of hematite photoanode

at 1.1 V vs. RHE.68

However, when the photocurrent is computed with a Dirichlet boundary condi-

tion on φ at x = xbulk, one is unable to reproduce a step-by-step match with the

practical Jph curve. As presented in Figure 6.3, curve B produces a significantly high

photocurrent (∼ 1.1 mAcm−2) at the illuminated OCC, such that OCC falls in the

transition region of the photocurrent. This again can be linked with the absence of

band flattening brought about by the solar irradiation when a Dirichlet boundary

condition is applied. To tune the electrode inside the sub-onset region, in this case,

the hematite photoanode requires a forwardly applied potential that can flatten the

bands, which physically generated by the photoexcitation in a real system (not by a

forward external bias).21,36 Consequently, curve B results in the photocurrent onset

at 0.18 V forward bias, the transition region from 0.18 V forward bias to 0.14 V

reverse bias and saturation at a reverse bias of 0.14 V and beyond. Thus, despite

the fact that the photocurrent presented by curve B appears to be similar to the
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experimental photocurrent, it nevertheless miscalculates the band bending demon-

strated by an illuminated hematite electrode and fails to replicate the experimental

procedure. It is also imperative to understand that practical electrodes can exhibit

reduced/inefficient band flattening due to the detrimental events such as surface/bulk

recombination,21,71,81 which can impede the Vph generation process. In addition, in-

termediate trap-states at the fluorine-doped-tin-oxide/hematite (FTO/hematite) in-

terface can limit the practical band flattening at hematite electrodes.18 The impact

of surface/bulk recombination and the FTO/hematite interface on PEC performance,

have both been experimentally investigated in the literature.12,18,21,71,81 Nonetheless,

while modeling these practical semiconducting electrodes utilized in PEC applica-

tions, one must consider floating boundary condition on φ at x = xbulk. This

is because a Dirichlet boundary condition is unable to capture the band flattening

no matter how inefficient the Vph generation process is. Moreover, the information

regarding band bending is critical to the operation of PEC devices, as it is directly

translated into mesoscopic charge transfer kinetics and provides valuable insights into

SCR/bulk recombination and interfacial carrier transport. As our final goal, we now

wish to address to what extent we can theoretically extract these charge transfer

properties and correlate them with experimental results.

In PEC experiments, a common procedure for evaluating the complex charge

transfer kinetics present is to probe the minority carrier (holes in n-type hematite)

relaxation time via transient absorption (TA) spectra analysis.68,69 For in-

stance, TA spectra analysis of a hematite photoanode by Le Formal et al.,70

suggests that the rapid (picosecond to millisecond) recombination of the photo-

generated holes effectively limits the PEC performance and can be suppressed

under anodic bias (bias applied toward reverse direction). This observation is also

supported by Barroso et al.,69 where part of the TA spectra demonstrates micro to

millisecond decay and linked with the trap-assisted SCR recombination. In general,
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Figure 6.4: Comparison of the calculated rate of recombination and rate of interfacial
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by A) and Dirichlet (marked by B) boundary conditions. For curve A, the entire
region 1 and part of region 2 are situated in the sub-onset regime of the photocurrent
(compare curve A in Figure 6.3). In this case, the interfacial hole transfer is suppressed
by a high rate of recombination. These holes are detected experimentally as fast-
decay hole in TA spectra analysis of hematite electrodes. Nevertheless, the lifetime
of interfacial holes improves with the application of a reverse potential. It is only
in region 3, where the interfacial hole transfer becomes comparable or outperforms
the hole recombination process and the holes are detected as long-lived holes in TA
spectra analysis. With improper Dirichlet condition (curve B), this entire process
is unphysically shifted towards applied forward potentials and a direct correlation
between theoretical and experimental results cannot be drawn.

rapidly occurring hole recombination is attributed to the ‘fast-decay’ portion of the

TA spectrum.70 In accordance with Ref. [68], we also considered that fast hole

relaxation occurs at a lifetime (τp,bulk) of 0.1 µs. Figure 6.4 shows the calculated

rate of interfacial recombination (krec) with respect to the rate of interfacial hole

transfer (ktrans) assuming both Neumann (curve A) and Dirichlet (curve B) boundary

conditions on φ at x = xbulk. In this computation, the rate of interfacial/SCR

hole recombination is calculated as krec (x) = Rp(x)

p(x)
and the rate of interfacial hole

transfer is assumed to be ∼ 1 s−1, which is in accordance with the literature70,206 and

can be computed using ktrans (xint) = Ltrans
vt,p

[with a hole transfer distance (Ltrans)
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of 1 nm]. Now, as presented by curve A (with Neumann boundary condition) in

Figure 6.4, close to the illuminated OCC (when Vapplied is at a low reverse potential),

the photocatalytic interface is characterized by extraordinarily high recombination

(marked as region 1). In practice, this situation is directly correlated with a hematite

photoanode operating close to the flat band condition and thereby unable to produce

a sufficiently lengthened SCR that separates electrons and holes. This observation

can be further supported by our simulated band diagram (see Figure 6.2c) and the

negligible calculated photocurrent throughout the sub-onset portion of the photocur-

rent (see curve A in Figure Figure 6.3). Therefore, we can correlate region 1 of

Figure 6.4 with the rapid recombination of the photogenerated holes giving rise to

the fast-decay (≤ 0.1 µs) portion of the TA spectrum.69,70 In this region, interfacial

recombination occurs at a timescale equal to the minority carrier lifetime (τp,bulk).
69

As illustrated in Figure 6.4, if τp,surface represents the interfacial hole lifetime,

subsequently region 1 is characterized by τp,surface = τp,bulk.

Now, starting from this sub-onset picture of photocatalytic hole transport, the in-

terfacial hole lifetime at a hematite photoanode can be improved by applying potential

in the reverse direction (marked as region 2).68,70 Nevertheless, the photocurrent will

still remain small, as the photogenerated holes are being transferred too slowly that

these carriers are still prone to interfacial/SCR recombination. However, under the

application of large reverse bias, the effects of interfacial hole lifetime improvement

start to translate into a photocurrent. This marks the situation in region 3 when the

rate of interfacial/SCR recombination is substantially retarded by the comparable or

superior interfacial hole transfer rate (due to the strong field separating carriers).68,69

Photogenerated holes under this condition are usually detected as ‘long-lived’ holes in

an experimental TA analysis. As the photogenerated holes become less vulnerable to

unwanted recombination, the photoanode exhibits a higher yield of solar-to-chemical

fuel conversion, which is clearly revealed by the saturation of the photocurrent under
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high reverse bias in Figure 6.3.69 All of these results were obtained with Neumann

boundary conditions applied to φ at x = xbulk (curve A), when improper Dirich-

let conditions are applied this entire process is unphysically shifted towards applied

forward potentials (as shown in Figure 6.4, curve B) and again, a direct correlation

between theoretical and experimental results (in this case, TA spectra analysis) can-

not be made. Dirichlet conditions, therefore, incorrectly predict the applied potential

needed to drive photocatalysis and miss the important physical interaction between

the photovoltage and the applied potential in the practical operation of PEC devices.

6.4 Conclusion

In this work, we have presented a scientific discussion on the significance of utiliz-

ing appropriate boundary conditions in the mesoscopic modeling of photocatalytic

semiconductor-liquid interfaces. Our approach considered the bulk semiconductor

bands as floating (Neumann boundary condition) in order to respond to the band

flattening process due to illumination. It was shown that to capture photovoltage for-

mation, one must use a Neumann boundary condition for the electrostatic potential at

the semiconductor bulk, when solving the coupled Poisson-continuity equations self-

consistently. With the corollary, that if a Dirichlet boundary condition is assumed at

the semiconductor bulk, then the photovoltage is not captured. From this comparison

of electrostatic boundary conditions, with and without a photovoltage, it was further

demonstrated that the incorporation of the appropriate boundary conditions is es-

sential to obtaining a direct point-to-point match between the photocurrent observed

practically and the photocurrent obtained theoretically (with meaningful applied ex-

ternal potentials). Moreover, use of the correct boundary conditions was also linked

with obtaining an accurate band-diagram alignment (taking band flattening under

illumination into account). Throughout this implementation, it was also imperative
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to assume that the prototype SL interface acted as a pseudo-Schottky contact for

interfacial electron and hole transfer.206 Finally, the intriguing scope of exploring

the dynamics of interfacial/SCR recombination relative to the kinetics of interfa-

cial charge transfer was also explored. This theoretical probing of interfacial charge

transfer process was correlated with the practical hole relaxation experiments such

as TA spectra analysis. Thereby, the method presented here offers intriguing results

that provide improved ties to experimental methodologies. Overall, this work under-

scores importance of proper boundary conditions (and the consequence of improper

boundary conditions) when modeling the mesoscopic phenomena at photocatalytic

SL interfaces.
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Chapter 7

Impact of Bulk Trapping

Phenomena on the Maximum

Attainable Photovoltage of

Semiconductor-Liquid Interfaces

This chapter presents the numerical simulations intended to unravel the impact of the

bulk trap states in determining the interfacial photoelectrochemical performance at

the semiconductor-aqueous junctions. This work incorporates the Shockley-Read-Hall

description of the carrier capture and emission events by the trap states into the do-

main of photocatalytic semiconductor-liquid junctions. The impact of acceptor- and

donor-type trap states have been assessed separately in the context of hematite-based

PEC devices. In the case of the anodic oxidation reaction, acceptor trap states can

lead to degradation of the maximum attainable photovoltage along with poor elec-

tron (majority carrier) conductivity. Conversely, donor trap are found to be merely

beneficial with respect to an increase in the population of mobile electrons in the
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conduction band. Finally, with the aid of ab-initio calculations, the scope of this

modeling has been extended to probe the detrimental influence of ‘small-polaronic’

conduction mechanism in metal-oxide semiconductors. Throughout the discussion,

as presented in this chapter, a systematic effort has been made to link theoretical

findings with commonly observable experimental results.

This chapter is a reproduction of the article published in the Journal of Physical

Chemistry C. The complete citation of the published article is:

Asif Iqbal, Shuaishuai Yuan, Zi Wang and Kirk H. Bevan, Impact of Bulk Trap-

ping Phenomena on the Maximum Attainable Photovoltage of Semiconductor-Liquid

Interfaces, The Journal of Physical Chemistry C, 2018, 122, 42 23878–23889.

Abstract

In this work, we present a generic semiclassical approach for theoretically evaluating the

impact of bulk trap states on the maximum attainable photovoltage in solar-assisted wa-

ter splitting reactions. Our method explicitly considers the charge contribution due to the

capture and emission of conduction band electrons and valence band holes by trap states

situated in the bandgap, integrated within a self-consistent solution procedure for calculat-

ing electrostatic and charge transport properties. Utilizing the hematite photoanode as our

model system, our approach reveals that bulk trap states may significantly degrade both

the maximum attainable photovoltage and the concentration of mobile electrons (majority

carriers) in the conduction band. These results, suggest that bulk trap states can have

two primary consequences in photoanodes. First, they may limit the degree to which a

favourable cathodic shift in the photocurrent can be achieved (by lowering the maximum

attainable photovoltage). Second, they may impede the extraction of majority carriers at

the bulk-electrode contact (by lowering the conduction band carrier concentration). Both of

these phenomena are commonly observed in the state-of-the-art hematite photoanodes. Our

semiclassical analysis is further supported by first-principles calculations of hematite, which
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suggest that electron polarons impact adversely upon the maximum attainable photovoltage

of oxide photoanodes. In general, this work underscores the importance of engineering the

bulk electronic properties of photoelectrodes, and is intended to further assist the design of

photoanodes en route to low cost unassisted solar water splitting.

7.1 Introduction

In recent years, there has been a resurgence of water splitting research seeking to

convert intermittent solar energy into storable eco-friendly chemical fuels such as

H2.1,4, 160 By utilizing inexhaustible solar energy and earth-abundant materials, pho-

tocatalytic based water splitting aims to provide large-scale and economical green

fuel production.3,5 Consequently, photocatalytic semiconductor-liquid (SL) junctions

comprised of earth-abundant metal-oxides capable of solar-assisted water splitting

(e.g., TiO2, α-Fe2O3, BiVO4, WO3), are currently considered an important compo-

nent en route to low-cost H2 production.13,54,57 In the same spirit, a large body of

research has been directed towards understanding the key bottlenecks that impede

the realization of efficient low-cost water splitting in such photoelectrodes.1,13 It is

now widely accepted that economical water splitting photoelectrodes can only be re-

alized by combining experimental and theoretical efforts, with the aim of unraveling

the fundamental processes governing artificial photosynthesis.4

Research work in this area has generally attributed several physical mechanisms

to the limited photocatalytic performance of oxide photoanodes, including: (1) ex-

traordinarily short minority carrier collection lengths (often on the order of few nm);

(2) comparatively low light absorption coefficients; (3) high rates of electron-hole

recombination at the surface and in the bulk; and (4) the sluggish rate of inter-

facial carrier transport/reactions.20,21,54,57,71 Efforts to improve photoelectrochemi-

cal (PEC) performance have primarily focused on engineering the SL interfacial region

162



of photoanodes – i.e., where the photogenerated “minority” carriers are collected and

subsequently transferred to the liquid environment.12,17,207 This makes sense, since

improved interfacial hole transfer in photoanodes translates into superior solar-to-

chemical fuel production yields.12,62 Conversely, the impact of bulk processes on the

efficiency of photoanodes has not been as widely explored in the literature. However,

as emphasized by Wang and co-workers,20,21,71 the goal of economical unassisted so-

lar water splitting can only be accomplished through the simultaneous enhancement

of the photocurrent (through improved minority carrier collection and transfer) and

the photovoltage (through efficient generation of the photogenerated majority and

minority carriers in the semiconductor bulk). Interestingly, this key experimental

observation is in agreement with results obtained from recent semiclassical model-

ing advances in the description of photocatalytic SL junctions.32,106,206,208 Moreover,

both of these conditions can only be achieved through minimal trapping, reduced

recombination, and superior carrier extraction in the bulk.

The photovoltage (Vph), a thermodynamic quantity arising due to electron-hole

pair generation, is coupled with the photocurrent (Jph) extracted from an anodic SL

junction.20,21,67,71,84,130 In practice, the maximum attainable photovoltage (Vph|max)

at an anodic SL junction is a highly important metric, since Vph provides an essential

cathodic shift in the onset of the anodic photocurrent.20,21,71,84 This is important

because a sufficiently large cathodic shift towards the H2 evolution potential can

enable unassisted water splitting.20,21,71,84 Crucially, poor carrier transport prop-

erties in metal-oxide semiconductors (such as low bulk conductivity, trapping, and

inefficient carrier extraction at the back contact) are often linked to a degradation

in Vph.
19,150,209,210 For example, experimental studies on hematite photoanodes have

demonstrated that bulk trap states impact upon on the measured photocurrent den-

sity of photoanodes.53,150 In extreme cases, the complete absence of a photocurrent

coupled with a negligible or vanishing photovoltage has also been reported in the
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literature.53 Others have associated the formation of a “dead-layer” near the back

contact of photoanodes to defect states generated due to lattice mismatch between

the photocatalytic material and the underlying substrate.19 Likewise, small-polaron

conduction properties, as well as the dynamics of the intermediate defect states in-

side the band gap, have been correlated with the poor electron transport properties

often exhibited by metal-oxide semiconductors.63,115,210–216 Additionally, the doping

behavior of extrinsic impurities (i.e., activation of the dopants)19,217 in metal oxides

and the optimal structuring of nano-electrodes for the transport of carriers, remain

pressing questions that impact upon bulk processes.18,150 All of these observations

underscore the need for a deeper experimental and theoretical understanding of how

bulk processes impact upon the performance of water splitting photoelectrodes.

In this work, we present a theoretical study aimed at understanding how bulk

trap states may impact upon the maximum attainable photovoltage (Vph|max) and

the majority carrier transport properties of photoanodes. Our analysis extends the

trapping/detrapping theoretical methodology developed for solid-state semiconduc-

tor devices33,73,120,122,138,218 into the domain of water-splitting photoanodes. From

this we are able to theoretically explore how trap densities and distributions impact

upon: band bending electrostatics, the populations of free and trapped carriers, the

maximum achievable Vph|max, etcetera. The role of both acceptor and donor type

trap states state are evaluated in this manner. Using this methodology, it is shown

that bulk trap states can significantly lower the maximum attainable photovoltage

(Vph|max) and therefore significantly impede a desirable cathodic shift in the pho-

tocurrent (for unassisted solar water splitting). It is also demonstrated that trap

states can substantially lower the number of band carriers and thereby detrimentally

impact upon bulk conductivity (a significant factor in limiting the overall photocur-

rent). These findings are further supported by first-principles calculations, which

suggest that electron polarons may adversely impact upon the maximum attainable
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Figure 7.1: Idealized band-diagram alignments of a crystalline semiconducting
photoanode-aqueous junction under (a) dark and (b) illuminated conditions, with
no externally applied potential and in the absence of carrier trapping.21,130,206

Schematic (a) represents the open-circuited SL junction at equilibrium (OCC dark)
and therefore, EFn = EFp = EL.72,206 Due to the electric-field in the SCR, pho-
toexcited carriers are separated and driven in opposite directions. Schematic (b)
displays the open-circuit SL junction under solar illumination (OCC under illumina-
tion). Here, the photoanode maximizes Vph, which is achieved by suppressing Vbi and
is characterized by a near complete flattening of the semiconductor bands. Quasi-
Fermi level splitting also occurs under illumination.

photovoltage of oxide photoanodes, as well as experimental observations reported in

the literature. In a nutshell, this work underscores the importance of bulk engineering

of photoanodes, through the minimization of carrier trapping, when designing PEC

devices.

7.2 Method

7.2.1 Idealized Semiconductor-Aqueous Junctions

To begin with, let us briefly revisit the ideal band diagram alignment of a photocat-

alytic SL junction as shown in Fig. 7.1 – consisting of a perfectly crystalline semicon-

ductor (without any bandgap states) and an aqueous solution with pH > 7.32,206,208

Here, the semiconductor is assumed to serve as a photoanode (n-type) performing
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solar-assisted water oxidation.1,13 All photoelectrochemical reactions are assumed

to occur at the semiconductor-aqueous interface, namely, the oxygen evolution reac-

tion (OER) and oxygen reduction reaction (ORR).29,37,72 To simplify our analysis,

we have assumed that the photoanode is robust against corrosion and only elec-

trochemically active to OH−/O2 species.72,206 Therefore, in our model, the liquid

Fermi-level (EL) is solely determined by OH−/O2 species and is aligned with the elec-

tron (EFn) and hole (EFp) quasi-Fermi levels when the junction is resting in the dark,

which is illustrated in Fig. 7.1a.206,208 This is known as the open circuit condition or

“OCC at dark” and characterized by zero interfacial current (J = 0). Throughout our

discussion, we utilize the reversible hydrogen electrode (RHE) as the reference elec-

trode (marked as Eref in Fig. 7.1), which sets EL at +1.23 V vs. RHE.1,129 In addition,

the SL junction is characterized by the formation of a built-in potential (Vbi) that is

distributed throughout the span (Lscr) of the space charge region (SCR). Here, Lscr

provides a rough estimate of the the hole collection distance in this PEC configuration.

Conversely, the bulk of the electrode is characterized by a quasi-neutral region, and an

interface between the photoanode and substrate [e.g., transparent conductive oxide

(TCO)].12,53 Finally, kt,p and kt,n represent the rate of interfacial hole and electron

transfer leading to the OER (desired water oxidation reaction) and ORR (undesired,

backward reaction), respectively.72,206

Under solar illumination, as shown in Fig. 7.1b, the SL junction exhibits the pho-

togeneration of electron-hole pairs (depicted by the splitting of EFn and EFp) and a

photovoltage (a thermodynamic quantity, directly related with the Gibbs free energy

of the photogenerated electron-hole pairs).67 The photovoltage (Vph) is usually de-

tected experimentally via various “flatband” measurements related to semiconductor

band flattening.21,67,84,130 One of the essential design goals of unassisted solar-water

splitting, as experimentally demonstrated by Wang and co-workers,20,21,71 is to max-

imize Vph under the open circuit condition (also known as the open circuit voltage
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or Voc) – since a larger Vph increases the cathodic shift in the onset of the photocur-

rent. However, the maximum value of Vph is intrinsically limited by the magnitude

of Vbi, which represents the offset between the flatband condition under illumination

and band bending in the dark (compare Figs. 7.1a and 7.1b).21,36,37,67,84,87,91,130 The

schematic band alignment in Fig. 7.1b illustrates this particular situation (open cir-

cuit condition or ‘OCC under illumination’), where the illuminated photoanode is

operated at the flatband potential without any external bias source and the gener-

ated photovoltage approaches its maximum limit of Vph|max ≈ Vbi. Nevertheless,

the generation of Vph|max (Fig. 7.1a → Fig. 7.1b) entails the efficient separation of

the photogenerated electrons and holes by directing them oppositely inside the semi-

conductor.36,206 Holes are collected at the anodic semiconductor-aqueous interface,

whereas the electrons are collected at the substrate/electrode back contact in the

bulk (see also Fig. 7.1).209 Lastly, the photocurrent (Jph) will depend on how quickly

interfacial holes are transferred to reactants – a kinetic constraint where rapid hole

transfer produces a high yield and sluggish hole transfer produces a low yield for

solar-to-chemical conversion.32,62,206,208 Importantly, the concept of Vph|max = Vbi

is frequently mentioned in earlier work by considering photoelectrodes comprised of

a crystalline semiconductor.34,67,87,91 Crucially, carrier trapping by defect states in-

side the semiconductor bandgap can dramatically lower Vbi and consequently Vph|max,

thereby reducing the much needed cathodic shift in Jph towards unassisted solar water

splitting. Trap states can also dramatically lower the number of free carriers available

to carry current from the SL interface into the bulk/electrode region (and thereby

also limit Jph). We shall explore both of these aspects in the next section.
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Figure 7.2: Electron and hole capture/emission by trap states distributed in a semi-
conductor. With the inclusion of trap states, electron and hole transport deviates
from that of an idealized crystalline semiconductor.73,138,218 This is illustrated by the
capture of mobile electrons and holes, which should be separated and collected at
the substrate/electrode and photocatalytic SL interfaces, respectively. Depending on
the nature of the trap states and the types of carriers captured, the electrons/holes
trapped by these states may or may not contribute to the overall charge balance.143,219

This is shown in the insets drawn for acceptor-type (upper) and donor-type (lower)
states.
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7.2.2 Semiconductor-Aqueous Junctions with Bulk Trapping

Modeling Charge Trapping inside Semiconductors

Up to now, in our discussion of semiconductor-liquid junctions in Sec. 7.2.1, we have

assumed an idealized semiconducting photoanode that is perfectly crystalline and

therefore free from any intermediate trap states lying in the bandgap. However, in

practice, semiconductors may contain trap states inside the bandgap that capture

electrons from the conduction band and/or holes from the valence band. In the

case of metal-oxide semiconductors, as discussed in the introduction, these interme-

diate states originate from: lattice mismatch between the substrate and photoan-

ode,19,53,150 morphological defects,210–212 polaronic bound states,63,115,213–216 oxygen

vacancies,220,221 extrinsic impurities,217,222 etcetera. To understand the impact of

such trap states on photoanodes, we shall utilize a semiclassical model describing

the trapping/detrapping dynamics of intermediate bandgap states. The approach

we employ was originally developed to understand the operation of solid-state semi-

conductor devices prone to trapping.73,74,218 A particular example would be the

simulation of silicon heterojunction solar cells.223–225 Now, Fig. 7.2 presents a generic

picture of carrier trapping/detrapping events by intermediate states. Here, we show

trap states with both acceptor and donor characteristics inside a bandgap. Acceptor

states are considered to be negatively charged when filled by electrons and charge

neutral when empty.143 This is shown in the upper inset of Fig. 7.2, where the

acceptor states located below the Fermi level are occupied by electrons and there-

fore, contribute negative charge (ρT |A < 0). Conversely, the empty acceptor states

located above the Fermi level remain charge neutral (ρT |A = 0). On the other

hand, donor-type states (see the lower inset of Fig. 7.2) are positively charged if

they contain holes (ρT |D > 0) and are considered charge neutral when filled by

electrons (ρT |D = 0).143
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The exchange of carriers between bulk trap states and the semiconductor bands

are represented by capture (trapping) and emission (detrapping) constants. These are

respectively modeled by cn and en for electrons, and cp and ep for holes.73,138,218 In

terms of water-splitting photoanodes, the trapping and detrapping of photogenerated

carriers represents a significant deviation from the ideal picture of the crystalline

photoanodes discussed in the previous section.13,209,210 To understand the degree

to which trapping removes us from the idealized photoanode picture, we need to

formally describe the distribution of carriers in the semiconductor bands and trap

states. From this we shall be able to calculate their impact on the electrostatic

potential (φ) and Vbi, by utilizing standard self-consistent numerical techniques, while

conserving charge neutrality along the entire photocatalytic SL junction.188,206 In

this regard, the concentration of the mobile electrons in the conduction band (ncb),

by assuming non-degenerate carrier statistics, may be described by33,120,122

ncb (x, φ) = NC exp

(
−
[
EC (x, φ)− EFn (x)

kBT

])
. (7.1)

Similarly, pvb represents the mobile holes in the valence band and is given by33,120,122

pvb (x, φ) = NV exp

([
EV (x, φ)− EFp (x)

kBT

])
. (7.2)

Here, both ncb and pvb explicitly vary with φ and the space vector x. Moreover, EC

and EV are the conduction and valence band edges, kB is Boltzmann’s constant, and

T is the temperature. Finally, NC and NV represent the effective density of states in

the conduction and valence bands, respectively. Here, we considered non-degenerate

carrier statistics, which is a common assumption in the state-of-the-art semiclassical

modeling of photocatalytic SL junctions.32,100,101 Furthermore, we have also consid-

ered the presence of both acceptor (gT |A) and donor (gT |D) states that are distributed

in energy (E) between the valance band maximum (E+
V ) and conduction band min-
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imum (E−C ).138,218 Accordingly, by considering trap-assisted capture and emission

processes leading to Shockley-Read-Hall (SRH) generation and recombination, the

concentration of electrons captured by an acceptor state characterized by E, x and φ

can be expressed as73,138

nT |A (E, x, φ) = gT |A (E)

[
cnncb (x, φ) + cpp1 (x,E)

cn [ncb (x, φ) + n1 (x,E)] + cp [pvb (x, φ) + p1 (x,E)]

]
,

(7.3)

where,

n1 (x,E) = ni (x) exp

[
E − EFi (x)

kBT

]
(7.4)

and

p1 (x,E) = ni (x) exp

[
EFi (x)− E

kBT

]
(7.5)

respectively represent the concentrations of electrons and holes if the semiconductor

Fermi-level falls at E. Where, EFi is the intrinsic Fermi level.

Thus, the total charge contribution from a distribution of acceptor states

is138,143,219

ρT |A (x, φ) =

∫ E−C

E+
V

nT |A (E, x, φ) dE. (7.6)

Similarly, the concentration of holes captured by a donor state located at energy E,

position x and electrostatic potential φ is given by73,138

pT |D (E, x, φ) = gT |D (E)

[
cnn1 (x,E) + cppvb (x, φ)

cn [ncb (x, φ) + n1 (x,E)] + cp [pvb (x, φ) + p1 (x,E)]

]
,

(7.7)

and the total charge provided by the distribution of donor states is expressed as

ρT |D (x, φ) =

∫ E−C

E+
V

pT |D (E, x, φ) dE. (7.8)

171



Finally, the net charge contribution from the distribution of bulk trap states of both

acceptor- and donor-type is computed as

ρT (x, φ) = ρT |D (x, φ)− ρT |A (x, φ) . (7.9)

In our analysis of ρT , we have approximated gT |A and gT |D to take a normal distribu-

tion with respect to energy (see Fig. 7.2), following state-of-the-art modeling efforts

regarding trap states inside disordered semiconductors by the device physics commu-

nity (e.g., amorphous silicon).223–225 For instance, in our computation, gT |A is given

by225

gT |A (E) =
ÑT |A√
π WT |A

exp

[
−
(
E − ET |A
WT |A

)2
]
. (7.10)

Here, ET |A and WT |A/
√

2 respectively are the location of the peak and the standard

deviation of the distribution in eV, and ÑT |A is the total number of acceptor-type

trap states in the bandgap in cm−3.225 Importantly, a normal distribution conserves

the total number of states (ÑT |A) even when the peak location and spread are altered.

Consequently, this property allows us to investigate the impact of the same number of

states as a function of their energetic location (shallow→ deep) and/or spread (degree

of localization). Similarly, gT |D, denoting the distribution of the donor-states, is

expressed as225

gT |D (E) =
ÑT |D√
π WT |D

exp

[
−
(
E − ET |D
WT |D

)2
]
, (7.11)

where, ET |D and WT |D/
√

2 respectively are the location of the peak and the vari-

ance of the distribution in eV, and ÑT |D is the concentration of the donor-type trap

states along the energy-axis. However, to systematically assess the influence of both

acceptor-type and donor-type trap states on the photoelectrochemical performance

of photoanodes, we have defined three parameters. Firstly, ζ = ÑT
N+
D

denoting the ratio
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of the total number of trap states with respect to the ionized doping concentration,

where ÑT = ÑT |A or ÑT = ÑT |D when acceptor or donor trap states are examined,

respectively. Secondly, fpeak = ET−EV
EG

representing the location of the peak of the

distribution as a fraction of bandgap energy referred from the valence band edge,

where ET = ET |A or ET = ET |D when acceptor or donor trap states are examined,

respectively. Thirdly, σs to characterize the energetic distribution of trap states,

where WT |A = WT |D = σs × kBT and kBT ≈ 25 meV at room temperature.

Electrostatics of Photocatalytic SL Junctions with Bulk Trap States

By taking into account the net charge contribution from bulk trap states given by

Eq. (7.9), the overall charge balance along the entire semiconductor-liquid junction

can be expressed as

ρsc + ρT + ρL = 0. (7.12)

Here, ρsc = N+
D −N

−
A + pvb − ncb represents the charge contribution from the crys-

tallinity of the semiconductor, where N+
D and N−A are respectively the concentrations

of ionized impurities of donor and acceptor species (which always remain ionized due

to their close proximity to the band edges).33 Additionally, ρL is the charge in the

liquid, balancing the charge in the semiconductor electrode and can be further broken

down into188

ρL = zn+ − zn− + cH+ − cOH− . (7.13)

Eq. (7.13) is commonly known as the Gouy-Chapman model.137,139,140 Here, n+ =

c+
supe

[− z (φ− φb)/kBT ] and n− = c−supe
[z (φ− φb)/kBT ] are, respectively, the concentrations of

the electrochemically inactive cations and anions forming the supporting electrolyte

– where c+
sup and c−sup are their bulk concentrations and z denotes the charge num-

ber.137,188 Furthemore, cH+ = c0
H+e[− (φ− φb)/kBT ] and cOH− = c0

OH−e
[ (φ− φb)/kBT ], re-

spectively, represent the concentrations of H+ and OH− ions in the liquid – again, c0
H+
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and c0
OH− are their bulk concentrations. Finally, φb is the electrostatic potential in

the bulk of the liquid that is arbitrarily chosen as our electrostatic reference potential.

With the aid of Eq. (7.12), Poisson’s equation for the SL junction can be written as188

ε
d2φ

dx2
+
dε

dx

dφ

dx
= − [ρsc + ρT + ρL] . (7.14)

Where, ε is the dielectric constant that varies along the space vector x, since the

semiconductor and liquid generally possess different values of ε.1,129 Finally, the

electrostatics of the SL junction under dark can be obtained by numerically solving

Eq. (7.14) using standard self-consistent numerical techniques.120,122,188 In partic-

ular, solving Poisson’s equation (Eq. (7.14)) in this manner treats the SL junction

as “adaptive Schottky contact”, which allows the potential drop inside the liquid to

change as a function of surface state charging, semiconductor doping and the ap-

plied bias. . Moreover, it enables one to capture both pinning and unpinning of the

semiconductor band-edges at the solid-liquid interface.188,206

7.3 Results

7.3.1 Crystalline Hematite Photoanode-Aqueous Junction

As a model system, we have considered an n-type hematite photoanode perform-

ing the water oxidation reaction.68–70,201,209,210 Hematite (α-Fe2O3) has been widely

investigated for solar-assisted water splitting applications due to its inexpensive syn-

thesis, suitable bandgap (1.9 eV - 2.2 eV) and superior chemical stability in aqueous

solutions of pH ≥ 7.1,13,54,57,60 In this part of our simulation, we have assumed a

hematite photoanode with a bandgap (EG) of ∼ 2.1 eV, immersed in an aqueous

solution of pH = 13.6.68 The extrinsic donor concentration is ND ∼ 3.96×1020 cm−3,

which is computed by assuming 1% of substitutional impurities and utilizing the
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Figure 7.3: Calculated electrostatics of an idealized PEC junction between a perfectly
crystalline hematite photoanode and an aqueous solution (pH = 13.6).68 The com-
puted band diagram in (a) exhibits the equilibration of Fermi levels on both sides
of the SL interface. As can be seen from (b), the electron concentration in the bulk
approaches the dopant concentration – expected for efficient n-type doping. Further-
more, with a span of ∼5 nm, the SCR region approximates the short minority carrier
collection length commonly observed in hematite photoanodes.57

hematite lattice parameters.226 Importantly, hematite photoanodes doped at this level

(1020 cm−3) remain “non-degenerate” due to its high effective density of states (NC

and NV ). This characteristic is commonly observed in metal oxide semiconductors

(see the supporting information).32,199,227 To maintain consistency with the photo-

catalysis literature, all the calculated energy band diagrams are drawn with respect to

RHE, which is located -4.44 eV below the standard vacuum level reference commonly

found in the device physics literature.1,129,208

Fig. 7.3 presents the computed electrostatics of an idealized crystalline hematite

photoanode equilibrated with an aqueous solution (equivalently, OCC at dark). As

can be seen in Fig. 7.3a, the calculated energy band diagram demonstrates a constant

Fermi level (EFn = EFp = EL) at +1.23 V vs. RHE. In addition, the photoanode

exhibits Vbi ∼ 0.68 V, setting the maximum limit of the photovoltage (Vph|max) ex-

tractable from this hematite-based PEC system (in the event of perfect flattening of

the semiconductor bands upon illumination).36 As expected, the hematite portion

of the interface is depleted of electrons, within a SCR span of Lscr ∼5 nm, roughly

correlating with the hole collection length reported in the literature (see Figs. 7.3b-
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c).57,62 Interestingly, this idealized picture of a hematite photoanode demonstrates

“satisfactory” electron conductivity due to efficient n-type doping. Meaning, all the

excess electrons contributed by donor-impurities (e.g., N+
D : Ti4+, Si4+) are elevated

to the conduction band and become mobile electrons (ncb). This is evident from

Fig. 7.3b, where the bulk is characterized by N+
D ≈ ncb – delineating the complete

ionization of extrinsic dopants. Importantly, efficient electron conduction in the bulk

of a photoanode is needed to suppress electron-hole recombination in the photo-active

SCR region, and therefore indirectly influences the interfacial electrochemical reac-

tion.1,210 Nevertheless, electron mobility and conductivity115,215,216 (along with its

extraction12,210 at the substrate/electrode interface) is extraordinarily low in practical

hematite-based photoanodes. This is often linked with the presence of intermediate

defect trap states19,53,148,210 and the ‘small polaronic’ nature of carrier conduction in

hematite115,214–216 – a topic we will explore next.

7.3.2 Impact of Bulk Trap States on the Photoelectrochem-

ical Performance of Hematite Photoanodes

Impact of Acceptor-Type Trap States

We begin by analyzing the impact of acceptor-type trap states on hematite photoan-

odes, as summarized by the computed results in Figs. 7.4 and 7.5. The practical

source of these trap states can be linked to the capture and localization of conduction

band electrons (ncb) by: (1) defect states at the TCO/hematite interface (forming the

‘dead layer’);19,53,150 (2) intermediate trap states in the bulk of hematite;210–212 and

(3) Fe2+-like polaronic states.63,115,213–216 Electrons captured by these acceptor traps

give rise to the net trapped charge ρT |A as described by Eq. (7.6). Let us consider a dis-

tribution of acceptor traps that are gradually lowered deeper into the band gap, while

fixing ζ = 1.48 and σs = 1 (as shown in Fig. 7.4a). Specfically, we consider fpeak at
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Figure 7.4: Calculated electrostatics of a hematite photoanode with a distribution of
acceptor traps as expressed by Eq. (7.10), characterized by ζ = 1.48 and σs = 1. The
impact of shallow- to deep-level states are computed by varying fpeak from 0.8 (b-d,
marked in green), through to 0.7 (e-g, marked in purple) and 0.6 (h-j, marked in
red). As can be seen from the energy band diagrams in (b), (e) and (h), the built-in
potential is gradually reduced, simultaneously decreasing the extent of Vph|max. A
reduction in Lscr (corresponding to the hole collection length) is also correlated with
decreasing fpeak in (c), (f) and (i). The capture of conduction band electrons (ncb) by
acceptor traps (nT |A) is also visible in (d), (g) and (j).
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the values of 0.8 (green, Fig. 7.4b-d), 0.7 (purple, Fig. 7.4e-g) and 0.6 (red, Fig. 7.4h-

j). This provides an excellent metric for studying the relative influence of shallow and

deep level acceptor traps. In our estimate of ζ, we have assumed that 1.5% of the Fe3+

sites are replaced by lattice defects or equivalently, ÑT |A ≈ 5.88 × 1020 cm−3 (see

the supporting information). From our calculated results in Fig. 7.4, the impact of

the acceptor traps is found to be two-fold as their distribution is lowered deeper into

the band gap: (1) the progressive reduction of available conduction band electrons

(ncb); (2) the gradual reduction of both Vbi (a measure of Vph|max) and the span of the

SCR (a rough measure of the hole collection length).

The progressive impact of deepening acceptor traps on ncb can be seen

in Figs. 7.4d, 7.4g and 7.4j. As acceptor states are placed further into the

bandgap (fpeak: 0.8 → 0.6), the capture of the conduction band electrons becomes

more prominent with ncb in the bulk dropping from 7.87×1015 cm−3 to 6.92×108 cm−3.

This can be compared with the idealized trap free value of 3.96×1020 cm−3 elec-

trons in the conduction band (see Figs. 7.3b and 7.4d, 7.4g and 7.4j). Such low

concentrations of electrons in the conduction band, due to trapping, can further

contribute to the poor electron conductivity and inefficient doping observed in

hematite samples.115,215,216 It may even be that exceptionally high trap densities at

the substrate/electrode interface significantly impede electron extraction (by lowering

ncb), thereby further enhancing electron-hole recombination in the bulk/SCR region

and reducing the transfer of holes to the water oxidation reaction.210

Likewise, the progressive impact of deepening acceptor traps on Vph|max can be

seen by comparing Fig. 7.3a with Figs. 7.4b, 7.4e and 7.4h. In the absence of trapping,

the idealized hematite photoanode is predicted to have a maximum photovoltage of

Vph|max ≈ Vbi ≈ 0.68 V (see Fig. 7.3a). When acceptor traps are localized near the

conduction band at fpeak = 0.8, this lowers to Vph|max ≈ Vbi ≈ 0.42 V (see Fig. 7.4b).

Moreover, as the trap states are lowered to fpeak = 0.7 and fpeak = 0.6, Vph|max falls
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further to ∼ 0.23 V and ∼ 0.06 V, respectively. This reduction in Vph|max and Vbi

occurs because the hematite bulk Fermi level is forced to drop closer to the valance

band maximum as the filled trap states drop lower. As the hematite Fermi level

drops, it draws closer to the electrochemical potential of the aqueous solution (at

+1.23 vs. RHE) and thereby lowers built-in voltage (Vbi) which is achieved through

the equilibration between the hematite and liquid electrochemical potentials (see the

discussion pertaining to Fig. 7.1). Importantly, this trapping driven collapse in Vbi

severely limits the degree to which the photocurrent onset may be shifted cathodically

by the photovoltage – a crucial and necessary component of unassisted solar water

splitting.20,21,71,84

Similar trends have been observed in Mott-Schottky measurements of photoan-

odes,20 where the flatband potential also moves towards the anodic direction and

hinders the desired cathodic shift of the photocurrent onset. Overall, acceptor traps

limit Vph|max far shy of its theoretical maximum (estimated from Vbi for an electrode

without trapping), by capturing the conduction band electrons. Therefore, a photoan-

ode prone to acceptor trapping is bound to operate at more anodic potential with

respect to the H2-evolution potential at 0 V vs. RHE. It is also important to note

that acceptor traps may also lower the width of the SCR as shown in Figs. 7.4c, 7.4f

and 7.4i. These results suggest SCR lengths in the range of 2-4 nm, in agreement

with the extrodinarily short minority carrier collection lengths reported for hematite

photoanodes in the literature.1,57,62,217 This picture of the SCR/interfacial region

suggests that acceptor trap states often mandate the application of large reverse po-

tential to facilitate the interfacial hole collection/reaction – as is commonly supplied

to practical hematite photoanodes (e.g. photocurrent saturation at 1.3 V vs. RHE

and beyond).68 The shift of the electrode flatband potential vs. RHE is summarized

in Fig. 7.5a, where it is shown that significant acceptor trapping results in a marked
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Figure 7.5: (a) Potential of the hematite photoanode vs. RHE, operating at the dark
OCC (green diamond) and flatband condition (yellow square) drawn for the acceptor
states as presented in Fig. 7.4. The flatband potential becomes increasingly anodic
as the acceptor states are placed deep in the bandgap, leaving limited room for the
desired cathodic shift of the photocurrent onset.21 (b) Evolution of Vph|max as a
function of the location of the peak of the distributed acceptor states. Here, we have
assumed σs = 1 and ζ is allowed to change as 0 (grey), 0.99 (green), 1 (yellow),
1.01 (pink), 1.5 (purple) and 10 (red). (c) Evolution of Vph|max as a function of the
spread of the distribution. In this case, fpeak is assumed to be fixed at 0.7 and ζ is
allowed to take the same values as in the case of (b).

anodic shift upon illumination. Thus acceptor trapping can considerably impede the

desirable cathodic shift in the onset of the photocurrent (by degrading Vph|max).

Our analysis thus far is based upon acceptor traps with a fixed breadth (σs = 1)

and fixed relative concentration (ζ = 1.48). We will now further explore how varying

these two parameters can alter the impact of acceptor traps. Fig. 7.5b presents the

evolution of Vph|max as the peak position of acceptor traps is gradually lowered deeper

into the bandgap (fpeak : 1 → 0.5) for increasing values of ζ and a constant value

of σs = 1. It can be seen that Vbi ≈ Vph|max is dramatically lowered by acceptor traps

located deep in the bandgap. The collapse in Vph|max proceeds quite rapidly when

the concentration of acceptor traps exceeds the ionized dopant density (ζ ≥ 1). Con-

sequently, when acceptor traps approach midgap (fpeak → 0.5) and ζ ≥ 1, acceptor

states can completely annihilate the built-in potential (Vbi → 0, Vph|max → 0) result-

ing in a hematite photoanode that fails to produce a photovoltage and photocurrent

of any significance. This theoretical insight provides a plausible explanation for the
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extremely low photocurrents observed in hematite photoanodes that are not annealed

at high temperatures, supporting the hypothesis that high temperature annealing fa-

cilitates the removal of deep level traps.53,60,228,229 It is also worthwhile to examine

the evolution of Vph|max as a function of the trap-distribution breadth (σs) as presented

in Fig. 7.5c. Here the peak location of the distribution is fixed at fpeak = 0.7 and ζ is

allowed to vary from 0 to 10. Fig. 7.5c reveals that Vph|max is reduced substantially as

the spread of the acceptor states gets narrower (becomes more localized in energy).

This occurs because electrons in acceptor traps with narrower distributions are less

easily promoted thermally to the conduction band, which in turn results in a lower-

ing of the semiconductor Fermi level and a subsequent reduction in Vbi (as discussed

earlier). Again, in Fig. 7.5c we see that Vph|max is substantially degraded when the

acceptor trap concentration exceeds the ionized donor concentration (ζ ≥ 1) – though

broadening in the trap distribution does help to some degree.

Impact of Donor-Type Trap States

Next, we shall theoretically analyze the impact of the donor traps on the photo-

electrochemical performance of hematite photoanodes – assuming the absence of any

acceptor traps. That being said, in this case, we have utilized Eq. (7.11) to model the

distribution of donor traps. As discussed in the literature, donor traps in hematite

can arise from oxygen vacancy defects (Vo).
220,221 Similar to our analysis of acceptor

traps, we have evaluated the impact of donor traps on Vph|max as a function of both

fpeak and σs (see Fig. 7.6). As can be seen in Fig. 7.6a, the influence of the donor states

is negligible as fpeak is swept across the bandgap of an n-type hematite photoanode.

This is because filled donor traps do not contribute to the overall charge balance of

an n-type semiconductor.143 Only if the donor traps are placed close to EC , can they

participate by beneficially donating further electrons to the conduction band (in the

same manner as extrinsic dopants, as shown in Fig. 7.6b). This leads to a small in-
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Figure 7.6: Calculated electrostatics of a hematite photoanode only with donor traps,
as expressed by Eq. (7.11). Part (a) depicts the evolution of Vph|max with respect to
the peak position of donor traps inside the bandgap (fpeak), assuming a fixed energetic
breadth σs = 1 and varying the relative concentration (ζ) from 0.1 (red) to 1 (green)
and 10 (purple). Whereas (b) depicts the electron doping activity of donor traps
located close to the conduction band for various values of ζ and fpeak. This is also
shown in (c), where enhanced broadening of σs results in an increase in Vph|max by
raising the Fermi level slightly through the donation of electrons to the conduction
band.

crease in Vph|max (or, equivalently, Vbi) by raising the Fermi level as shown in Fig. 7.6a.

Similarly, donor traps with large spread can donate electrons to EC and offer a small

increase in Vph|max (as presented in Fig. 7.6c). Thus, bulk donor traps are generally

benign or beneficial with respect to the carrier concentration and maximum achiev-

able photovoltage of n-type photoanodes (as shown in Fig. 7.6a, c). This beneficial

impact of “donor traps” on the electron concentration is in agreement with mea-

surements in the literature, where conductivity improvements have been linked to

donor-type oxygen vacancies and extrinsic dopants.217,220,221,230–232 In approximate

agreement with the findings of Fig. 7.6, Mott-Schottky measurements have also ex-

hibited roughly the same flatband potential (meaning negligible change in Vph|max

or Vbi) and a lowered Mott-Schottky slope (implying increased conductivity) in the

presence of such donor-type states.230,232
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Estimating the Impact of Polaronic States on the Maximum Attainable

Photovoltage

In many oxide based anodes, electron polaron states are an intrinsic form of acceptor

trapping.57,213,233–235 They form due to strong electron-phonon coupling and therefore

can be present even in a “perfect crystal”.213,234 Thus, electron polarons can deter-

mine the true theoretical photovoltage maximum for even “perfectly synthesized” an-

odes and are the last topic of consideration in this study. They differ from other forms

of acceptor trapping, in that their concentration can never exceed the total number of

free electrons in a material – since they are a product of self-trapping. Such polarons

are usually formed by electrons donated by intentionally introduced donor species.

In the case of hematite, self-trapped electrons (polarons) are identifiable by temper-

ature dependent electrical conduction measurements indicating thermally activated

hopping between neighbouring Fe2+ and Fe3+ atoms.63,115,213,214

To further refine our semiclassical parameters we have conducted first-principles

electronic structure calculations of polaron trapping in hematite. More precisely, we

have utilized the density functional theory (DFT+U) with additional on-site Hub-

bard corrections at Fe3+ (UFe3+) and Fe2+ (UFe2+) atoms to estimate the energetic

location of polaronic states (ET |A) inside the band gap of hematite.213 To this end

we have explored a range of U values on the polaron sites (UFe2+) while keeping

the U value on Fe3+ ions (UFe3+) fixed at 4.3 eV as shown in Table 7.1. The de-

tails of our first-principles calculations may be found in the supporting information

to this paper. Figs. 7.7a-b present the calculated electronic structure of α-Fe2O3

with UFe3+ = UFe2+ = 4.3 eV. The presence of an electron polaron state can be seen

within the band gap at ET |A = 0.782 eV below the conduction band (for a compar-

ison to experimental values see the supporting information).214 This corresponds to

fpeak = 0.64 when considering a band gap of EG = 2.2 eV as computed from our

first-principles calculations.213,214 In general, we have found that the polaronic peak
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Table 7.1: Energetic Location of Electron Polarons (ET |A) from DFT+U Calculations
and Corresponding Upper Bound Estimates of Vph|max

UFe2+ (eV)a ET |A (eV) fpeak (eV) Vph|max (V)b

3.5 0.573 0.74 0.63 V
4.0 0.702 0.68 0.61 V
4.3 0.782 0.64 0.59 V
a holding UFe3+ = 4.3 eV; b assuming σs = 12.7.

cannot be raised to much more than 0.573 eV from the conduction band minimum

(corresponding to UFe2+ = 3.5 eV). Calculations with smaller values of UFe2+ were at-

tempted but convergence difficulties were encountered – indicating that the polaronic

state might not be stable at much lower UFe2+ values.

Let us continue with our semiclassical approach, as presented in Sec. 7.2, by

considering the electrons localized at Fe2+-like polaronic states in hematite as a dis-

tribution of acceptor-type states. Since the number of self-trapping electron po-

larons cannot exceed the number of donors (providing such electrons) we shall as-

sume ÑT |A = N+
D → ζ = 1. Now with ET |A and ÑT |A in hand, Eq. 7.10 can be

utilized to explore the energetic distribution of polaron acceptor states by varying its

spread (σs). A first-order estimation of σs for polaronic states can be performed by

utilizing a first-principles derived two-site electron transfer model (discussed in the

supporting information), resulting in a upper bound of approximately σs ≈ 12.7 in

hematite.236

Fig. 7.7c shows the refined band diagram of the idealized hematite-aqueous junc-

tions considering N+
D = 3.85×1020 cm−3 and EG = 2.2 eV (corresponding to the first-

principles derived band gap). As depicted, the idealized hematite-aqueous junction

exhibits Vbi = 0.71 V, elucidating the maximum attainable photovoltage or Vph|max.

This idealized electrostatic picture of the SL junction changes dramatically as elec-

trons are self-trapped by polaronic states. Fig. 7.7d depicts the evolution of Vph|max

as a function of the spread of the polaronic states (σs) for the first-principles derived

fpeak values presented in Table 7.1. Clearly, the presence of the polaronic states de-
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Figure 7.7: (a)-(b) α-Fe2O3 orbital projected density of states (PDOS) of the pola-
ronic ground states as calculated from first-principles (with UFe3+ = UFe2+ = 4.3 eV).
The electron polaron PDOS peak is more visible in (b) and is localized
at ET |A = 0.782 eV below the conduction band (fpeak = 0.64). (c) Calculated energy
band diagram of the idealized α-Fe2O3-aqueous junction (using first-principles derived
parameters). The photoelectrochemical junction is characterized by Vbi = 0.71 V.
(d) Evolution of Vph|max as a function of σs for fpeak = 0 (dotted line), fpeak =
0.64 (red), 0.68 (purple) and fpeak = 0.74 (green). (e) Evolution of the concentration
of the self-trapped electrons in polaronic states as a fraction of the total donated
electron concentration and as a function of σs. We assume ζ = 1 for all calculations
in (d) and (e).
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grades Vph|max from its idealized value, where the extent of the degradation becomes

more severe with: (1) the degree of localization (low σs); and (2) the distance of these

states from the conduction band edge (low fpeak). Both of these observations are

in agreement with our earlier analysis in Sec. 7.3.2. Importantly, our upper bound

estimate of σs = 12.7 in hematite, places a corresponding upper estimate on Vph|max

between 0.59 V (at fpeak = 0.63) and 0.63 V (at fpeak = 0.74) for perfectly crystalline

hematite anodes – as summarized in Table 7.1 and shown in Fig. 7.7d. These values

correspond well with the photovoltage values reported in the literature.20,21,53,71 This

is, in turn, directly limits the extent of the crucial cathodic shift of the photocurrent

onset in hematite photoanodes in the absence of any further morphological defects.

Finally, let us explore the fraction of electrons self-trapped in polaronic

states (ρT |A) as a function of σs with respect to the donor concentration N+
D as

shown in Fig. 7.7e. In this case, ρT |A → 1 corresponds to the drastic reduction

of ncb, in agreement with the practical observation of extraordinary low electron

conductivity in hematite photoanodes.115,209,210,214 However, as the broadening of

the polaronic state (σs) is increased, more electrons are able to gain enough energy to

hop up to the conduction band reducing ρT |A < 1. Thus, it is plausible that enhanced

polaron broadening can somewhat improve the conductivity of hematite photoanodes

at exceptionally high doping concentrations. Nevertheless, it is important to note

that our semi-classical model assumes a fixed polaron DOS distribution (at ζ = 1)

and does not account for the dynamical nature of electron self-trapping. Therefore it

does not fully reflect the corresponding decrease in the polaron DOS when electrons

are promoted to the conduction band in the regime ρT |A < 1. This dynamical impact

is likely to be small for the system properties considered herein, a full consideration

of dynamical trapping within this semi-classical model is left for future work.
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7.4 Conclusion

We have presented a self-consistent numerical method for theoretically estimating

the impact of bulk trapping phenomena on the maximum attainable photovoltage

at semiconductor-liquid interfaces. This was accomplished by extending state-of-

the-art descriptions of electron and hole trapping in semiconductors common to the

solid-state device physics literature. By considering the concentration and energetic

distribution of bulk trap states, our study revealed that: (1) acceptor-type bulk trap

states can significantly lower the maximum attainable photovoltage and (2) may dra-

matically lower the number of free carriers. These effects were specifically investigated

in hematite, where trapping induced lowering of the maximum photovoltage can be

correlated with a reduced cathodic shift in the photocurrent onset. Likewise, lower

concentrations of mobile electrons due to trapping can be linked to the extraordi-

narly low electron conductivity and mobility in hematite; particularly, non-polaronic

trapping by high concentrations of crystalline defects that may arise at the interface

between a photoanode and a conducting back electrode (e.g., TCO). The negative

impact of acceptor trap states were determined to intensify as they became more

localized in energy and/or were lowered deeper below the conduction band minimum.

Conversely, donor-type trap states were determined to have a negligible impact on

heavily doped n-type photoanodes – and may even be a little beneficial, if raised close

enough to the conduction band to donate electrons. Finally, we assessed the impact of

electron polaron states, which can be viewed phenomenologically as an intrinsic form

of acceptor trapping, with the aid of first-principles calculations. It was determined

that electron polaron trap states likely further reduce the maximum achievable pho-

tovoltage of hematite photoanodes in a range that lies near experimentally reported

photovoltages. In this study we have not evaluated the impact of surface trapping

states on the photovoltage (as independent from the bulk distribution), nor have we
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examined the impact of specific surface modifications/heterostructures, this is left for

future work.
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7.6 Supporting Information

7.6.1 Calculation of the Modeling Parameters

Doping Concentration

Ref. [226] provides the lattice parameters of the hexagonal unit cell of a hematite

sample: a ≈ 5.038 �A, c ≈ 13.771 �A, Z =6 and space group: R3̄c. Therefore, the

atomic density can be determined as

Natom =
5× Z

a2c sin(60)
.

Consequently, 1% substitutional doping represents N+
D = 2Natom

3×100
≈ 3.96×1026 m−3.

Non-Degeneracy of the Hematite Photoanode

In the case of non-degenerate n-type semiconductors, the Maxwell-Boltzmann ap-

proximation can be utilized to describe the occupational probability of electrons

if EC−EFn ≥ 3kBT .33,237 Accordingly, the non-degeneracy of hematite photoanodes

utilized in this work can be validated as EC−EFn = 4.61×kBT (Secs. 3.1, 3.2.1 and
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Figure 7.8: Two-site non-adiabatic electron transfer picture in the context of po-
laronic hopping in hematite. In this case, the localized electron hops between two
neighbouring sites A and B by overcoming the barrier Ehop.

3.2.2) and EC −EFn = 4.64× kBT (Sec 3.2.3). Here, EC −EFn = kBT × ln
[
NC
ncb

]
and NC = 4× 1022 cm−3.32,199,227

Calculation of ζ

Let us consider that 1.5% of the remaining Fe3+ sites host the lattice defects.

Accordingly, ÑT |A = 0.015 ×
[

2
3
Natom −N+

D

]
≈ 5.88 × 1026 m−3. There-

fore, ζ =
ÑT |A

N+
D

≈ 1.48.

Calculation of σs for Polaronic States in Hematite

In hematite, a Fe2+-like polaronic state is formed when an electron becomes localized

at a Fe3+ site. Now, the hopping of this localized electron (electrical conduction)

is possible between two neighbouring sites (A and B) at the expense of a ther-

mally activated process with an energetic barrier of Ehop. This electron transfer

process is illustrated in Fig. 7.8 by utilizing the two-site non-adiabatic electron po-

laron picture.213,233,236 Here, J is the electronic coupling between the polaronic sites

A and B. In the non-adiabatic limit J � kBT – where kB is Boltzmann’s constant

and T is the temperature. Moreover, λhm and λht are the reorganization energies for
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homogenous and heterogenous electron transfer, respectively. The two are related

by λht = λhm/2.236 Within the Gerischer-Hopfield electron-transfer picture, the re-

duced (red) polaronic state (Fe2+) can be approximately described by a density of

states (DOS) in the form of233,236,238

Dred (E) =
1√

4πλhtkBT
exp

[
−
(
E − ET |A

)2

4λhtkBT

]
. (7.15)

where E is the single-particle energy (using the same notation as this manuscript).

From existing first-principles calculations in the literature the magnitude of λhm can

be estimated from the non-adiabatic hopping barrier λhm/4 ≈ 0.50 eV between po-

laron sites in hematite.214 The Gerischer-Hopfield DOS can be related to the distri-

bution of the acceptor-type trap states by rewriting Eq. 7.15 as

Dred (E) = gT |A (E) =
gT |A (E)

NT |A
=

1√
π WT |A

exp

[
−
(
E − ET |A
WT |A

)2
]
. (7.16)

Comparing Eqs. 7.15 and 7.16, we obtain σs =
√

4λht
kBT

≈ 12.7 (by utilizing

WT |A = σs × kBT , kBT = 24.8 meV and λht = 1.00 eV214,236). These equations

assume that the hopping transitions are non-adiabatic. Since, many of the transitions

in hematite are adiabatic (J � kBT ),213,236 with a correspondingly lower activation

barrier, this likely lies in the upper range of hematite polaron broadening.

7.6.2 Boundary Conditions for Poisson’s Equation

Poisson’s equation [Eq. (14)] for the semiconductor-liquid junction was solved by

utilizing the standard Gummel iterative technique. Details regarding this numerical

procedure can be found in the literature.120,122,188,206,208 The unique solution of the

potential in the bulk of the electrode satisfies charge neutrality (ρsc + ρT + ρL = 0)

and can be obtained by either: (1) imposing a Neumann boundary condition on the
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potential; or (2) by numerically searching for the root of ρsc + ρT + ρL = 0 via a

standard root-finding algorithm. On the other hand, the potential in the bulk of the

liquid was set to some pre-defined value (such as the value of the local vacuum level),

which numerically corresponds to a Dirichlet boundary condition.

Table 7.2: Parameters from the DFT+U calculation (UFe3+ = UFe2+ = 4.3 eV)
Parameters Experiment DFT

(PBE + 4.3, Fe pv)

Lattice parameter, a (�A) 5.035a 5.087

Lattice parameter, c (�A) 13.747 a 13.907

Fe – O bond (�A) 1.945 × 3, 1.972 × 3,
2.113 × 3 a 2.125 × 3

Bandgap (eV) 1.9–2.2 b,c 2.2
Energetic location of the polaronic state (eV) 0.82d 0.782
Saturated polaron concentration (cm−3) — 3.8508 × 1022

a Ref.[239]; b Ref.[1]; c Ref.[240]; d Ref.[214].

7.6.3 Details of the First-Principles Calculation

All first-principles calculations were performed within the Vienna Ab initio Simulation

Package (VASP), utilizing the Perdew-Burke-Ernzerhof (PBE) generalized gradient

approximation (GGA) with projector augmented wave (PAW) potentials.241–247 The

original antiferromagnetic α-Fe2O3 structure was obtained from Materials Project

with a R3̄c space group.248 The structures were fully relaxed until all interatomic

forces were converged to less than 0.02 eV/�A. A plane-wave cutoff energy 650 eV and

a Gaussian smearing width 0.01 eV were used for all the simulations. Calculations

of polaronic state were performed using a 120-atom-sized supercell. The 2×2×1

supercell were sampled with 2×2×2 k-point mesh. Due to exchange-correlation errors,

standard density functional theory (DFT) functionals underestimate of the band gap

and polaronic states of transition metal oxides.213 In this study, we applied the

DFT + U approach with effective Hubbard U parameter 4.3 eV for Fe 3d states

and PAW potentials with valence 3p63d64s2 for Fe atoms.249–251 The chosen U value
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and PAW potential were taken from ab initio piecewise linearity calculations found

in the literature.213
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Chapter 8

Conclusion

In this research, a comprehensive theoretical study has been performed to formulate

the semiclassical modeling of the electrostatics and charge transport phenomena at

the photocatalytic semiconductor-liquid interfaces. The scientific discussion presented

in this work includes: (1) theory of the surface states occupation and equilibration;

(2) theoretical extraction of various capacitive components at the SL junctions and

their correlation with the capacitance spectroscopy measurements; (3) numerical for-

mulation of the combined drift-diffusion equations at the SL junctions based on robust

assumptions and appropriate boundary conditions; (4) self-consistent computations

of the photovoltage and photocurrent (two of the most commonly measured quanti-

ties in PEC experiments); (5) numerical modeling of the charge captured by the bulk

trap states and its impact on degrading the maximum of attainable photovoltage

and majority carrier transportation; and (6) theoretical probing of the key processes

influencing the performance of solar-assisted water splitting.
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8.1 Global Conclusions

Conclusions from Chapter 3

1. Combined Poisson equation must be solved throughout the entire span of the

semiconductor-liquid junctions, whereas the electron and hole continuity equa-

tions need to be solved only inside of the semiconducting electrode.

2. Section 3.5.3 provides a detailed documentation of the discretized version of the

combined Poisson equation, which is particularly developed for the simulation

of typical SL junctions.

3. Similarly, the derivations of the discretized electron and hole continuity equa-

tions are documented in Section 3.6.

Conclusions from Chapter 4

1. Relative values of the rate constants that characterize various charge transfer

processes via surface states play the pivotal role in determining the overall

surface states dynamics at a semiconductor-liquid interface. As an impact, the

Fermi-level of the surface state can take values that falls within the respective

Fermi-levels of the semiconductor and the liquid phases.

2. To predict the surface states equilibration process at a practical SL junction,

it is imperative to determine the energetic location of the surface states within

the bandgap of the semiconductor. This conclusion can be supported by the

distinctive equilibration processes of the shallow- and deep-level surface states

that are commonly observed in the experimental procedures.

3. In the case of the wide bandgap semiconductors, the shallow-level surface states

most likely equilibrate entirely with the semiconducting electrode, whereas the
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deep-level surface states most likely exhibit partial equilibration with the semi-

conductor and liquid electrolyte.

4. In practical capacitance spectroscopy, the charging/discharging of the shallow-

level surface states in synchronization with the applied AC voltage is trans-

lated into non-linear trends in the Mott-Schottky plot. This characteristic non-

linearity in Mott-Schottky plot usually appears very close to the flatband po-

tential of the electrode and directly corresponds to the performance-degrading

‘band level unpinning’ event due to the gradual filling/emptying of surface

states.

5. Deep-level surface states at the SL interfaces, however, usually appear as classi-

cal ‘plateau’ in the state-of-the-art capacitive measurements. More importantly,

the location of this plateau strongly depends on the relative values of the rate

constants. This, in turn, delineates that the location of the plateau does not

necessarily correspond to the exact location of the deep-level surface states with

respect to the semiconductor band edges.

Conclusions from Chapter 5

1. The results analysis in Section 5.3 has attributed the simultaneous captures of

the photovoltage and photocurrent at the SL junctions to the complete numer-

ical solutions of the coupled drift-diffusion equations. In this case, the minority

carrier transport equation needs to be solved to capture the interfacial con-

centration of the minority carriers (which gives rise to the photocurrent). The

majority carrier transport equation must be solved, in parallel, to capture the

dynamic screening in the space charge region under the active illumination

(which gives rise to the photovoltage).
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2. The methodology deduced in Section 5.2 was demonstrated to exhibit its scope

to correlate theoretical calculations with observable quantities from the prac-

tical PEC experiments. This includes the computations of the photovoltage,

onset and saturation of the photocurrent, interfacial hole transfer and bulk hole

relaxation, interfacial recombination, screening processes in the space charge

region, and the suppression of back-reactions.

Conclusions from Chapter 6

1. The combined Poisson-continuity equations must be solved with appropriate

boundary conditions to guarantee the self-consistent capture of both the pho-

tovoltage and photocurrent.

2. The incorporation of the appropriate boundary conditions is essential to obtain

a direct point-to-point match between the photocurrent observed practically

and the photocurrent obtained theoretically (with meaningful applied external

potentials).

Conclusions from Chapter 7

1. Mobile carriers (electrons in the conduction band and holes in the valence band)

can be captured by the trap states in the interior of the semiconductor. The

bulk processes of this nature deteriorate the solar harvest of photogenerated

carriers and indirectly reduce the interfacial transfer of the minority carrier.

2. The incorporation of charge contribution from the captured carriers by both the

donor- and acceptor-types states should be considered for reliable computation

of the band diagram electrostatics.

3. In the case of photoanode, the presence of acceptor-type trap states can degrade

the maximum attainable photovoltage and limit the desired cathodic shift of the
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on-set of the photocurrent. Simultaneously, electron extraction at the bulk con-

tact is also impeded due to the low concentration of available mobile electrons.

This can be linked with the extraordinarily low electron conductivity in the

metal-oxide photoanodes, which is measured regularly via different electrode

characterization experiments.

4. Conversely, the donor states, located close to the conduction band of the pho-

toanodes, can enhance the electron extraction at the bulk contact by increasing

the conduction band electron concentration. Nevertheless, the impact of donor

states on the maximum achievable photovoltage and flatband potential are neg-

ligible.

8.2 Claims to Originality

The work presented in this thesis has resulted in several original contributions in the

field of photoelectrolysis, photocatalysis and the modeling of semiconductor-liquid

interfaces.

1. A complete numerical formulation of the coupled Poisson-continuity equations

for the photocatalytic semiconductor-liquid interfaces has been developed in de-

tail. This derivation is based on robust assumptions (see Section 3.3) in order

to closely emulate the practical operations of the SL interfaces. The derivation

also critically addresses many of the key limitations of the existing compu-

tational schemes (see Section 2.5.2 for details) and consequently extends the

scope of semiclassical treatments in the domain of modeling of water splitting

SL junctions.

2. The theoretical reproduction of various experimental parameters and character-

istics, as presented in the published manuscripts from this work, can potentially
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lead to an improved understanding of the fundamentals that govern artificial

photosynthesis. The computational results presented throughout this thesis

demonstrate accurate extraction of: the band diagram and potential distri-

bution, carrier concentrations and their lifetimes, photovoltage, photocurrent,

junction capacitance, Mott-Schottky plot, surface states occupations, impacts

of the trap-assisted bulk processes, generation/recombination processes etc. A

list of these parameters and characteristics is provided in Table 8.1.

3. This work has also demonstrated theoretical decoupling and probing of the key

processes involving the solar-assisted water splitting reactions, which are often

very difficult to perform via experimental procedures without the interference

of other processes. For instance, Figures 5.6c and 6.4 present the calculations of

the rate of interfacial minority carrier transfer (leading to the desired reaction)

and rate of recombination (carrier loss) in a decoupled manner. Nevertheless,

the numerical computation of this nature can quantitatively outline what would

be the optimal values of different parameters, e.g., lifetime of the carriers, rates

of photogeneration and interfacial carrier transport, in order to maximize the

photovoltage generation or to obtain a particular on-set of photocurrent.

4. This work manifests a theoretical platform to include the impact of the bulk

trap states – one of the key determinants of the overall photoelectrochemical

process at a typical SL junction. This numerical formulation can be utilized

to theoretically probe various bulk processes including the transport of the

majority carriers and the limit of the maximum attainable photovoltage.

5. The theory of surface states equilibration at the SL junctions in Chapter 4

has considered both of the detrimental (as recombination centre) and benefi-

cial (indirect carrier transport to the liquid) roles of surface states, which aptly
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Table 8.1: Theoretical extractions of the parameters and characteristics

Property Reference (in thesis)

Energy-Levels and Potentials

Electrostatic Potential Figures 4.2c, 4.5b

Potential Drops Figures 4.3b-c, 4.7b-c

Energy Band Diagram Figures 4.2a-b, 4.5a, 5.5a-b, 6.2a-c, 7.3a, 7.4b, e, h,
7.7c

Carrier Concentrations and Occupations

Electron Concentrations Figures 5.6a, 7.3b, 7.4d, g, j, 7.6b

Hole Concentrations Figures 5.6a-b, d, 7.3b, 7.4d, g, j

Charge Density Figures 5.5c, 7.3c, 7.4c, f, i

Occupation of Surface States Figures 4.3a, 4.5d, 4.7d

Charge Trapped in Bulk States Figures 7.4d, g, j

Capacitances and Mott-Schottky Analysis

Surface States Capacitance Figures 4.3d, 4.6a, 4.7e

Semiconductor Capacitance Figures 4.3e, 4.6b

Liquid Capacitance Figures 4.3f, 4.6c

Junction Capacitance Figures 4.4a-b, 4.6d-e

Mott-Schottky Plot Figures 4.4c, 4.6f, 4.7f

Others

Photovoltage Figures 5.5a-b, 6.2c, 7.5, 7.6a, c, 7.7d, e

Photocurrent Figures 5.7a-c, 6.3

Electric Field Figure 5.5d

Generation Figure B.1a

Recombination Figure B.1a

Recombination Rate Constant Figures 5.6c, 6.4

Lifetime of the Interfacial Holes Figures B.1b
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underscores the significance of this kind of analysis to explore the dual role

played by surface states.

6. The choice of boundary conditions utilized in the numerical simulation plays a

pivotal role in replicating practical photocurrent response along with the mean-

ingful band diagram alignment – an important corollary deduced from Chap-

ter 6.

7. A considerable amount of effort has been directed throughout this research

with an aim to correlate experimentally observable quantities with the theoret-

ical calculations. These results can allow one to theoretically determine and/or

optimize the key electrostatics and charge transport properties at the SL junc-

tions. The knowledge from the numerical analysis of this nature can set the

guideline to engineer the performance of practical PEC devices.

8. The originality of this research work can be further supported by the quality of

the journals that published the critical findings.

8.3 Future Work

1. As explained earlier in Section 3.3.5, the specific adsorption/desorption of the

ions on the inner Helmholtz plane has not been explicitly considered in this

numerical study. Undoubtedly, the inclusion of Stern layer dynamics, which

gives rise to the adsorbed charges at the interface, remains one of the key

challenges towards developing practical models for the combined photocatalytic

SL junctions. One possible solution might come from the atomistic modeling

of the Stern layer phenomena. It is also important to revisit relevant theories

and analytical models reported in various fields of literature (metal-electrolyte

junctions, ion-sensitive field-effect transistor or ISFET etc.) that addressed
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similar adsorption/desorption phenomena occurring at different types of solid-

liquid interfaces. Up to now, the calculation of the Stern layer charge (ρad)

in a self-consistent fashion remains largely unclear and thus it requires urgent

theoretical effort in the near future.

2. A critical extension of the models presented in this thesis would be the incor-

poration of the possible mixed reactions at the photocatalytic interface. For

example, at the water-oxidative photoanodes, we have considered OER/ORR

as the only forward/reverse reactions (see Sections 3.3.3 and 3.3.4). However, if

the semiconductor is able to transfer electrons to the liquid, the photoanode can

exhibit reductions of both O2 and H+ species in the liquid. Consequently, the

liquid Fermi-level will not be solely determined by the OH−/O2 species. This

situation can be further complicated if the semiconductor is prone to corrosive

reactions. Therefore, the inclusion of mixed reactions will allow one to com-

pute a more realistic liquid Fermi-level along with the complex electrochemical

activity of the interface. This improvement in the charge transport picture of

the SL junction will offer better accuracy of the computed results from these

models.

3. In the most simple picture of minority carriers transport to the liquid, the pho-

toelectrochemical reaction is assumed to be a first-order reaction.101 However,

the recent experimental results have indicated the possibility of higher-order

reaction at several oxide-semiconductor based photoanodes, such as Fe2O3,68

BiVO4
252 and TiO2.253 Therefore, an intriguing future extension would be the

incorporation of the higher-order reaction dynamics into the domain of semi-

classical approach.
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4. Throughout the simulations, as presented in this work, the temperature is de-

liberately considered as constant. Nevertheless, it would be interesting to model

the spatial variation of temperature along the photoelectrodes.

5. In addition of the basic PEC set-up (see Figure 2.3b), it would be equally im-

portant to model the complicated PEC configurations (as tandem cells) that

are often fabricated in the state-of-the-art experimental studies. Furthermore,

recent improvements of anodic PEC performance are often achieved by nanos-

tructuring, surface coating and better geometry of the electrodes. Therefore, to

make the SL junction modeling tools well-aligned with the up-to-date experi-

mental set-ups, it is imperative to take these effects/modifications in account.

6. The numerical methodology to compute the impact of bulk trap states, as pre-

sented in Chapter 7, is developed for the SL junctions working under dark

conditions. Future work in this direction need to implement the modified forms

of the electrons and holes continuity equations so that the bulk processes at an

illuminated photoelectrodes can also be captured.

202



Appendix A

Semiconductor Data

A.1 TiO2

Table A.1: TiO2 parameters
Parameter Value
Bandgap (eV)173 3.0
Electron Effective Mass254 10
Hole Effective Mass254 0.8
Effective Density of States in Conduction Band (cm−3)254 7.92×1020

Effective Density of States in Valence Band (cm−3)254 1.79×1019

Dielectric Constant254 12
Location of the Shallow Level Surface States from EC (eV)179,180 0.3-0.5
Location of the Deep Level Surface States from EC (eV)185 1.4
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A.2 Hematite (α-Fe2O3)

Table A.2: Hematite parameters
Parameter Value
Bandgap (eV)1 2.1
Electron Affinity (eV)10 3.96
Electron Effective Mass32 137
Hole Effective Mass32 54.4
Effective Density of States in Conduction Band (cm−3)32 4×1022

Effective Density of States in Valence Band (cm−3)32 1022

Dielectric Constant32 32
pH68 13.6
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Appendix B

Theoretical Extraction of

Parameters and Characteristics

B.1 Numerical Results

Theoretical computations demonstrating the spatial evolutions of the generation and

recombination rates are shown in Figure.B.1a. In this case, we have considered the
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Figure B.1: (a) Calculated rates of generation (marked in blue) and recombina-
tion (marked in red) for the hematite photoanode in Chapter 6 operated at potential
∼ 1.45 V vs. RHE. (b) Calculated hole lifetime for the same PEC set-up utilizing the
hematite photoanode.
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PEC set-up of Chapter 6 operated at an electrode potential of ∼ 1.45 V vs. RHE. Fur-

thermore, the spatial evolution of minority carrier lifetime for the same photoanode

is also exhibited in Figure. B.1b.
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Appendix C

List of Acronyms

Acronym Full Format
PEC Photoelectrochemical
OER Oxygen Evolution Reaction
ORR Oxygen Reduction Reaction
HER Hydrogen Evolution Reaction
HOR Hydrogen Oxidation Reaction
OCC Open Circuit Condition
NHE Normal Hydrogen Electrode
RHE Reversible Hydrogen Electrode
EHP Electron-Hole Pair
SCR Space Charge Region
SRH Shockley Read Hall
SL Semiconductor-Liquid
MS Metal-Semiconductor
SS Surface State
SC Semiconductor
L Liquid
BLP Band Level Pinning
FLP Fermi-Level Pinning
VB Valence Band
CB Conduction Band
FTO Fluorine-doped Tin Oxide
TCO Transparent Conductive Oxide
IHP Inner Helmholtz Plane
OHP Outer Helmholtz Plane
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Acronym Full Format
GCS Gouy-Chapman-Stern
DD Drift-Diffusion
SG Scharfetter-Gummel
DFT Density Functional Theory
VASP Vienna Ab initio Simulation Package
PBE Perdew-Burke-Ernzerhof
GGA Generalized Gradient Approximation
PAW Projector Augmented Wave
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