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Abstract

The subject of this thesis is the attenuation of disturbances by fcedback in t.he

presence of large plant uncertainty in MIMO systems. Sorne relevant optimizations

.;xe formulated in an Hoc setting, and arc shown to reduce to a 'two-disc' mixcd

sensitivity problem. Despite :ts basic nature. t.he two-disc problem has not prcviously

been solved, although approximations to il. have becn proposed. Il. is shown, by means

of e.xamples, that such approximations may involve large errors, highlighting the nL'Cd

for an accurate theolY.

An accurate theory of the two-àisc problem is achieved by expressing the two­

disc problem as a distance minimization in a certain Banach space, and then applying

Banach space duality methods to characterize the solutions. Dual and predual spaccs

are identifie<! and equivalent malCÏmizations formulated therein. Alignment conditions

are obtained, which yield the conclusion that the optimal solution is 'allpass' in general

and unique in the SISO case. The duality description of the problem leads naturally

to a solution based on convex programming.

In an extension of the theory to time-varying discrete-time systems, optimal

robust disturbance rejection is shown to reduce to an operator form of the two-disc

problem in the r-induced norm topology. A predual description is obtained, and an

existence result for optimal feedback is proved. In the case of time-invariant nominal

plants subject to time-varying uncertainty, al. least one optimal controller is shown

to be time-invariant.

Finally, complexity based notions of uncertainty are considered. The ability of

feedback to reduce metric complexity is examined when applied either prior to, or

after identification.
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Résumé

Dans œtie thèse, on étudie l'atténuation des perturbations par feedback en

pri'Scnce de grande incertitude dans des systèmes iL entrées et sorties multiples.

Dans le contexte d,; I?, théorie HoC, des approches appropriées d'optimisation ont

été proposées. Ces aj>pl;;'ch<>s ont démontré que le problème étudié se réduit alors au

problème iL deux disques iL sensiblilité mixte. Malgré sa nature simple, ce problème

iL deux disques n'avait pas été résolu auparavant. Seules des approximations avaient

été proposées. Par des exemples, on a pu montrer que ces approximations engendrent

de grandes erreurs et prouver la nécèssité d'une théorie plus exacte.

Une théorie exacte du problème iL deux disques est réalisée en exprimant ce

problème sous forme de minimisation d'une distance dans un espace Banach et en lui

appliquant les méthodes de dualité dans l'espace Banach pour caractériser les solu­

tions. Les espaces duel et prédue1 sont identifiés, et des maximisations équivalentes

sont dérivées. Les conditions d'alignement sont obtenues; ces conditions nous

permettent de conclure que la solution est un 'passe-tout' en général et que cette

solution est unique dans le cas d'un système iL entrée et sortie uniques. La dualité du

problème nous a permis de considérer une programmation convexe.

Dans une extension de la théorie des systèmes variables et discrets, il est démontré

que le rejet optimal et robuste de perturbations se réduit iL une forme operateur du

problème iL deux disques dans la norme L2. Une description préduelle est obtenue,

et l'existence d'un feedback optimal est prouvée. Dans le cas des systèmes constants,

sujets iL des perturbations variant avec le temps, on a démontré qu'il existe au moins

un contrôleur optimal qui n'est pas fonction du temps.

Finalement, les notions d'incertitude basées sur la complexité sont considérées.

La capacité du feedback iL réduire la complexité métrique lorsqu'il est appliqué avant

11
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ou après identification est examinée .
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Claim of Originality

• For MIMO systems the problem of optimaly rejceting disturbanecs in the pr<'s­

ence of large plant uncertainty (ORDAP) is shown to reduec to a fixed point.

problem c.'Cpressed in terms of a MIMO c.'Ctension of the two- dise problem.

• It is shown that in general the optimal robust robust disturbanec attcnuation

may be infinitely sensitive to inaccuracies in evaluating the related two-dise

problems.

• Solutions to SISO and MIMO versions of the two-disc problem are characterized

using Banach space duality. Dual and predual descriptions of the problcm are

derived.

• Duality theory is used to prove a 'flatness' and approximate 'flatness' result for

the two-disc optimization.

• Various other properties of the ORDAP and two-disc problems are derived

including: A uniqueness result for the optimum, a strict monotonicity property,

and well posedness w.r.t the uncertainty description.

• A numerical solution to the ORDAP and two-disc problems is derived, based

on a combination of convex programming methods with duality theory.

• Explicit results are presented for the case where the \Veightings describing the

sets of disturbances and plants are 'alrnost' eomplementary.
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• The ORDAP for time-varying plants and feedback is reduced to a time-varying

version of the two-disc problem. F"r time-invariant plants subject '.0 time­

varying perturbations, at least one of the control laws which optimaly reject [2

disturbances is shown to be timç.invariant.

• Quantifications of the effect of feedback on a measure of metric complexity

(Kolmogerov (-dimension) arc deduced.
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Notation

lR, C denote the fields of real and complex numbers respectively. If x E C thcn

x denotes the complc.'C conjugate of x.

L~x.. denoted the LP space of n x n matrix valued functions on the unit dise.

H~x .. , l :s p :s 00 denotes the usual Hardy space of n x n matrix functions

defined on the unit dise, viewed as a subspace of L~x.. of the unit dise.

(HJ)..x.. denotes the subspace of H~x.. given by {F E H~x .. : fg~ F(e i9 )dO = O}

H':x .. and (H~)..x.. are the subspaces obtained by taking complex conjugates of

all functions in H:;' .. and (HJ )..x.. respectively.

'R. denotes the fi"lld of rational functions.

'RH:;'.. and 'R.L::'x .. denote the restriction of the spaces H:;' .. and L::,x .. to ra-

tional functions.

STrA denotes Trace(A·A)~.

1· 1denotes one of the following, depending on the context. For an n x n matrix

A, lAI is the largest singular value. For an n-vector (, 1(1 is the Euc1idean norm.

For a matrix or vector valued function F on the unit circ1e, IFI is the real-valucd

function on the circ1e satisfying IFI(ei9 ) = IF(ei9)1.

C denotes the space of continuous functions on the unit circ1c.

12 , li denote the Hilbert spaces of infinite and semi-infinite square summable

sequences.

li. denotes extended li.•

1;: denotes the Banach space of N-tuples under the p norm.

l.a.e. is the label used for 'Lebesgue a\most everywhere'.
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D and T arc the unit dise and eircle of the eomplex plane respeetively.

17""nO and 17",0:(') are used to denote the minimum and maximum singular

values of a matrix.

int(·) denotes the smallest integer greater than or equal to an argument.

• denotes cither the eomplex eonjugate transpose of a vector in en or the adjoint

of an operator, depending on the eontext.
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Chapter 1

Introduction

1.1 Overview

This thesis is concerned with the ef!'ects of feedback on plant uncertainty. The

first part of it is devoted to two related basic fcedback problems which in a sense

provide the raison d'etre for the Boo theory, but which have remained unsolved despite

the explosive growth of the subject since the mid 1980's.

The first of these problerns (Fig 1) involves the optimization of a fcedback con­

troller for a plant P subject to disturbances and sensor noise, described by the weight­

ing functions of frequency W(iw) and V(iw) under a 'worst case' criterion. This

problern, which is to be described in greater detail shortly, will be referred to as the

two-disc problern. 1. It is weil known that the 'two block' problem of Boo theory

provides an approximate solution to the two-disc problem. That approximation is off

by at most -/2, but an accurate solution has so far not been givcn.

The second, closely related but somewhat harder problem, is that of optimal dis­

turbance rejection when there is plant uncertainty 6.P or a set of plant perturbations

(Fig. 2). We will refer to this as the problem of optimal robust disturbance atten­

uation (ORDAP). It is well known for the SISO case [20] that the ORDAP cao be

reduced to a parametric version of the two-disc problem. It has therefore been widely

'50 called because a certain level of performance is equivalent to the non-overlapping of two dises
[12]

1



Figure 1: Control loop with known plant dynamics and two sources of disturbance
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assumed that a corresponding parametric version of the two-block Hoo problem would

provide an approximate solution to the ORDAP as weil.

We will show that in fact the approximations obtained in this way can be in­

finitely poor, even though the Hoo approximations to the two-disc problem in the

nonparametric case are never off by more than a .J2 factor. It would seem therefore

that the current Hoo theory may be inadequate for dealing with even the simplest

feedback problems when there is significant plant uncertainty, and that there is a

corresponding need for an accurate theory of the two-disc and ORDAP problems.

We will proceed to give such a theory, which wiillead to a precise characterization of

the solutions as weil as a numerical computation.

The second part of the thesis (Chapter 7) will be devoted to the related but

somewhat different question of how feedback affects metric complexity.

2
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Figure 2: Controlloop with uncertain plant and unknown output disturbance

1.2 The Two-Disc and ORDAP problems

The two-disc problem involves a feedback loop (Figure 1) in which there a.re

disturbances added to both the plant output and the controller input (e.g. sensor

noise), and the plant Po is assumed to be known exactly. The objective is to find

a feedback law which optimally suppresses the effects of these disturbances on the

system output. For this case, we assume that dl, d2 are filtered versions of signaIs Ut

and U2, i.e.

(1)

•
where UI and U2 have a common upper bound u, i.e., lUI(iw) 1 :5 Ju(iw)l, IU2(iw)l :5

lu(iw)J, and u has unit energy (i.e. unit L2 norm). We seek to optimize the feedback

control law C, so as to stabilize the plant Po, and minimize the maximum energy

3
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produced at the output over ail admissible disturbances d},d2 satisfying (1). This

reduces solving an optimization taking the form

inf IIIW(l- PoQ)1 + IVPoQIII""
QeH~

(2)

•

which will be taken to be the defining equation for the two-disc problem in the SISO

case.

In the ORDAP problem (see Fig. 2) an uncertain plant is subjected to distur­

bances at the output. The objective is to find a feedback controllaw which provides

the best possible uniform attenuation of output disturbances in spite of uncertainty

in the plant mode!. In particular, suppose that the disturbance can be any signal

in the set of outputs produced by a filter with a stable transfer function W, driven

by an arbitrary input of unit energy. Suppose also that the plant frequency response

P(iw) is uncertain and lies in a weighted sphere in the frequency-domain, described

by the inequality

IP(iw) - Po(iw)1 ~ IV(iw)Po(iw)1 \:Iw E [0,00), (3)

where Po is some nominal frequency response representing the 'center' of the frequency

band. We seek to optimize the feedback control law C, so as to stabilize ail systems

whose frequency responses are described by (3), and minimize the worst case output

energy produced in response to any admissible disturbance d acting at the output of

any admissible 2 plant P . The infimal worst case transmitted disturbance energy p.

for the set of plants described by (3) cao be expressed,

'This problem is stated more formally and in more generality in Chapter 2.•
p.= inf

QeH~

IIvPoQII~:s 1

4

(4)



•
What distinguishes this problem from more typical H"" optimizations is that il. is non-

convex in the parameter Q, at least when the uncertainty in the plant is not assllmed

to be small. (When the uncertainty is assumed to be limitingly small, (.1) redllces

to the well-known optimal weighted sensitivity problem of H"" controL) (.1) can he

substantially simplified, at the cost of cxpressing the problcm in implicit form, hy

showing that it is equivalent to finding the smallest positive fixed-point of a function.

The values of this function are defined by a family of convcx, unconstrained and

explicit two-disc Hoc optimizations. For the SISO case this function is described by;

x: [0,00) -> [0,00), x(r):= inf IIIW(I- PoQ)1 + rJVPoQ1Il,,,,
qEH~

(5)

•
(The MIMO case is slightly different see (27)). Thus, for each value of the paramcter

r, the ORDAP yields the same non-standard 'sum of absolute values' minimization

as the two disturbance problem for a known plant (2).

The absence of an exact theory for problems (2) and (4) has limited their analysis

in the literature to approximation of (2) and (5) by a standard 'sum of squares' mixcd

sensitivity problem i.e., for any value of the parameter r, the optimization

(6)

•

for which exact solutions are available. However if plant uncertainty is not small,

implicit dependence of the optimal disturbance attenuation on r can make accu­

rate approximation of x(-) critical even for crude estimation of the overall perfor­

mance. To justify this statement consider the case Po(s) = (l+~i~~~~~.t.l' W(s) =

0.17 (1·W;2.0)3, V(s) = 0.22 (O.11=+~t.)2 3. The function X(,) is shown in Fig. 3 and

its fixed-point is the intersection with the line of unit slope. (The curve of Fig. 3 is

3This involves a lowpass nominal plant, and 'complementary' weightings W, V, whose graph is
shown in Fig. 10 of page 80.

5
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•
produced by the algorithm detailed in Chapter 4 and based on the theory of Chapter

3). It is apparent from Fig. 3, that for small r the location of the fixed-point would

be highly sensitive to errors in the approximation of x. Indeed, at the end of Chapter

2 it will be shown that in some cases the fixed-point may be infinitely sensitive to

estimation errors in X. These examples illustrate the fact that methods based on

approximating X by standard mixed sensitivity problems, with their attendant factor

of J2 relative errors, will not in general yield even approximate estimates for (4) (c.f..

Sect. lA). The conclusion, then, is that to solve disturbance attenuation problems

in the presence of significant plant uncertainty, an exact theory for two-disc problems

of the form (2) is needed. This motivates the first six chapters of the thesis.

• 6
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1.3 Problem Statement and Outline of Results

1.3.1. Feedback and Unstructured Uncertainty

Broadly stated, the objectives of this work are to investigate the ability of f<....,d­

back to reduce uncertainty, by analyzing the relevant optimizations. On a more

philosophical level our objective is to understand the tradc-offs that exist bctwL'Cn

open-loop uncertainty and the resulting closed-loop uncertainty sets. Since the case

of limitingly small plant uncertainty is already weil understood, our focus will be on

situations where uncertainty may be large.

In Chapter 2 we introduce two such optimizations for MIMO systems. The first

is a MIMO version of the ORDAP and the second is a similar problem which captures

the potential of feedback to contract the radius of the set of plant uncertainty (d.

Fig. 4). The ORDAP for the MIMO case is then shown to be equivalent to an

implicit form of an extended two-disc optimization of (2). Chapter 2 ends with a

motivating example illustrating the sensitivity of this fixed-point to inaccuracies of

approximation.

A common feature in the treatments of the standard 'sum of squares' two-block

problem (e.g. (6)) by [49], [18], [59] and [33] is the reduction to a minimax optimiza­

tion for a maximum singular value. It is readily seen that both (5) and (2) do not

fall into this category, ruling out the use of the standard H"'" methods for a direct

solution to (5). In Chapter 3 we take a completely different approach to these prob·

lems. The development there begins by recognizing that the nonstandard two-block

problems obtained in Chapter 2 can be expressed geometrically, as the minimization

of the distance between a vector [ U:] (where U· is the involution of the inner

7
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factor of Po) and a subspace S := [ ~ ] Ho<>, in an appropriately defined Banach

space B. Duality theory is then applied to find this minimal distance. (The main

steps involved in applying the duality theory are: The predual and dual spaces of

B, and of the restriction of B to continuous functions are identified, as are the cor-

rcsponding pre-orthogonal complement and orthogonal complement of the subspace

S. Dual and predual optimizations are formulated in the respective Banach spaces.

Alignment conditions are then derived relating the minimal solution of the distance

minimization (equivalently the optimal Q of (2)), and the maxi!:.lal solution of the

dual problem.)

The results obtained in this way are applied to make various qualitative de­

ductions about the effect of feedback on uncertainty. Sorne of the more important

conclusions are:

• A feedback which optimally reduces uncertainty arising from either output dis­

turbances or plant perturbations, (i.e. optimal for the ORDAP), exists and is

unique in the SISO case under quite general conditions.

• The smallest achievable closed-loop plant uncertainty and plant output distur-

bance transmission are strict monotone increasing functions of open-loop plant

uncertainty; i.e., increases in the size of the open-loop uncertainty set over any

frequency range strictly degrade the ability of feedback to further attenuate

disturbances at all other frequencies.

• The weighted sensitivity under the above optimal feedback is 'allpass'. If the

feedback is 'alrnost' optimal then an approximate allpass condition holds.

8
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• Feedback which produces ma.ximal contraction of a given ~l·t of pl.mt Ullcl'l't.ainty

in a certain sense occupies all the 'space' in the He<> ~phere of optilll<lll';\dill~ .

• Unlike the one-block weighted sensitivity minimization [.16]. the OROAP i~ ",dl·

posed with respect to the problem data. Thus smallllllccrtaintÏL.,; in the d"t."

cannot produce arbitrarily large computation errors.

The duality theory of Chapter 3 leads naturally to a numeric,,1 method of solnt.ion

for the ORDAP. In Chapter 4 this theory is used to develop algorithms 1.0 solve the

ORDA? by approximately reducing each of the the two-disc problems of (5) to "

pair of finite variable convex optimizations. The Ellipsoid algorithm of Shor, Yudin

and Nemirovsky [45] as presented in Boyd [5] is then applied to these problems to

obtain polynomial·time, non·hueristic programs which find 'nearly' optimal control

laws. These algorithms have becn implemented numerically, and were applied to

produce the curves plotted in Fig. 3 and Fig. 4 for the example of Sect. 1.2. Fig.

4 is a graph of the ability of feedback to reduce plant uncertainty versus open-loop

plant uncertainty radius for the above example.

In Chapter 5 an asymptotic case of the ORDA? is examined where plant uncer·

tainty and output disturbances occur at almost entirely different frequencies. This

is motivated in part by the above observation that uncertainty over one frequency

range effccts the uncertainty attenuation over all other frequency ranges. This cou·

pling betwecn uncertainty on one frequency range and performance on another plays a

l'ole, for instance, in situations where high frequency uncertainty occurs at frequencies

beyond the bandwidth of exogenous disturbances (e.g. neglected flexible mode dy­

namies of a robot arrn). Under these conditions a more explicit approximate analysis

of the ORDA? is possible. This is achieved by demonstrating that, for a limiting case,

9
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the ORDAP approximately reduces to a fixed-point problem for a function defined

by a family of Hankel norms. The Hankel norms can then be found by established

methods, for example as in [58], [19] and [61].

Càapters 6 and 7 are extensions of the material of Chapters 2-5. In Chapter 6 the

ORDAP is formulated for time varying feedbacks and plants, and shown to reduce to

a fixed-point problem based on a generalized operator version of the two-disc problem.

An equivalent predual optimization is derived. Under certain conditions, time-varying

discrete-time control laws which optimally reject a class of disturbances are shown

to exist for sets of time-varying linear plants. For time-invariant nominal plants

admitting possibly time-varying causal linear perturbations, the results of Chapter

6 reveal that at least one of the optimal feedback control laws is time-invariant. In

such situations, time-varying feedback offers no advantage in reducing uncertainty

10
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over time-invariant feedback, so proving a conjecture of [29].

1.3.2 Feedback and Metric Complexity

The notion that feedback can reduce plant unccrtaiuty leads naturally 1.0 th"

view that feedback and identification can be thought of as parts of the samc pro­

cess, namely that of reducing the amount of information that must be acquircd 1.0

adequately control a system. If we ask the question, 'How much information about.

the input-output behavior of a system is needed to achieve sorne dcsired level or con­

trol tolerance?' then we have a basis for the quantification of the relative merits or

feedback and identification. This question was posed in [56] where it was recognized

that answers would depend on an information-based notion of plant uncertainty, such

as Kolmogorov f·dimension. Accordingly, in Chapter 7 sorne of the rcsults of the

preceding chapters are applied to the problem of gauging the effcct of feedback on in­

formation based measures of uncertainty. Estimates are obtained for the f·dimension

of certain sets of plant uncertainty defined by a time-domain characteristic rather

than the more usual frequency·domain specifications.

1.4 Classical Origins and Literature Review

The concept of feedback as an agent for reducing plant uncertainty goes back 1.0

the carly days of c1assical contro\. In 1927, H.S. Black in his U.S patenjt application

suggested that the use of high gain negative feedback could improve the accuracy

of amplifier circuits in the presence of distortion. However rnany of the schemes

that Black proposed resulted in the instability of the c1osed·loop system [11]. He

had inadvertently encountered one of the fundamcntal trade-offs that lie al. the heart

of the ORDAP, namely that which exists between sensitivity reduction on the one

hand, and the requirement of c1osed·loop stability on the other. The notion that

11
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there were limits to the improvement in closed-loop accuracy that could be obtained

using feedback was brought into sharp focus in 1932 by Nyquist's graphical theory,

which demonstrated that there were absolute constraints on the loop gain imposed

by the nccd for stability. Horowitz [28] used the integral theorem of Bode to show

that the sensitivity of a strietly proper plant could not be reduced at ail frequencies;

any reduction in one band would be offset by an increase elsewhere.

For the purposes of quantifying the effect of feedback on uncertainty, what was

missing from the classical viewpoint was a well-founded input-output based definition

of plant uncertainty. This gap was filled by the emergence of Hec theory [57] which

captured the above trade-offs in the form of optimizations similar to those described

in Sect. 1.2. In the key p...per [57] Zames revitalized the subject of frequency-domain

feedback design, previously based on classical rules of thurnb, by proposing a coherent

mathematical framework. This involved the use of the Banach algebra Hec to repre­

sent the space of causal time-invariant stable linear systems, and the minimization of

weighted sensitivity as an objective function for feedback design. The Hec framework

has several important properties, most notably that system interconnections cao be

represented by the simple algebraic operations of addition and multiplication. Of par­

ticular importance for this thesis, and for the representation of system uncertainty

are two main points:

1. the Hec norm is the essential supremurn of the frequency response.

2. there is an isometric isomorphism between Hec and the algebra of bounded,

linear, time-invariant operators from the Hilbert space of finite energy inputs to finite

energy outputs, where the norm is the induced norm. Practical1y, this means that

two systems are close in the Hec metric if and only if they have similar input-output

12
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behavior. This is not true, for example, of the state space description wherc "cry

smal\ changes in input-output behavior can radical\y altcr both thc dimcnsions and

the entries of the state matrices.

It is the second point (2.) which makes Hoo a natural framework in which to

represent unstructured uncertainty for stable LTI systems. A sphere of unccrt..inty

in Hoo contains all the stable, linear, time-invariant systems ",hose inpnt-output

behavior is within the specified tolerance, and so is a good modcl of unst,ructured

uncertainty. The first point (1.) allows this uncertainty to be representcd in tcnns

of a tolerance on the system frequency response i.e. the familiar band of uncertainty

often sketched on Nyquist or Bode plots.

These observations allowed the classical idea of represcnting system uncertainty

in terrns of the frequency response, to be pinned down in an input-output framcwork.

The representation of 'unstructured' plant uncertainty that resulted, enabled Zames

to initially pose the ORDAP in [57). For the case oi limitingly small plant uncertainty

he showed it to be equivalent to the problem of optimal weighted sensitivity [57),

which has received a vast amount of attention in the last ten years. The initial

solution appeared in [57) and [58) and has subsequently been considered in many

other situations by other authors, for example [3) and [19).

Solutions to 'sum of squares' two-block problems of the form (6) were obtained

in the work of Verma and Jonkheere [49), Kwakemaak [33), Foo and Postlethwaitc

[18], and Zames and Mitter [59) (for the infinite dimensional case).

In 1986 the ORDAP was examined in some detail by Francis and Bird in [20]

and [4) for situations where the plant uncertainty was not assumed to be smal\. It

was assumed that output disturbance signals were restricted to lie in the W-weighted

13



•
sphcrc in H2 dcscribcd in 1.2, and the uncertain plant belonged to an additive V­

wcighted spherc in Hoo, whose center is the nominal system Po (E HOO). Under these

conditions it was shown in [20] that the optimal robust disturbance attenuation was

bounded below and above by the positive fixed-points of the fol\owing two functions:

4

.pl : [0,00) [0, 00)

.p2: [0,00) [0,00)

.pl(r) := Q~l}f~ Il [W(~~;oQ) ]L

.p2(r) := V2.pI(r)

(7)

(8)

•

•

While these methods provide a means of synthesising control\ers which guarantee a

certain level of performance, the level of disturbance attenuation can be far from

optimal as noted previously (c.f. Sect. 1.1).

It should be noted that O'Young and Francis [41] obtained more accurate esti·

mates for the simpler but related problem of minimizing the sensitivity of an exactly

known system on a frequency interval, subject to a robust stability constraint on the

complementary interval.

Feedback in the presence of large plant uncertainty has a1so been considered by

other authors in different topologies, for example the gap metric work of Georgiou

and Smith [24].

There have been various attempts in the Iiterature to generalize ideas about Hoo

uncertainty reduction to time-varying systems. Feintuch and Francis [15] studied both

the optimal weighted sensitivity minimization problem and the two-block problem of

[49], [33] and [18] in the time-varying case. They obtained abstract solutions to these

problems and demonstrated that for time-invariant plants, time-varying controllaws

offered no advantage over time-invariant controlIers. In [52] and [54] more concrete

'similar results for MIMO systems were aIso obtained
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results \Vere obtained for the case where the dependence of control law~ on plant

dynamics \Vas taken to be causal (to allow the possibility of adaptation) for ~it\lation~

\Vhere the plants were 'slo\Vly time-varying'. Khammash and Pear~on [30] con~idered

both the sensitivity minimization problem in the presence of plant uncertainty, and

robust stability in the presence of diagonal structured perturbations, for timc-varying

systems in the [CO induced norm topology. However their methods could not he

extended to the case of systems operating in the frame\Vork of [2 signais.

1nformation·based notions of plant uncertainty were introduced into control in

[56], partly motivated by the objective of a theory of identification and organization.

Plant uncertainty \Vas quantified by the metric complexity of sets of uncertainty, as

measured by Kolmogorov f-dimension and Kolmogorov f-entropy. Such estimatcs of

complexity provided a measure for the common objective of feedback and identifica­

tion, i.e., the objective of reducing the acquisition of information needed to adequately

control a system. More recent work dealing with the effects of feedback on measures

of metric complexity has been reported in [37] and [51], while in [25] ideas of metric

complexity were used in the context of worst-case identification. Use has been made

of estimates of Kolmogorov f-entropy and dimension in [50], [47], [48] .
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Chapter 2

The Optimal Robust Disturbance Attenuation Problem

(ORDAP)

In this chapter we pose the ORDAP in the MIMO case where it takes the fol­

lowing form (see Fig 2). Let P be an uncertain plant, lying in a set of uncertainty

described by the expression

B(Po,V) := {(I + VX)Po : X EH;::'", IIXlloo < 1} (9)

where Po EH;::'", FI EH;::'",

Output disturbances d lie in a set

1) := {Wu : uE H~, lIull2 ~ 1}

where W EH;::'" is outer

(10)

We seek to optimize the feedback controllaw C so as to stabilize aIl plants in B(Po,V)

and suppress the WI-weighted L2 norm of the resulting output uniformly over plant

and disturbance sets. This problem is expressed in the form,

inf
QeH~xn

IJP.QVII_ ~ 1

sup IIWI(I - PoQ)(I +VXPoQ)-IWlloo
x EH::'••• IIXII_<I

(11)

•
One of the purposes of this chapter will be to show that the quantity (11) is equal to

the smaIlest fixed point of the following function of a parameter r,

(12)

16



•

•

Note that (12) represents a MIMO extension of the two-disc problem. At the end

of the chapter a special case of the ORDAP is analyzed, in which the optimal per-

formance for the ORDAP is shown to be infinite1y sensitive to inaccnracies in I.h<'

computation of (12), illustrating the need for a precise theory for problems of t.his

type.

Assumption. Throughout this chapter, either the controllaw or the plant. is always

assumed to be in the (radical of the algebra of causal operators, which consist of)

strictly causal operators, [57] [16]. This assumption guarantees the well-posedness of

all the feedback loops discussed, and ensures existence of all the operator expressions

mentioned, at least in the algebra of causal timc-invariant linear operators from l~ .• ­

l~.e or L~.e - L~.e' Here l~,e and L~.e denote the extended spaces of finite energy

discrete and continuous·time signals respectively. Where an operator has an H:'x ..

representation no distinction is made between that representation and the associated

operator, in order to simplify the presentation.

2.1 Attenuation of Output Disturbances in the Presence of Plant Uncer­

tainty

The ORDAP is stated formally as follows:

Problem 1. We seek to minimize the largest (Wl) weighted H2 n(,7m of the output

signal which results from any admissible disturbance d E 'D to the output of any plant

P in the uncertainty set B(Po, V), over ail robustly stabilizing feedbacks for B(Po, V).

That is, the optimal robust disturbance attenuation is defined to be

•
P01" := inf sup sup IIW1yll2

C .,.bi/i%ing PEG(Po.V) dEV
.11 P E G(P•• V)

where W, W1 E H:Xn and are quter

17
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A first step towards simplifying optimizations of the type (13) is to express

hoth thc constraint and the quantity to he optimized, in terms of the same single

unconstrained parameter. For (13) wc chose the parameter to he Q := C(1 +PoCtl ,

sincc stahilizing controllaws for the nominal plant Po are in onc-to-one correspondence

with Q E H:'x .. [57J. The constraint that a controllaw must stahilize a set of the

type B(Po, V) is shown to he equivalent to a norm bound on the parameter Q in the

following lemma.

Lemma2.1 LetB:= {Po + AXB XE H:'x.. , IIXllco < 1} where Po E H:'x.. , BE

H:'x.. , A:l:I E H:'x... Then

C robustly stabilizes B ~ IIBQAllco :5 1

Proof. C robustly stabilizes B

~ C(1 + pcrl, (1 + pcrl E H:'x .. VP E B

~ Q(I + LlPQ)-I, (I - PoQ)(1 + LlPQ)-1 E H:'x.. VP E B

"IX E H:'x.. , IIXllco < 1 and Q E H:'x ..

•

~ A(1 + XBQA)-l A-I E H:'x.. "IX E H:'x.., IIXllco < 1 and Q E H:'x..

~ (I +XBQA)-l E H:'x .. "IX E H:'x.. , IIXllco < 1 and Q E H:'x.. (14)

Clearly IIBQAllco :5 1 is a sufficient condition for (14) to hold. We will prove the

necessity of this condition by showing that IIBQAllco > Ileads to a contradiction. If

so, there exists a Zo E D such that IBQA(zo)1 ~ 1 + S for some S > O. Let BQA(zo)

have a singular value decomposition U:EV. Let X := IBQ~(=o)1V·U· (i.e. X E H:'x..
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•
is a constant unitary matrix multiplied by a scalar belonging to the interval (0.1))

(I + XBQA)(=o) = V"(I - IBQ~(=o)1 ~)V::} O"m;n(I + XBQA)(=o) = 0 (15)

Hence (14) cannot hold, and IIBQAlloo ~ 1 is a necessary and sufficient condition for

robust stability.
o

The quantity to be optimized in (13), sUPdE'll IIWIyIl2, is also expressed in tenus

of Q as fol1ows. If C is a robustly stabilizing controllaw for B(Po, V), it can be shown

[57] that the output disturbance d and plant output y are related by

y =(I - PoQ)(I +LlPQ)-ld LlP:= P- Po

for each P E B(Po,V). Lemma 2.1 can then be used to express Ilop' in the form

(16)sup IIW1(I - PoQ)(I + VXPoQ)-lWlloo
x EH::".•• IIxlI~<l

Ilop'= inf
QEH~)(n

IlPoQVII~:!o 1

A further simplification for (16) will be discussed in Sect. 2.4. However we will first

•
consider the role of feedback in modifying the radius of the set of plant uncertainty,

and show that this leads to an optimization having the same forro as (16).

2.2 Attenuation of Plant Uncertainty

•

Zames posed the fol1owing fundamental question [57] regarding the ability of

feedback to reduce plant uncertainty: if a plant lies in sorne set of uncertainty (e.g.

B(Po, V)), what is the sma1lest radius of any set of c1osed-loop uncertainty that can

be achieved with a single feedback control law? In order to avoid the trivial answer

to this question that zero c1osed-Ioop uncertainty can be achieved by disconnecting

the system from the input, so recognizing that reduction of plant uncertainty is never
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the sole objective of feedback design, sorne constraint must be placed on admissible

feedback structures. Such a constraint was described in [57] where it was termed

a 'nominal plant invariant normalization'. It consists of limiting the two degree of

freedom control law (Fig. 5), such that upon closure of the loop the action of the

feedback effectively maps the nominal open·loop plant onto itself. Note that there

are other normalizations which rule out disconnection of the plant input as a means

of optimally reducing closed loop plant uncertainty, but nominal plant invariance has

the following three advantages:

i) The normalized feedback acts only on the diiference between the t':Ue system

and the nominal system (i.e. the 'error' dynamics), thereby isolating contraction of

plant uncertainty from other aspects of performance.

ii) The assumption of nominal plant invariance provides an immediate nominal

closed-loop plant model, i.e. Po.

iii) Plant invariant controllers retain one complete degree of freedom [57J.

The formai statement of plant invariance for the feedback scheme represented in Fig.

5 is stated in terms of the elements of the equivalent f10wgraph shown in Fig. 5 as

follows [57J,

(17)

•

In this context, the meaning of the term 'equivalent' is that the input-output behavior

between the nodes shown in Figs. 5 and 5 is identica1. Zames [57], showed that for

plant invariant feedbacks where Po E H:Xn' stability of the loop represented by Fig.

5 for P = Po is the same as the statement C(I +PoCt1 E H:Xn for the equivalent

loop of Fig.5. It also follows from [57] that if this condition holds, the stability of
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•
the loop of Fig.5 for a general P EH;:'.. .. is equivalent to C(1 + PC)-I E H:X ... ' If

C(1 + PC)-I EH;:'..", the c1osed-Ioop map K belongs to H;:'.. .. and can be expresscd

(Theorem i [5i])

K - Po - (1- PoQ)(I + tlPQ)-l tlP where Q:= C(I + POC)-I. (18)

(19)

represents the closed - loop multiplicative plant perturbation

•

The potential of feedback to attenuate plant uncertainty can now be formally quan­

tified.

Problem 2. We seek to minimè:e the 'worst case' WI-weighted closed-loop multi-

plicative uncertainty radius, sUPPE8(Po.V) IIW1tlm lloo• over ail robustly stabili..-ing (for

B(Po, Y)) nominal plant invariant controllaws.

Using Lemma 2.1 and the expression (18), Problem 2 cau be stated in the form

of the following optimization,

Popl = inf sup IIW1(I - PoQ)(I +YXPoQ)-lYXlloo (20)
Q E H:Oxn XEH~xn,llxlloo<l

IIPoQvlI~~l

In Lemma 2.2 we show that the last X term in (20) cau be removed without effecting

the supremum in (20). This estahlishes that the problem of optimal attenuation of

plant uncertainty (20) under a nominal plant invariant normalization is equivalent to

a special case of the MIMO form of the ORDAP represented in (16).

Lemma 2.2 If IIPoQYlloo $ 1 and y:!:l E H~" then

SThe feedback loop of Fig. 6 is required to be stable in the sense that it is equivalent to the
stable loop of Fig. 5. U and C may in general be unotable.•

sup IIWl(I - PoQ)(I + YXPoQ)-lYXlloo
XEH::".... IIXII~<l

sup IIW1(I - PoQ)(I + YXPoQ)-lYlloo
XEH:'. •• IIXII~<l

(21)
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Figure 5: A two degree of freedom feedback loop.

u • v Y
U - p

C

Figure 6: An equivalent representation for the loop of Fig. 5

Proof. Define À := SUPXeH~... IIXII~<lIlWl(I-PoQ)(I+VXPoQ)-lVlloo' Fix 8> O.

There exists a XE H:I,,,, IIXlloo < 1,zo E D,( E e", 1(1 < 1 such that

(22)

•

Let TJ = (1 +VXPoQ)-lV(ZO)(Ç:i- (V(zO)-l +XPoQ(zo))1J =(
Ç:i- V(zot1TJ + XPoQV(zo)V(zot1TJ = (. First note that PoQV(zo)V(zot1TJ(=

PoQ(zo)TJ) is a vectorofsmaller Euclidean norm than V(ZO)-lTJ since q",=(PoQV(zo)) $

1. There exists a unitary matrix ~, such that ~PoQ(zo)TJ is parallel to -V(ZO)-lTJ,

and this vector represents the closest point to -V(zo)-lTJ on a sphere center zero

radius IPoQ(zo)TJI. Hence there is a scalar Ct in the interval (1 - 8,1) such that
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•
V(=O)-ll) + cr4>PoQl) =: (' has Euclidean norm :s; 1. This fol1ows from t.he fact. t.hat.

IV(=o)-ll)+4>PoQ(=o)l)1 must be less than or equal 1.0 !V(=O)-1 7/+X PoQ(=o)7/1 hy ron­

struction of 4>. Note that l) = (1 + crV4>PoQ)-lV(=O)('. Since \W,(1 - PoQ)(=o)7/1 >

>. - 8 from (22), il. fol1ows that IW1(1 - PoQ) (1 +crV4>PoQ)-l V(=o)('! > .\ - ,5, whid,

in turn implies,

IIW(1 - PoQ)(I + crV4>PoQ)-lVcr4>lIe<> > cr(>' - 8) (23)

where in (23) 4> is taken 1.0 be the H::'x,. function assuming the matrix ct> as its constant.

value. (23) has established the stated equality since 8 is arbitrary.
o

Thus we have established that the optimal plant disturbance attenuation is

• inf
QEH~"

IJPoQVII~ $1

sup IIW,(1 - PoQ)(I +VXPoQr'VIle<>
XEH::"•••IIXII~<l

(2-1)

•

2.3 Robust Performance: Weighted Sensitivity Minimization

Both problems 1 and 2 are in fact robust performance problems. In problem 1,

the performance measure is the worst case output disturbance transmission, while in

problem 2 il. is the worst case deviation of the closed-loop system from the closed-loop

nominal in the H::'x,. norm. This point cao be emphasized by considering an explicit

form of the He<> robust performance problem, obtained by minimizing the weighted

sensitivity norm in the presence of plant unœrtainty. This problem is represented on

the left in (25). The arguments of Sects. 2.1 and 2.2 can be used 1.0 show that for

B = {P E H::C" : P = (1 + XV)Po, XE H::c", IIXIle<> < 1}, the optimal robust
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•
performance takes the form

inf IIW(I + PC)-Illoo
C "tabili:Îna

.11 P E B

= inf
QeH~'1Cn

IIVP.QII~ $1

sup IIW(I - PoQ)(I + XV PoQ)-llIoo (25)
XEH::'xn' IIXII~<I

•

Thus P~oblem 1, Problem 2 and the explicit robust performance problem of (25),

arc ail special Cases of a generic minimization represented by (16). Therefore, the

definition of the acronym ORDAP can be extended to inc1ude ail three cases, in

recognition of the fact that the disturbance can be taken either in the context of

plants or signais.

2.4 Conversion of ORDAP to a Fixed-Point Problem

Under the assumptions of Tbeorem 2.1 be1ow, the non-convex constrained opti-

mizations of (16),(24) and (25) are equivalent to a fixed-point problern expressed in

terms of a function taking values equal to the optima of the MIMO extension of the

two-disc minimization of (2). Before stating this theorern, the following definition is

required.

Definition 2.1 W; V E H~" are said to be commensurate if

(26)

•

where w., v. are scaIar valued Hoo funetions and A E H~".

Note that in the SISO case all pairs of Hoo functions are co=ensurate.

Theorem 2.1

1.) IfW and V are commensurate, W, V=l E H~", and Po is not invertible in H~",

then i. and ii. are equivalent.
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•

i. C is a robustly stabili=ing controller for the set of stable systems drscr-ib",i

by the set B(Po, V), and

sUPXEH:'xn' IIXII..<l IIW1(I -PoQ)(I+VXPoQt1WII"" :::; r (Q = C(l +PoC)-I).

2.) Under the assumptions of 1.), if an optimal Q E H~n erists in (27) for r <'111ai

to the smallest fixed-point of X 6 and X(O) > 0, then the optimal robust di.</llrbllllce

attenuation Pop, of (16) is equal to the smallest positive fixed-point of the function

Remarks

1) The existence condition of Theorem 2.1 2.) is shown to be satisfied under very

general conditions in Theorem 3.8 of Sect. 3.6. For example, the two conditions

V:l:l E H::'xn and the outer part of Po invertible in H::'xn are sufficient.

2) The weights W and V are always commensurate when ORDAP originates From

the optimal plant disturbance attenuation problem of Sect. 2.2 (c.f (24», or W, V

and Po are scalar valued.

3) Theorem 2.1 CalI also he proven for the left weighted robust performance problem

of (25) by the same argument [60].

Proof of Theorem 2.1 • 1.) The fact that W, V are commensurate, and W, V:l:l E

H::'xn implies the existence of a scalar Hoc function À such that À(z)I = V(Z)-l W(z).

6existence of the smallest fixed-point is proven in Appendix A
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•
To prove i. => ii. we note tha.t if i. holds iff,

IW1(I - PoQ)(I + VXPoQ)-IW(z)(1 $ riel

"IX E H:Xn, IIXlloo < l, Vz E D, "le E en

and IJPoQVlloo $ 1 (from Lemma 2.1)

~ IW1(I - PoQ)V(1 +XPoQV)-IV-1W(z)(1 $ riel

"IX E H:Xn' IIXlloo < l, V= E D, "le E en

and IIPoQVlloo $ 1

~ p.(=)W1(I - PoQ)V(=)'11 $ rl(1 + XPoQV(z))'11 (28)

•
"IX E H:Xn' IIXlloo < l, Vz E D, "1'1 E en

and IJPoQVlloo $ 1

~ IW1(I - PoQ)W(=)'11 $ rl'1 +XPoQV(z)'11

"IX E H:Xn' IIXlloo < l, Vz E D, "1'1 E en, 1'11 = 1

and IJPoQVlloo $ 1

(29)

(30)

(31)

Now fix =0 E D, '10 E en, 1'101 =1. There exists a constant unitary matrix U such that

UPoQV(=o)'1O is parallel to -'10 in en. Chose the H:X" function X to be constant, and

equa.l to the matrix (1- olU for sorne arbitrary 0 E (0,1). Since IPoQV(zo)'1ol $ 1'101,

(30) implies that

(32)

Since (32) does not include X, and zo,o, and '10 were chosen arbitrarily, (32) implies

~that

•
sup sup IW1(1- PoQ)W(z)(1 + rIPoQV(z)(1 $ r
:ED C EC"

,cIS 1
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Invoking the lemma of Appendix E to show that no change in (33) is incurred by

taking the essential supremum over the boundary of the disk instead of t,he interior.

iL is shown to hold.

To prove iL => i., first note that ii. implics the following is true (after 'lpplying

the lemmaof Appendix E as above),

IWt(I - PoQ)W('::)'11 :5 r (l'II-lPoQV('::)'1D and IPoQV('::)'11 :5 1 (3·1)

\/'1 ECn, 1'11 :5 1, \/.:: E D

(Note that we have made use of the fact that the assumptions ensure that r is not

zero.) Which in turn implics that (30) and (31) are satisfied for ail H::'xn strict

contractions X and for all z E D, '1 E Cn, 1'11 :5 1. As shown this is equivalent to L

Hence 1. is proven.

2.) A smallcst positive fixcd-point of X cxists as a consequence of the lemma of

Appendix A. Let this fixcd-point be ro, and let the optimal Q E H::'x" for (27) when

r = r~ be Qo (which cxists by assumption). From 1.) of this theorem it follows that

ro :::: Pop" To prove this inequality in the other direction, fix 0 > O. From 1.) of

this theorem there cxists a Q E H:X" such that the statement of 1 ii. holds with

r =Pop' +o. Hence Pop' +0 is an upper bound for at least one fixed-point of X, since

X(·) is continuous (Iemma of Appendix A) and X(O) > O. Thus ro :5Popl
o

The optimization represented by X in (27) can be simplified for commensurate

weights. Since W and V are commensurate, the scalar dependence of W on V can

be taken over to the left side of the first terro of (27). Thus, under the assumptions

of Theorem 2.1 (27) takes the following forro

(35)
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•
for sorne W2 E H:'xn' Since by assurnption V±I E H:'xn, the V term can be 'absorbed'

into the free parameter Q. If Po has an inner-outer factorization over H:'xn [26] given

by BHa, and W2B has an inner-outer factorization given by UW2 , then (35) can be

written

inf ess sup sup (I(U·W2V - W2HaQKI + rIHaQ(J) (36)
QEH:'.. BE[a,2w) ,E.(t".1'1$1

The optimization (36) is included in the following form, where W, W, V E H:'n are

general outer funetions, and U E H:'n is an inner funetion.

inf ess sup sup (i(U·W - WQKI + rJVQ(I)
QEH:'." BE[O,2w) ,E.(t".1'1$1

(3i)

•
Remark. The results of this chapter are substantialIy simpler to establish in the

SISO ease where the order of system cascade is not important. In this case X(,) can

be expressed in the form,

x(r) = inf IIIW(l- PoQ)1 + rlVPoQ IIIco
QEH-

2.5 A Motivating Example Based on a 'Two Arc' Result

(38)

•

Before beginning a general analysis, we will examine the ORDAP for an illus­

trative special case of SISO systems. This exarnple is reminiscent of the 'Two Are'

theorem of complex analysis, in that it relates extrema! values of the sensitivity fune­

tion on one arc of the circle subject to a constraint on the complementary are. Two

purposes are served:

i. a significant limitation of the existing approach [20] is pointed out and the

need for an exact theory of the ORDAP is highlighted.
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ii. in dealing with the more general cases in later chapters, an illustration of a

limiting behavior of the ORDAP is provided.

For this exa.mple we will be able to obtain precise estimates of the sensitivity of thl'

ORDAP to errors in x(r), and to show that il. quadratic norm 'two block' approxi.

mation for x(r) [20]. with its attendant .,fi. ratio of upper and lower bounds, could

result in arbitrarily pOOl' estimation of ORDAP.

In Lemma 2.3 we derive estimates of x(r) for pairs of outer Hoo weights W, V

and Wn , Vno n = 1,2•..., whose magnitudes are illustrated in Figs. ï and S, and for

nominal plants which can be approximately 'absorbed' into the free pil.rameter Q.

Note that uniform Lipschitz continuity of logIW..(éB)1 and loglVn(eiB)I implics that

the boundary values of Wn , Vn are uniformly Lipschitz continuous, and so conform

to assumption A2 of Chapter 3. The continuity of boundary values of W.. and Y"

fol1ows from Sect. E, Chapter V of [32].

Lemma 2.3. If W, V, Wn , Vn are outer Hoo weightings with magnitudes as shown in

Figs. 7 and 8 then the fol1owing hold:

i.

n.

~ < inf IIIW(1 - Q)I + IVQllloo <~ + e5
A +1 - QeHœ - A + 1

lim infn_oo inf IIIWn (1 - Q)I-r IV..Qllloo > \ À 1
QeHœ - A+

lim sup.._oo inf IIIWn(1 - Q)I + IY..Qllloo:5 \ À 1 + e5
QeHœ A+

(39)

(40)

(41)

•

Proof.

i. The upper bound in (39) is validated by selecting Q to be the constant À~l'

To establish the lower bound, suppose there exists an ( > 0 such that for sorne
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• Q E Boo

IWI

11-------~

IVI

Frequency on the unit clrcle

Figure 7: Magnitudes of weightings W, V in Lemma 2.1

À
IIIW(1- Q)I + IVQllloo < À + 1 - E (42)

Then it follows that

OB 1
ReQ(e' ) > À +1 + E for li E [0, c/»

OB 1 E
ReQ(e') < À+ 1 - l for li E (c/>,7r)

•

Thus liIIlc'-o ~B-<I>I>c' 1!1~;") dll = +00 which implies, in the light of the Hilbert trans­

forro for conjuga~e harmonic functions, that lim,.TlllmQ(re;<I»1 = 00 (c.f. (21) Exam­

pie 1.5, Chapter 4). This contradicts the assertion that Q E BOO, with the result that

(42) cannot hold and i. is proven.

ii. (41) carl be established simply by chosing Q to be the constant .\~l'
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1

~ Il ~

li t=:======±'±±'=======::;....

•
Frequency on the unit circle

Figure 8: Magnitudes of weightings Wn • Vn in Lemma 2.1

To establish (40) suppose the contrary, Le. there exists an f > 0 and a uniformly

bounded sequence Qn E Hoo such that

lim infn_ooIlIWn(l - Qn)1 + Iv"Qnllloo < À ~ 1 - f where W, V, QE Hoo

By a normal family argument we may select a subsequence of the integers {nk}~l

such that

and the convergence is on compact subsets of the open unit dise. Thus for each

o

31

z E D, IW(l-Q)(z)I+IVQ(z)1 ~ l~.\ -f. This impliesthat IIIW(l-Q)I+IVQllloo ~

.\;\ - f, which violates (39), and 50 (40) must hold.
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Now consider the ORDAP for the case of continuous weightings Wn , Vn as in

Fig. 8, with >. set nominally equal to 1. By Lemma 2.3, for arbitrary 1: > 0, there

cxist nominal plants Po (possibly not outer) and integer n for which the optimization

rcprcscnted by x(r) satisfies,

r r
-- - 1: < x(r) < -- + 1: +0
r+l - -r+l

The slope of .:, as a function of r is equal to unity at the origin and tapers off to

~ at r = 1. Thus for sufficiently small 1: and 0, and large enough n, the smallest

fixed·point of X cau be expected to be arbitrarily sensitive to inaccurate estimation

of x(r). Indeed for sufficiently small 1: and 0, and large enough n, the fixed·point

obtained by solving x(r) = r, representing the true solution to ORDAP, has an

upper bound approaching ...JI: +o. On the other hand, the best achievable upper

bound by quadratic norm approximation is obtained from the solution of ...J2x(r) = r,

which approaches 1;' = 0.29i9. Thus for sufficiently small 1: + 0, the quadratic

norm approximation overestimates the possible solutions to the ORDAP by a factor

approaching ):7, which becomes arbitrarily large as (1: + 0) ..... O.

Remaries. The point here is that in situations where the fixed·point is sensitive to

correct estimation of x(r), a more exact optimization theory is required than that

provided by the quadratic two-block problem. The duality theory developed in this

thesis and the related convex optimization do provide exact estimates of x(r). These

can be used to obtain accurate solutions to ORDAP.
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Chapter 3

Two Key Mixed Sensitivity Problems

Here we will consider the following pair of two-block optimizations, both of which

are MIMO extensions of the two-disc problem of (2).

As noted in the introduction these can not be handled byestablished methods, forcing

us to find an alternative approach. This approach is the main subject of the present

chapter.

In sections 3.1-3.3 Banach space duality theory will be used to characterize the

solutions of (43) and (44). The former will be shown to be allpass in general and

unique in the SISO case. 'Nearly' optimal control laws will be shown to satisfy an

approximate allpass condition. The theory derived here will form the basis of a

qualitative analysis of feedba.ck and uncertainty discussed in Sect. 3.5, and will lead

to a nurnerical solution method (in Chapter 4) involving a combination of duality and

•
/-lo .-

/-l1 .-

inf IIIU'W - WQI + !VQIII""
QeH:Oxn

inf ess sup sup (I(U'W - WQ)(I + IVQ(I)
QEH::"x. OE[O,2..) CElt".ICI$l

(43)

(.14)

•

conve-.. optimization.

The first optimization (43) is simpler than the second (44). In general (43) is

clearlyan upper bound for (44), and the two are identical in the SISO case. It will

follow that by optimizing the function x(r) i.e. replacing x(r) in (27) of Chapter 2
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by

x(r):= in!:, Il W·W - WQI +rJ"iiQllloo
QEH"Xft

(45)

•

we shaH obtain upper bounds for the MIMO optimal robust disturbance attenuation

(which are exact in the SISO case). Henceforth we shall confine our attention to (45),

cxcept in Sect. 3.6.

3.1 A Distance Problem Equivalent to (43).

The foHowing assumption will be made initially:

(Al) there e:cists fa > 0 such that (W·W +V·V)(ei8 ) ;::: fa for a1l8 E [O,2r.).

Assumption (Al) initially exc1udes strictly proper plants Po if (43) is derived from

either the ORDAP or the two-disturbance problem in the manner described at the

end of Sect 2.4. However, in Sect. 3.4, (Al) will be relaxed in order to allow strict

propriety of the nominal system Po.

(43) is equivalent to finding the shortest distance from a vector to a Banach

subspace, defined as follows. Let B be the Banach space L:;Ox" x L:;ox" consisting of

pairs of matrix-valued functions on the unit circ1e, under the norm

IIKIIB:= eSSSUP8E[O.2"l(IK1(é8
)J + JK2(ei8)1), K = [ ~: ]

Then (43) is equivalent to

Il rU'W ] [ W] Il/l0= in! - - Q
qEH~Xft L 0 V B

(46)

•
(46) is the distance fr~m [ U~W] to the subspace S:= [~] (H:",,) of B. As­

sumption (Al) ensures that Sis a c10sed subspace. Note that (46) differs from the

standard two-block problem of, for example, [49].
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•

S also has an equivalent description: Let R = [ ~: ] E lJ:"" x lJ:"" he the

outer isometry (see [26], Lecture vii, p66) whose range coincides with the range of

[t ]. More e.xplicitly R has the form R = [ t~~11 ] where A is the outer spt.'Ctral

factor of W-W + V-V. Then S = R(H;;:""). Our notation should not be con/usd

with that for rntional funetions in H;;:"".

Let us evaluate (46) by duality.

3.2 Existence of a Predual and an Optimal Controller

A- denotes the dual space of any Banach space A. If Ao is a subspace of A

then (Ac).!. is the subspace of A- which annihilates Ao, (Ao).!.:= {f E A-: f(x) =

ofor aIl x E Ac}. Isometric isomorphism between Banach spaces will be denoted by

~.

A_ is a Predualof A if (A_)- ~ A, and a subspace Ao.!. of A. is a preannihilator

of a subspace Ac of A if, under the preceding isomorphism, (Ao.!.).!. ~ Ao. A standard

result of Banach space duality th':Ory asserts ([35], Ch. 5.8, Theorem 2) that when a

predual and preannihilator exist as above and for K E B, the identity

holds. Let us establish the existence of a predual and determine the form of the

preannihilator, for our problem, i.e. when A:= B and Ao := S.

Introduce the nota.tion, for any ma.trix A, STr(A) =Tr( {A·A}i) =L:i=1 ,,".(A),

where Tr denotes the trace of A and ,,";(A) are the singular values of A.

Let B_ be the Banach space L~xTl x L~XTl under the norm

•

min IIK - QIIA = sup 1,p(K)1
QEAo <lEAo.l.. 11<111...9

IIGlIs.:= f" {Max(STrGh STrG2)}(e·B)dO
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Let SJ.. be the subspace of B.,

(49)

•

wbere (H~)nxn denotes the subspace of L~xn consisting of integrable functions whose

positive Fourier coefficients are equal to zero. Note that œdenotes a direct sum of

two subs,.)aces.

Bdore identifying the dual of BJ.. and the annihilator of SJ.., let us establish

sorne fads concerning bounded linear functionals on B.. Every such fundional 4J

must have the represenlation

(50)

for sorne K•.iJ EL"", where r =1,2 and i,j =1,2, ...n. Indeed, by the Riesz theorem

the representation (50) is certainly valid when 4J is restricted to the 1 dimensional

subspace of B. spanned by G•.iJ for a fixed index r, i,j, and the general representation

follows by linearity. (50) cao be expressed more compactly in terros of the bilinear

forros [+l on B. x B,

(51)

where K = [~:] = [~~:::~l] E B, G = [g:] = [~g:::~l] E B.. Each

functional 4J on B. can be expressed as 4J(G) = [GIK] for some K E L::'xn x L::'xn'

The inequality

•
I[GIK]I 5 eSSSUP8E[O.2"l(JK1(é8)1 + IK2(ei8)1) .

l"Max(STr(G1(ei8 )),STr(G2(é8)))dO

- IIGlIs.·IIKlls
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will be needed, and can be deduced from Icmma of Appendix C.

Theorem 3.I.a) (B.)" ::::: B

b) (SJ.)J. ::::: S under the i..<omorphism of part a).

Proof. a) It has been stated that evcry bounded lincar functional ,p(.) on B. h"s

the forrn (51). Conversely, for any 1\ E B, the functional 4>(G) = [GIK] is bounded

on Bo and satisfies 11</111 ::; 1I1\IIB by (52). To prove that 11</111 = 1I1\IIB, observe that.

by definition of the essential suprernurn, there must exist a sequence of Lebesgue sets

{flk}f:l of strictly positive Lebesgue rneasurem(flk), such that for 0 E flk, IK1(e i8 )1+

IK2(e'8)1 ~ 1I1\IIB-t. By the lernrnaof Appendix C, it is possible to define G(k) sn t.h"t.

for each 0 E flk, TrG~k)(Kr)" = IKrl Er=! <Ti(G~k») for r = 1,2, and E~I <T;(G~k)) =

m(~.); and for each 0 ft flk, G~k) = O. Hence IIGIIB. = 1 and 14-(G)1 ~ 1I1\IIB - t,
which irnplies that 11</111 = IIKIIB' If::::: is taken to be the isornorphisrn between 1\ E B

and functionals ['IK] on Bo, Theorern 3.1 a) is proven.

b) If </1 E (B.)", then 4> has the forrn ['IK] for sorne K E B, and we have t.he

fol1owing equivalences.

4> E (SJ.)J. <=> [GIK] =0 'rIG E SJ.

<=> f'Tr[K; K;] (RXo + (1 - RRO) [ ~: ]) (e'8)dO =0

'rIXo E (H~)nxn' 'rIX"X2 E L~xn

<=> {" (Tr[K; K;]RXo) (ei8 )dO =0 'rIXoE (H~)nxn'

and {" (Tr[Ki K;](1 - RRO) [ ~: ]) (ei8 )dO =0

'riXI> X 2 E L~xn

<=> [Ki K;]R E H:'xn and [K; K;](I - RRO)(ei8 ) =0 a.e(O)

<=> K E RH:Xn <=> 4> E S (5::::: (5.1.).1.)
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o

The following thcorem is a corollary to Theorem 3.1, by the duality theorem

cited at the bcginning of Sect 3.2.

Theorem 3.2. Under assumption A1 of Sect. 9.1 there exists at least one Qop, E

H:'xn which satisfies

Remark. If (43) is derived from the MIMO two-disc problem described by

(54)

in the manner related at the end of Sect. 2.4, then the conclusion of Theorem 3.2 can

be expressed

The Qop, of (55) and Qop' of (53) are related by the equality Qop, = Qop,V-I.

3.3 Allpass Property of the Optimum: Alignment in the Dual

In this section we assume that

(A2) U'W, W, V, UW are continuous, as is the outer spectral factor ofW'W+
V·V.

Continuity of U'W and UW means that W and W zero out the essential singular­

ities of U (taking into consideration that these singularities rnay effeet only sorne

components of U).
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Let C denote the set of continuous functions on the circle. and for any space .-1

let Ae denote the subspace An C. Wc seek the dual space (Bel" of Bc. lt will hl'

shown that (Bel" is isometrically isomorphic to a space B-. consisting of BV;.,,, x

BV",,, under a special norm, where BV",,, denotes the space of functions of boundcd

variation on the unit circle which are assumed continuous from the right.

Accordingly, let B- be the space of pairs v = (v\, v:) E BV",,, x BV",,,. and

introduce the bilinear form on B- x Be,

This forro has the following equivalent representation: Let W v be the sum of the total

variations on [0,6) of a.ll entries of VI and V2' Ifwe denote these by w"'.,oJ (0), w"','oJ (0),

then

Wv(O) := L: w"',;oJ(O) +w",.;.j(O), 0 E [0,211").
iJ=1.2.....n

(5i)

By the Radon Nykodym theorem, there exist Gv,. E L~,,,(wv), r = 1,2, in terms of

which the pair of integrals (56) cao be reduced to a single integral

(58)

•

The norm on B- is now defined to be

1. ( 'S 's ) 'sIIvIlB- := Max STrGde' ), STrGv.2le' ) dswv(e' )
[0,:...)

Note that the fact that (59) defines a norm on B-, and that the metric spacc B- is

complete, will follow from the isometric isomorphism between B- and the dual space

of Be that will he estahlished in Theorem 3.3.
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By reasoning analogous to that used in (52), the inequality

1< vlK > 1~ IIKIIB IIvIlB-

is obtained.

(Se).L will be identified with a subspaee S- of B-, defined as follows:

(59)

•

S- := {v E B-: v(O) = { (1- RRO)dv'(Ol) + RGdOt, v' E B-, G E (H~)nxn}(60)
J[O.9]

The following lemma establishes that the distance from [ U~W] E Be to Sc

is the same as to S. Note that assumption A2 implies that Ris eontinuous on the

closed unit dise.

Lemma 3.1. Under assumptions Al and A.2,

(61)

Proof. This is a generalization of the proof of Lemma 1.6 of [21]. Let the subscript

r> 0 denote the sealing of the eomplex dise, Fr(z) = F(rz). Given any f > 0, it will

be shown that there exists r < 1 for which

(62)

Sinee this is true for aIl f, and as R(Qopt)r is in sne because R and (Qopt)r are

eontinuous, the lemma is true.

Write X := [ ~ ] , y := [ U~l ]. Then X, Y E H:Xn x H:Xn are eontinuous in

the closed unit dise by hypothesis (A2) and

Il [ U~W ] - R(Qopt)rt = IIX - Y(Qopt)rllB

~ Il (X - YQopt)rllB +IIX - XrllB +IIY - Y,. liBIlQopt Ilco
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II(X - YQop.)rJIs is bounded above by IIX - YQop.lIs because for K E JI;:;'n x

H;:;'n' IIKr ils is an increasing function of r E [0,1]. To show this suppose on the

contrary that there c.'Cists K =[KI K 2] E JI;:;'n x H:Xn and =0 in the open unit disc

and an fo' > 0 such that

There exist constant unit vectors in en, Ut, U2, VI, V2 such that

Denote the outer parts ofthe scalar Hoc functions ulK1(eiO)v}, U2K2(e'O)v2 by h}, h2.

Then (65) implies

(66)

The magnitude of an outer Hoc function is a positive bounded subharmonic function

on the unit dise, therefore Ihl(e'°)1 + Ih2(e'°) 1 also falls into this eategory. Sueh

funetions satisfy a maximum modulus prineiple which eontradicts (66). Therefore

(64) cannot hold and the assertion is proven.

Given fo > 0, there exists r for which the remaining two terms on the RHS of

(63) are ::; ~ each, because the continuity of X and Y implies that IIX - Xrlls --+ 0

and IIY - Y,.IIB --+ 0 as r --+ 1. Therefore (61) is true.
o

Theorem 3.3. (a) (Be)" :::! B­

(b) (Se)l. :::! S-

where:::! denotes the isometric isomorphism between v E B- and functionals < ·Iv >

(which equals < vi, ».
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Proof. (a) Clcarly < vi, > dcfines a linear functional on Be, which is bounded by

(59). Conversely, if t/> is a bounded linear functional on Be, then we can use the Riesz

rcprcscntation theorem for t/> acting on each component of Be to get t/>(.) =< vi, >

for sorne v E BVnxn x BVnxn , or using the Radon-Nykodym theorem, the equivalent

represcntation (58). Thus the set B- is isomorphic to B-, and 1It/>1I ::; IIvlls- by

(59). That upper bound will be shown to be a supremum, which will mean that

1It/>1I = IIvlls-, i.e, the isomorphism is isometric and (a) is true.

The integral form (58) for t/> gives a linear extension ~ of t/> whose domain is

L::'xn(wv) x L::'xn(wv), (L::'xn(wv) denotes functions essentially bounded w.r.t the W v

measure.)

First, the existence of K = (KI>K2) E L:Xn(wv) x L:Xn(wv) will be demon­

strated with the property that I~(K)I = IIvlls-IiKlIs. In the representation (58), let

Gv.T> r =1,2 have the singular value decomposition Gv,r(ei9) =Ur(ei9)Dr(ei9)v,,(éS),

where UT> v" are unitary and Dr is diagonal. On the set

n := {O E [0,2ll'): ISTrGv,l(ei9)1~ ISTrGv•2(ei9)1} define Ki(ei9) = Vi-(ei9)Ui(ei9)

and K;(ei9) =O. On the complement of n define K;(ei9) by interchanging subscripts

1,2 in the previous definition, and set Ki(ei9 ) = O. Then TrKiGv.l = STrGv.1 on

n and TrK;'G~.2 = STrGv,2 on ne, and therefore TrKiGv.1(ei9) +TrK;Gv,2(ei9) =

MaxeSTrGv.1 (ei9
), STrGv,2(ei9» and

- ( Max(STrGv,l,STrGv,2)dwv(O)
1[o.2'1rl

- II vlls- = II vlls-IiKlIs (67)

•
since IK1(ei9)1 +IK2(ei9)1 = 1 = IIKlIs by construction.

Next, given any E > 0, [KI> K2] will be approximated by a pair of continuous
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(68)

from which, together with (67), it can be concluded that 114>11 ~ IIvIlB- - L As < wa.<

arbitrary 114>11 = IIvIlB- as claimed.

The approximation is based on Lusin's theorem, which implies that t11l'fl' cxist

continuous functions K~, K~ E L::"xn n C and a Borel subset 0 of the unit circlc snch

that [K~(ei9), K~(ei9)] = [I<1(ei9), K2(ei9 )] 'V6 E 0, and on the complement 0< of 0,

(69)

•
where the last integral represents a weighted Borel measure of that complement. Now

let Kr := M",,(jK~I~iK~i.1j' r = 1,2. Then Kr is continuous, JK1(ei9 )1 + IK2(e iO )1 ~ 1,

and (68) follows from (69).

(b). By (a), 4> E B" can be represented by < vi, >. Then

( Tr(Q"Ridv1(6)) +Tr(Q"R2dv2(6)) =0
J[o.21rl

'VQ E H:Xn n C

-1
<:? R"dv(6) =Gd6 for sorne G E (Ho)nxn

<:? dv(6) = (I - RR")dv'(6) +RGd6

(since dv = (I - RR")dv + RR"dv and RR" R = R)

and (b) is proven.

(70)

o

•
By the Banach space duality theorem asserting that

infqE.40 IIK - QII = maxq,EAcr. 1Iq,IIA"~l 14>(K)1 for any KEA and subspace Ao C A,

it follows from Lemmas 3.1 and Theorem 3.3 that po is attained by some extremal
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functional, /lo = max9E(S<l~,1I9I1u'Sl I~ ([ U~W ])1and on combining this with the

results of Thcorem 3.1 we get

Corollary. Under the assumptions Al and A2,

where S; ~ SN and (Se)J. ~ SN.

Let X.pt =RQopt and ~.p' be the extremal clements which e.xist by the Corollary,

and let

/loo = in! Il IU"W - WQI + IVQllloo
QeCn><R

(i2)

•
i.e., when the open unit dise analyticity eonstraint is removed. In the scalar ease

Theorem 3.4. Under assumptions A 1 and A2, if /lO > /loo then,

i. Any optimal Qopt in (59) satisfies the flatness (' allpass~ condition

ii. IfQ" is any sequence in H:X" sueh that lim,._oo IlJU"W - WQ"I +IVQ"lIloo == /lo,

then

(i4)

The condition /lO > /loo is sharp for both conclusions in the sense that if /lO = /lOO

then there exist W, V, P for which (79) and (74) are false.

Remark. If (43) is derived from the MIMO two-disc problem

•
/lO = in!. IIIW1(I - PoQ)WI + IPoQVllloo
,QEHnxn :.
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in the manner elaborated at the end of Sect. 2.4, then the statements (n) and (;·1)

can be replaced by

- 'B - 'BIW1(I - PoQ••,)W(e' )1 + 1P0Q••,V(e')1 = Jlo l.a.e (76)

and l.i.mn_ oo (IW1(I - PoQn)W(eiB)1 + 1P0QnV(e'B)1) = /lo (77)

where Q••, = Q•••V-l and Qn = QnV-1.

Proof of Theorem 3.4. i. Let t/J••, have the integra! representation t/J••, = < .!!.I· >

where d.!!.(6) = Q.dw(6) and write X••, = X. Let ~••, be the extension of t/J••, to

L:;'xn(!0 x L:;'xn(!0 (defined by the integra! (58)), which satisfics ~••,(S) = O. Then

/lo _ 11([ U~W] -RQop.)t =I~op,([ U~W] -x)\
::; 1{ {Tr(U·W - K,)"Q.l +TrX;~}dw(6)1

1[0.2")

::; { {IU·W - K,)ISTr(Q.,.) + 1&ISTr(~)}d!!!.(O) (78)
1[0.2")

::; { {IU·W - kl +1&IHe'B)dljJ(6) (79)
1[0.2"1

::; IIIU·W -K,I +1&11100 ( dljJ(6) = /lo (80)
1[0.2")

where dljJ(6):= Max(STr(Q.,.),STr(~))dw(6) satisfics fr.o.2"ldljJ(O) = 1It/J••,IIB. = l.

We will show that the Borel measure induced by dljJ(6) on the unit circle is such that

Borel sets of ljJ measure zero have Lebesgue measure zero. The fiatness condition then

follows from (79-80).

~'he extrema! functiona! has the equivalent representations
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•

•

for sorne G3 E (H ~)nxn' Suppose that ,p(9) (defined as in (80)) has zero increase on

sorne Borel subset n of the circle of nonzero Lebesgue measure. Let M be an arbitrary

constant matrix. For an arbitrary Borel set E of n, consider the L~xnü0 x L~xn (w)

function, k"(ei8 ) := MR:' for (} E E, k"(e'8) := 0 for 9 in the complement of E w.r.t.

the circle. Then ~.p,(k) = 0 = JE Tr(MG3(ei8 ))d9 which implies that G3 (ei8
) = 0

Lebesgue a.e f(".r (} E n since M is chosen arbitrarily. But as n has strictly positive

Lebesgue measure and G3 E (H~)nxn' G3 must be identically zero. Therefore the

maximum in (71) remains Po if (Se)J.«Se)J. ~ S-) is restricted to (~So) where,

S; := {v E B-: v(9) = { (1 - RR")dv'(9'), v' E B-} (82)
1[0.8J

But under the isomorphism of Theorem 3.3, So ~ (RCnxn)J. , by the reasoning used

in Theorem 3.3b. Therefore, again using the Banach space duality theorem following

(70),

1
([ U"W])IPo = max 4> =Poo

~e(RC.x.).l.. 1I~IIB"$l 0

which contradicts the hypothesis and i. is proven.

ii. Define x(n) := RQn := [ ~i:: ]. Then,

po _ l4>op, ([ U~W ])1= I~opt ([ U~W ] - x(n») 1

:5 { (IU"W - X~n)l' STr(~) +IxJn)l· STr(~)) dw
1[0.2~)

:5 { (IU"W - X~n)1 + IxJn) 1) d,p
1[0.2~)

:5 IIIU"W _x~n)1 +IXJn)llIco(..... Po as n ..... 00) (83)

Thus,

(84)
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•
Since IIIU'W - X~nll + IXJn111l0:> ..... Po as n ..... 00, (S·l) holds with the integrand fL~

placed by its absolute value. Therefore, Rn(e'9) := I(U'W_WQn)(ei9 )\+Ji-'Q,,(ei9 )1 .....

po as n ..... 00, in LI (dljJ). It follows that Rn converges in 1/, measure to the constant

Po. In the proof of i. it was established that Lebesgue mcasurc is absolutcly contin­

uous w.r.t. ljJ when Po > poo. Hence for arbitrary E> 0

lim ljJ{1I E [0,211") : IRn(é9
) - pol> E} = 0

n-o:>

=> lim m{IIE [0,211") : IRn(ei9)-pol>E}=0
n-o:>

(85)

•

•

Therefore Rn converges to po in Lebesgue measure. Since Rn E LO:>[0,211") we have

If the hypothesis Po > Poo is violated then the optimum is not necessarily fiat, e.x.,

chose W = H1- z), V = U = 1, in which case possibilities for Qop. include Qop. = 1

and Qop' =O. In the case of Qop' =0 the conclusions of Theorem 3.4 fail.
o

Remark. (On the uniqueness of the optimal Q.) For the SISO case, if po> Poo and

W is not constant, then it cao be deduced from the proof of Theorem 3.4 that the

optimal Q for (73) is unique Lebesgue a.e. To show this, notice that (78) implies that

arg(U' - R1Qop,) =arg(Ql) and arg(R2Qop.) =arg(~) (86)

a.e.(YD on the set {II: IQ1(é9)1 =ft 0 and 1~(eiS)1 =ft O}.

Define the Borel set F := {II : ~(éS) = ~(eiS) = O}. From the construction of

ljJ we have ljJ(F) =0 which implies m(F) =O. Borel sets of!!!. measure zero have ,/1

measurezero and so have Lebesgue measurezero. Hence (79) implies that IQll = I~I

Lebesgue a.e. if Qop' is non-zero Lebesgue a.e. The last statement is true beca.use

if Qop. were zero on a set of non-zero Lebesgue measure, it would be zero Lebesgue
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a.e., which would give a non-fiat solution for non-constant W. Since 1.G:11 and I.G:::I

are equal Lebesgue a.e. and both zero only on a set of Lebesgue measure zero, (86)

must hold Lebesgue a.e. This demonstrates uniqueness of Qop. Lebesgue a.e. because

(86) determines Qop, uniquelyat each ei8 where it holds: the second equality in (86)

determines arg(Qop'), and then the first equality determines IQop,l. /Jo > /Joo is also a

sharp condition for uniqueness of the optimal Q in the sense of Theorem 3.4, by the

example in the proof at the end that theorem.

The statement of Theorem 3.4i could possibly be derived using the very different

approach of Helton's generalllatness theory [27]. However the duality-based approach

taken here is quite different.

3.4 Strictly Proper Nominal Plants.

Here we shall restrict our attention to the SISO case, partly in order to simplify

the presentation and partly because there there is no conceptual difference between

the treatment of the srso and MIMO cases. Recall that in the SISO case, the two­

disc problems arising from the ORDAP (5), and from the two-disturbance problem

(2), assumed the form

inf IIW(I- PoQ)1 + IVPoQIIII .. = /Jo
QEHoo

(87)

•

Assumption (Al) excludes the case of strictly proper nominal plants Po from the

analysis of Sects. 3.1-3.3. In this section, we cons!(kr the fol1owing modification of

assumption (Al) to allow strict propriety.

(Al') The outer factor ofPo takes theform HY, where His a,! invertible function

in HCt> and Y is a strictly proper rational outer function whose zeros on the unit circle
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are constrained to lie at the point {-1}. In addition, there exi.<ts ail to > 0 such t/Illt

the weights W and V of (87) satisfy IW(e'9)1 2 + lV(e'9)12 > to 'VO E [0.211").

Assumption (Al') can be further extended to allow any fiuite number of zeros on

the unit circle and all the following theorems and proofs can be modified according!y.

However, the simpler case is considered here for clarity.

In the following lemma we note that it is possible, under a mild condition, 1.0

'absorb' the outer factor HY into the free para.meter Q in (8i)

Lemma 3.2 If Po = infQeHN IIIW(l - PoQ)1 + IVPoQlllooI p'o = infQeHN IIIW(l ­

BQ)I + IVQllloo then under assumptions (Al') and (A!!),

P.o ~ IW(e''')1 <=> P.o =po

Proof of Lemma 3.2 ({=). Suppose {Qn} is a sequence in Hoo such that

IIIW(l- PoQn) 1+ IVPoQnlll"" --> Po (88)

Given e > 0 there exists an integer M such that for any n > M there is a sequence

of neighborhoods Nn C [0,211") containing 11" for which

Thus Ïlo ~ IW(e''')j, since e is arbitrary. Hence Ïlo =:p.o => p'o ~ IW(e''')I·

(=». Fix E > O. First we establish that there exists an integer n such that Q :=

(T)!.Qo where Qo is the optimal solution to infQeHN IIIW(B" - Q)I + IVQIII"",

satisfies

• IIIW(l- BQ)I + IVBQIII"" ~ p'o + E.
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J.
Since (J+;'")' Qo(e'6) __ Qo(ei6) on compact subsets of [0,211") - {11"} we have

Xn(e,6) ._ W (1 - BQo(ei6 )C~e
i6)*) + VQo(ei6 )C~e

i6
) *

__ IW(1- BQo)(ei6 )1 + JVQo(e'6)1 on compact subsets of [0,211") - {11"}

Thus to prove (90) it is sufficient to show that Xn(e'S) is uniformly bounded above

by /lo +é for sufliciently large n in some neighborhood containing 11". Since WB, W, V

are continuous at -1 there exists a neighborhood N containing 11" such that 9 E N

implies

IW(e'6) - W( -1)1 + (JV(eiS) - V( -1)1 + IWB(e's) - W B(-1)1) IIQolI.. ::5 &é (91)

Thus IW(-1) - WB(-1)Qo(e'S)1 + JV(-l)Qo(e'S)1 < ~ + /la for 9 E N.

Define the following convex function

4>:C --C, 4>(z) = IW(-l) - WB(-l)zl + IV(-l)zl

If w E {z E C : 4>(z)::5 IW( -1)1} then r E [0,1] =? rw E {z E C : 4>(z)::5

IW( -1)1} since rw is .. convex combination of 0 and w. Otherwise 4>(w) > IW( -1)1,

implying both 0 and w lie in the set {z E C : 4>(z) ::5 4>(w)}, from which we

conclude that convex combinations of 0 and w must lie in the set i.e., 4>(rw) ::5 4>(w)

for r E [0,1]. Thus, multiplication of Qo(eiS ) by r E [0,1] retains /la + ~ as an

upper bound for IW(-l) - WB(-l)Qo(e'S)rl + IV(-l)Qo(e'S)rl for 9 E N. Since

arg (1+;")*__ 0 uniformly for all 9 E [0,211"), there exists an rs E [0,1] for each

9 such that 1(t+;'")*-rsi < 6M=(IJwQoi'oo.IIV Qolloo) uniformly in 9 for n sufficiently

large. It follows that for 9 E N, /la + ~é is a uniform upper bound for IW(-l) ­

W B(-l)Qo(e'S) (1+;")*1+ IV(-l)Qo(e'S) (1+;")*1for large enough n. From (91)
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•
we arrive at the desired uniform bound for Xn (e;9), and (90) must hold for Q of th,'

stated form.

Now define Q' .- Q- .!!!:L where ./. (-) .- [ n(I+.) ]k k is the order of the zero
n'- YH 'l'n - .- (I+n)+(n-I):' •

of Y at ei". Using the same argument as that used in (58J wc can show that

(92)

•

•

Since e is arbitrary we have established that Po ~ p.o. Inequality in the other direction

follows from the fact that HYBHoo C BHoo.
o

Remark. The assumption that P.o 2::: IW(ei")1 will certainly be satisfied when high

frequency plant uncertainty is more pronounced than high frequency disturbances

(i.e. IW(e''')1 ~ IV(e''')I). This follows because if lV(e''')1 2::: IW(ei")I, then P.o 2:::

IIMin(IWI, IVl)lIoo 2::: IW(e''')I·

For an important class of circumstances, strict propriety of the nominal plant

Po rules out the existence of an optimal control law for both the ORDAP and the

two-disc problem (87), as shown in Theorem 3.5 below. This contrasts with the case

of nonstrictly proper plants (Al).

Theorem 3.5 Under the assumptions of Theorem 9.4 with (A1') replacing (Al), if

p.o> IW(ei") 1 then there does not ezist an optimal Q for the optimization

inf IIIW(l- PoQ)1 +IVPoQllloo := Po
QeHOO

Proof. Suppose on the contrary that there exists a Q"". E Hoo for which

(93)
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•

and 1-'0 > IW(c i r.)I. Then for arbitrary f > 0 there exists a neighborhood N of ... such

that for 0 E N

But Theorem 3.4 part (b) i.e., the f1atness property of the optimum, and the continuity

of WB and V, 1-'0 ~ IW(ei r.)I+f, and since f is arbitrary, 1-'0 ~ IW(eir.)1 contradicting

the assumption.
o

When an optimal controllaw does not exist, obviously one cannot draw any con­

clusions about the optimal behavior along the lines of Theorems 3.2 and 3.4. However,

in these situations it is meaningful to analyze the properties of 'nearly' optimal solu­

tions, where the performance is very close to the optimum. Accordingly, in Theorem

3.4ii it was shown that the optimal fiatness result of Theorem 3.4i. holds in a lim-

iting sense for 'nearly' optimal control laws, enabling us to deduce-an 'approximate

f1atness' result for strictly proper nominal plants satisfying Ilo ;::: IW(eir.)I.

In summary then, if the high frequency uncertainty is more pronounced than the
- --~-

high frequency disturbance5 (sec above Remark), then the value of the optimal robust

disturbance attenuation for a strictly proper nominal plant is the same as that of a

non-strictly proper counterpart with the same ioner factor. However, strict propriety

rules out the existence of an optimal co!'trollaw and its attendant properties.

3.5 Qualitative Implications for Feedback

In the following subsections the duality theory as discussed in Sects. 3.1-3.3

is used to examine the ORDAP for SISO plants, with particular emphasis on the

qualitative aspects. The application of this theory to the synthesis of 'nearly' optimal

controllaws is deferred to Chapter 4.
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•
3.5.1 Properties of the Optimal Behavior of the ORDAP

As shown in C!lapter 2, the ORDAP for SISO systems reduces to il fixed-point

problem involving a two-disc optimization of the form (38) (also sec [20]). Here, the

theory of Sects. 3.1-3.4 for these two-disc optimizations (43) is applied to gain insight

into the ORDAP for the SISO case. It should be noted that in order to apply the

ideas of Sect 3.1-3.3 to situations where V is scaled by a parameter r, assumption A2

must be strengthened to:

(A3) B"W, W, V, BW are continuous on T, as is the outer spectml factor of

1W\2 + r 2 JVI2 for any real r, and the outer factor of thc plant Po is invertible in Ho:> .

Recalling the representation of the ORDAP in the MIMO case (16), the repre­

sentation of the ORDAP in the SISO case assumes the form

• . IIW(l- PoQ) Ilp.,., := II.J sup
Q e H~ XeH~.IIXII~<l 1+ XVPoQ 00

IIvPoQII~S 1

(95)

(96)

•

In the fol1owing theorem, optimal feedback laws for (95) are shown to exist, uniqueness

of the optimal feedback is proven, and an expression is obtained for the magnitude

of the sensitivity function under optimality.

Theorem 3.6 a) If the outer factor of Po is invertible in Hoo, IW(eiOW +IV(eiOW is

uniformly bounded below, and Pop' > 0, there exists at least one controllaw stabilizing

every system in B(Po, V) such that

l
,W(l - PoQ) Il

xeH';;~~II~<l Il +XVPoQ 00 = il.,.,
b) If, in addition, assumption AS holds and il.,., > IIMin(lW(e;O)\,p.,.dV(é°)l)lIoo,

then there exists one, and only one control/er Co which stabilizes every system in

B(Po, V) and achieves equality in (96). For this optimal case, the magnitude of the

~.'



•
scnsitivity function for the nominal plant Po satisfies

1
W .8 1 1 V PoCo .8 1

1+ PoCo (e) = /lop' - /lop' 1+ PoCo (e ) Lebesgue a.e (9i)

•

Remark. The last equality (9i) points to a trade-off in the optimal case,between the

performance of the nominal system as represented by the sensitivity, and the stability

margin as represented by the reciproca1 of IVPoQ(e'8)1 at each frequency O. Note

that the reciproca1 of IVPoQ(e·8 )1 at each 0 represents the largest allowable weighted

multiplicative plant perturbation at frequency 0 for which closed-loop stability cao

be guaranteed. For the nominal plant under optimal feedback, (9i) suggests that at

those frequencies where nominal sensitivity is relatively small, IVPoQ(e·8)1 is close

to unity, and the stability margin is close to the minimum specified in the problem

formulation.

Proof of Theorem 3.6 a) Under assumptions stated in a), it follows from Theorem

3.2 that for each r there exists an optimal Q E Hoo for optimizations represented by

x(r) in (38) for the SISO case. From Theorem 2.1 /lop' is the smallest fixed-point of

X(·). Hence if Qop' is the minimal Q E Hoo for the optimization X(/lop,) then,

"IP E B(Po, V)

~ IIVPoQop, Il 00 ::; 1 (since /lop' > 0) and

IW(l- PoQop,)(e'8)1 ::; /lop,ll + (P - Po)Qop,(e'8)1

Il
W(l - PoQop,) Il

~ 1 + (P - Po)Qop, 00 ::; /lop'

(98)

(99)

"IP E B(Po, V) "10 E [0,211")

•
The above fractional term is in Hoo since II(P-Po)Qop,lIoo ::; IIXVPoQop,lIoo < 1 (since

IIXlloo < 1 for ail admissible P). An optimal controller is given by Cop, = l-~::Po'
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b) Rewriting (98)

X(J'op,) = J'op' = min IIIW(l - PoQ)1 + /lop,IVPoQIII= (100)
QeH~

Theorem 3.4 can now be applied to the optimization (100). Assumption A3 gU<Lr­

antees that A2 holds for the weights W and rV, with the result th<Lt all the con­

ditions for the application Theorem 3.4 to this optimization are met. The hypoth­

esis J'o > J'oo in the statement of this theorem, for the case (100) becomes /lop, >

IIMin (JW(ci8)1, J'optlV(ci8)1) 1100' Thus, the Qop. whicb silotisfics (101) is unique, a.nd

'8 "8IW(l- PoQop')(c' )1 + JLop,1VPoQop,(c' )1 = JLop' l.a.c. (102)

proving both statements of b).
o

3.5.2 Growth of Optimal Robust Disturbance Attenuation with Plant Un­

certainty

The fiatness condition (73) of Theorem 3.4 has significant implications for the

growth of the disturbance transmission with plant uncertainty. If thc size of the set

of open-loop plant uncertainty is strictly increased, i.e. V is rcplaced by V' where

1V'(e'8)1 ~ IV(e'8)ll.a.c and JV'(e'8)1 > 1V(e'8)1on a set of nonzero mcasurc, then

robust performance for the ORDAP is strictly increased from JL to J", when the

assumptions of Theorem 3.4 apply for W, V and Po, and IW(e'8)1 is not idcntically

constant. To prove this, suppose on the contrary that J' = J" for the situation

described in the previous sentence. By assumption, we have J' > IIMin (IWI, J'IVDlloo'
Thus there exists Qo E HOO (sec Theorem 3.6 ) sucb that

• IW(l - BQo)1+ J'IVQol = J' l.a.c.
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•
Since Jl = Jl' wc also have for some Q, E HO<> (from Theorem 2.1 and Theorem 3.6a)

!W(l - BQ,)I +JlIV'QI! ::; Jl l.a.e. (104)

The uniqueness of optimal solutions of Theorem 3.4L implies that (103) and (104)

can only both be truc if Qo =Q, l.a.e.. Subtracting (103) from (104) then gives

Jl (IV'I-IV!) IQol = 0 l.a.e. (105)

•

•

which in turn implics that Qo must be zero on a set of positive Lebesgue measure,

and so must be identically zero since it is an e1ement of HO<>. In the light of (103) this

would imply that IWI = Jl.pt l.a.e., which is ruled out by the assumption that IW!

is not identically constant. QED. A conceptually identical argument yie1ds the same

. conclusion for the case where the weighting W is replaced by a larger weighting which

is strictly larger on a set of strictly positive Lebesgue measure, under the assumption

that IVI is not identically constant.

When the conclusion of Lemma 3.2 hoIds, the same strict monotonicity property

applies for strictly proper nominal plants (Le. when (Al) is replaced by (Al')).

The above conclusions on the ORDAP will now be applied specifically to the

SISO case of the plant disturbance attenuation problem orSection 2.2, in which W of

(95) takes the form W = W, V for W, and Vas in (24). The result is that under the

assumptions of Theorem 3.6b, the c1osed-loop uncertainty set completely 'fills out' a

W,-' weighted sphere in HO<> of radius Jlopt. In this context, the term 'fills out' refers

to the situation where the a posteriori plant uncertainty set cannot be contained in

a smiller weighted sphere in HO<>. This result is proven by showing that its negation

would contra.dict the above strict monotonicity property. Accordingly, suppose there

exists a smiller sphere of containment. That is, there exists a weighting W{ such that
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•

IW{\ <:: IW11 I.a.e., which is strictly larger on a set of positive Lebesgue measure.

and for which the optimal robust disturbance attenuation (95) remains ullchallge<i

when W = W\ V is replaced by W{V. However, this possibility is ruled out by the

strict monotonicity of the optimal robust disturbance w.r.t W melltioned above. TI\l'

conclusion is, therefore, that a feedback which optimally contracts HO<> unstructured

plant uncertainty uses all the 'space' in the sphere of optimal closed-Ioop radius. ln

practical terms, this means that if certain frequencies are deemphasized, i.e. lightly

weighted in the ORDAP, the resulting optimal closed·loop uncertainty set will have

proportionat.ely greater radius in those frequency ranges.

3.5.3 Well-Posedness of the ORDAP and Uniqueness of the Fixed-Point

of X

In this subsection we investigate the well-posedness of the ORDAP w.r.t problem

data. In this context, well·posedness refers to the property that optimal performance

depends continuously on the problem data [46]. If the ORDAP is to provide a basis

for robust control synthesis, at the very least the optimal performance must depend

continuously on the problern data, otherwise the slightest inaccuracies in a priori

information could give rise to large errors. Moreover, from a more abstract point

Vf~CW, any ill-I>osednC-"s wollld suggest that sorne latent physical constraint in the

problem had been neglected [46].

Smith's paper [46] motivated the analysis of this subsection with the observation

that well-posedness and robustness were distinct concepts, in the sense that robust

synthesis problerns such as ORDAP could still be ill-posed in the problem data.

This point was illustrated in [46] with an exarnple (Exarnple 4) in which the optimal

performance in the ORDAP was a discontinuous function of the open-loop uncertainty
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radius. This suggested that the ORDAP could be ill-posed w.r.t. this quantity, at

least for sorne <:ases. Accordingly, in this subsectioll we use the theory of Sects. 3.1-3.4

to examine the dependence of optimal robust disturbance attenuation on the radius

of the a priori uncertainty. We show that Example 4 of [46] is really a special case,

and that for quite general situations the ORDAP is well-posed for perturbations to

the radius of a priori uncertainty.

In contrast to the behavior exhibited in Example 4 of [46], Smith showed that

the ORDAP was well-posed w.r.t. perturbations to the nominal plant Po for additive

descriptions of plant uncertainty. Hence, in those situations where the ORDAP is well­

posed w.r.t uncertainty radius, we can conclude well-posedness w.r.t. the complete

additive uncertainty description.

Note that well-posedness of the ORDAP with respect to the weighting function

W E H"" follows directly from the representation (95).

Henceforth, we define the function XO : [0, 00) ..... [0, 00)

xo(r) := IIMin (IWI, rlVD Il,,,, (106)

The following theorem identifies the conditions under which the optimal robust

disturbance attenuation depends continuously on the uncertainty radius. We normal­

ize W such that IIWII"" = 1.

Theorem 3.7 For SISa systems where the nominal plant is not purely outer, where

its outer factor is invertible in H"", and where IW(e'BW +IV(e'BW is assumed to be

uniformly bounded below by a strictly positive quantity, the following is true:

1) a) and b) are equivalent conditions,

a) There is no subinterval X of [0, 1Jwith non-zero length such that

• x(r) = xo(r) = r
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•
b) There exists one and one only positive fixed-point of x(·).

2) The optimal robust disturbance attenuation

. f Il W(1 - PoQ) IlID sup 00

Q E H" XEH:'.ft 1 - r XVPoQ
IIrVP.QII.. :S l

is a continuous function of r at r = :z: if and only if the conditions of 1) are satisfied

for the nominal plant Po and the weights W,:z:V.

Proof.

1) Suppose X(,) has more than one fixed-point. Then there e;"ists rh r2 E (0,1] such

that rI < r2 and

(109)

•
Under this condition we shall establish the following two daims, which will prove the

implication a) => b).

Claim 1: X(p) =P for ail p E [rh r21

Claim 2: X(p) = Xo(p) for all p E (rI, r21

To prove daim 1 we note that x(rl) = rh which implies (Theorem 3.2) that there

exists a QI E HOO such that

l.a.e. (110)

From (110) we have that \IVQI\l.. ::; 1 (since rI> 0 because the nominal plant is not

purelyouter). Hence it follows that

for l.a.e 8 and for aIl p Eh, r21 (111)

•
Thus X(p) ::; P for p E h,r21. To prove that X(p) = p "I/p E h,r21 suppose on the

contrary X(P) < p for some p E (rl,r2)' Then there exists a Q E Hoo such that

IW(l- BQ)(ei9)1 + pJVQ(é9
)1 < p- S l.a.e for sorne S > 0 (112)
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(113)

Howcvcr (113) is impossible since x(r2) = r2' Hence the assertion X(p) < P is false,

and we must have X(p) = P '<Ip Eh, r2], proving claim l.

To prove claim 2, we suppose that X(p) > Xo(p) for some p E (rI> r2) and show

that is leads to a contradiction. This assertion implies, invoking Theorem 3.6 and

using the fact that X(p) = p from daim l, that there exists a Q3 E Hoc such that

is the singleton {Q3}' From (Ill), Ql must also lie in A p , thus we condude that•
and that the set

l.a.e.

l.a.e.}

(114)

(115)

(116)

•

Subtracting (110) from (114) in the light of (116) implies that (p - rl)JVQ3(e'B)1 ~

P-rl l.a.e. which in turn implies that JVQ3(e'B)J ~ 1 l.a.e.. From (114) this gives,

IW(l- BQ)(eiB )1 =0 /.a.e. This last conclusion is ruled out by the assumption that

the nominal plant is not purely outer. Thus the initial assertion that X(p) > Xo(p) is

false, daim 2 must be valid, and a) ~ b).

The implication b) ~ a) is established by showing the that negation of a) ~

negation of b), which follows from the definition of fixed-point.

2) From Theorem 2.1 and 3.2 the quantity in (108) is the sma.llest fixed-point of

x,,(r):= inf IIJW(l-PoQ)I+rJxVPoQllloc as a function of r. (117)
QeHOO
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If this fixed-point is unique for a particular x, then its position must be continnons

w.r.t perturbations to x, since Xr(-) is a continuous, non·decreasing funct.ion. This

follows from the fact that if a real continuous function taking positive and negativc

values on a compact interval of nt possesses a unique root, then the location of the

smallest root is continuous w.r.t. perturbations to the function in the uniform metric.

If, on the other hand, the positive fixed-point of Xr is not unique then, following the

proof of 1), positive fixed·points must constitute an interval [r" r2)' If é > a then

XrH(r) = inf IIIW(l-BQ)I+x
x

+
é

rWQllloo
QeHOO x
x+8 x+é

= --r for --r E h,r2)
x x

(118)

(119)

•

•

Il. follows that fixed·points of XrH are excluded from [r~5r" r~5rd. In addition,

fixed-points of XrH must be bounded below by rI, or rI could not be the smallest

fixed-point of Xr' Since é is arbitrary and T2 > Tl, the smallest fixed·point of X(·) is

not continuous al. x.
o

Statement la) of Theorem 3.7 is actually very weak, and almost always holds in

non-pathological situations. For example, in anyof the following cases la) must be a

true statement:

i. W, V E C1 [0, 271"), and W(eiB)J = 1 for al. most one single 0 E [0,71") al. which

\V(eiB)J does not achieve a maximum.

iL I\VII.. < 1

iii. IIWVII.. is bounded above by the optimal robust disturbance attenuation.

Note that none of these conditions apply in Example 4 of [46].
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3.6 ORDAP for MIMO Systems: An Exact Characterization.

In this section, we will deal directly with x, in order to obtain an exact description

of the ORDA? for MIMO systems in a predual space. The development will be similar

to that of Sect.. 3.1 with a modified matrix norm, and will enable the implementation

of the same convex optimization based numerical techniques as in Chapter 4, for

MIMO systems.

Define ÊJ to be the Banach space L::'x" x L::'x" consisting of pairs of n x n matrix­

valued functions defined on the unit circle under the norm,

From Theorem 2.1, the optimal robust disturbance attenuation problem for the

MIMO case reduces to an optimization of the form

(121)

The rest of this section is devoted to obtaining a description of the optimization

(121) in the predual space.

We define X" to be the Euclidean space Cft with the Euclidean inner product,

and Y" to be the Banach space Cft x Cft under the norm defined by

•

Il [ : ]L:= Max (Ixl, lyJ)

From Lemma 6.1 we have that

X• X X"-Xn ~ n, n - n

V" _ y.
Ln - n
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•
where Zn is the Banach space Cn x Cn under a norrn defined by

Il [ ; ]t := Ixl + lyl (125)

The Banach space of bounded linear operators from X~ ..... r;; ullder the induccd

operator norrn (denoted by B(X~, V;)) is isometrically isomorphic to the Banach

space of rnatrix pairs in Cnxn x cnxn under the norrn defi.ned by

Il [ ~2t ] 11_·- sup (IAt (1 + j.'h(1)
<e:rn.I<I$t

(126)

(12i)•

The following defi.nition of the nuclear norm for pairs of matrices is a special case of

the more general defi.nition given in Chapter 6, Definition 6.1.

Definition 3.1 If Ah A 2 E cnxn then the nuclear nonn Il [ ~: ] tue is dcfincd 10 br;

the infimum of aIl sums Ek I!xkllxn ·IIYkllyn , Xk E en, Yk E Vn such thal

[~~] u =~(XrU)Yk Vu EC
n

Lemma 3.3 If T, èI>, A, B E cnxn Ihen

ITri"A +TréI>"BI:5 sup (IA(I + IB(I) ·11 [ ~ ] Il
<e:rn.1<1:9 nue

(128)

•

ln addition for every A,B thcrc is a choice ofT,éI> which makes (128) an cqualily.

Proof. Consider the space of linear operators from X n ..... Yn equipped with the

nuclear norm of Definition 6.1. This is a Banach space after [22) and [8), and following

the notation of the latter reference it is denoted by N(Xn , Yn ). As in the case of

B(X;, y;) above, there is an isometric isomorphism between N(Xn , Yn ) and a Banach

space of matrices cnxn x cnxn under the nuclear norm of defi.nition 3.1. It follows

from Theorem 2.10 of [8) that the dual of N(Xn , Vn ) is identified with B(X;, V;).
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Evaluation of linear functionals can be expressed in terms of the respective matrix

rcprcscntations of the argument and functional in the fol1owing manner. If 4> is

a bounded lincar functional on N(Xn , Yn ) then the action of 4> on an element of

N(Xn , Yn ) possessing a matrix representation [ ~ ] E cnxn x cnxn can be expressed

TriA· + Tr4lB·. (129)

•

[ ~ ] E cnxn x cnxn is the matrix representation (under the isomorphism defined

prior to (126)) of the unique e1ement in the dual space B(X~, y;) corresponding to the

functional 4>. The statement of the isometric isometry between the dual of N(Xn , Yn )

and B(X~,Yn·), when expressed in terms of the respective matrix representations,

establishes both (128) and the fact that (128) can be made arbitrarily close to equality

by appropriate choice of i, 4l E cnxn
• Exact equality for some choice of i and 4l,

then fol1ows from the compactness of closed bounded subsets of cnxn x cnxn in the

nuclear norm.
o

Now define the Banach space Ê. to be L~xn x L~xn under the norm

(130)

•

where the subscript nue denotes the matrix nuclear norm of definition 3.l.

Remark. To establish that Ê. is indeed a Banach space, the ooly non-trivial step

is to demonstrate that it is complete as a metric space (other properties follow from

the fact that Il . IInuc is a matrix norm). Both the norm of B. and the norm of Ê.

are defined in terms of an integral over [0, 211') of a matrix norm on cnxn
X cnxn

•

In the former case, that matrix norm takes the form Max (Str(Gl ),STr(G2 )) while

in the latter case it takes the form Il [ g~ ]1nue for pairs of cnxn
matrices Gl and
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G2 • However, since ail norms are equivalent on cnxn x cnxn

• we condude that. the

norms of B' and Ê. must also be equivalent. Since the Banach space B. is compll'l.,·

(Appendix A), we condude that Ê. must also be complete. Thus Ê. is a Banach

space.

Define the subspace of 81. of Ê. as in (49). The following thcorem identifies t.he

predual of Ê. and the preorthogonal complement of 81.'

Theorem 3.8

•. (Ê.)" ~ Ê

n. (8.)1. ~ S under the iscnnorphism of i.

(131 )

(132)

•
Remark. A corollary 1.0 Theorem 3.8 establishes the existence of an optimal Q E

H:Xn for the optimization described by

(1:l3)

when assumption (Al) applies 1.0 the weights W and "if derived from W, WI, V, Po in

(133) in the manner described in Sect. 2.4 (d. remark following Theorem 3.2).

Proof of Theorem 3.8. i. As in the proof of Theorem 3.1, <p is a bounded linear

functional on Ê. iff il. has the representation,

<p(G) = [GIK] (134)

•

where [·I·]is a bilinear fonn on Ê. xÊ taking the fonn of (51), K = [ ~: ] E Ê, G =

[g: ]E Ê.. Exactly as in the proof of Theorem 3.1, we can establish that the J(

of (134) is uniquely specified by <p, and so the required isomorphism is cstablishcd.

Next we prove that the isomorphism is isometric. From Lemma 3.3,
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(136)

Thus the bilinear form ['IK] defines a bounàed linear functional on Ê. with induced

norm bounded above by IIKlls' To prove that this upper bound is in fact equal to

the induced operator norm, we mimic the argument used in the proof of Theorem 3.l.

From the definition of the essential supremum there exists a sequence of Lebesgue

sets {nk}f:l of strietly positive Lebesgue measure m(nk ) sucb that for 8 E nk

(137)

•

•

From Lemma 3.3, it is possible to define G(k) E Ê. for k = 1,2 sucb that,

for 8 E nk TrG\k) K;(ei8 ) + TrG~k)K;(ei8 )

= sup (1KI (é8KI + IK2(e i8KI) .11 [ GG~::«e~:)) ] Il (138)
CS".ICI$1 1 2 e' nu.

and Il [ ~t::~:::~ ]L. -m(~k)
for 8 ~ nk Gi1l (ei8

) = Gi2l (ei8
) = 0 (139)

Hence IIGlis. = 1 and I[GIKlI ~ IIKlls -î. Since k is arbitrary, we have deduced

that the induced norm of 4> is indeed equ~ to IIKlls'

ii. (132) follows direetly from the proof of Theorem 3.1b, since this argument does

not exploit any topological properties of the space B•.
o
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Chapter 4

Summary of the Numerical Solution to ORDAP based on

Convex Programming

In this chapter we will brieBy summarize the arguments that allow COllYCX pro·

gramming techniques to be used in conjunction with duality thcory to producc iL

numerical solution to the two-disc optimization of (2).

4.1 General Remarks

The results of Chapter 3 included predual and dual representations of the two­

disc problem of (43). These comprise maximizations or suprema' in contrast to the

infimum of the original form (43). Thus, the results of Chapter 3 lead naturally

to a dual pair of numerical solutions, which approach the optimal po from opposite

directions, and have the virtue of producing estimates of po together wit.h tolcrances

on these estimates:The numerical solutions, which are based on convex programming

methods (sec Boyd [5]), will be brieBy summarized here for the 5150 case and used

to compute the example cited in Chapter 1. For convenience, W is normalized such

that IIWlloo ~ 1.

The first of these solutions, which will be referred to as the 'primary', exploits

the fa.ct that IIIW(I- PoQ)1 + IVPoQllloo is a convex function of Q. The problem

(2) is infinite-dimensional in the sense that there is no finite limit to the number

of parameters genera.lly required to specify Q. However, (2) ca.n be approximated

•
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•

by a finite variable convex optimization in the following manner: restrict Q to lie

in the space 1>m consisting of degrec m analytic trigonometric polynomials of the

form ao +alZ + ... + amzm with real coefficients, and then discretize the unit circle

sufficiently finely w.r.t. m. 7 This yields a convex problem in the variables ao, ... , am'

For any fixed m, thcse convex problems generate upper bounds for po and suboptimal

controllaws, since Q is restrieted to a proper subspace of Hoo. Such problems are then

standard applications of convex programming techniques. The technique that will be

employed here is the Ellipsoid a1gorithm of Shor, Yudin and Nemirovski [45]. This

a1gorithm is chosen primarily for its non·hueristic stopping criterion [5]. That is, for a

prespecified tolerance f the Ellipsoid algorithm will terminate only when the estimate

of the optimum is guaranteed to be within f of the true minimum. This a1gorithm has

the advantages of simplicity, robustness, and polynomial execution time. However it

can be slower than other methods such as the method of analytic centers.

The second or 'dual' solution exploits the representation of (2) in the predual,

as follows. po can be expressed in terms of the following minimization,

1 ([ U·W ])1 ( ([ U·W ]))po = sup 4J = - inf Re 4J .
<leSJ..II<1l1s.:9 0 <lesJ..II<1l1s.$l 0

(140)

•

(140) holds, since for fixed U·W, 4J ([ U~W]) is a linear function of 4J and SJ.

is a subspace. The dual solution is therefore -1 times the convex minimization

shown on the right of (140). For the purposes of simplifying this minimization, the

preorthogonal complement SJ. described in (49) can be shown to take the form

7the meaning of the term 'sufliciently finely' is discussed in 4.2
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•

X is then restricted to lie in the subspace of LI consisting of trigonometric polynomials

of the form a_",:-'i' + 000 +ao+ al: + 000 + a",:T denoted by 9mo y is restricted to the, ,
subspace of H~ comprising m-dimensional anti-analytic trigonomctric polynomials of

the form a-l:-1 + 000 + a_m:-m denoted by 'Hm (m is assumed to be even)o After

sufficiently fine discretization of the unit circle, the resulting finite variable constraincli

convex optimization yields upper bounds for the infimum in (140) and lower bounlis

for the optimization represented by POo It cao be shown that as m - 00, the upper

and lower bounds obtained by this procedure convergeo This follows from the fact that

any continuous Hoo function on the unit circle cao be approximated uniformly by fI'"

polynomials, and any integrable HJ function on the unit circle can be approximated

in the mean by HJ polynomials. Thus, both finite dimensional convex minimizations

approach the infinite-dimensional minimum.

It should be noted that the dual formulations of (47) are critical to the im­

plementation of this method. While convex programs based on the finite variable

approximation to the primary problem produce upper bounds for /Lo, they give no

indication of how far these estimates are from the optimum, and so by themselves are

of limited utility. The lower bounds obtained from the dual problem, though, enable

such estimates of /Lo to be expressed to a known tolerance.

4.2 Approximate Representation by Euclidean Convex Optimizations

4.2.1 The Primary Problem

To establish a Euclidean vector problem which approximates the primary opti­

mization (2) we use the following representation

(142)
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•
If Q is then restricted to lie in the subspace Pm, the resulting optimum is defined to

be

Jl~m) := Q~t II[ U~W ] - [ ~~~,' ] Qt
If IIWlloo :5 1, then Jl~m) :5 I. Thus Q can further be restricted to those elements of

Pm which satisfy the inequality (144) below, without effecting the infimum in (143).

•

IIIU·W - WA-'QI + IVA-'Qlllco:5 1

If (144) holds then we have that

IWI
2

i8 1· i8 12IWI2 + 1V12(e ). (AU - Q)(e )

1V1
2

i8 i8 2
+IWI2+1V12(e )·IQ(e)1 :5 1 /.a.e

::} Min (I(AU· - Q)(ei8)1, IQ(ei8)i) :5 1 /.a.e.

::} IIQllco :5 1+ IlA1100

(144)

(145)

(146)

(147)

•

Since Q is a degree m trigonometric polynomial in Pm which satisfies (147), then by

Bernstein's theorem (sec for example [42]) we conclude that IIQ'lIco :5 m(1 + IIAII).

Thus, we have established that Jl~m) can be found by searching over the subset of Pm

defined by (147). Moreover the derivatives of ail such Q are uniformly bounded above

by m(1 + liA 1100). This second point is a key issue because the uniform boundedness of

this derivative, coupled with the assumption that W, V, U·W are uniformly Lipschitz,

allows us to compute (143) based on inspection of a sufli.ciently fine partition of

discrete frequencies. In particuiar, for each Q E Pm which satisfies (147), the function

of 8 described by

(148)
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is uniformly Lipschitz in 0, with Lipschitz constant bounded above by

Lip(U'W) + (1 + IIAlloo)' {Lip( ~) +Lip( ~) +2m} := L. (\.I!l)

The function Lip(·) denotes the l.u.b of ail uniform Lipschitz constants associat.ed

with its argument. Define, for a fixed ~, N. := int (~), and Ok := ;:. for integers

k E [l, N.]. From the uniform Lipschitz continuity of (148), ail Q E "pn• which satisfy

(147), also satisfy (150).

IIIU'W - WA-'QI + JVA-'QI L
-MaxkeZn[,.N.l (I(U'W - WA-'Q)(e;o')1 + IVA-'Q(e;O')I) E [-(,Cl (150)

It should be noted that the uniform partition of the unit circ1e may be conserva·

tive, in the sense that non-uniform partitions with fewer e1ements may be found, for

which (150) is also satisfied. From the point of view of actual computation this would

mean great savings in memory and speed of the resulting programs. The uni;i>rm

case is considered here for the c1arity of presentation.

The optimization represented by the quantity JL~m) can now be reduced to a

Euclidean vector convex problem, incurring an error smaller than , in the following

manner. Define x E m.m+I to be the vector of coefficients of Q E "Pm in ascending

powers. Let Sm C m.m+I denote the convex set consisting of ail coefficients x of those

Q E "Pm which satisfy (147). Throughout this chapter, for cases where Po, W and

V have rcal Fourier coefficients, the polynornials of "p... , 9m and 'H.mcan be taken to

have rcal coefficients without e!fecting any of the optima cited. The computation of

JL~m) is, to accuracy E, approximately equivalent to
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+IVA-1(eiO.) Ï:xreiro'l) =: ii&m)
r=O

(151) can then be expressed in the following Euclidean vector form.

ii&m) = inf lIabs(b - Ax) + abs(Cx)II,N.
=ESm 00

(151)

(152)

•

where abs(·) denotes the Euclidean vector obtained by taking the magnitudes of each

element of the argument vector, b is the N. dimensional column vector defined by

[b]k = U·W(e iO.), A is the N. x (m+ 1) matrix defined by [A]r.• = WA-1(eiO')ei(.-I)O"

and C is the N. x (m + 1) matrix defined by [C]r.• =VA-I(éO')ei('-I)O,.

4.2.2 The Dual case

The first step in obtaining an approximately equivalent Euclidean vector opti­

mization for the dual problem (140), is to obtain representations for SJ, (49) and the

bilinear forms of (51) in terms of W and V. The two terms in (49) that must be

expanded are (I - RR")(LI X LI) and RJi~. Since R =A-I [ ~ ] , (1 - RR") can

be manipulated into the form

iO 1 [V.][ ](1 - RR")(e ) = !W12 + JVI2 -W. V-W (153)

•

Thus (1 - RR")(LI x LI) = IWI2~JVF' [ _~. ] LI from assumption Al RH~ =

A-1 [ ~ ] H~ = IWI2~JVI2 [ ~ ] A_H~. Since A_ is an invertible e1ement of H
oo

(from assumption Al), we obtain RH~ = IW12~jv12 [ ~ ] H~. Thus,
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Using this representation, the constraint that G E SJ. must satisfy IIGIIB. :5 1. can

be e.xpressed

(155)

•

and the bilinear forms of (51), for K = [ U~W ] and G E SJ. can be expressed.

[GIK] = 2~ t" IWI2 ~ 1V12 [UW' 0] ([ _~. ] X + [ ~ ] Y) dt (156)

The second step towards attaining the desired representation mirrors the argument of

4.2.1. X and Y in (154) are respectively restricted to 9m and ?-lm, with the result that

lower bounds for the optimization of (140) are obtained. For X E 9m and Y E ?-lm,

we will show that the constraint that the B. norm of each element of SJ. in (154) be

less than or equal to unity (155), implies that the derivatives of X and Y on the unit

circle are uniformly bounded. The assumption of Lipschitz continuity of W and V,

enables the integral of (156) and the integral implicit in (155), to be approximated

by certain weighted SUffiS. Each integral represents the evaIuation of the functional

represented by K, and the norm restriction in (155) respectively.

Han element of SJ. has representation (154) and has a norm bounded by unity

i.e. (155) holds, then

IIIWl2 ~ 1V12 (V.X + Wy)lll :5 1 and

IIWI2~1V12(-W'X+Vy)111 :5 1

(157)

(1,58)

•
Multiplying the term inside the norm symbols in (157) by V, then multiplying the

corresponding term in (158) by W and subtracting, followed by the application of

the triangle inequality gives IIXIII :5 1 + IlVlloo. A similar argument yields IIXIII :5

73



•

•

1+ 11V1l00. It follows that each of the Fourier coefficients of X and Y are bounded by

1+!1V1l00. Thus if XE 9m, y E'Hm then IIXlloo ~ (m+l)(l+llVlloo), IIYlloo ~ m(l+

11V1l00) and the derivatives w.r.t 0 of X(ei8 ) and Y(ei8 ) are such that IIX'(ei8 )lIoo ~

m(".;+2)(1 + 11V1l00), IIY'(ei8)1I00 ~ m(-;+t)(1+ 11V1l00). Thus for XE 9m, y E'Hm each

clement of Si in (154) has uniform Lipschitz constant bounded above by

(l + IIVlloo) {(m + 1) [Lip CWI2: 1V12) + Lip CWI2 : IVI2)] + m~l}
=: L1

The integrand of (156) has uniform Lipschitz constant bounded above by

( Il Il ) {( . ( U'WV) . ( UIWI
2

) 5 2 3 }1+ V 00 m+ I)L~p IWI2 + IVI2 + mL~p IWI2 + 1V12 + Sm + i m

:=L2

If Ok are chosen as in 4 '.1 with N. = int "Me=J~,.L,l then the norm in (155) is within

f of

1 N. 1 .
N. (; IWI2 + 1V12(e·

8k
).

Max (IV'X(ei8k )+WY(ei8k )l, 1- W'X(e'8k) +VY(ei8k )1) (159)

and the integral of (156) is within f of

(160)

If x E IR.m+l, y E IR.mare respective!y chosen to be the coefficients of X and Y in

ascending order, then (159) can be written,
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•
and (160) can be written,

( 162)

•

•

where w'f.. is an N.-dimensional row vector, whose cntries are an l, Max denotcs the

vector formed by taking the element-by-element ma.'Cimum of its two argumcnts, and

[A(l)] _ UW·V· ( .8.) '8.(r-'i--l) [A(2)] _ UIW\' ( ,0,) .-;0,>

k.r - N.(!WI2 + IV12) e e , k •• - N.(!WI2 +IVI') C C

[B(l)] _ V· ( .8.) '8,(r-1'-1) [B(2)] _ W ( ;0,) -;.•0,
k.r - N.(IWI2+IV!2) e e , k •• - N.(IW!2 +IVI') C C

[CIl)] _ - W· ( .8,) '8,(r-'i--l) [C(2)] _ V ( .0.) -;.•0,
k.r - N.(IWI2 + IVI2) e e , k •• - N.(!WI2 + IVI') C C

where k is an integer between 1 and N., r is an integer between 1 and m + l, and s

is an integer between 1 and m. Thus the Euclidean vector convex optimization,

-inf{Re (wf.. [A(l) A(2)] [;]) +2f : [;] E IR,m+t,

IIMax{ abs [B(l) B(2)] [; ] ,abs [C(l) C(2)] [;]}t ::; I} (163)
N.

is a lower bound for /la (43).

4.3 The Ellipsoid Algorithm of Shor, Yudin and Nemirovsky

Both optimizations of the type (152) and (163) are fairly standard applications

of numerical convex programming tp.chniques [5]. Outlined here is the Ellipsoid al.

gorithm of Shor, Yudin and Nemirovski [45], whose implementation is discussed in

detail in [5]. The only non-standard fcature of (152) is that the co~~ set Sm has no

simple description in coefficient space IRm+l. ,[his problem is dealt with by taking

the starting ellipsoid in the Ellipsoid algorithm 1.0 contain Sm and then treating (152)

as an unconstrained optimization. This is justifiable so long as the final x obtained
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for (152) does indccd lie in the set Sm. Although this is not guaranteed a priori, the

condition that x correspond to a Q E Sm can be tested for upon termination of the

algorithm. We i.ave found it to hold in the numerical implementations that have been

tried. If the final x does not correspond to a Q E Sm then an alternative to the devel­

opment of 4.2.1 must be used in which the set Sm is replaced by a Euclidean sphere

in coefficient space, and new derivative bounds established for Q as in the argument

of 4.2.2. This would result in larger derivative upper bounds for Q, and necessitate

a finer partition {Ok}. This could have been done at the outset, therebyeliminating

any potential problem, at the cost of slower algorithm execution and more memory

usage.

Coding the Ellipsoid Aigorithm is merely a matter of substituting the above de­

scriptions of the matrices A, b, [A(1) A(2)], [B(I) B(2)], [C(l) C(2)] into the

standard forms given in pages 326-328 of [5]. Implementation of the Ellipsoid Algo­

rithm requires the computation of subgradients of the objective convex functionals

(152) and (162), and of the constraint functional for the dual problem (161).

Let us briefly summarize the derivation of the appropriate subgradients. In

order to find the subgradient associated with the functional represented by the un·

constrained form of (152), let ,pk be the convex functional on JR.m+l defined by

(164)

•

The subgradient set for ..pk at X (where ..pk(X) =ft 0) contains the subgradient set of

the convex functional defined by

(165)
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•
Thus, a subgradient of the functional tPk at x = x, tPk(X) # 0 is

(
1'(A- b) )ek x- T

Re le[(Ax _ b)I A ek ( 166)

On the other hand, if tPk(X) =0 then x is a global minimum for tPk, and 0 is a sub·

gradient. A similar argument shows that the subgradient set of the convex functional

represented by

(16;)

includes the element

(169)

(168)

If ,z,k(X) = 0 then x is a global minimum of .pk and 0 is a subgradient. Thus, the

subgradient set at x for the functional obtained by taking the maximum of .pk + ,z,k

over ail integers k between 1 and !v~ (i.e. the expression (152)), contains the clement

(
er,(Ax - b) T ~ T )

Re ler,(Ax _ b)I A eko + ler,Cxl C eko

•
where ka := argmaxl$k$N.eI[abs(b - Ax) +abs(Cx)]. Note that the first term is

taken as zero if .pko(X) = 0, and the second term is taken as zero if ,z,ko(X) =o. Thus,

(169) represents a subgradient of the convex functional defined in (152).

Define a convex functional 4> on 1R.2m+1 by

4>(w) := Re (w~. [A(l) A(2)] w) (170)

The subgradient set for 4> comprises the element

([
A(l)T ] )

Re A(2)T WN.
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•

•

Thus (lil) gives a subgradient for the functional defined by (162).

In order to obtain a subgradient for the constraint functional of (161), define the

convex functionals q,~l), q,~2) on IR2m+t,

q,~l)(W) := IcI [B(l) B(2)] wl = MaXBE[0.2~)Re (e'Bei [Bll) B(2)] w)
q,~2)(W):= IcI [CIl) C(2)] wl = MaXBE[0.2~)Re (e'Bei [C(l) C(2)] w)

The subgradient set for q,~l) at w E IR2m+l which satisfies q,~l)(w) # 0 contains the

vector

(
~ Bl

l
) B(2) P [Bll )-] )_.

Re 1er [Bll) B(2)] wl B(2)- ek -. gk(l)

The subgradient ~et for q,~2) at w such that q,~2)(w) # 0 contains gk(2), which is defined

as for gk(l) but with Band C interchanged. If q,~2)(w) =0 or q,~2)(w) =0 then the

respective subgradient sets contain 0, and the respective gk term is defined to be zero.

Thus, a subgradient of the constraint functional defined by (161) is

N.

L gk (argmax r =1.2[q,l:")(W)])
k=l

4.4 An Example.

(li3)

•

In this subsection the methods of this chapter are used to estimate x(r) for a

case where the location of the fixed point is highly sensitive to inaccuracies in the

estimates of x(r). The results of this computation were used to plot the curve of Fig.

3 in the introduction.

We plot estimates of x(r) (d. (152)) and its related predual problem as a

function of r E [0, 1], in order to estimate the optimal robust disturbance attenuation.

The weights W, V are O.li (1.~tO;2.)3 and 0.22 (O.lS;hf respectively. The nominal

1 t R · l 9-0 1. t t d' th . t d ct'P an ° IS (1+.j(1.9+0.h)' as s a e lU e lU ro u lon.
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Figure 9: Plots of cstimates of x(r) vs r based on convex optimization

The lower curve in fig. 9 is generated by a convex program for the finite variable

problem (m = 6) resulting from the infimum in (163). The upper curve is produced by

a convex program for the finite variable problem (m = 6), resulting from (1.52). The

curves are generated by an ellipsoid algorithm for the finite variable approximations

to the primary and dual problems. The parameter r takes on the values of successive

•
multiples of 0.01, from 0.02 to 0.43 i.e., a total of 42 numerical optimizations, each of

which is computed to an accuracy better than ±0.002.

79



•

0.9 .

•

0.8

0.7

0.6

o.s

0.4

0.3

0.2

IVI.

· "·····r···· .. ·.. ··· .. ·~· .. ····· .. ··· ..·r· ..···· ' .
..............~ ~ ·············1············ j .

........... '"j''' 'j'" ~ O"j'" .," .

.............. ~ ~ !. ...; ;..... . : ~ , '. . , .

...........+ j j : , , ..

: '
0o~=-'-------'-----'---'- _-:""_-,-_-,-_-,-'=::::;,,_-l

0.1 0.2 0.3 0.4 O.S 0.6 0.7 0.8 0.9 1

0.1 · ··i..·..· ..·.. ·.. ' + :.. : : "'."' ..

Frequency (multiples of pi)

Figure 10: Magnitudes of the weights W and V vs frequency
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Chapter 5

The Asymptotic Case of Almost Complementary

Weightings

In this chapter we investigate the ORDAP for the case where the infinity norm

of the product of the weightings W and V is small compared with the optimal ro­

bust performance. Under this condition we label the weightings W and V 'almost'

complementary. For almost-complementary weightings, approximate solutions of the

two-disc problems are obtained, which are expressed in terms of Hankel norms that

can be computed by standard means. When combined with a bound on the slope of

the function x(·) in the vicinity of the fixed-point, these approximations yield approx-

imates solutions to the ORDAP which are accurate in the limit of small IIW·VII .

AIso, explicit tolerance limits are derived and shown to be proportional to IIW·VII .

Finally, bounds are obtained on the growth of optimal robust performance vs the ra­

dius of the sphere of uncertainty B(Po,V). The bounds are independent of any plant

or weighting characteristics and strengthen the continuity result of Theorem 3.7.

One of the qualitative deductions of Chapter 3 was that increases in the plant

uncertainty on one frequency range produce a strict reduction in the potential for

disturbance rejection over aH other}requency ranges (see Sect. 3.5.2). Part of the

objective of this chapter is to gain grea.ter insight into this phenomenon by explic­

itly askingj what is the coupling between sensitivity on one frequency interval and

uncertaintyon another? In particular, if frequency response information is ava.ilable
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•

•

over a limited frequency range, what are the characteristics which limit or t'nhancl'

the ability of feedback to reject disturbances on that range? Implicit in this question

is form of the ORDAP, since there is uncertainty outside the range where frequelll'Y

information is available. Although the material of the last four chapters has illullli­

nated the ORDAP in both qualitative and quantitative settings, it lacks the explidt.

nature of a closed forro solution and so cannot be used directly to gain an int.u­

ition for these questions. By contrast the approximate results of this chapter. which

apply where disturbances and plant uncertainty occur over predominantly different

frequency ranges, are more explicit. They enable us to isolate the factors affect.ing

the coupling between uncertainty and perî!'lrmance.

The following assumption, which includes the notion that W and V are almost.

comp!".mlentary will be needed throughout this chapter.

A4 W and V are commensurate (sec definition 2.1) and IIW·Vlloo =(« 1.

5.1 Mixed Norm Problems and the Hankel/Toeplitz Approximates

For this section, we shall assume that the ORDAP takes the form of (16) of

Chapter 2, with W1 = l and W and V commensurate. The resulting mixed norm

two-disc problem takes the forro

inf Il [ U - PoQ)W ] Il =: p.
QeH:'.. PoQV B

The initial objective is to approximate 1174) by a standard HOO 'two-block' op-

timization. This will then be minimized by Hankel methods to give upper and lower

bounds for p., which should should be accurate in the limit as IIW·Vlloo ..... O. For

this purpose introduce the cost functions,

J(Q,8,O:= {lU - X)W(I + IXV(I}(eio)
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•

whcrc PoQ is dcnotcd by X. Then,

Il = iuf esssup{J(Q,O,(): 0 E [0,270),( E en, 1(1 = l}
QEH~J(n

We start with the idcntity

J2(Q, O,() - J&)(Q, 0, () =2{1(I - X)W(I.IXV(I}(és) (li5)

from which we will gct an approximation of the form

J2(Q,0,() _ Jf2)(Q,0,()+2{1(I-X)W(I.IXV(J}(c;S)

- Jf_)(Q,0, () + t..(0,() (li6)

Where J~)(Q, 0, () is a nominal cost consisting of terms which are quadratic in X or

do not involve X, and t.. is a residual term.

Since W and V are assumed cornmensurate they ca.n be expressed in the form

W = w.A, V = v.A where w., v. E HOC and A E H~n' IA(c;S)1 = Il.a.c..

Since W, V E H~n' JloglWldO > -00, Jlog(lWI + !Vi)dO > -00, which

implies that !WI and (IWI + IVi) admit spectral factorizations

IWI = (IWi)-(IWI)+ (IWI + !Vi) = (IWI + !Vi)-(IWI + !Vi)+

•

where (.)+,(.)_ denote functions which are outer, or have outer adjoint, respectively.

The functions (1 + *1)+ and (1 + *1)- are defined by the identity, (1 + *1):1: :=

(J~tttl)*. Deline M to be the unimodular scalar function whkh satisfies M- -

( .l!1) -1 ( .l!1)1+ IWI _ 1+ IWI +'

Let rA denote the Hankel operator with symbol A. The first result is an estimate

for p.2•
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Theorem 5.1 For eommensurate weighl< W and V,

satisfies,

UJhÏ<:h impiies that p.2 = IIrM -B-wII2 + S' where 0 ~ S' ~ IIW-V\I",

(liS)

A Junetion Q E H:'xn whose cost J(Q,9,() satisfies (177) can be Jound as a

solution to the Hankel Toeplitz prob/em determined in (182) oJ the Jollowing.

• Proof. (liS) assumes the form

2{1(1- X)W(I.IXV(I}(e'9)

= 2{lw.I.lv.IW - X)A(I.IXA(I}(e'9) ( as Iw.1 = IWI, Iv.1 = IVI)

= {IWI.IVI.[I(1- X)A(12+ IXA(12- (1(1- X)A(I-IXA(1)2J}(ei9
)

•

2{1(1- X)W(I.IXV(I}(e'9) (li9)

- = ("{IWI.IVI.[A"(1- X)"(l- X)A + A"X"XA - ~A"A1}(e'°)( + Il(O,()

where 1l(6,() := {IWI.IVI.[!IA(12 - (1(1- X)A(I-IXA(I?]) which satisfies

-~(IWI.IVI.IA(12)(e'9) ~ 1l(9,() ~ ~(IWI.IVI.IA(12)(eiO)

so - ~IIW"l'llco ~ Il(D, () ~ ~IIW"Vllco
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•
il rolJows from (17.5) and (179) that J can be approximated by a quadratic function

J(-),

whcrc,

J'(Q,O,() = Jl.)(Q,O,() + t.(0,() (180)

•

•

J(2.)(Q,0, () _ ç{A·(l- X),"{IWI2+ IWI.JVI)(l- X)A

+A·X·(JVI2 + IWI.JVI)XA - ~IWI.JVIA'"A}(e'B)(

- ('"{A·X·(jWI + JVI?X A-A·X·(IWI2+ IWI·IVI)A

-(IWI2 + IWj.IVI)A·XA + (IWI2+ ~IWI.JVI)A·A}(e'B)(

Upon completing the square, get

Jl.)(Q, 0, () = 1 [(IWI + JVI)~XA - (IWj + JVI):2(1WI + JVI)IWIA]( 1
2

+~{IWI.JVI(·A·A(}(e'B) (181)

Recall that X = PoQ, P = BHo. Define the modified weightingfunction Wo = (IWI+

JVI)~A. Observe that in (181) we can equate the factor (!WI + JVI):2(1Wj+ JVI)IWIA

to the ratio of Nevanlinnaclass functions introduced above, (1+*1) =1 (1+*1) +W =
M·W (since (IWI)~A =W). Then (181) takes the form,

J(.)(Q, 0, () = {I (HoQWo - B·M·W)( 1
2 + ~IWI.JVI.IA(12}(e'B) (182)

The minimization of esssup{J[.)(Q,O,() : 0 E [0,2'll'),( E C",I(I = 1} is now a

standard Hankel-Toeplitz ('two block') problem, whose solution gives (177).
o

Remark. In the limit as IIW·Vlloo -> 0, p approa.ches IIrs o M'"wll which is a solution
-

to a 'one block' problem (i.e with V =0) but with symbol changed from B·W to
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B"M"W. The effect of thc non-zero V is captured by the unimodu\ar multiplirand

M". In general M" does not approach the identity as I1W-VI1", --> O. The moti\""t.in~

example of Sect. 2.5 of Chapter 2 is an instance of this phenomenon.

5.2 Computability of the Hankel/Hankel Toeplitz Approximation to \

If we are to exploit these 'sum of squares' two block estirnates in the approximate

solution of the ORDAP, either they must be explicit1y computable or there must

be sorne rnethod of approxirnating thern by nurnerical1y accessible quantities. The

question arises because, evcn for rational W and V, M" rnay be irrational (in general

it is), and so the estimates cannot always be found directly. Note that [61] provide<l·..

rneans of finding I1rM"wli for non-rational inner functions M and rational W EH"',

however in this case the M is not necessarily in Hoo, so these rnethods cannot be

applied.

Lernma 5.1 gives a necessary and suflicient condition for M" to be a rational

function, which however cau be quite restrictive. Lernrna 5.2 exhibits a suflicient

condition for the weaker conc1usion that W M" is continuous on [0, 2ll"}, al10wing it

to be approximated by rational functions. B"W continuous on the unit circ1e is a

suflicient condition for both IIfM-B"wli and infqEH:'xn Il [~~~I~Vï)~A]Lto be

approximated to arbitrary accuracy by standard Hoo optimization problems for finit.e

dimensiona! systems.

Lemma 5.1 IfW, V:l:l E H:Xn and W and V are commenslLrate thcn M" is rational

if and only if W =V2V for s('me rational Hoo flLnction v.

Lemma 5.2 If in addition to the asslLmptions of Lemma 5.1, W(e iO
) and V(e iO ) are

lLniformly Lipschitz on [0, 2ll") then there exïsts an ezplicitly complLtable seqlLence of
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•
rational funetions R k such that R k -+ W M" unifoT71lly on the unit circle.

Proof of Lemma 5.1 Let>' be the Hoo function defined by the identity >.I = V-I W.

M" E'RL
oo

Ç} (1 + I~D + E'R.

Ç} 1+ 1>.-11 E 'R.Ç} 1>.-11 E 'R.

(183)

(184)

Bence, since Ir logl>'(ei8 )ldO > -00 (because >. E HOO), there exists a unique outer

rational Hoo function v which satisfies the equation ([7]),

Iv(e'8W = 1>'(ei8 )1 for almost al/O E [0,2r.) (185)

•

•

Thus Iv2 1= 1>'1 a.c. Because both h2 and v are outer functions (185) is equivalent to

>. = V2 and the lemma is proven.
o

Proof of Lemma 5.2 If we cao show that WM" E C[0,2r.) then the lemma will

be proven. This follows because partial Cesaro sums of Fourier series of continuous

funetions converge uniformly on the unit circle.

(1+ mt( i8) _ (1)'1 + 1)+ (I>'IL
- arg (1+ lilt e - arg (1)'1 + IL (1)'1)+ (186)

- 2arg (P.I + 1)+ - 2arg (p.l)+ =2arg (1)'1 + 1)+ - arg>'(ei8
),

if W( ei8) ::f: O. From the assumptions of uniform Lipschitz continuity, commensurate

weights and V=l E H:'xn' it follows that À(ei8 ) is continuous on [0, 2r.). Define the set

C:= {O E [0,2r.) : IW(ci8 )1 > O}. Ifwe cao show arg(JÀI)+(.) and arg(IÀJ +1)+(,)

are in C[0,2r.) then M"(é8) would be continuous on C. WM"(ci8 ) is forced to be

continuous on the set [0, 2r.) -C, since W is continuous and zero on this set, and MO'

is allpass. Since (IÀI)~ =À, we need only show that arg (IÀI + 1)+ (.) is continuous
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•
on C, and the lemma will he provcn.

arg(\'\1 + 1)+ (e i8
) = ~ f K(O,t)/og(I'\1 +1)(eit )dt ( 18i)

•

•

Since V-1 E H~n and V(ei8 ) E LIP, (where LIP denotes the class of nniformly

Lipschitz continuous functions on [0,2r.)), we have V(ei8 )-1 E LIP. Hencc ,\ E

LIP =? 1,\1 + 1 E LIP. This implies that /og(I'\1 + 1) E LI P. Thns from Koos;,

[32] Chapter V, Sect. E pp. 140, the integral expression on the RHS of (lSi), as a

function of 9, is uniforrnly continuous on [0,2r.). Hence we have continuity of W M­

on the unit circle and the lemma is proven.
o

Remarks.

1. IlfB-n.1I can be found by standard methods (e.g. [58], [19], [61]), and IWB·n.lI­

IifM;B'W II·
2. The assumption of Lipschitz continuity in Lemma 5.2 is satisfied by any H~"

rational functions W and V.

5.3 Estimates of the Slope of X(·).

In this subsection we derive an estimate for the slope of the function X(·),

under assumption A5. This estimate, given in Lemma 5.3, applies for f sufficiently

small in the statement of A4. It bounds the slope of chords joining (ro,x(ro)) to

(ro + x,x(ro + x)) for x ~ °to be strictly less than a constant which is strictly

less than unity. This estimate will enable us to conclude, in section 5.4, that the

approximations to X derived in Sect 5.1 will yield approximations to the fixed-point(s)

of x.
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Lemma 5.3 Under assumptions A1 and .44, if f < f.; where ra is any /àed·point of

x, thw for ail x> 0,

(
4 + !ll.)x(ro + x) - x(ra) ~ x --'
4+ra

(188)

•

Remark. The quantity ::! is close to unity for sma1l ra, resulting in crude1

tolerances for the estimates of the optimal robust disturbance attenuation which

are based on approximations of X. ln the absence of any additional assumptions

this is unavoidable, since in the motivating example of Chapter 2, Sect. 2.5, a

function x(-) was exhibited, satisfying the assumptions of Lemma 5.3, for which

x(ra + x) - x(ra) ~ x(l - 2ra) for small ra.

Proof of Lemma 5.3. Fix é > O. If x(ra) =ra there exists Q E H:'xn such that

ess sup sup (1(1 - BQ)W(e,s)(1 +raIBQV(eiS )(1) ~ ra +é (189)
Se[a.2n) c~n. ICI$1

Define Q:= ';tl:Q where x > °and sorne À E (0,1) which will be defined below.

(188) will be proven by exhibiting an upper bound for

ess sup sup (1(1 - UQ)W(eiS)(1 + (ra + x)IUQV(eiS )1) (190)
Se[a,2n) c~n. ICI$1

for an appropriately chosen constant À. This is in turn an upper bound for x(ra+X).

Define eP(eiS ):= SUPc~n,ICI$1 (1(1 - UQ)W(eiS)(1 + (ra +x)JUQV(eiB)I).

The upper bound is derived by applying two sets of inequalities for </> to the following

two disjoint sets of the unit circle.

•
A := {IJ E [0,211")

B := {IJ E [0,211")

IW(eiB)1 1
':"'-r"-a~ < 2}

lV(eiB)1~ 2e} n AC
ra
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•
Since W and V are commensurate and Il IWI·\VI Il,,,, :5 (WC havc AU B = [Ll.:.!,,).

Since Q- =~Q-"o+r ,

",(éS):s; sup Co + Ax {lU - BQ)W(c's)(1 + (ro + x)JBQq,·i~)(I}
esr-. lel$1 ro + x

+ (1 - A)x IW(eiS)(I) for a.e 0 E [0,2,,) (Ul:l)
ro+x

:s; ro + AI (ro +8 + xIBQV(eiS )1) + (1 - A)x IW(c,s)J l.a.c (19.1)
~+x ~+x

From (189) we have IBQV(eiS)1 :s; rQ
r;$ VO E [0,211'). If 0 E A, IW(c,S)1 :5 !f. In th,'

light of these two inequalities (194) gives,

r/>(eiS):s; sup (1(1- BQ)W(eiSKI + roIBQV(e i6 KI
esr-. lel$1

+(1- A)x IQW(eiSKI + AIIBQV(e,oKI) (196)
ro+x

:s; sup (ro+ 8 + (1 - À)x IBQW(éSKI + ÀxIBQV(eioKI) (197)
esr-, lel$1 ro + x

•
. I+A AxoE A ~ 4>(e's) :s; ro + x-?- + 8(1 + -)l.a.c_ ro

We may also write,

(195)

•

where each inequality holds l.a.e in O. From (189) we have

sup (IBQW(eiSKI + roIBQV(eiOKI) :s; ro + 1 + 8 (198)
esr-. ICI$1

=? (IW(eiO)1 + rolV(eiO)I)IBQA(ei0 )l :s; ro + 1 + 8 (199)

(since W and V are cornmensurate)

• '0 1V(e'°)1
~ IBQV(e' )1 :s; (ro + 1 + 8) lV(éO)1 + IW(eiO)1 (200)
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(203)

(202)

•

•

•

(19ï) and (200) taken togcther give for 0 E B

,p(c'0) ~ ra + 6 + (1 _ ,\t(ra+ 1 + 6) + 4t'\x(ra ~ 1 + 6) (201)
ra+x rc;

,
Sincc ( <?;, ,\ can be choscn as 4~ro to obtain

(
4 + !ll.)

<jJ(e
iO

) < ra + x 4 + :0 for a.e 0 E B

t/J(eiO ) ~ ra+ x (4+?"f +6(1+ '\X)) fora.eOEA
,4+ra ra

Bccausc x(ra + x) ~ sUPOe[a.2,,) qj(eiO ) (202) and (203) hold with x(ra + x) in place of

t/J. Since 6 is arbitrary the lemma is proven.
o

5.4 An Approximation for the Optimal Robust Disturbance Attenuation

ln this section we cxar:J.ine the relationship between the proximity of the function

x and an approximate X, and their corresponding smallest fixed.points. Xis defined

by X : [0,00) ..... [0,00), X(r) := IIfM;B"wll + IIW·Vlloo, where M; is defined

as for M· but with V replaced by rV. Theorem 5.1 allows us to conclude that

Ix(r) - X(r)l ~ IIW·Vlloo for r E [0,1]. Le=a 5.4 below demonstrates the existence

of fixed-points for X and Xand establishes the continuity of X and X.

Lemma 5.4 If W is normalized such that IIWlloo =l,

1.) X is a continuous, non-decreasing function on [0,00) for which there exists a

smallest fixed-point, which lies in the interval [x(0), X(l)].

2.) IfW(e iB ) and V(éB) are commensu~ate and uniformly LipschitzforO E [0,271"),

and Al holds, then X(r) := IIrM;B"wll + IIW·Vlloo is a continuous funetion of r on

[0,00), for which there exists a smallest fixed-point,
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Proof. 1.) Continuity, the non-decrcasing propcrty of \ (.), and the "Xi"t"IH'" of a

smallcst fixed-point ail follo\\' from Appcndix A.

Let r/ be any fixcd-point of x' Sincc x(r/) E [0,1] and x("/) = ,./ il. follo\\'" that /'/ -=

[O,IJ. The non-decreasing property of \, thcrcforc, implics that r/ = \("/) :5 \1.1)

2.) In order 1.0 show that xO is continuous, il. is suffieicnt 1.0 sho\\' 1.hat IV M; is

continuous as a function of r in the metric of L""[0,211'). Fix ~ > l~ > 0 and dclirlt,

Jfo.( i6 i. ) ,_ (1 + IVI (i6»)-1 (1 + IV! (i'»).., e , e , x ,- XIW!+rIVI e x IWI+rlVl C ,

•
I(WM;+z - WM;)(ei6 )1

:5 IW(eiO)I\f K(O, t)log (1 + x IWII:~\VI (Ci'») dt\

= IW(ei6)llf K(O,t)lOg<li(é6,ei',x)dt\

:5 IW(é6)1\ i K(O, t)log<li(ei6, e i
', x)dt\

1[0,,,,)-[6-5,6+6]

+IW(ei6)1\1 K(O,t)log<li(ei6 ,é', X)dt\Ir.6-5,0+5)

(204)

(205)

(206)

•

The first integral term of (206) converges 1.0 zero uniformly for 0 E [0,211') as x -+ 0,

since the integrand converges 1.0 zero uniformly for t and °in W 5 := {(O, t) E T x

T : 10 - tl > a}. K(O, t) has the property that IK(O, t)1 :5 1.::'01 for It - 01 < ~,

hence the second integral term of (206) is bounded above by CxaIW(éO)I, for sorne

constant C which is finite and depends on the Lipschitz constants of W and V. Thus

the second Îil~egral term of (206) converges 1.0 zero uniformly for 0 E [0,211') as x -+ O.

Thus the continuity of M;W as an LOO valued function of ris proven. Existence of a

smallest fixed point for X(') follows from an identical argument 1.0 that used 1.0 prove

the le=aof Appendix A.
o
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The following thcorem combines the estimate of the slope of X of Lemma 5.3 with

the approximations of 5.1, to obtain an implicit estimate for /lop" based on finding

the smal!est fixed-point of X.

2

Theorem 5.2 Under assumptions Al and A4, if IIW'Vlloo :5 ~f6' then the optimal

robust disturbanee attenuation for 8(Po, V) satisfies,

(20ï)

•

where ro is the smallest jixed.point of IIrM;Bowli + IIW'Vlloo as a junetion of r.

Proof.

Upper bound. From Theorem 5.1, IJrM;B'wll :5 x(r) :5 IJrM;Bowll+IIW'Vlloo = X(r).

/lop, is the smallest fixed-point of X from Theorem 2.1. Because ro is the smallest

fixed-point of X, r < /lop' ~ x(r) > r ~ x(r) > r. Thus ro ;::: /lop"
2

Lower bound. From Lemma 5.3, since IIW'Vlloo :5 ~f6' and ro ;::: /lop"

(208)

(209)

But X(ro) ;::: IIrMioBowli = ro -IIW'Vlloo (since ro is a fixed-point of X). Combining

this observation with (208) gives,

(
4 + !!22!.)

ro - e - /l~. :5 (ro - /lop,) 4 + /l:'

Rearranging this gives Jl~' ;::: ro - ~~E

o

•

5.5 An Upper Bound for the Growth of Optimal Robust Disturbance At­

tenuation with A Priori Uncertainty.

In this section we investigate the effect of the:radius of a priori plant unc..rtainty
,/>

on the ability of feedback "to reject uncertainty in a: weig:ted ball. Here' we can
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•

derive explicit estimates, in contrast to the general statement of Thcorcm 3. i of Sect..

3.5.3, by making use of assumption :\4 and Lemma 5.3. 1'0 this end, wc introducc a

scaling of the multiplicative ball of uncertainty 8(Po, V) by a paramctcr .\ sneh thal.

it becomes 8(Po, ÀV). The behaviour of the optimal robust disl.urbance attcnuation

for 8(Po, ÀV), represented by /lop,(À), as a function of the uncertainty radius Àis thcn

examined.

Theorem 5.3 Under the assumptions Al and A.t wherc ÀIIW'Vlloo ~ ~.ç:I.;\)' and

~"oo,(),)

X < 8+~,(~}'

(210)

Remark.

The condition on x ensures that the term ( c!'(~) ) is always finite and pos­
....:::!e!.._:::
·+~opc

itive. For small x (i.e. local estimation of the slope of /lop,(') this term is bounded

above by t).

Proof of Theorem 5.3 From Theorem 2.1, /lop,(À) is the smallest fixed-point of

inf ess sup sup (1(1 - poQ)W(éD)(j + ÀrIPoQV(eiD)(I) (211)
QEH;:O.. DE[O,2"l CS', 1C1:S1

:= x~(r) (212)

• 4+~
as a functton of r. Deline S := 4+~,(~)' Let x > 0, y > O.

x~+" (/lop.(À) +y) - Xl(À/lop,(À) + Ày + X/lop.(À) + xy) (213)

( X/lop.(À) Xy) (214)- X~ /lop,(À) + y + À + T

< JLop.(À) + S (Y + XJL:(À) +f) (215)
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The last inequality follows since >'IIW·Vlloo :5 ~"'i~.I) by assumption and ILo.,(>.) is

the smallest fixed-point of X.I, so Lemma 5.3 is applicable. Suppose

S( + XILo.'(>') + xy) <
y >. >. y (216)

o

•

•

for ail Y ~ Yo > O. (215) then would imply that Yo + ILo.'(>') must be an upper

bound to the smallest fixed-point of X.I+"" or equivalently ILo.'(>' + x). Simply by

rearrangement we cao show that if x < >. (~ - l)~hen (216) is satisfied for any y

t th 5"'....,(.1) H th Th .grea er an .1(1-5)-5",' ence e eorem IS proven.
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Chapter 6

The ORDAP for Time-Varying Linear Systems

In this chapter the ORDAP is posed in the more general setting of time-varying

linear systems. The statement of the ORDAP is the sarne as that for the !inear timL~

invariant case, except the set of plants is a sphere of bounded !inear causal operators

rather than a sphere in He<>, and moreover feedback control laws are allowed to be

time-varying. Under certain conditions, the time-varying version of the ORDAP is

reduced to an implicit form of an operator-based two-disc problem taking the form

(21 i)

•

The two-disc optimization is then shown to be expressible as a distance minimization

in a Banach space of bounded linear operators, and an equivalent predual maximiza-

tion is derived. A corollary of this result establishes, under certain conditions, the

existence of an optimal controllaw for the ORDAP in the time-varying case. In Sect.

6.5, this theory is applied to a comparison of the effectiveness of linear time-varying

and linear time-invariant control laws for cases where the nominal plant Po is time-

invariant. As hypothesised in [29], it is shown that time-varying feeè:lback offers no

advantage over time-invariant feedback for [2 disturbance rejection in the presence of

time-varying plant uncertainty in the 12 induced norm.
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•

6.1 Definitions and Notation for Chapter 6

It is nccessary to introduce sorne additional notation solely for Chapter 6 in order

to handle more gencral spaces of linear operators (sorne of this notation is borrowed

from [8]). The analysis in this chapter makes use of operator theory rather than the

analytic function theory used previously because there is no isometric isomorphism

between spaces of such systems and the space H"".

B(LI, L2 ) denotes the Banach space of bounded linear operators from a Banach

space LI to a Banach space L2 , where the norm is the operator norm.

[~ denotes the usual Hilbert space of forward one-sided sequences

[2 denotes the Hilbert space of two sided sequences.

Sk for sorne integer k denotes the shift k steps ahead. If k is negative then

there may be an implicit truncation. Note that the domain and co-domain of Sk are

intentionally left unspecified, and will depend on the context.

Pk for sorne integer k denotes the forward truncation operator which sets all

outputs after time k to zero. Again the domain and co-domain depend on the context.

Causal operators CI> E E(LI, L2 ) are defined to be those which satisfy PR CI>(I ­

FR) =0 for ail positive integers n, where LI and L2 are Hilbert resolution spaces [16].

Strictly causal operators CI> E B(Lt, L2) are those which satisfy PR+! CI>(I-PR) =0

for all positive integers n, where LI and L2 are Hilbert resolution spaces.

The subscripts •• and • denote the restriction of a subspace of operators to its

intersection with causal and strictly causal operators respectively.

< ',' > denotes either the inner product in [2 or the binary operation of functional

evaluation, depending on the context.

97



•

•

6.2 Formulation of the Problem.

The statement of the ORDAP we use for time-varying systems follows. Let

Po E BeW, /2) be a nominal, stable plant (possibly time-varying) and denote the set

of plant uncertainty by

where V is a causal, !inear, time-invariant weighting function, and Po is assumcd to

be strictly causal in order that the feedback loop is well-posed. The optimal robusL

disturbance attenuation problem (ORDAP) comprises finding the smallest weighted

/~ induced norm of the sensitivity operator achievable by a single causal fccdback

control law for ail plants in C(Po,V). In mathematical language, the equivalent

statement is:

" .­r- .- inf sup IIW(I +PCot11l
Co .stabili::ing PEC(Po.V)
'o'Pec(P•• V)

(218)

•

From [57] we can express (218) in the form

p.:= inf { sup IIW(I - PoQ)(I +LlPQ)-lli
PEC(P••V)

Q E Be(l~, /~) such that (I + (P - Po)Q)-l E Be(/~' /~) 'iP E C(Po,V)},

where LlP denotes P - Po and W is a linear time-in"ariant weighting function.

If a particular robustly stabilizing feedback controllaw C a.chieves a 'worst case'

weighted sensitivity induced norm from /~ -+ /~ which is less than ï then,

IIW(I - PoQ)(I +LlPQ)-lli ::5 ï and (I + (P - PO)Q)-l E Be(l~, /~) (219)

'iP E C(Po,V)
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(219) is equivalent to,

'<le E I~, '<IP E C(Po, V)

Since (I +LlPQ) has a. bounded inverse in B(I~, I~), we obta.in

(220)

(221)

•

•

which is equivalent to (220). Certa.inly (221) is implied by (Sect.4 Cha.pter 5 of [16])

(222)

(222) is equivalent to

Therefore we conclude tha.t, under the existence assumption of Theorem 6.1, the

optimal robust disturba.nce a.ttenua.tion fi. is bounded a.bove by the smallest positive

fixed-point of

on the interva.! [0,1]. The existence of a. smallest fixed-point follows from the fa.ct

tha.t the function X(,) in (224) is a. continuous, positive, non-decreasing function on

[0,1]. This is proven by the sa.rne argument as tha.t used in [20]. This reasoning has

proven b) of Theorem 6.1
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Theorem 6.11f there exis/s an optimal Q E Bc(l~, I~) for eaeh l'aille of l' E (0,1] ill

the optimi=ations (226) be/ow, then the folIowing hold:

a) if Po is time-invariant and

p:=inf{ sup IIW(I-PoQ)(I+.6.PQ)-III: QEBc(l~,I~)
pec(Po,V)

such that (I + (P - PO)Qt l E Bc(l~,I~) "IP E C(Po, V)}, (225)

then p is the smal1est positive fixed-point of

b) if Po is time-varying then p is bOlLnded above by the smal1est positive [lXcd.point of

x·

Remarks.

1) As in Theorem 2.1, the existence of an optimal Q for the optimization of (226) will

be established under quite general conditions in Theorem 6.2.

2) Theorem 6.1 implies that the ORDAP for time-invariant nominal plants with

possibly time-varying perturbations and control laws, reduces to evaluation of the

following type of optimization

po := inf sup (I\W(1 - PoQKII2 +IIVPoQ(1I2) (227)
QeBc{l~.I~) cel~,lIcIl2SI

Where W, V, Po are linear causal and time-invariant.

Proof of Theorem 6.1a). Let Q E B.(l~, l~) be such that

\IW(1 - PoQ)(1 +XVPoQt1\l ::; ,.,.' and (1 + XVPoQ)-l E B.( l~, l~)

"IX E B.(l~,l~), \IX\I ::; 1 (228)
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whcrc Il' > Il·

Wc dividc the proof of part (a) of this theorem into two daims.

Cla.im 1: lim.._oo sup <E l~ IIVPoQSn(1I2 ~ 1
11<11, :; 1 •

To prove daim 1 suppose that, on the contrary, there exists an E > 0 sucb that

sup IIVPOQSn(1I2 > 1 + E for ail positive integers n > 0 (229)
<E l~

11<11, :; 1

Fix S > O. Considcr the fo\lowing construction of a vector TI E l~.

step 1. Define an intcger no := O. Select (, E l~, lI(dl2 ~ 1 whicb has only finitely

many non-zero elements and satisfies (229) for ( = (, and n = O. Since VPoQ(, E l~

there exists an integer ni sucb that

(230)

step k. Select (k E l~ with only finitely many non-zero elements sucb that lI(kll2 ~

l, Pn ._1(k = 0, (k satisfies (229) for ( = (k and n = O. Define nk to be an integer

such that

(231)

•

Note that length(·) denotes the smallest integer sucb that ail entries of the argument

are zero at positions with greater index.

Define TI := ~ Ef:1 (k. If S is chosen to be sufliciently small W.r.t. the quantities

IIVPoQII and E we obtain

(232)
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•
Deline X E Be(l~, l~) to be the following strict1)" contracti"c, causal. compact. lillcar

operator from l~ -> l~,

N-l

Xu:= L Àk < Vk,U > Ck+h
k=1

(233)

•

•

h .- (P•• -P••-, )VPoQc. d \._ 1 1 h'.,
w ere Vk .- II(P•• -P••_,)VPoQC.II, an "k·- IIVPoQC.II, :5 1+" Note t at .X maps the

(
D D )VRQ'C IIP•• -P••_,)VPoQC.II, r k N ..vector .r,,> - .rn >_1 0 k to IIVPoQC.II, Ck+l ,or 1 :5 ':5 - 1, cllabhllg

the deduction of inequality (235).

(235)

Thus, if 8 was chosen suflicient1y smal1, for large enough N, (235) contradiets (232)

and so daim 1 is proven.

daim 2:

lim,,_co sup (II W (I - PoQ)S"CII2 +Il'IIVPoQS"CII2) :5 Il'
CEI~,IIClbSl

We will also prove daim 2 by contradiction. Suppose, on the contrary, that daim 2

is false, then there exists an E > 0 such that

sup (IIW(I - PoQ)S,,(lh + Il'IIVPoQSnCII2) > Il' + E (236)
CE~,lIclI,:Sl

for ail positive integers n. If (236) holds then we follow a very similar procedure to

that used to construct the vector Tf in the proof of daim 1. Note that ail the variables

are reset.

step 1. Define no = O. Select a Cl E l~, 11(1112 ::; 1 with finitely many non-zero

elements sncb that (236) is satisfied for ( = Cl, n = 0 and IIVPoQClll2 < 1 + 8
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•
(c.r. daim 1). There exists an integer nI such that 11(1- Pn,)W(1- PoQ)(11I2:5: é,

11(1 - Pn,)VPoQ(11I2 :5: é, and nI > /cngth«(d·

step k. Select a (k E /~, lI(kll2 :5: 1, Pn '_l (k = 0 with finitely many non-zero elements

such that (236) is satisfied for ( = (k, n = 0, and IIVPoQ(k1l2 < 1+é. The existence

of such a vector follows from (236) and daim 1. There exists an integer nk such that

11(1 - Pn.)W(I - PoQ)(kIl2:5: é, 11(1- Pn.)VPoQ(kIl2:5: é and nk > /ength«(k)'

Chose 1/ = -Iv 2:l:'=1 (k. For sufficiently small é we obtain

(23ï)

•

•

Define X E Be(l2, /2) to be the following causal, compact, strictly contractive linear

operator

1 N-I

Xu:= 18 L < Vk,U > (k+l
+ k=1

ln the event that the denominator and numerator of the expression for Vk are both

- 1zero, Vk is set equal to zero. Note that X maps (Pn• - Pn._,)VPOQ(k ..... l+ôll(Pn • -

Pn._,)VPoQ(kIl2(k+1 for 1:5: k:5: N -1. Hence

- N -.
11(1 - XVPoQlTJII2 :5: Ilt 112 + Il XV~Q(N 112 +L Il (k - XV;°Q(k-l 1l2

k=2

< é +~ +t lI(k - X(Pn._, - Pn._,)VPoQ(k-1 1l2 (238)
N k=2 N

Each summand in (238) is bounded above by

-Iv (1-II(Pn._1 - Pn._,)VPoQ(k-dld3é) since IIVPoQ(k-11l2 < 1 + é. For suffi·

ciently small é, sufficiently large N,
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Thus IIw(I - PoÇ')'1lb :5 1"(1 +!i) - l''IIVpo(?'1II~ from (221). This contradict.s (2:17)

and so claim 2 must be true.

Claim 2 implies that (239) holds below.

=} limn _ oo sup IIW(I - PoS_nQSn)(\I~ +l''IIVPoS_nQSn(\I~ :5 1"
CEl;'.lIell,$l

since Po, W, V are time invariant and causal (2:19)

=} il)-\, sup (1IW(I - PoQ)(II~ + lllVPoQ(lb) :5 l" (2·10)
QEBc,I+.I+l eEI;'.lIell,::;l

since S_nQSn is causal.

The rest. of the proof is conceptually identical to the proof of Theorcm 2.1 b), and so

will not be repeated in thi~ case.
o

Remark. The proof of Theorem 6.1 also shows that the conclusion of a) holds for

time-varying nominal plants Po which satisfy the following condition.

inf sup (1IW(I - PoQ)S,,(\I2 +rllVPoQS,,(1I2)
QEBc(I~.I~) eE l~

lIell, ::; 1

is indepe<tdent of n for aIl r E [0,1]. (241)

(241) is satisfied, for example, byany periodically time-varying nominal system Po.

6.3 A Distance Problem in Banach Space

Here we show that (227) can be expressed as a distance minimization in a Banach

space of linear operators. 1'0 this end let Z be the Banach space 1; x 1; under the

norm defined by
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Sincc W(I- PoO) and V PoQ arc bounded operators from /~ -> /~, [ W([~o~oQ) ]

rcprcscnts a bounded operator from /~ --> Z. The induced operator norm is

Il [ W([;'oRQoQ) ] IlL = Il [ W(I - PoQ) ] (II (242)
<el~.~t1>$1 V PoQ z

= sup (IIW(I - PoQ)(1I2 + IIVPoQ(lb)
<el~.II'Ii,$1

where the subscript L denotes the induced operator norm of B(l~,Z). Thus we can

express Po in the form

Po = inf Il [ W ] - [ W ] PoQ!1
QeB,(I~.I~) 0 V L

As in Chapter 3, we assume that

"If} E [0,211")

Under this condition there exists a function A E Hoo, invertible in Hoo, such that

IA(e'°W = IW(e'°W + IV(e'°W. Next we assume (d. [15])

(A5) APo as an opemtor in B.(l2,/2) has a jactorization UH where H=l E

B.( /2 , /2) and U is a causa/ unitary operator from /2 -> /2. 8

(Al) and (AS) allow us to express Po as a distance problem in the space of Z-valued

operators on /~,

•

po = QeJ,ltt~) [':] - RUQ L

where R:= [ ~] A-I
.

8The restriction of U to l~ results in the more familiar partial isometry.
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6.4 Formulation in the Predual

Throughout the rest of this chapter, wc define X to be t.he Hill",rt. spa"" 1:;' all,l

y to be the Banach space I~ x I~ under the norm

11[;]t := Max(!lxlb,lIyll~), x,y El:;'

Lemma 6.1

1.

n.

X • -I~ X" -I~- +, - +

Y' ~ Z, Y" ~ Y

•
Remark. If we take fini te spaces of n-tuples rather thau the spaccs of infinitc SL~

quences considered here, then the same relations cau be obtained with a conceptually

identical proof.

Proof. i. is standard, since X is a Hilbert space.

ii. </> is a bounded linear functional on Y iff </> has the representation,

where </>1,~ are bounded linear functionals on the Hilbert space I~. Thus </> ([ ~ ]) =<

a, x >/' + < f3, y >r. for sorne a, f3 E 1+2 •+ +

I</> ([ ; ]) 1 :5 110<112 'lIxlh + 1If3112 'lIylI2

< (IIail2+ 1If3112) Max (IIxlh, lIyll2) (244)

•
Equality in (244) can be achieved by chosing x = II~I" Y = II~I" if a # 0, f3 # 0,

x = 0 if a = 0 and y = 0 if f3 = O. Thus 11</>11 = lIall2 + 1If3112 where the former norm

is the induced norm of thefunctional </>' Thus we have established the first isometric
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isomorphism of ii. In a similar manner, if rjJ is a bounded linear functional on V·, and

[ : ] E V· with [ ~ ] as its equivalent in Z,

rjJ ([ :]) = 4>,(x) + 4>2(y) where 4>,,4>2 are bounded linear funetionals on l~

= <",x>l' +<O'Y>I'+ +

where v,°E l~ represent the functionals 4>" 4>2. Thus

(245)

•
Equality is achieved in (245) by setting either x = 1I~12' ii = 0, or x = 0, ii = 1I~12

depending on whether IIvll2 ~ 1I0lb or IIvlb < 110112. Thus the isometric isomorphism

for the second relation of ii. is established.
o

Definition 6.1 (c.f. [8]) N(B" B2 ) is defined to be the Banach space of nuclear

operators mapping the Banach space B, to the Banach space B2 under the nuclear

norm. 9 An operator cI> : 8, ..... B2 is said to be nuclcar if it has the representation

n

and L IIb~II'lIwnll < 00
n

(246)

(24i)

The nuclear norm 1lcI>lInuc is defined to be the infimum over ail sums in (247) corre­

sponding to representations (246).

Definition 6.2 (c.r. [8]) Tr (the trace) is defined to be the following linear functional

on N(B"Bt )

•
TrcI> := L < b~,wn >

n

9 N(B,. B.) was shown to be a Banach space in (22)

lOi
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for cI> as in (246) (N.B. BI = B z). fI/ote that (!!48) is weil defined since th,' '1"I111tity

on the right of (2~8) is independent of the particu/ar representation cho.<cn fOI' <1>.

Lemma 6.1 ii. has established that the L norm defined in (242) is the induc<'d op­

erator norm of the Banach space B(X·, Y·). Therefore B(X·. F·) is the appropriaI.<'

Banach space in which to represent the distance problem (243).

The following key lemma applies to the Banach spaces X and F.

Lemma 6.2 (Diestel and Uhl [10] also see [8])

B(X·, Y·) ~ N(X, Y)"

The isometric isomorphism ~ is generated by the representation

cf>(T) =< B,T>=TrT·B = TrBT·, where TE N(X,Y), BEB(X·,Y·)

possessed by any bounded /inear functiona/ cf> on N(X, Y).

Ifwe are to represent (243) as a maximal problem in the predual space (N(X, Y))

following Chapter 3, we need to identify a subspace SO of N(X, Y) such that (SO)ol ~

RUBe(X· ,X·), where ~ is the isomorphism of Lemma 6.2. To this end, in lemma

6.3 below, the causal operators in Be( /2, /2) are characterized as the annihilators of

the adjoints of a space of strictly causal operators.

Lemma 6.3 If cf? E B( /2, /2) the following are equiva/ent,

•

t. TrTcf? =0 YT E N.eW, /2)

n. cI> E Be(I2, /2)

IDS

(249)
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Proof. (i. => ii.) Define, for any integer M ~ 0, RM E NW,P) to be the operator

(1 - PM )0PM, where 0 is an arbitrary operator in N(/2, /2). From the projection

property of PM, we conclude that RM is strictly causal. From (249) we have,

Tr~(I - PM )0PM - 0 'V0 E NW, /2)

=>TrPM~(I-PM)0 - 0 'V0EN(l2,/2)

=> PM~(I - PM) - 0

Sinc(' M is arbit:ary, ~ E BeW, /2).

(ii. => i.) It is neccssary only to show that if ~ E BeW,P) and T E N.eW,P) then

TrT~ = O. Under the conditions of ii II>T E N.eW,/2) (c.f. property 2.5 [8]). Thus,

since ~T is nuclear, for v E /2, II>Tv = En < x~·, v > x~ for some x~· EPand

x~ E /2. Rence, we can write

(II>Tek)k = L (x~·lk(x~)k
n

(251)

•

where ek is the k-th standard basis vector of /2 and (')k denotes the k-th component

of a vector in P. From the strict causality of II>T, (II>Tek)k = O. Thus, we cao express

00

Tr~T = L < x~·,x~ >= L L (x~·lk(x~h
n n k=1
00

- L L (X~·)k(X~)k (by Fubini's theorem and the nuclearity of T)
'==1 n.
00

- L(~Tek)k = 0
k=l

o

Note that in what follows, we shall suppress the distinction between isometrically

isomorphic Banach spaces in order to simplify the presentation.
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•
Define the following subspace of Np'-", X").

50 := fP(n(I - RR") + /\U"R") Iy· : n E N(Z_,[~),I\ E N...(F.[~)}

where l' : [2 -> [~ denotes the canonical projection, and Z_ is the Banach space

[2 X 12 under the Z norm. Note that (I - RR"), R' are multiplication operators and'

denotes the involution operation. Define 5° to be the following subspace of N(X, n

5°:= {T E N(X, Y) : T" E 50}

Lemma 6.4 proves that (5°).1. ~ RUBc(X", X·) which establishcs 5° as the desired

pre-orthogonal complement.

Lemma 6.4 If~ E B(X', y.) then

• < ~,T >= 0 for ail TES" <* ~ E RUBc(X',X') (252)

•

Proof. The reflexivity of the Banach spaces X and Y (Lemma 6.1) and the reprc­

sentation of linear funi;tionals in terrns of inner products on 1; imply that any clement

of N(Y', X·) is the adjoint of sorne element of N(X, Y). Thus the LHS of (252) is

equivalent to

Tr(1'n(I - RR·)ly.~ + 'l'KU'Rïy.~) = 0 'v'n E N(Z_, [2), K E N,cW,12)

<* (I - RR·)ly.~1' = 0 and U'Rïy'~1' E Bc(l2,12) (from Lemma 6.3)

<* (I - RR·)ly.~1' = 0 and RRïy'~1' E RUBcW,12)

<* ~ E RUBc(X',X')

o
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The characterization of the predual of B(X", Y") and the pre-orthogonal complement

of RUBc(X", X") has demonstrated the fol1owing resu:t.

Theorem 6.2 Under assumption (Al),

MinQeBC(IV~.l11[ ~ ] - RUQII = sup ITrT" [ ~ ]1 (253)
L TeS" .IITIIN(x.Y)$l

Remarks. Implicit in the statement of Theorem 6.2 is the existence of a linear time­

varying control law for the optimization (243). Theorem 6.2 also establishes that

under assumption (A5) optimal feedback laws exist both for the optimizations (224)

in general, and for the time-varying ORDAP, when Po is time-invariant or satisfies

(241).

6.5 Linear Time-Varying vs Linear Time-Invariant Control Laws

In this section, we use the theory of Sect. 6.4 to compare !inear time-invariant

and linear time-varying control laws for the ORDAP, when the nominal plant Po

is constrained to be time-invariant. Under this condition, the operator U in (243)

becomes a multiplication operator with a symbol equal to an inner function in Hoo.

If the controllers are restricted to being !inear and time-invariant, then (243) becomes

li = inf Il [ W ] - RUQIIP.o QEB~'(I~.I~) 0 L
(254)

•','

where B;i(12 ,12
) is the subspace of time invariant operators in Be( 12 ,12

).

Lemma 6.5 If Po is linear, time-invariant and causal, and if assumption (Al) holds,

then
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Moreover at least one of the optimal feedback laws must bc timc-i711'ariant

Proof. (Applying an idea of Shamma and Dahleh [44]). Let Q E BclP ,l~) hl' allY

minimal Q in (253). Define

From the definition of the shift and the L norm, coupled with the fact that RU is

time-invariant and' causal we get

Po ~ IIS-k ([ ~ ] - RL::') Skt = Il [ ~ ] - RUS-kQSkt

=> Il [ ~ ] - RUQnt ~ po (255)

As in [44] we have IIQnll ~ IIQII '</n where 11·11 is the operator norm of B(X-, X·).

Thus IIRUQnllL is uniformly bounded. Since B(X·, Y·) has a separable predual i.e.

N(X, Y) (see [8]), there exists a subsequence of the integers {nkl such that

.....
RUQn. k J (E B(X·, Y·)).

w·
(256)

This follows from Alaoglu's theorem which asserts the wk· compactness of the unit

ball in such a Banach space. (256) implies [ ~ ] - RUQn. 'Ok. [ ~ ] - J from which

we conclude that

po ~ lim k~!O Il [ ~ ] - RUQnl

~ 1\[ ~] -Jt (257)

•
the first inequality follows from (255), the second from Alaoglu's Theorem. Next we

claim tha.t J ha.s the form J =RUG where G E Bc(l~, ~). To prove this, suppose T

is an arbitrary elementof sa. From Le=a6.4 we ha.ve < RUQn., T >= 0, and hence
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•
from (256) wc obtain < J, T >= O. Thus from Lemma 6.4, J has the conjectured

form.

The lcmma will he proven if wc can show that RUG is time-invariant. Let T be an

arbitrary opcrator in N(X, y), then

but < RUG,S_1T > - TrT"SRUG =< SRUG,T >

Thus,
.....

SRUQn. k SRUG since T E N(X, Y) was arbitrary
w "

(258)

•
S-1 denotes the backward shift with truncation, mapping Y ..... Y. A similar argument

shows that

(259)

•

From [44], IISQn. - Qn.SII ..... 0 as k ..... 00, from which we deduce IISRUQn. ­

RUQn.SIIL ..... 0 as k ..... 00, since RU is time-invariant. Thus, for arbitrary T E

N(X,Y)

1< T,SRUQn. > - < T, RUQn.S > 1..... 0 as k ..... 00

Since T E N(X, Y) is arbitrary, we conclude from (258) and (259) that

SRUG=RUGS

It follows that J = RUG is a time-invariant linear causal clement of B(X", Y"),

thereby in light of (257) the lemma is proven.
o
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•
Lemma 6.5 shows that for the ORDAP where the nominal plant Po is timc-invariant.

there is no loss of performance inherent in the restriction to timc-invariant ret.'<!back.

Theorem 6.3 is a coroUary to Theorems 6.1, 6.2 and Lemma 6.5.

Theorem 6.3 If Po is time-invariant and assumptions (Al) and (..15) ho/d then.

JI. = inf { sup IIW(I - PoQ)(I + ~PQ)-lll : (260)
PEC(Po.V)

Q e Be(l~,l~) and (I + (P - PO)Q)-l e B(l~,l~) 'VP e C(Po, V)}

sup IIW(I - PoQ)(I + ~PQ)-lll
PEC(Po.V)

(261)

•

•

Moreover an optimal time-invariant feedback exists for the optimi:ations described by

(260) and (261).

Concluding Remark. Theorem 6.3 provides a justification for the restriction to

time-invariant Iinear feedback in chapters 2,3,4 and 5, since it suggests that for 5150

discrete time systems at least, no advantage can be gained in performance by widening

the c1ass of linear control laws to include those varying in time.
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Chapter 7

Information-Based Notions of U ncertainty

In this chapter system uncertainty will he quantified using a measure of metric

complexity known as Kolmogorov E-dimension. lnitially, estimates are obtained for

the E-dimension of a class of Hoc discrete-time systems which satisfy an exponential

bound on the impulse response. 5ubsequently, the ability of feedback to the reduce

the E-dimension of sets of plant uncertainty is investigated for 5150 discrete-time

systems. Various cases are considered, including situations where feedback is applied

both before and after identification. For certain open-loop sets of multiplicative plant

uncertainty, feedback is shown to reduce asymptotically (i.e. Esmall) the complexity

of identification in cases where the a posteriori objective tolerance is defined by a W­

weighted Hoc sphere, and the identification is constrained to produce an unweighted

Hoc tolerance a posteriori. Large-E (i.e. non-asymptotic) results are obtained for

the simpler case of quantifying the effect of feedback on the E-dimension of a set of

additive output disturbances. We show that for this case the ability of feedback to

reduce the E dimension is a decreasing function of E, and that the reduction is only

significant when Eis not small in a certain sense.

1.1 Measures of Metric Complexity

The notions of E-dimension and E-entropy were introduced into feedback theory

in [56), [55) where they were proposed as measures of the complexity of identification

and the effectiveness of feedback in reducing identification costs.
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In identification experiments we start with sorne a priori information about th"

uncertain plant. This is e.'Cpressed here by assuming that it bdongs to a subset S of

possible plants in a Banach space. For purposes of this chapter assume the Banach

space to be Boo, and the subset to be a sphere (although the main ideas carry over to

more general Banach spaces and subsets). The objective is to identify the plant to "

tolerance é. The é-dimension of S, denoted by NS(é) is the dimension of the smallest

subspace of Boo whose distance from S does not e.'Cceed é (for more details sec [56]

or [34] Chapter 9). NS(é) can be viewed as a measure of the intrinsic complexity of

identification by linear schemes. A measure which does not depend on linearity is

é-entropy, IS(é), defined to be /092 of the smallest number of é-balls in H""" necded

to cover S (see [56] or [34] Chapter 10). There has recently been renewed intere;t in

sucb measures, (see, e.g. [51], [25]).

The starting point for the discrete case in Sect. 3 of [56] were the weil known

results of Ticbomirov [48] p93 and Vitushkin [50] p36, Theorem l, giving NS(é) and

IS(é) respectively for Boo functioüS analytic and bounded in an enlarged disco Let

us su=erize these results. Let B':' denote Boo of the unit disc of radius ea, a 2: o.

For any C > 0, a 2: 0, let b(C, a) denote the bail {K E Boo : K E H':' and jk(z)1 <

C fcrr Izl ::; ea}. Then, for S =b(C,a),a > 0 and é measured in the Boo norm, the

estimates

(262)

(263)

•
hold. O(x) signifies a function satisfying 10(x)1 < Const. lxl. The formula (263)

is asymptotically accurate in the sense that the second term on the RHS of (263)
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•
becornes negligible with respect to the first. With a few notable exceptions such as

(262), cornplexity thcory provides only asymptotic formulas which here take the form

1 C
- -In­

a E

1 ( C)2
- ;; In-;

(264)

(265)

•

where the notation J(E) - g(E) mea.ns that J(E) = g(E)[1 +O(E)]. Another exception

to the genera.1ization of (262) by Taikov [47], which concerns the set bm(C, a) = {K E

He<> : K(m) E b(C, an, wherc K(m) denotes the m-th derivative, m = 0,1, ...; we

sha.1l only use the case m =1, a =0, for which

(266)

We note that the a priori information in (262)-( 265) involves a.na.1yticity in the

frequency domain, wherea.s in identification problems a priori information usua.lly

pertains to the timc-domain, even where a posteriori tolera.nces a.re specified in H""'.

Accordingly, the idea. here is to obtain formulas similar to (262) a.nd (263) for pla.nts

whose impulse responses satisfy a.n exponentia.1 bound. Let

h(C,a):= {K E He<> : Jk(n)J::; Ce-a,,}

where k(·) denotes the discrete Fourier inverse tra.nsform of K.

7.2 E-Dimension of h(C, a)

Theorem 7.1 If NIo(C,a)(E) is the Edimension of the set h(C,a) in the Ba.nach spa.ce

He<> then,

• [
1 C]i'" [1 C Ji,,'-ln- +C1 ::;NIo(Ca)(E)::; -ln-+C2
a E'a E
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where Cl is a cOMtant which satisfies ['(el~_l)lin' ::; CI ::; [,(I_~-'.)L,. c, .­
~/nl_~-. and [']in' denotes rounding to the nearest lower integcr.

Proof. Lower Bound. Let Ball(HOC, E) denote the H"" bail of radius E, and Al a

k-dimensional subspace of Hoc. We will employ the following Lemma.: If S contains

a. set of the form So := M n Ball(HOC, E'), l > E, then NS(E) :;::: k. The lemma is a

corollary to a theorem on n-th width ([34] Theorem 2, Sect. 9.3), which states t.hat

in any Banach spa.ce , the intersection of the E-ball with a k-dimensional subspacc

has Eas its k - 1 width. By that theorem, the k - 1 width of So is E'; thereforc there

does not exist a k - 1 dimensional subspace of HOC whose distance from So is E, as

E< l; consequently NS.(E) > k -1, i.e., NS. :;::: k, which implies the Lemma.

Here S = h(C,a). We will now construct a subspace M = span{4>lo ... ,ch}

determined by basis vectors éI>i E SnBall(HOC, l), whose inverse z-transforms if>. have

nonoverlapping finite supports in the integers, and consequently are orthogonal in H'.

The éI>i will be normalized, \lif>IIH2 = l, i = 1, ..., k. Then any P E Mn Ball(HOC, E')

must have the form of a\inear combination P = Ef=1 aiéI>i, where 2:7=1 lad2 '\l4>dI1> ::;

f'2 and consequently lail ::; 1, i =1, ..., k: But since the éI>i E S are chosen so that if>i

have nonoverlapping supports in /2, such \inear combinations must also belong to S,

and therefore Mn Ball(HOC, E') is a subset ofh(C, a), establishing the lower bound k.

Let us construct the {éI>i}7=I' Let kl he the unique integer satisfying Ce-ok, >

E :;::: Ce-o(k,+l), i.e., kl = [~/n~tt - 1, where [-Jint ([-Jint) denotes rounding to the

nearest smaller (Iarger) integer and let l satisfy Ce-ak, ;:; E' > E ;:; Ce-a(k,+I). Let

,p denote the exponential function ,p(n) = Ce-a", n = 0, ...; Ii, i = 1, ... denote the

consecutive intervals of integers, Ii = [ni_l, ni)i and ,pi E P denote the functions with

support on Ii and coinciding with ,p there, ,pi(n) =,p(n) for n E 1;. The end points of
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the intervals can be selected to satisfy Il >Pi 11/2 ~ t'and Il>pMi - {ni}lI12 < f', where the

last restriction of >Pi is obtained by eliminating the end point {ni} of the i-th interval

for i = 1, .. , k, k being the maximum number of such intervals. Let <t>i E L2 n H"" be

the function <t>i := t'II'i1~lL2' (where lIti is the z transform of >Pi) normalized to have

norm t'in L2
• By construction l<pi(n)1 :5 J>pi(n)1 for all positive integers n, and so

cl>i E S n Bal/(H"", t'). The first kl + 1 of the functions {<Pi} will have support on

an interva! containing a single integer, Ii = {i - 1}. The remaining k2 functions,

{<Pi}:~k,+2 (k2= k - kl -1) will have support on an interva! which contains two or

more consecutive integers in [k2 +1,00). It follows that k2 is bounded below by the

number of times the sum I:~k,+lC2e-24' ca.n he subdivided into consecutive partial

sums each exceeding t 12 in magnitude. This is, in turn, bounded below by

(268)

Since C2e-24k, ~ ~ > C2e-24(k,+l) by definition of i, the lower bound for k2 lies

in the stated range for Cl in the statement of the theorem. The lower bound for

AlilC.4) (t) then follows by observing that k = k1 +k2 +1.

Upper Bound. In order to conclude that NS(t) :5 k, it is enough to exhibit a

k-dimensional subspa.ce of H"", N = span{r1> ••• , r k} such that

sup inf III - 911"" :5 t
9ES

JEN

Define k to be the smallest integer such that

~"" C -4'< . k- [1[ C+1[ 1 j'nt Th th b N- {O 1 k-1}~,.=1c e _ é, I.e.. , - -; n7 ;; nï=;=O .. en e su space - span z ,z , ..., z

can beshown to have the required property (269), by simplychosing I(z) =I::;6 a.z'

where a. is the rth Fourier coefficient of g.
o
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(264) is now a corollary 1.0 the Theorem and the fact that. t.h~ <·onst.ant.s Ct. ('1

are independent of é. (The proof of (265) is similar 1.0 the prûûf of (263) in [:l.I]

Chapter 10).

7.3 Reduction of Metric Complexity by Feedback.

Il. was pointed out in [55], [56] that feedback can reduce the metric dimension and

entropy associated with identification, i.e., identification and fcedback can each be

used to shrink balls of plant uncertainty, and the more effective the latter is, the less

complex the former. We would like to detail this in the present context. However let

us first consider a simpler case which can serve as a prototype for our theory, namely

how identification and feedback reduce the complexity of additive disturbances al. the

plant output [6].

Here P and W will denote a plant and weighting in HOO(disc), and

W : [2(-00,00) -+ [2(_00,00) the convolution operator with frequency response

W acting in the Hilbert space [2(-00,00). Suppose that the a priori information

places disturbances in the set S:= {Wd : dE [2[0,n -1], IIdll 12 ::; 1}, consisting

of the image under W of sequences of length n in the unit bail of [2. Denote by

l)(W,e) the Lebesgue measure of the set {li E [0,27l') : IW(ei6 )1 ~ el. Il. can

be deduced from Szego's theory that the metric complexity of S relative 1.0 the set

{d E [2[0, n - 1] : IIdlb::; 1}, as measured by the relative Kolmogorov ,-dimension,

is

l)(W, e) + .!l(n)

where liIIln_oo â~'" = 0, which can be interpreted as the complexity of identification

without feedback. Denote the restriction of W to [2[0,n -1] by ~,,). The operator
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J1::(n) WIn) is Toeplitz in Euclidean n-space, and has normalized eigenvectors (i and

cigenvalues >.:, i = l, ... , n. The set S is now an n-dimensional polytope in l~ with

sides {>'i!:!:::(n)«(i)}:'=I. The f-dimension of this set is (sec [42] Chapter 4)

k(W(n), f) := Number of singular values of the matrix WCn)

which are greater than f

The limit of ~k(!:!:::(n)' f) as n ..... 0 can be shawn to be equal to I)(W, f), byapplying

Szego's theorem on Toeplitz forms [53](Corollary 1, pp 205, and Theorem 6, pp 202).

Feedback multiplies the disturbance frequency responses by a factor (1- PQ) E Hoc.

The relative reduction in f-dimension produced by feedback in the limit as n ..... 00 is

therefore

1 _ I)(W(1 - PQ), f)
I)(W, f)

If the optimal weighted sensitivity is infQ€H~ IIW(1 - PQ)lIoc =: p. and f > p., then

the relative reduction in dimension is 1, i.e., no identification is necded to shrink

disturbances at the plant output to a tolerance f. However, for smaller values of f

the reduction is smaller and, for strictly causal systems for example (P(O) = 0) it

approaches 0 as f ..... O. When W =1 i.e. the disturbances are unweighted, (2iO) is

a non-increasing function of f.

Let 11S now retum ta the more interesting case of uncertainty in the plant. Let A

be a Banach subspace of Hoc, and the set S of uncertain plants be a bill in A centered

at Po E A and of radius C, denoted by S(Po,C) := {P E A : IIP - Poila. ~ Cl.

We will consider identification schemes which are constrained to replace S(Po,C) by

sorne smaller sphere Sept, fi, with new center Pl somewhere in S(Po, Cl. Note that

feedback is employed in the nominal plant invariant form outlined in Chapter 2 and
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•
is constrained such that C(I +PC)-' =: Q E A. For such a fecdback. the open-Ioop

to c!osed-loop mal' P -+ lli::Q(Pl has the paramctcrization (sec [57] for det,,;ls).

lli::Q(P) = P(I +QLlP)-l. LlP:= P - po.

and c\osed-loop perturbations satisfy (sec Chapter 2)

Lllli::Q(P) = lli::Q(P) -lli::Q(Po) = (I - PoQ)(I +LlPQ)-lLlP (271)

For a weighting W such that W±l E A, Il Wlla. :5 1, assumcd fixed throughoat, if such

a feedback is used to shrink weighted perturbations in a ball S(Po, Cl, the optimal

shrinkage is

•
p(Po, C) .- inf SUI' C111WLllli::Q(P)Ila.

QEA t>.P

:5 b~IIW(I - PoQ)Ila.(1 - CIIQ!l.a.l-1

(2i2)

•

the last inequality following from (2il). (For stable plants) p(Po, C) :5 1 always.

When A = Hoo then (272) is equivalent ta the ORDAP. The objective now is to

shrink an a priori ball of uncertainty S(Po•C) to achieve a W-weighted tolerancc

E> 0, relying on feedback to achieve as much of the shrinkage as possible, and on

identification for the rest. It is assumed that the identification process starts with an

unweighted ball of uncertainty and shrinks its (unweighted) radius. There are two

main possibilities.

Case 1. An example in which feedback is applied prior to ide:,tification. Let A

be the Banach space H';' where the norm is taken as the infinity norm on the circ1e

radius e". Suppose for case 1 that the complexity of the of the c1osed-loop set of

uncertainty is taken to be the Kolmogorov E-dimension of the smallest Hoo spherc

of containment in A with center Po. If the assumptions of Theorem 3.4 of Chapter
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3 hold for the ORDAP (with Hoa replaccd by H:') represented by (2ï2), then the

smallest such sphere containing the set WIKQ.... (S - Po) is JL(Po, C)(S - Po). Thus,

recalling that the control tolerance is measured in the W - weighted Hoa metric, wc

obtain that the relative reduetion of Kolmogorov !-dimension due to the optimal

(2ï3)where JL = JL(Po, C)

fecdback of (2ï2) is

NWIS-Pol(!) - N~IPo.C)(S-Pol(!)

NWIS-Pol (!)

(2ï3) fo\lows, since it can be shown that from the point of view of !-dimension it is

•

irrelevant whether the weighting W aets on the nOrIn or on the set. If W is bounded

away from zero on the unit circle the quotient (2ï3) converges to zero as ! -+ O.

Case 2. Feedback is applied after identification. If feedback is capable of improving

tolerances after identification, say from!l tO! (!l > !), then it is enough to identify to

the larger tolerance, with an attendant gain in dimension of NS(!l) - NS(!)' where

the a priori ball is S := S(Po, C) C Ac c HOO. The feedback action is possible

whenever each plant P in S is sufficiently invertible, satisfying !lJL(PO' El) ::; E.

7.4 A Case of Multiplicative Uncertainty.

A variant of Case 2 involves multiplicative plant uncertainty for which identifi­

cation tolerances are expressed logarithmically. This will involve plants with factor­

izations P =VU, where U E Hoo is a fixed known inner function, and V E H:' is an

uncertain outer function. A priori InV is assumed to be in the set (sec (266)).

V o = {lnV E He:' : InV -lnVa E b".(C, a)}

•
for some fixed a ~ 0 and integer mj i.e, if m = 0, V is a logarithmic sphere with

center at lnVa. The function to be identified here is lnV, and after identification it
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lies in the shrunken logarithmic sphere,

The center of such an identified sphere can be shifted back to ln ~·o without alfecting

the radius 5, by multiplying Vi by ~, thus keeping the center invariant under iden­

tification. Assume the objective of the combination of identification and feedback

is to achieve a weighted fractional tolerance Il W:.V IIHœ :5 E, L).V := V - Vo, where

W E Hoa, IIWIIHœ =1. In the absence offeedback, if identification is constrained to

produce a bail Vi (Po, 5), then the ball needs to conform to the unweighted tolerancc

1I~~IIHœ:5 E, which establishes the relation 5 =q,-l(E) where

E = stLp{lxl : Iln(l + x)1 :5 5, xE C} =: q,(5)

which has the property that q,-l(E) ..... Eas E..... O.

A larger identification tolerance 51 := q,-l(El) (51 ~ 5) is sufficient if feedback

can shrink El to E (El > E). Suppose that feedback minimizes sensitivity for the

nominal plant Po, let p(Po) := infQEHœ IIW(l - PoQ)lIoa, and

P.(Po,Ed.- inf SUP{.!.IIWL).IKq(~(~)11 IIL).P IIHœ :5 El}
QEHœ El :Œ:Q(Po} 0 Hœ Po

< p(Po)
(1- EIllPoQ(Po}IIHœ)

Feedback reduces the E-dimension of identification from N(E) := Nb",lc.•)(q,-l(E») to

N(El):= Nb",(c.•}(q,-1 (El)' Let us compute this advantage.

Case 2a. a > 0, m = O. This involves an a priori bound on lnV on the enlarged

disc, but no explicit constraint on its derivative. Here

_ [!.lnq,-l(E)]. - [!.lnq,-l(El)].
a 1.nCa ml:

~ [!.Inp]. - 1 flYr E small enC1Ugh
a 17,1:
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Here fccdback is asymptotically insignificant as N'(ft} - N'(f). Of course, it

may be significant for large values of f.

ça.~e 2b. a = 0, m = 1, i.e. there is an a priori bound on the derivative

,10 (lnV)(e iB ) on the unit dise. By Ta.ikov's theorem (266),

N'(fI) [~t' f )
N'(f) = [~r' -> fI =Jl(Po as f ..... 0

Remark. Under the assumption of a derivative bound on the log frequency response,

feedback reduces the complexity by a factor approaching Jl(Po) as f ..... 0, which is

asymptotically significant provided Jl(Po) < 1. A comparison of cases 2a, 2b, suggests

that (for at least the constra.ined identification problem defined here) feedback is

asymptotica.lly significant where the Fourier coefficients of the transfer function to be

identified, here Z;;Fo(n), decrease linearly as n ..... 00, but is not significant where they

decrease exponentia.lly.
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Chapter 8

Concluding Remarks

8.1 Synopsis

The main subject of Chapters 1-6 of the thesis was an analysis or the ORDAP

and two-disc problems, first in the time-invariant and then the time-varying cases.

The funda.mental nature of these problems, coupled with the ract that they were in­

tractable by established methods (even approximately in the case of the ORDAP)

provided the motivation for the re-exa.mination undertaken in the first six chapters.

We began by showing, for both MIMO time-invariant and S1S0 time-varying systems,

that the ORDAP could be reduced to an implicit forro of a two-disc type problern.

The recognition that these two-disc problems were in fact distance minirnizations in

a certain non-standard Banach space of linear systems, enabled predual and dual

representations to be obtained. These representations allowed the following two in­

sights into the problem. Convex progra.mming methods, in the forro of the ellipsoid

algorithm of Shor, Yudin and Nemirovsky [45], were used to derive non-hueristic al­

gorithms for numerically solving the ORDAP. On a more abstract level, alignment

conditions relating the c10sest element in the in the distance minimization ta the max­

imal e1ement in the dual optimization were obtained. This provided a geornetrica.l

fra.mework for the ORDAP and two-disc problems which revea1ed various qualitative

properties of the optimal solution, and shed light on how the potential of feedhack to

reject disturbances depends on the radius of the open-loop plant uncertainty. Sorne
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examples of the conclusions obtained in this manner included the following observa­

tions: A 'f1atness' property of optimal solutions of the ORDAP; strict monotonicity

of the dependence of optimal robust performance on open-loop uncertainty radius at

ail frequencies; existence and uniqueness (for the SISO case) of optimal control laws

for the ORDAP.

The last chapter of the thesis was concerned with information-based measures

of plant uncertainty i.e. metric complexity. The objective was to understand when

and by how much feedback could reduce the quantity of information necessary to

control an uncertain system to some desired tolerance. It was shown that for certain

open-loop multiplicative spheres of uncertainty, feedback could asymptotically reduce

the measure of metric complexity known as Kolmogorov E-dimension, when applied

after constrained (in a certain sense) identification. The action of f~Èack on the

metric complexity of a class of additive disturbances was also considered fOi" ,the non­

asymptotic case. The conclusion in this case was that feedback could reduce the

E-dimension if and only if Ewas not small.

8.2 Directions for Further Research

Among the more immediate goals of further research are the development of a

robust control synthesis software package for both the SISO and MIMO cases of the

ORDAP, based on the nurnerical solution articulated in the algorithms of Chapter 4.

Other objectives include an analysis of the ORDAP for time-varying continuous-time

systems, extending the discrete-time results of Chapter 6, and an extension of the

duality methods of Chapter 3 to handle convex constraints representing other feedback

objectives.

Longer-term goals of future research stemming from this work include:
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1) The development of a systematic means of extracting nominal modcls from raw

frequency response data, justifying the 'nominal plant plus weighted uncertainty'

descriptions used in this thesis and e1sewhere.

2) Establishing a more complete theory of the effect of fcedback ou r.omplexity, unify­

ing the objectives of feedback and identification in form of the single goal of complexity

reduction.
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Appendices

Appendix A: Properties of X(·)

Lemma. X : [0,00) ..... [0,00) defined in (27), is a eontinuous, non-decreasing june­

tion for whieh there exists a smallest positive fixed-point

Proof. Continuity of X follows fonn the argument used in [20] for a similar quantity.

The non-decreasing nature of X is a consequence of the fact that the term inside the

brackets in (27) is an increasing funetion of r.

Let s(r) := x(r) - r. s(·) is a continuous function for which

• s(O) = in!., IIWl (I - PoQ)WII.. > 0 and s(llWl WII.. + 1) < 0
qeHnx",

(274)

•

The last inequality is a consequence of the fact that X(r) ::; IlWl WII.. "'Ir ~ O. Because

continuous functions map connected sets to connected sets there must exist at least

one r E [0,1 +JlWl WJI..] such that s(r) = O. The continuity of X also implies that the

set {r E [0, 00) : s(r) = O} is closed in the topology of the reals, and thus there must

exist a minimum element (since it is non-empty). Hence X has a minimum fixed-point

in (0,00).
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Appendix B: Proof That B. is a Banach Space

Lemma B. is a Banach space

Proof. The integrand of (48) represents a norm on the linear space cnxn x cnxn
•

Thus (48) defines a norm on the linear space B.. To prove the completent.'Ss of B.

suppose that Gk := [G\.k) G~k)], G~k), G~k) E L~xn is a Cauchy sequence in the mctric

defined by the norm (48). It follows from the definition of STr that the LI sequence

resuiting from the restriction of Gk to a single entry, is Cauchy in the Banach space

LI. Hen('<l there is element-by-element convergence in the LI topology of Gk to soIne

GE B•. Denote G by [G1 G2]. The following inequality proves that Gk -. G in the

B. metric.

fI' Max (STr(G~k»),STr(G~k»))dO

$ n [" tt I(G~k) - Gt);,jl +it I(Gr) - G2)1) iJ dO (275)

-.0 as n-.oo

o
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Appendix C: Matrix Trace Inequalities.

Lemma.

i. If X, Y are two n x n matrices then,

n

ITrXYI:::; IXILO"i(Y)
i=l

(276)

•

•

ii. If X has singular value decomposition X = V DU equality in (276) is achieved for

y = U·DlV· where Dl is the diagonal matrix with diagonal {l, 0, ..., O}.

Proof. i. Let Y =UDV be the singular value decomposition of Y. Then,

ITrXYI:::; !TrXUDVI = ITrVXUDI

Since for square matrices the trace is merely the sum of the diagonal elements,

TrVXUD = Ei=I(VXU)i.id; where {d;}i=l are the positive diagonal entries of D.

Thus,

n

ITrVXUDI :::; L I(VXU)i.ild; :::; Ma:ci=l•....nl(VXU);,;J· TrD
i=l

Since the magnitude of each element of VXU is bounded above by IVXUI

n

ITrVXUDI:::; IXI·\TrDI = IXILO"i(Y)
i=l

ii. Follows by substitution.
o
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Appendix D: The Gain-Phase Relationship.

The Bode gain-phase relationships for a minimum phase system were originally

derived from the Hilbert transform formula for analytie functions. ln this appendix

we summerize the Hilbert transform form of the gain-phase relationship, and state

sorne of the salient properties.

For a normalized outer Hoo scalar values function, we have the following rela­

tionship between phase and gain on the unit circle [32],

1 12~ (t -0) .
argh(ei9 ) = 2?r Jo cot -2- loglh(e")ldt

--
For Hoo functions with real Fourier coefficients (corresponding to real life systems)

Ih(ei9 )1 = Ih(e-i9 )1 Ir/t E [O,2?r). (277) becomes,

•

argh(e'9) _ {K(O, t)loglh(e")ldt

1 (O-t O+t)where K(O,t) .- -2?r cot(-2-) +cot(-2-)
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Appendix E: A Maximum Modulus Principle

For Hoo funetions the maximum modulus theorem states that the supremum of

the function over the interior of the unit dise is the same as the essential supremum

over the unit circle. The same property can be exhibited for the norm defined by the

two suprema of (44) for pairs of H:Xn functions i.e., the norm of the Banach space

ÊJ.

Lemma. If X, Y E H:Xn then

•
sup sup
:eD (ea:"

Ici $1

IX(z)(1 + IY(z)(1 = ess sup sup
Be[o,2>rl (ea:"

1(1$1

(280)

Proof. The inequality,

sup sup
:eD (ea:"

Ici $1

IX(z)(1 + IY(z)(l2: ess sup sup IX(e'B)(1 + IY(eiB)(1
BE[O,2>rl (ea:"

Ici $1

(281)

follows !rom the fact that X(eiB ) and Y(e'B) are the non-tangentiallirnits of X and

y in D for almost every () E [0,211").

Suppose the inequality in (281) is strict, i.e.,

sup
:eD

sup IX(z)(1 +J}'(z)(1 > ess sup
c ea:" BE[O,2>rl
Ici $1

sup
( ea:"
ICI$1

(282)

•
~.

Then there must exist constant unit veetors 7/1> 7/2, (1 E en such that,
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Definethesca1arvaluedHOOfunctionsx,yby,x(=):= 17IX(x)(1> y(=):= I/>Y(=)(I = E

D. Thus (283) becomes,

sup (lx(=)1 + ly(=)J) > ess sup (lx(éB)1 + ly(eiB)I) + 8 (28·1)
=ED BE[O,''')

for sorne 8 > O. From the definition of the supremum, thcrc cxists =0 E D such that

Ix(=o)1 + !Y(=o)1 ~ sUP=ED (lx(=)1 + ly(=)J) - ~. Thus,

sup Ix(=) + ei..,y(=)1 ~ ess sup (lx(éB)\ + ly(éB)I) + ~ (285)
=ED BE[O,''') -

where eh is the unit magnitude constant for which Ix(=o)l+ ly(=o)1 = Ix(=o)+ei"'y(=o)l.

But (285) violates the maximum modulus principle for the sca1ar valued Hoo function

x + e''''y. Hence (282) cannot hold and (281) must be an equa1ity, proving the lemma..

o
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